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Map and Territory

Map and Territory is the first book contained in the ebook Rationality: From AI to Zombies, by Eliezer Yudkowsky. It is the edited and expanded version of a series of blog posts in "the Sequences", and discusses the nature of rationality, belief, and explanation.

Map and Territory contains four sequences of essays, which are followed by the stand-alone essay The Simple Truth. These are all collected in the Rationality: From AI to Zombies ebook, but the essay names below are also linked to the original blog posts.

The next book in the series is How to Actually Change Your Mind.

1. What Do I Mean By “Rationality”?

4. … What’s a Bias, Again?

8. Illusion of Transparency: Why No One Understands You

9. Expecting Short Inferential Distances

10. The Lens That Sees Its Own Flaws

11. Making Beliefs Pay Rent (in Anticipated Experiences)

12. A Fable of Science and Politics

15. Pretending to be Wise

16. Religion's Claim to be Non-Disprovable

17. Professing and Cheering

20. Focus Your Uncertainty

22. Scientific Evidence, Legal Evidence, Rational Evidence

23. How Much Evidence Does it Take?

24. Einstein's Arrogance

26. Your Strength As A Rationalist

27. Absence of Evidence is Evidence of Absence

28. Conservation of Expected Evidence

29. Hindsight Devalues Science

31. Guessing the Teacher's Password

34. Semantic Stopsigns

35. Mysterious Answers to Mysterious Questions

36. The Futility of Emergence

37. Say Not "Complexity"

38. Positive Bias: Look Into the Dark

39. Lawful Uncertainty

40. My Wild and Reckless Youth

41. Failing to Learn from History

42. Making History Available

43. Explain/Worship/Ignore?

44. "Science" as Curiosity-Stopper




The Simple Truth

"That which can be destroyed by the truth should be."  — P.C. Hodgell

 Posted on :September 4, 2020July 2, 2021 By : Eliezer S. Yudkowsky Posted in : Rationality


“I remember this paper I wrote on existentialism. My teacher gave it back with an F. She’d underlined true and truth wherever it appeared in the essay, probably about twenty times, with a question mark beside each. She wanted to know what I meant by truth.”

This essay is meant to restore a naive view of truth.

Someone says to you: “My miracle snake oil can rid you of lung cancer in just three weeks.” You reply: “Didn’t a clinical study show this claim to be untrue?” The one returns: “This notion of ‘truth’ is quite naive; what do you mean by ‘true’?”

Many people, so questioned, don’t know how to answer in exquisitely rigorous detail. Nonetheless they would not be wise to abandon the concept of ‘truth’. There was a time when no one knew the equations of gravity in exquisitely rigorous detail, yet if you walked off a cliff, you would fall.

Often I have seen – especially on Internet mailing lists – that amidst other conversation, someone says “X is true”, and then an argument breaks out over the use of the word ‘true’. This essay is not meant as an encyclopedic reference for that argument. Rather, I hope the arguers will read this essay, and then go back to whatever they were discussing before someone questioned the nature of truth.

In this essay I pose questions. If you see what seems like a really obvious answer, it’s probably the answer I intend. The obvious choice isn’t always the best choice, but sometimes, by golly, it is . I don’t stop looking as soon I find an obvious answer, but if I go on looking, and the obvious-seeming answer still seems obvious, I don’t feel guilty about keeping it. Oh, sure, everyone thinks two plus two is four, everyone says two plus two is four, and in the mere mundane drudgery of everyday life everyone behaves as if two plus two is four, but what does two plus two really, ultimately equal? As near as I can figure, four. It’s still four even if I intone the question in a solemn, portentous tone of voice. Too simple, you say? Maybe, on this occasion, life doesn’t need to be complicated. Wouldn’t that be refreshing?

If you are one of those fortunate folk to whom the question seems trivial at the outset, I hope it still seems trivial at the finish. If you find yourself stumped by deep and meaningful questions, remember that if you know exactly how a system works, and could build one yourself out of buckets and pebbles, it should not be a mystery to you.

If confusion threatens when you interpret a metaphor as a metaphor, try taking everything completely literally.

Imagine that in an era before recorded history or formal mathematics, I am a shepherd and I have trouble tracking my sheep. My sheep sleep in an enclosure, a fold; and the enclosure is high enough to guard my sheep from wolves that roam by night. Each day I must release my sheep from the fold to pasture and graze; each night I must find my sheep and return them to the fold. If a sheep is left outside, I will find its body the next morning, killed and half-eaten by wolves. But it is so discouraging, to scour the fields for hours, looking for one last sheep, when I know that probably all the sheep are in the fold. Sometimes I give up early, and usually I get away with it; but around a tenth of the time there is a dead sheep the next morning.

If only there were some way to divine whether sheep are still grazing, without the inconvenience of looking! I try several methods: I toss the divination sticks of my tribe; I train my psychic powers to locate sheep through clairvoyance; I search carefully for reasons to believe all the sheep are in the fold. It makes no difference. Around a tenth of the times I turn in early, I find a dead sheep the next morning. Perhaps I realize that my methods aren’t working, and perhaps I carefully excuse each failure; but my dilemma is still the same. I can spend an hour searching every possible nook and cranny, when most of the time there are no remaining sheep; or I can go to sleep early and lose, on the average, one-tenth of a sheep.

Late one afternoon I feel especially tired. I toss the divination sticks and the divination sticks say that all the sheep have returned. I visualize each nook and cranny, and I don’t imagine scrying any sheep. I’m still not confident enough, so I look inside the fold and it seems like there are a lot of sheep, and I review my earlier efforts and decide that I was especially diligent. This dissipates my anxiety, and I go to sleep. The next morning I discover two dead sheep. Something inside me snaps, and I begin thinking creatively.

That day, loud hammering noises come from the gate of the sheepfold’s enclosure.

The next morning, I open the gate of the enclosure only a little way, and as each sheep passes out of the enclosure, I drop a pebble into a bucket nailed up next to the door. In the afternoon, as each returning sheep passes by, I take one pebble out of the bucket. When there are no pebbles left in the bucket, I can stop searching and turn in for the night. It is a brilliant notion. It will revolutionize shepherding.

That was the theory. In practice, it took considerable refinement before the method worked reliably. Several times I searched for hours and didn’t find any sheep, and the next morning there were no stragglers. On each of these occasions it required deep thought to figure out where my bucket system had failed. On returning from one fruitless search, I thought back and realized that the bucket already contained pebbles when I started; this, it turned out, was a bad idea. Another time I randomly tossed pebbles into the bucket, to amuse myself, between the morning and the afternoon; this too was a bad idea, as I realized after searching for a few hours. But I practiced my pebblecraft, and became a reasonably proficient pebblecrafter.

One afternoon, a man richly attired in white robes, leafy laurels, sandals, and business suit trudges in along the sandy trail that leads to my pastures.

The man takes a badge from his coat and flips it open, proving beyond the shadow of a doubt that he is Markos Sophisticus Maximus, a delegate from the Senate of Rum. (One might wonder whether another could steal the badge; but so great is the power of these badges that if any other were to use them, they would in that instant be transformed into Markos.)

“Call me Mark,” he says. “I’m here to confiscate the magic pebbles, in the name of the Senate; artifacts of such great power must not fall into ignorant hands.”

“That bleedin’ apprentice,” I grouse under my breath, “he’s been yakkin’ to the villagers again.” Then I look at Mark’s stern face, and sigh. “They aren’t magic pebbles,” I say aloud. “Just ordinary stones I picked up from the ground.”

A flicker of confusion crosses Mark’s face, then he brightens again. “I’m here for the magic bucket!” he declares.

“It’s not a magic bucket,” I say wearily. “I used to keep dirty socks in it.”

Mark’s face is puzzled. “Then where is the magic?” he demands.

An interesting question. “It’s hard to explain,” I say.

My current apprentice, Autrey, attracted by the commotion, wanders over and volunteers his explanation: “It’s the level of pebbles in the bucket,” Autrey says. “There’s a magic level of pebbles, and you have to get the level just right, or it doesn’t work. If you throw in more pebbles, or take some out, the bucket won’t be at the magic level anymore. Right now, the magic level is,” Autrey peers into the bucket, “about one-third full.”

“I see!” Mark says excitedly. From his back pocket Mark takes out his own bucket, and a heap of pebbles. Then he grabs a few handfuls of pebbles, and stuffs them into the bucket. Then Mark looks into the bucket, noting how many pebbles are there. “There we go,” Mark says, “the magic level of this bucket is half full. Like that?”

“No!” Autrey says sharply. “Half full is not the magic level. The magic level is about one-third. Half full is definitely unmagic. Furthermore, you’re using the wrong bucket.”

Mark turns to me, puzzled. “I thought you said the bucket wasn’t magic?”

“It’s not,” I say. A sheep passes out through the gate, and I toss another pebble into the bucket. “Besides, I’m watching the sheep. Talk to Autrey.”

Mark dubiously eyes the pebble I tossed in, but decides to temporarily shelve the question. Mark turns to Autrey and draws himself up haughtily. “It’s a free country,” Mark says, “under the benevolent dictatorship of the Senate, of course. I can drop whichever pebbles I like into whatever bucket I like.”

Autrey considers this. “No you can’t,” he says finally, “there won’t be any magic.”

“Look,” says Mark patiently, “I watched you carefully. You looked in your bucket, checked the level of pebbles, and called that the magic level. I did exactly the same thing.”

“Oh, I see,” says Mark, “It’s not the level of pebbles in my bucket that’s magic, it’s the level of pebbles in your bucket. Is that what you claim? What makes your bucket so much better than mine, huh?”

“Well,” says Autrey, “if we were to empty your bucket, and then pour all the pebbles from my bucket into your bucket, then your bucket would have the magic level. There’s also a procedure we can use to check if your bucket has the magic level, if we know that my bucket has the magic level; we call that a bucket compare operation.”

Another sheep passes, and I toss in another pebble.

“He just tossed in another pebble!” Mark says. “And I suppose you claim the new level is also magic? I could toss pebbles into your bucket until the level was the same as mine, and then our buckets would agree. You’re just comparing my bucket to your bucket to determine whether you think the level is ‘magic’ or not. Well, I think your bucket isn’t magic, because it doesn’t have the same level of pebbles as mine. So there!”

“By ‘magic level’, you mean simply the level of pebbles in your own bucket. And when I say ‘magic level’, I mean the level of pebbles in my bucket. Thus you look at my bucket and say it ’isn’t magic’, but the word ‘magic’ means different things to different people. You need to specify whose magic it is. You should say that my bucket doesn’t have ’Autrey’s magic level’, and I say that your bucket doesn’t have ’Mark’s magic level’. That way, the apparent contradiction goes away.”

“Different people can have different buckets with different levels of pebbles, which proves this business about ‘magic’ is completely arbitrary and subjective.”

“Mark,” I say, “did anyone tell you what these pebbles do? ”

“If the pebbles didn’t do anything,” says Autrey, “our ISO 9000 process efficiency auditor would eliminate the procedure from our daily work.”

“Hm,” says Mark. “Charles does have a reputation as a strict auditor. So do the pebbles bless the flocks, and cause the increase of sheep?”

“No,” I say. “The virtue of the pebbles is this; if we look into the bucket and see the bucket is empty of pebbles, we know the pastures are likewise empty of sheep. If we do not use the bucket, we must search and search until dark, lest one last sheep remain. Or if we stop our work early, then sometimes the next morning we find a dead sheep, for the wolves savage any sheep left outside. If we look in the bucket, we know when all the sheep are home, and we can retire without fear.”

Mark considers this. “That sounds rather implausible,” he says eventually. “Did you consider using divination sticks? Divination sticks are infallible, or at least, anyone who says they are fallible is burned at the stake. This is an extremely painful way to die; it follows that divination sticks are infallible.”

“You’re welcome to use divination sticks if you like,” I say.

“Oh, good heavens, of course not,” says Mark. “They work infallibly, with absolute perfection on every occasion, as befits such blessed instruments; but what if there were a dead sheep the next morning? I only use the divination sticks when there is no possibility of their being proven wrong. Otherwise I might be burned alive. So how does your magic bucket work?”

How does the bucket work…? I’d better start with the simplest possible case. “Well,” I say, “suppose the pastures are empty, and the bucket isn’t empty. Then we’ll waste hours looking for a sheep that isn’t there. And if there are sheep in the pastures, but the bucket is empty, then Autrey and I will turn in too early, and we’ll find dead sheep the next morning. So an empty bucket is magical if and only if the pastures are empty -”

“Hold on,” says Autrey. “That sounds like a vacuous tautology to me. Aren’t an empty bucket and empty pastures obviously the same thing?”

“It’s not vacuous,” I say. “Here’s an analogy: The logician Alfred Tarski once said that the assertion ‘Snow is white’ is true if and only if snow is white. If you can understand that, you should be able to see why an empty bucket is magical if and only if the pastures are empty of sheep.”

“Hold on,” says Mark. “These are buckets . They don’t have anything to do with sheep . Buckets and sheep are obviously completely different. There’s no way the sheep can ever interact with the bucket.”

“Then where do you think the magic comes from?” inquires Autrey.

Mark considers. “You said you could compare two buckets to check if they had the same level… I can see how buckets can interact with buckets. Maybe when you get a large collection of buckets, and they all have the same level, that’s what generates the magic. I’ll call that the coherentist theory of magic buckets.”

“Interesting,” says Autrey. “I know that my master is working on a system with multiple buckets – he says it might work better because of ‘redundancy’ and ‘error correction’. That sounds like coherentism to me.”

“Let’s test the coherentism theory of magic,” says Autrey. “I can see you’ve got five more buckets in your back pocket. I’ll hand you the bucket we’re using, and then you can fill up your other buckets to the same level -”

Mark recoils in horror. “Stop! These buckets have been passed down in my family for generations, and they’ve always had the same level! If I accept your bucket, my bucket collection will become less coherent, and the magic will go away!”

“But your current buckets don’t have anything to do with the sheep!” protests Autrey.

Mark looks exasperated. “Look, I’ve explained before, there’s obviously no way that sheep can interact with buckets. Buckets can only interact with other buckets.”

“I toss in a pebble whenever a sheep passes,” I point out.

“When a sheep passes, you toss in a pebble?” Mark says. “What does that have to do with anything?”

“It’s an interaction between the sheep and the pebbles,” I reply.

“No, it’s an interaction between the pebbles and you ,” Mark says. “The magic doesn’t come from the sheep, it comes from you . Mere sheep are obviously nonmagical. The magic has to come from somewhere , on the way to the bucket.”

I point at a wooden mechanism perched on the gate. “Do you see that flap of cloth hanging down from that wooden contraption? We’re still fiddling with that – it doesn’t work reliably – but when sheep pass through, they disturb the cloth. When the cloth moves aside, a pebble drops out of a reservoir and falls into the bucket. That way, Autrey and I won’t have to toss in the pebbles ourselves.”

Mark furrows his brow. “I don’t quite follow you… is the cloth magical?”

I shrug. “I ordered it online from a company called Natural Selections. The fabric is called Sensory Modality.” I pause, seeing the incredulous expressions of Mark and Autrey. “I admit the names are a bit New Agey. The point is that a passing sheep triggers a chain of cause and effect that ends with a pebble in the bucket. Afterward you can compare the bucket to other buckets, and so on.”

“I still don’t get it,” Mark says. “You can’t fit a sheep into a bucket. Only pebbles go in buckets, and it’s obvious that pebbles only interact with other pebbles.”

“The sheep interact with things that interact with pebbles…” I search for an analogy. “Suppose you look down at your shoelaces. A photon leaves the Sun; then travels down through Earth’s atmosphere; then bounces off your shoelaces; then passes through the pupil of your eye; then strikes the retina; then is absorbed by a rod or a cone. The photon’s energy makes the attached neuron fire, which causes other neurons to fire. A neural activation pattern in your visual cortex can interact with your beliefs about your shoelaces, since beliefs about shoelaces also exist in neural substrate. If you can understand that, you should be able to see how a passing sheep causes a pebble to enter the bucket.”

“At exactly which point in the process does the pebble become magic?” says Mark.

“It… um…” Now I’m starting to get confused. I shake my head to clear away cobwebs. This all seemed simple enough when I woke up this morning, and the pebble-and-bucket system hasn’t gotten any more complicated since then. “This is a lot easier to understand if you remember that the point of the system is to keep track of sheep.”

Mark sighs sadly. “Never mind… it’s obvious you don’t know. Maybe all pebbles are magical to start with, even before they enter the bucket. We could call that position panpebblism.”

“Ha!” Autrey says, scorn rich in his voice. “Mere wishful thinking! Not all pebbles are created equal. The pebbles in your bucket are not magical. They’re only lumps of stone!”

Mark’s face turns stern. “Now,” he cries, “now you see the danger of the road you walk! Once you say that some people’s pebbles are magical and some are not, your pride will consume you! You will think yourself superior to all others, and so fall! Many throughout history have tortured and murdered because they thought their own pebbles supreme!” A tinge of condescension enters Mark’s voice. “Worshipping a level of pebbles as ‘magical’ implies that there’s an absolute pebble level in a Supreme Bucket. Nobody believes in a Supreme Bucket these days.”

“One,” I say. “Sheep are not absolute pebbles. Two, I don’t think my bucket actually contains the sheep. Three, I don’t worship my bucket level as perfect – I adjust it sometimes – and I do that because I care about the sheep.”

“Besides,” says Autrey, “someone who believes that possessing absolute pebbles would license torture and murder, is making a mistake that has nothing to do with buckets. You’re solving the wrong problem.”

Mark calms himself down. “I suppose I can’t expect any better from mere shepherds. You probably believe that snow is white, don’t you.”

“It doesn’t bother you that Joseph Stalin believed that snow is white?”

Mark gazes incredulously at Autrey, and finally shrugs. “Let’s suppose, purely for the sake of argument, that your pebbles are magical and mine aren’t. Can you tell me what the difference is?”

“My pebbles represent the sheep!” Autrey says triumphantly. “ Your pebbles don’t have the representativeness property, so they won’t work. They are empty of meaning. Just look at them. There’s no aura of semantic content; they are merely pebbles. You need a bucket with special causal powers.”

“Ah!” Mark says. “Special causal powers, instead of magic.”

“Exactly,” says Autrey. “I’m not superstitious. Postulating magic, in this day and age, would be unacceptable to the international shepherding community. We have found that postulating magic simply doesn’t work as an explanation for shepherding phenomena. So when I see something I don’t understand, and I want to explain it using a model with no internal detail that makes no predictions even in retrospect, I postulate special causal powers. If that doesn’t work, I’ll move on to calling it an emergent phenomenon.”

“What kind of special powers does the bucket have?” asks Mark.

“Hm,” says Autrey. “Maybe this bucket is imbued with an about-ness relation to the pastures. That would explain why it worked – when the bucket is empty, it means the pastures are empty.”

“Where did you find this bucket?” says Mark. “And how did you realize it had an about-ness relation to the pastures?”

“It’s an ordinary bucket ,” I say. “I used to climb trees with it… I don’t think this question needs to be difficult.”

“You have to bind the bucket to the pastures, and the pebbles to the sheep, using a magical ritual – pardon me, an emergent process with special causal powers – that my master discovered,” Autrey explains.

Autrey then attempts to describe the ritual, with Mark nodding along in sage comprehension.

“You have to throw in a pebble every time a sheep leaves through the gate?” says Mark. “Take out a pebble every time a sheep returns?”

“That must be really hard,” Mark says sympathetically.

Autrey brightens, soaking up Mark’s sympathy like rain. “Exactly!” says Autrey. “It’s extremely hard on your emotions. When the bucket has held its level for a while, you… tend to get attached to that level.”

A sheep passes then, leaving through the gate. Autrey sees; he stoops, picks up a pebble, holds it aloft in the air. “Behold!” Autrey proclaims. “A sheep has passed! I must now toss a pebble into this bucket, my dear bucket, and destroy that fond level which has held for so long – ” Another sheep passes. Autrey, caught up in his drama, misses it; so I plunk a pebble into the bucket. Autrey is still speaking: ” – for that is the supreme test of the shepherd, to throw in the pebble, be it ever so agonizing, be the old level ever so precious. Indeed, only the best of shepherds can meet a requirement so stern -“

“Autrey,” I say, “if you want to be a great shepherd someday, learn to shut up and throw in the pebble. No fuss. No drama. Just do it.”

“And this ritual,” says Mark, “it binds the pebbles to the sheep by the magical laws of Sympathy and Contagion, like a voodoo doll.”

Autrey winces and looks around. “Please! Don’t call it Sympathy and Contagion. We shepherds are an anti-superstitious folk. Use the word ‘intentionality’, or something like that.”

“Sure,” I say. I take one of the pebbles out of the bucket, and toss it to Mark. Then I reach to the ground, pick up another pebble, and drop it into the bucket.

Autrey looks at me, puzzled. “Didn’t you just mess it up?”

I shrug. “I don’t think so. We’ll know I messed it up if there’s a dead sheep next morning, or if we search for a few hours and don’t find any sheep.”

“I taught you everything you know, but I haven’t taught you everything I know,” I say.

Mark is examining the pebble, staring at it intently. He holds his hand over the pebble and mutters a few words, then shakes his head. “I don’t sense any magical power,” he says. “Pardon me. I don’t sense any intentionality.”

“A pebble only has intentionality if it’s inside a ma- an emergent bucket,” says Autrey. “Otherwise it’s just a mere pebble.”

“Not a problem,” I say. I take a pebble out of the bucket, and toss it away. Then I walk over to where Mark stands, tap his hand holding a pebble, and say: “I declare this hand to be part of the magic bucket!” Then I resume my post at the gates.

Autrey laughs. “Now you’re just being gratuitously evil.”

“Is that really going to work, though?” says Autrey.

I nod again, hoping that I’m right. I’ve done this before with two buckets, and in principle, there should be no difference between Mark’s hand and a bucket. Even if Mark’s hand is imbued with the elan vital that distinguishes live matter from dead matter, the trick should work as well as if Mark were a marble statue.

Mark is looking at his hand, a bit unnerved. “So… the pebble has intentionality again, now?”

“Yep,” I say. “Don’t add any more pebbles to your hand, or throw away the one you have, or you’ll break the ritual.”

Mark nods solemnly. Then he resumes inspecting the pebble. “I understand now how your flocks grew so great,” Mark says. “With the power of this bucket, you could keep in tossing pebbles, and the sheep would keep returning from the fields. You could start with just a few sheep, let them leave, then fill the bucket to the brim before they returned. And if tending so many sheep grew tedious, you could let them all leave, then empty almost all the pebbles from the bucket, so that only a few returned… increasing the flocks again when it came time for shearing… dear heavens, man! Do you realize the sheer power of this ritual you’ve discovered? I can only imagine the implications; humankind might leap ahead a decade – no, a century!”

“It doesn’t work that way,” I say. “If you add a pebble when a sheep hasn’t left, or remove a pebble when a sheep hasn’t come in, that breaks the ritual. The power does not linger in the pebbles, but vanishes all at once, like a soap bubble popping.”

Mark’s face is terribly disappointed. “Are you sure?”

Mark sighs heavily. “And this… math … seemed so powerful and useful until then… Oh, well. So much for human progress.”

“Mark, it was a brilliant idea,” Autrey says encouragingly. “The notion didn’t occur to me, and yet it’s so obvious… it would save an enormous amount of effort… there must be a way to salvage your plan! We could try different buckets, looking for one that would keep the magical pow- the intentionality in the pebbles, even without the ritual. Or try other pebbles. Maybe our pebbles just have the wrong properties to have inherent intentionality. What if we tried it using stones carved to resemble tiny sheep? Or just write ‘sheep’ on the pebbles; that might be enough.”

Autrey continues. “Maybe we need organic pebbles, instead of silicon pebbles… or maybe we need to use expensive gemstones. The price of gemstones doubles every eighteen months, so you could buy a handful of cheap gemstones now, and wait, and in twenty years they’d be really expensive.”

“You tried adding pebbles to create more sheep, and it didn’t work?” Mark asks me. “What exactly did you do?”

“I took a handful of dollar bills. Then I hid the dollar bills under a fold of my blanket, one by one; each time I hid another bill, I took another paperclip from a box, making a small heap. I was careful not to keep track in my head, so that all I knew was that there were ‘many’ dollar bills, and ‘many’ paperclips. Then when all the bills were hidden under my blanket, I added a single additional paperclip to the heap, the equivalent of tossing an extra pebble into the bucket. Then I started taking dollar bills from under the fold, and putting the paperclips back into the box. When I finished, a single paperclip was left over.”

“It means the trick didn’t work. Once I broke ritual by that single misstep, the power did not linger, but vanished instantly; the heap of paperclips and the pile of dollar bills no longer went empty at the same time.”

“Yes,” I say, “I actually performed the experiment, to verify that the outcome matched my theoretical prediction. I have a sentimental fondness for the scientific method, even when it seems absurd. Besides, what if I’d been wrong?”

“If it had worked,” says Mark, “you would have been guilty of counterfeiting! Imagine if everyone did that; the economy would collapse! Everyone would have billions of dollars of currency, yet there would be nothing for money to buy!”

“Not at all,” I reply. “By that same logic whereby adding another paperclip to the heap creates another dollar bill, creating another dollar bill would create an additional dollar’s worth of goods and services.”

Mark shakes his head. “Counterfeiting is still a crime… You should not have tried.”

“Aha!” says Mark. “You expected to fail! You didn’t believe you could do it!”

“Indeed,” I admit. “You have guessed my expectations with stunning accuracy.”

“Well, that’s the problem,” Mark says briskly. “Magic is fueled by belief and willpower. If you don’t believe you can do it, you can’t. You need to change your belief about the experimental result; that will change the result itself.”

“Funny,” I say nostalgically, “that’s what Autrey said when I told him about the pebble-and-bucket method. That it was too ridiculous for him to believe, so it wouldn’t work for him.”

“I told him to shut up and follow instructions,” I say, “and when the method worked, Autrey started believing in it.”

Mark frowns, puzzled. “That makes no sense. It doesn’t resolve the essential chicken-and-egg dilemma.”

“Sure it does. The bucket method works whether or not you believe in it.”

“That’s absurd! ” sputters Mark. “I don’t believe in magic that works whether or not you believe in it!”

“I said that too,” chimes in Autrey. “Apparently I was wrong.”

Mark screws up his face in concentration. “But… if you didn’t believe in magic that works whether or not you believe in it, then why did the bucket method work when you didn’t believe in it? Did you believe in magic that works whether or not you believe in it whether or not you believe in magic that works whether or not you believe in it?”

“Then if you didn’t believe in magic that works whether or not you… hold on a second, I need to work this out on paper and pencil -” Mark scribbles frantically, looks skeptically at the result, turns the piece of paper upside down, then gives up. “Never mind,” says Mark. “Magic is difficult enough for me to comprehend; metamagic is out of my depth.”

“Mark, I don’t think you understand the art of bucketcraft,” I say. “It’s not about using pebbles to control sheep. It’s about making sheep control pebbles. In this art, it is not necessary to begin by believing the art will work. Rather, first the art works, then one comes to believe that it works.”

“So I believe,” I reply, “ because it happens to be a fact. The correspondence between reality and my beliefs comes from reality controlling my beliefs, not the other way around.”

Another sheep passes, causing me to toss in another pebble.

“Ah! Now we come to the root of the problem,” says Mark. “What’s this so-called ‘reality’ business? I understand what it means for a hypothesis to be elegant, or falsifiable, or compatible with the evidence. It sounds to me like calling a belief ‘true’ or ‘real’ or ‘actual’ is merely the difference between saying you believe something, and saying you really really believe something.”

I pause. “Well…” I say slowly. “Frankly, I’m not entirely sure myself where this ‘reality’ business comes from. I can’t create my own reality in the lab, so I must not understand it yet. But occasionally I believe strongly that something is going to happen, and then something else happens instead. I need a name for whatever-it-is that determines my experimental results, so I call it ‘reality’. This ‘reality’ is somehow separate from even my very best hypotheses. Even when I have a simple hypothesis, strongly supported by all the evidence I know, sometimes I’m still surprised. So I need different names for the thingies that determine my predictions and the thingy that determines my experimental results. I call the former thingies ‘belief’, and the latter thingy ‘reality’.”

Mark snorts. “I don’t even know why I bother listening to this obvious nonsense. Whatever you say about this so-called ‘reality’, it is merely another belief. Even your belief that reality precedes your beliefs is a belief. It follows, as a logical inevitability, that reality does not exist; only beliefs exist.”

“Hold on,” says Autrey, “could you repeat that last part? You lost me with that sharp swerve there in the middle.”

“No matter what you say about reality, it’s just another belief,” explains Mark. “It follows with crushing necessity that there is no reality, only beliefs.”

“I see,” I say. “The same way that no matter what you eat, you need to eat it with your mouth. It follows that there is no food, only mouths.”

“Precisely,” says Mark. “Everything that you eat has to be in your mouth. How can there be food that exists outside your mouth? The thought is nonsense, proving that ‘food’ is an incoherent notion. That’s why we’re all starving to death; there’s no food.”

Autrey looks down at his stomach. “But I’m not starving to death.”

“ Aha! ” shouts Mark triumphantly. “And how did you utter that very objection? With your mouth , my friend! With your mouth ! What better demonstration could you ask that there is no food?”

“ What’s this about starvation? ” demands a harsh, rasping voice from directly behind us. Autrey and I stay calm, having gone through this before. Mark leaps a foot in the air, startled almost out of his wits.

Inspector Darwin smiles tightly, pleased at achieving surprise, and makes a small tick on his clipboard.

“Just a metaphor!” Mark says quickly. “You don’t need to take away my mouth, or anything like that -”

“ Why do you need a mouth if there is no food ?” demands Darwin angrily. “ Never mind. I have no time for this foolishness . I am here to inspect the sheep. ”

“Flocks thriving, sir,” I say. “No dead sheep since January.”

“ Excellent. I award you 0.12 units of fitness . Now what is this person doing here? Is he a necessary part of the operations? ”

“As far as I can see, he would be of more use to the human species if hung off a hot-air balloon as ballast,” I say.

“I do not care about the human species . Let him speak for himself .”

Mark draws himself up haughtily. “This mere shepherd ,” he says, gesturing at me, “has claimed that there is such a thing as reality. This offends me, for I know with deep and abiding certainty that there is no truth. The concept of ‘truth’ is merely a stratagem for people to impose their own beliefs on others. Every culture has a different ‘truth’, and no culture’s ‘truth’ is superior to any other. This that I have said holds at all times in all places, and I insist that you agree.”

“Hold on a second,” says Autrey. “If nothing is true, why should I believe you when you say that nothing is true?”

“- I said that ‘truth’ is an excuse used by some cultures to enforce their beliefs on others. So when you say something is ‘true’, you mean only that it would be advantageous to your own social group to have it believed.”

“And this that you have said,” I say, “is it true?”

“Absolutely, positively true!” says Mark emphatically. “People create their own realities.”

“Hold on,” says Autrey, sounding puzzled again, “saying that people create their own realities is, logically, a completely separate issue from saying that there is no truth, a state of affairs I cannot even imagine coherently, perhaps because you still have not explained how exactly it is supposed to work -”

“There you go again,” says Mark exasperatedly, “trying to apply your Western concepts of logic, rationality, reason, coherence, and self-consistency.”

“Great,” mutters Autrey, “now I need to add a third subject heading, to keep track of this entirely separate and distinct claim -”

“It’s not separate,” says Mark. “Look, you’re taking the wrong attitude by treating my statements as hypotheses, and carefully deriving their consequences. You need to think of them as fully general excuses, which I apply when anyone says something I don’t like. It’s not so much a model of how the universe works, as a “Get Out of Jail Free” card. The key is to apply the excuse selectively . When I say that there is no such thing as truth, that applies only to your claim that the magic bucket works whether or not I believe in it. It does not apply to my claim that there is no such thing as truth.”

Mark heaves a patient sigh. “Autrey, do you think you’re the first person to think of that question? To ask us how our own beliefs can be meaningful if all beliefs are meaningless? That’s the same thing many students say when they encounter this philosophy, which, I’ll have you know, has many adherents and an extensive literature.”

“We named it the ‘reflexivity problem’,” explains Mark.

Mark smiles condescendingly. “Believe me, Autrey, you’re not the first person to think of such a simple question. There’s no point in presenting it to us as a triumphant refutation.”

“Now, I’d like to move on to the issue of how logic kills cute baby seals -”

“Not to mention, losing track of sheep,” I say, tossing in another pebble.

Inspector Darwin looks at the two arguers, both apparently unwilling to give up their positions. “Listen,” Darwin says, more kindly now, “I have a simple notion for resolving your dispute. You say,” says Darwin, pointing to Mark, “that people’s beliefs alter their personal realities. And you fervently believe,” his finger swivels to point at Autrey, “that Mark’s beliefs can’t alter reality. So let Mark believe really hard that he can fly, and then step off a cliff. Mark shall see himself fly away like a bird, and Autrey shall see him plummet down and go splat, and you shall both be happy.”

“There’s a cliff right there,” observes Inspector Darwin.

Autrey is wearing a look of intense concentration. Finally he shouts: “Wait! If that were true, we would all have long since departed into our own private universes, in which case the other people here are only figments of your imagination – there’s no point in trying to prove anything to us -”

A long dwindling scream comes from the nearby cliff, followed by a dull and lonely splat. Inspector Darwin flips his clipboard to the page that shows the current gene pool and pencils in a slightly lower frequency for Mark’s alleles.

Autrey looks slightly sick. “Was that really necessary?”

“ Necessary? ” says Inspector Darwin, sounding puzzled. “It just happened … I don’t quite understand your question.”

Autrey and I turn back to our bucket. It’s time to bring in the sheep. You wouldn’t want to forget about that part. Otherwise what would be the point?
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What Do We Mean By "Rationality"?

1. Epistemic rationality: systematically improving the accuracy of your beliefs.

2. Instrumental rationality: systematically achieving your values.

The first concept is simple enough. When you open your eyes and look at the room around you, you’ll locate your laptop in relation to the table, and you’ll locate a bookcase in relation to the wall. If something goes wrong with your eyes, or your brain, then your mental model might say there’s a bookcase where no bookcase exists, and when you go over to get a book, you’ll be disappointed.

This is what it’s like to have a false belief, a map of the world that doesn’t correspond to the territory. Epistemic rationality is about building accurate maps instead. This correspondence between belief and reality is commonly called “truth,” and I’m happy to call it that.1

Instrumental rationality, on the other hand, is about steering reality—sending the future where you want it to go. It’s the art of choosing actions that lead to outcomes ranked higher in your preferences. I sometimes call this “winning.”

So rationality is about forming true beliefs and making decisions that help you win.

(Where truth doesn't mean “certainty,” since we can do plenty to increase the probability that our beliefs are accurate even though we're uncertain; and winning doesn't mean “winning at others' expense,” since our values include everything we care about, including other people.)

When people say “X is rational!” it’s usually just a more strident way of saying “I think X is true” or “I think X is good.” So why have an additional word for “rational” as well as “true” and “good”?

An analogous argument can be given against using “true.” There is no need to say “it is true that snow is white” when you could just say “snow is white.” What makes the idea of truth useful is that it allows us to talk about the general features of map-territory correspondence. “True models usually produce better experimental predictions than false models” is a useful generalization, and it’s not one you can make without using a concept like “true” or “accurate.”

Similarly, “Rational agents make decisions that maximize the probabilistic expectation of a coherent utility function” is the kind of thought that depends on a concept of (instrumental) rationality, whereas “It’s rational to eat vegetables” can probably be replaced with “It’s useful to eat vegetables” or “It’s in your interest to eat vegetables.” We need a concept like “rational” in order to note general facts about those ways of thinking that systematically produce truth or value—and the systematic ways in which we fall short of those standards.

As we’ve observed in the previous essays, experimental psychologists sometimes uncover human reasoning that seems very strange. For example, someone rates the probability “Bill plays jazz” as less than the probability “Bill is an accountant who plays jazz.” This seems like an odd judgment, since any particular jazz-playing accountant is obviously a jazz player. But to what higher vantage point do we appeal in saying that the judgment is wrong ?

Experimental psychologists use two gold standards: probability theory, and decision theory.

Probability theory is the set of laws underlying rational belief. The mathematics of probability applies equally to “figuring out where your bookcase is” and “estimating how many hairs were on Julius Caesars head,” even though our evidence for the claim “Julius Caesar was bald” is likely to be more complicated and indirect than our evidence for the claim “theres a bookcase in my room.” It’s all the same problem of how to process the evidence and observations to update one’s beliefs. Similarly, decision theory is the set of laws underlying rational action, and is equally applicable regardless of what one’s goals and available options are.

Let “P(such-and-such)” stand for “the probability that such-and-such happens,” and “P(A,B)” for “the probability that both A and B happen.” Since it is a universal law of probability theory that P(A) ≥ P(A,B), the judgment that P(Bill plays jazz) is less than P(Bill plays jazz, Bill is an accountant) is labeled incorrect.

To keep it technical, you would say that this probability judgment is non-Bayesian. Beliefs that conform to a coherent probability distribution, and decisions that maximize the probabilistic expectation of a coherent utility function, are called “Bayesian.”

I should emphasize that this isn't the notion of rationality thats common in popular culture. People may use the same string of sounds, “ra-tio-nal,” to refer to “acting like Mr. Spock of Star Trek” and “acting like a Bayesian”; but this doesn't mean that acting Spock-like helps one hair with epistemic or instrumental rationality.2

All of this does not quite exhaust the problem of what is meant in practice by “rationality,” for two major reasons:

First, the Bayesian formalisms in their full form are computationally intractable on most real-world problems. No one can actually calculate and obey the math, any more than you can predict the stock market by calculating the movements of quarks.

This is why there is a whole site called “Less Wrong,” rather than a single page that simply states the formal axioms and calls it a day. There’s a whole further art to finding the truth and accomplishing value from inside a human mind: we have to learn our own flaws, overcome our biases, prevent ourselves from self-deceiving, get ourselves into good emotional shape to confront the truth and do what needs doing, et cetera, et cetera.

Second, sometimes the meaning of the math itself is called into question. The exact rules of probability theory are called into question by, e.g., anthropic problems in which the number of observers is uncertain. The exact rules of decision theory are called into question by, e.g., Newcomblike problems in which other agents may predict your decision before it happens.3

In cases where our best formalizations still come up short, we can return to simpler ideas like “truth” and “winning.” If you are a scientist just beginning to investigate fire, it might be a lot wiser to point to a campfire and say “Fire is that orangey-bright hot stuff over there,” rather than saying “I define fire as an alchemical transmutation of substances which releases phlogiston.” You certainly shouldn’t ignore something just because you can’t define it. I can't quote the equations of General Relativity from memory, but nonetheless if I walk off a cliff, I'll fall. And we can say the same of cognitive biases and other obstacles to truth—they won't hit any less hard if it turns out we can't define compactly what “irrationality” is.

In cases like these, it is futile to try to settle the problem by coming up with some new definition of the word “rational” and saying, “Therefore my preferred answer, by definition, is what is meant by the word ‘rational.’ ” This simply raises the question of why anyone should pay attention to your definition. I’m not interested in probability theory because it is the holy word handed down from Laplace. I’m interested in Bayesian-style belief-updating (with Occam priors) because I expect that this style of thinking gets us systematically closer to, you know, accuracy, the map that reflects the territory.

And then there are questions of how to think that seem not quite answered by either probability theory or decision theory—like the question of how to feel about the truth once you have it. Here, again, trying to define “rationality” a particular way doesn’t support an answer, but merely presumes one.

I am not here to argue the meaning of a word, not even if that word is “rationality.” The point of attaching sequences of letters to particular concepts is to let two people communicate—to help transport thoughts from one mind to another. You cannot change reality, or prove the thought, by manipulating which meanings go with which words.

So if you understand what concept I am generally getting at with this word “rationality,” and with the sub-terms “epistemic rationality” and “instrumental rationality,” we have communicated: we have accomplished everything there is to accomplish by talking about how to define “rationality.” What’s left to discuss is not what meaning to attach to the syllables “ra-tio-na-li-ty”; what’s left to discuss is what is a good way to think.

If you say, “It’s (epistemically) rational for me to believe X, but the truth is Y,” then you are probably using the word “rational” to mean something other than what I have in mind. (E.g., “rationality” should be consistent under reflection—“rationally” looking at the evidence, and “rationally” considering how your mind processes the evidence, shouldn’t lead to two different conclusions.)

Similarly, if you find yourself saying, “The (instrumentally) rational thing for me to do is X, but the right thing for me to do is Y,” then you are almost certainly using some other meaning for the word “rational” or the word “right.” I use the term “rationality” normatively, to pick out desirable patterns of thought.

In this case—or in any other case where people disagree about word meanings—you should substitute more specific language in place of “rational”: “The self-benefiting thing to do is to run away, but I hope I would at least try to drag the child off the railroad tracks,” or “Causal decision theory as usually formulated says you should two-box on Newcomb’s Problem, but I’d rather have a million dollars.”

In fact, I recommend reading back through this essay, replacing every instance of “rational” with “foozal,” and seeing if that changes the connotations of what I’m saying any. If so, I say: strive not for rationality, but for foozality.

The word “rational” has potential pitfalls, but there are plenty of non-borderline cases where “rational” works fine to communicate what I’m getting at. Likewise “irrational.” In these cases I’m not afraid to use it.

Yet one should be careful not to overuse that word. One receives no points merely for pronouncing it loudly. If you speak overmuch of the Way, you will not attain it.

1 For a longer discussion of truth, see “The Simple Truth” at the very end of this volume.

2 The idea that rationality is about strictly privileging verbal reasoning over feelings is a case in point. Bayesian rationality applies to urges, hunches, perceptions, and wordless intuitions, not just to assertions.

I gave the example of opening your eyes, looking around you, and building a mental model of a room containing a bookcase against the wall. The modern idea of rationality is general enough to include your eyes and your brains visual areas as things-that-map, and to include instincts and emotions in the belief-and-goal calculus.

3 For an informal statement of Newcomb’s Problem, see Jim Holt, “Thinking Inside the Boxes,” Slate, 2002, http://www.slate.com/articles/arts/egghead/2002/02/thinkinginside_the_boxes.single.html.

Note: this post originally appeared in a context without comments on Overcoming Bias. Old comments on this post are over here.

How should we deal with the cases when epistemic rationality contradicts instrumental? For example, we may  want to use placebo effect because one of our values is that healthy is better than sick, and less pain is better than more pain. But placebo effect is based on the fact that we believe pill to be a working medicine that is wrong. Is there any way to satisfy both epistemic and instrumental rationality?

It depends from case to case, I would think.  There are instances when you're most probably benefited by trading off epistemic rationality for instrumental, but in cases where it's too chaotic to get a good estimate and the tradeoff seems close to equal, I would personally err on the side of epistemic rationality.  Brains are complicated, forcing a placebo effect might have ripple effects across your psyche like an increased tendency to shut down that voice in your head that talks when you know your belief is wrong on some level (very speculative example), for limited short-term gain.

It seems to me that this is not a contradiction of two rationalities.  Rather, it is similar to the resonance of doubt.  If a placebo works when you believe in it, that means that if you believe in it, it will be true.  Here you need a reverse example, when if you believe that something is true, then it becomes false.  (Believing that something is safe again won't work, since you just need to not act more carelessly based on the safety of something, which is just a matter of instrumental rationality)

If you believe that the placebo works, it works. You're right in believing it works.
If you don't believe that the placebo works, it doesn't work. You're right believing it doesn't work

If you believe that the sky is blue, you're right.
If you believe that the sky is green, it's still blue, you're wrong.

Truths that have humans involve some amounts of reflexivity. 

I'd say you shouldn't force yourself to believe something (epistemic rationality) to achieve a goal (instrumental rationality). This is because, in my view, human minds are addicted to feeling consistent, so it'd be very difficult (i.e., resource expensive) to believe a drug works when you know it doesn't.

What does it even mean to believe something is true when you know it's false? I don't know. Whatever it means, it'd have to be a psychological thing rather than an epistemological one. My personal recommendation is to only believe things that are true. This is because the modern environment we live in generally benefits rational behavior based on knowledge anyway, so the problem doesn't need to surface.

The essay reminds me of the book 𝑳𝒂𝒏𝒈𝒖𝒂𝒈𝒆 𝒐𝒏 𝑻𝒉𝒐𝒖𝒈𝒉𝒕 𝒂𝒏𝒅 𝑨𝒄𝒕𝒊𝒐𝒏 by Samuel Hayakawa. The author also used the map and territory metaphor in the book.

Eliezer has elsewhere mentioned it as having been an influence in his youth. The saying "the map is not the territory" originated with Korzybski, and Hayakawa's book is a popularisation of his work.

Thank you for the reference. I just stumbled into this website and found the essays interesting to me. As a Chinese reader there is not so many this kind of contents in chinese web. Really lucky to enjoy the thought while improving my English.

Welcome! There's a monthly open thread where newcomers are invited to introduce themselves.

Looking back on this post having learned about the Free Energy Principle, I wonder if instead of saying "rationality is improving accuracy of beliefs and achieving your values", one could instead just say "rationality is the minimization of free energy". The free energy principle, or more specifically the theory of active inference, encodes both goals of "having good models" and "achieving your values" as simply minimizing the difference between observation and prediction, either by making the prediction more accurate through more comprehensive models, or by finding the best policy (action) upon the world that most likely to produce observations more in line with an existing model.

You cannot change reality, or prove the thought, by manipulating which meanings go with which words.

The same word can mean many things, words that have convergent evolution in their sounding but different meanings are spelled differently for a reason. Propaganda is manipulating the meaning of things, this is often done with slogans and words. Lies are the changed meaning of things to shape reality. Reality is a perception from a particular perspective as in the anthropic problems, it is relational not necessarily objective.

Creating a definition can be done, and is at times useful to make sense of and verify the likeness of maps and territory contained in other people's heads. Such to confirm the maps of language and words are congruent.

If things can not be defined the definition is left up to the individual and open to interpretation. The utility of this experiential approach allows individuals to engender their own ideas. When reading around a philosophical work and engaging with the material you build a representation of its meaning. As you do every time you read or write a word. Even where philosophical works have definitions there is often further assumed knowledge to decode and grasp the work in its entirety. In both cases where there is a formal definition, examples and implementation of its usage, this adds meaning and information. 

Where the probability of controversy high and the ability to quell controversy is low, the probability of formal defence of ideas is reduced. There is a ceiling but unto time to which, things can be defended, defined or explained.

We need not provide and defend formal definitions, a definition is defined through usage. If the probability of a definition causing controversy is high and defining it has low utility the importance of a formal definition is decreased. Leaving things in ambiguity or with multiple degrees of interpretation limits reprisals.

If you don't have anything nice to say don't allow it to take shape, to become definitive. This is besides the point that communication can still transmit useful information. 

The fact that there is no definition is the definition and is evidence for the definition. You can define things, but in the experiential sense what can you do with information that is wrong to steel-man it, to give it utility and make it useful.

If the benefit of a definition providing epistemic accuracy is lower than the instrumental utility of not defining, why define it?

Ultimately if we are to become rational the worst way to brainstorm is to have an anchoring effect around a definition of rationality that also causes controversy. As in the Stability–instability paradox, not naming something creates more names not of the thing in actuality but ideas around it. We are the Blind men yet but touching the elephant that is rationality.

you should substitute more specific language in place of “rational”: “The self-benefiting thing to do is to run away, but I hope I would at least try to drag the child off the railroad tracks,”

Wouldn't it be correct to say that it would be 'instrumentally rational' to run away in this case? It sounds rational to me, as far as you 'winning' means you 'surviving'.

I think by winning, he meant: "art of choosing actions that lead to outcomes ranked higher in your preferences", though I don't completely agree with this word choice of "winning" which could be ambiguous/causing confusion.

A bit unrelated, but more of a general comment on this - in my belief, I think people generally have unconscious preferences, and knowing/acknowledging these before weighing out preferences are very important, even if some preferences are short term.

The one that says "If you speak overmuch of the Way, you will not attain it."

This is a reference to Taoism (the tao = the Way). I believe it is a different approach to the tenet I've heard expressed as "The Tao that can be explained is not the true Tao". I believe the reference is meant to remind us that the point here is to end up performing less wrong rational thinking, not just talking about it.

great post, just wanted to point out a typo here: "I cant quote the equations of General Relativity from memory, but nonetheless if I walk off a cliff, Ill fall. "

Nice discussion.  Thanks for putting this together.  I learned something about Epistemic rationality vs  Instrumental rationality.

The bit about the sky being blue or green seems to beg the question of a justification for objective truth as championed by St Augustine and Leibniz as opposed to arguments for subjective reality as championed by the Cynics and Skeptics and, more recently, the Frankfort school.  One could make the case that the sky appears green to one but blue to another.

This topic comes up in many places throughout the history of thought.  I'm actually working on a post for my blog exploring that at www.SimplyUrban.Org.



An Intuitive Explanation of Bayes’ Theorem

"That which can be destroyed by the truth should be."  — P.C. Hodgell
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Bayes’ Theorem
for the curious and bewildered;
an excruciatingly gentle introduction.

This page has now been obsoleted by a vastly improved guide to Bayes’s Theorem, the Arbital Guide to Bayes’s Rule . Please read that instead. Seriously. I mean it. The current version is also plagued by a number of technical problems, with various applets no longer working. A mostly functional archived version of this essay can be found here.

Your friends and colleagues are talking about something called “Bayes’ Theorem” or “Bayes’ Rule”, or something called Bayesian reasoning.  They sound really enthusiastic about it, too, so you google and find a webpage about Bayes’ Theorem and…

It’s this equation.  That’s all.  Just one equation.  The page you found gives a definition of it, but it doesn’t say what it is, or why it’s useful, or why your friends would be interested in it.  It looks like this random statistics thing.

So you came here.  Maybe you don’t understand what the equation says.  Maybe you understand it in theory, but every time you try to apply it in practice you get mixed up trying to remember the difference between p(a|x) and p(x|a) , and whether p(a)*p(x|a) belongs in the numerator or the denominator.  Maybe you see the theorem, and you understand the theorem, and you can use the theorem, but you can’t understand why your friends and/or research colleagues seem to think it’s the secret of the universe.  Maybe your friends are all wearing Bayes’ Theorem T-shirts, and you’re feeling left out.  Maybe you’re a girl looking for a boyfriend, but the boy you’re interested in refuses to date anyone who “isn’t Bayesian”.  What matters is that Bayes is cool, and if you don’t know Bayes, you aren’t cool.

Why does a mathematical concept generate this strange enthusiasm in its students?  What is the so-called Bayesian Revolution now sweeping through the sciences, which claims to subsume even the experimental method itself as a special case?  What is the secret that the adherents of Bayes know?  What is the light that they have seen?

While there are a few existing online explanations of Bayes’ Theorem, my experience with trying to introduce people to Bayesian reasoning is that the existing online explanations are too abstract.  Bayesian reasoning is very counterintuitive.   People do not employ Bayesian reasoning intuitively, find it very difficult to learn Bayesian reasoning when tutored, and rapidly forget Bayesian methods once the tutoring is over.  This holds equally true for novice students and highly trained professionals in a field.  Bayesian reasoning is apparently one of those things which, like quantum mechanics or the Wason Selection Test, is inherently difficult for humans to grasp with our built-in mental faculties.

Or so they claim.  Here you will find an attempt to offer an intuitive explanation of Bayesian reasoning – an excruciatingly gentle introduction that invokes all the human ways of grasping numbers, from natural frequencies to spatial visualization.  The intent is to convey, not abstract rules for manipulating numbers, but what the numbers mean, and why the rules are what they are (and cannot possibly be anything else).  When you are finished reading this page, you will see Bayesian problems in your dreams.

Here’s a story problem about a situation that doctors often encounter:

1% of women at age forty who participate in routine screening have breast cancer.  80% of women with breast cancer will get positive mammographies.  9.6% of women without breast cancer will also get positive mammographies.  A woman in this age group had a positive mammography in a routine screening.  What is the probability that she actually has breast cancer?

What do you think the answer is?  If you haven’t encountered this kind of problem before, please take a moment to come up with your own answer before continuing.

Next, suppose I told you that most doctors get the same wrong answer on this problem – usually, only around 15% of doctors get it right.  (“Really?  15%?  Is that a real number, or an urban legend based on an Internet poll?”  It’s a real number.  See Casscells, Schoenberger, and Grayboys 1978; Eddy 1982; Gigerenzer and Hoffrage 1995; and many other studies.  It’s a surprising result which is easy to replicate, so it’s been extensively replicated.)

Do you want to think about your answer again?  Here’s a Javascript calculator if you need one.  This calculator has the usual precedence rules; multiplication before addition and so on.  If you’re not sure, I suggest using parentheses.

On the story problem above, most doctors estimate the probability to be between 70% and 80%, which is wildly incorrect.

Here’s an alternate version of the problem on which doctors fare somewhat better:

10 out of 1000 women at age forty who participate in routine screening have breast cancer.  800 out of 1000 women with breast cancer will get positive mammographies.  96 out of 1000 women without breast cancer will also get positive mammographies.  If 1000 women in this age group undergo a routine screening, about what fraction of women with positive mammographies will actually have breast cancer?

And finally, here’s the problem on which doctors fare best of all, with 46% – nearly half – arriving at the correct answer:

100 out of 10,000 women at age forty who participate in routine screening have breast cancer.  80 of every 100 women with breast cancer will get a positive mammography.  950 out of  9,900 women without breast cancer will also get a positive mammography.  If 10,000 women in this age group undergo a routine screening, about what fraction of women with positive mammographies will actually have breast cancer?

The correct answer is 7.8%, obtained as follows:  Out of 10,000 women, 100 have breast cancer; 80 of those 100 have positive mammographies.  From the same 10,000 women, 9,900 will not have breast cancer and of those 9,900 women, 950 will also get positive mammographies.  This makes the total number of women with positive mammographies 950+80 or 1,030.  Of those 1,030 women with positive mammographies, 80 will have cancer.  Expressed as a proportion, this is 80/1,030 or 0.07767 or 7.8%.

To put it another way, before the mammography screening, the 10,000 women can be divided into two groups:

Summing these two groups gives a total of 10,000 patients, confirming that none have been lost in the math.  After the mammography, the women can be divided into four groups:

Calculator:  Result:  As you can check, the sum of all four groups is still 10,000.  The sum of groups A and B, the groups with breast cancer, corresponds to group 1; and the sum of groups C and D, the groups without breast cancer, corresponds to group 2; so administering a mammography does not actually change the number of women with breast cancer.  The proportion of the cancer patients (A + B) within the complete set of patients (A + B + C + D) is the same as the 1% prior chance that a woman has cancer: (80 + 20) / (80 + 20 + 950 + 8950) = 100 / 10000 = 1%.

The proportion of cancer patients with positive results, within the group of all patients with positive results, is the proportion of (A) within (A + C):   80 / (80 + 950) = 80 / 1030 = 7.8%.  If you administer a mammography to 10,000 patients, then out of the 1030 with positive mammographies, 80 of those positive-mammography patients will have cancer.  This is the correct answer, the answer a doctor should give a positive-mammography patient if she asks about the chance she has breast cancer; if thirteen patients ask this question, roughly 1 out of those 13 will have cancer.

The most common mistake is to ignore the original fraction of women with breast cancer, and the fraction of women without breast cancer who receive false positives, and focus only on the fraction of women with breast cancer who get positive results.  For example, the vast majority of doctors in these studies seem to have thought that if around 80% of women with breast cancer have positive mammographies, then the probability of a women with a positive mammography having breast cancer must be around 80%.

Figuring out the final answer always requires all three pieces of information – the percentage of women with breast cancer, the percentage of women without breast cancer who receive false positives, and the percentage of women with breast cancer who receive (correct) positives.

To see that the final answer always depends on the original fraction of women with breast cancer, consider an alternate universe in which only one woman out of a million has breast cancer.  Even if mammography in this world  detects breast cancer in 8 out of 10 cases, while returning a false positive on a woman without breast cancer in only 1 out of 10 cases, there will still be a hundred thousand false positives for every real case of cancer detected.  The original probability that a woman has cancer is so extremely low that, although a positive result on the mammography does increase the estimated probability, the probability isn’t increased to certainty or even “a noticeable chance”; the probability goes from 1:1,000,000 to 1:100,000.

Similarly, in an alternate universe where only one out of a million women does not have breast cancer, a positive result on the patient’s mammography obviously doesn’t mean that she has an 80% chance of having breast cancer!  If this were the case her estimated probability of having cancer would have been revised drastically downward after she got a positive result on her mammography – an 80% chance of having cancer is a lot less than 99.9999%!  If you administer mammographies to ten million women in this world, around eight million women with breast cancer will get correct positive results, while one woman without breast cancer will get false positive results.  Thus, if you got a positive mammography in this alternate universe, your chance of having cancer would go from 99.9999% up to 99.999987%.  That is, your chance of being healthy would go from 1:1,000,000 down to 1:8,000,000.

These two extreme examples help demonstrate that the mammography result doesn’t replace your old information about the patient’s chance of having cancer; the mammography slides the estimated probability in the direction of the result.  A positive result slides the original probability upward; a negative result slides the probability downward.  For example, in the original problem where 1% of the women have cancer, 80% of women with cancer get positive mammographies, and 9.6% of women without cancer get positive mammographies, a positive result on the mammography slides the 1% chance upward to 7.8%.

Most people encountering problems of this type for the first time carry out the mental operation of replacing the original 1% probability with the 80% probability that a woman with cancer gets a positive mammography.  It may seem like a good idea, but it just doesn’t work.  “The probability that a woman with a positive mammography has breast cancer” is not at all the same thing as “the probability that a woman with breast cancer has a positive mammography”; they are as unlike as apples and cheese.  Finding the final answer, “the probability that a woman with a positive mammography has breast cancer”, uses all three pieces of problem information – “the prior probability that a woman has breast cancer”, “the probability that a woman with breast cancer gets a positive mammography”, and “the probability that a woman without breast cancer gets a positive mammography”.

To see that the final answer always depends on the chance that a woman without breast cancer gets a positive mammography, consider an alternate test, mammography+.  Like the original test, mammography+ returns positive for 80% of women with breast cancer.  However, mammography+ returns a positive result for only one out of a million women without breast cancer – mammography+ has the same rate of false negatives, but a vastly lower rate of false positives.  Suppose a patient receives a positive mammography+.  What is the chance that this patient has breast cancer?  Under the new test, it is a virtual certainty – 99.988%, i.e., a 1 in 8082 chance of being healthy.

Calculator:  Result:  
Remember, at this point, that neither mammography nor mammography+ actually change the number of women who have breast cancer.  It may seem like “There is a virtual certainty you have breast cancer” is a terrible thing to say, causing much distress and despair; that the more hopeful verdict of the previous mammography test – a 7.8% chance of having breast cancer – was much to be preferred.  This comes under the heading of “Don’t shoot the messenger”.  The number of women who really do have cancer stays exactly the same between the two cases.  Only the accuracy with which we detect cancer changes.  Under the previous mammography test, 80 women with cancer (who already had cancer, before the mammography) are first told that they have a 7.8% chance of having cancer, creating X amount of uncertainty and fear, after which more detailed tests will inform them that they definitely do have breast cancer.  The old mammography test also involves informing 950 women without breast cancer that they have a 7.8% chance of having cancer, thus creating twelve times as much additional fear and uncertainty.  The new test, mammography+, does not give 950 women false positives, and the 80 women with cancer are told the same facts they would have learned eventually, only earlier and without an intervening period of uncertainty.  Mammography+ is thus a better test in terms of its total emotional impact on patients, as well as being more accurate.  Regardless of its emotional impact, it remains a fact that a patient with positive mammography+ has a 99.988% chance of having breast cancer.

Of course, that mammography+ does not give 950 healthy women false positives means that all 80 of the patients with positive mammography+ will be patients with breast cancer.  Thus, if you have a positive mammography+, your chance of having cancer is a virtual certainty.  It is because mammography+ does not generate as many false positives (and needless emotional stress), that the (much smaller) group of patients who do get positive results will be composed almost entirely of genuine cancer patients (who have bad news coming to them regardless of when it arrives).

Similarly, let’s suppose that we have a less discriminating test, mammography*, that still has a 20% rate of false negatives, as in the original case.  However, mammography* has an 80% rate of false positives.  In other words, a patient without breast cancer has an 80% chance of getting a false positive result on her mammography* test.  If we suppose the same 1% prior probability that a patient presenting herself for screening has breast cancer, what is the chance that a patient with positive mammography* has cancer?

Calculator:  Result:  
The result works out to 80 / 8,000, or 0.01.  This is exactly the same as the 1% prior probability that a patient has breast cancer!  A “positive” result on mammography* doesn’t change the probability that a woman has breast cancer at all.  You can similarly verify that a “negative” mammography* also counts for nothing.  And in fact it must be this way, because if mammography* has an 80% hit rate for patients with breast cancer, and also an 80% rate of false positives for patients without breast cancer, then mammography* is completely uncorrelated with breast cancer.  There’s no reason to call one result “positive” and one result “negative”; in fact, there’s no reason to call the test a “mammography”.  You can throw away your expensive mammography* equipment and replace it with a random number generator that outputs a red light 80% of the time and a green light 20% of the time; the results will be the same.  Furthermore, there’s no reason to call the red light a “positive” result or the green light a “negative” result.  You could have a green light 80% of the time and a red light 20% of the time, or a blue light 80% of the time and a purple light 20% of the time, and it would all have the same bearing on whether the patient has breast cancer: i.e., no bearing whatsoever.

We can show algebraically that this must hold for any case where the chance of a true positive and the chance of a false positive are the same, i.e:

Now consider a test where the probability of a true positive and the probability of a false positive are the same number M (in the example above, M=80% or M = 0.8):

The proportion of patients with breast cancer, within the group of patients with a “positive” result, then equals 100*M / (100*M + 9900*M) = 100 / (100 + 9900) = 1%.  This holds true regardless of whether M is 80%, 30%, 50%, or 100%.  If we have a mammography* test that returns “positive” results for 90% of patients with breast cancer and returns “positive” results for 90% of patients without breast cancer, the proportion of “positive”-testing patients who have breast cancer will still equal the original proportion of patients with breast cancer, i.e., 1%.

You can run through the same algebra, replacing the prior proportion of patients with breast cancer with an arbitrary percentage P:

After a “cancer test” that returns “positive” for a fraction M of patients with breast cancer, and also returns “positive” for the same fraction M of patients without cancer:

The chance that a patient with a “positive” result has breast cancer is then the proportion of group A within the combined group A + C, or P*M / [P*M + (1 – P)*M], which, cancelling the common factor M from the numerator and denominator, is P / [P + (1 – P)] or P / 1 or just P.  If the rate of false positives is the same as the rate of true positives, you always have the same probability after the test as when you started.

Which is common sense.  Take, for example, the “test” of flipping a coin; if the coin comes up heads, does it tell you anything about whether a patient has breast cancer?  No; the coin has a 50% chance of coming up heads if the patient has breast cancer, and also a 50% chance of coming up heads if the patient does not have breast cancer.  Therefore there is no reason to call either heads or tails a “positive” result.  It’s not the probability being “50/50” that makes the coin a bad test; it’s that the two probabilities, for “cancer patient turns up heads” and “healthy patient turns up heads”, are the same.  If the coin was slightly biased, so that it had a 60% chance of coming up heads, it still wouldn’t be a cancer test – what makes a coin a poor test is not that it has a 50/50 chance of coming up heads if the patient has cancer, but that it also has a 50/50 chance of coming up heads if the patient does not have cancer.  You can even use a test that comes up “positive” for cancer patients 100% of the time, and still not learn anything.  An example of such a test is “Add 2 + 2 and see if the answer is 4.”  This test returns positive 100% of the time for patients with breast cancer.  It also returns positive 100% of the time for patients without breast cancer.  So you learn nothing.

The original proportion of patients with breast cancer is known as the prior probability.   The chance that a patient with breast cancer gets a positive mammography, and the chance that a patient without breast cancer gets a positive mammography, are known as the two conditional probabilities.   Collectively, this initial information is known as the priors.   The final answer – the estimated probability that a patient has breast cancer, given that we know she has a positive result on her mammography – is known as the revised probability or the posterior probability.   What we’ve just shown is that if the two conditional probabilities are equal, the posterior probability equals the prior probability.

Actually, priors are true or false just like the final answer – they reflect reality and can be judged by comparing them against reality.  For example, if you think that 920 out of 10,000 women in a sample have breast cancer, and the actual number is 100 out of 10,000, then your priors are wrong.  For our particular problem, the priors might have been established by three studies – a study on the case histories of women with breast cancer to see how many of them tested positive on a mammography, a study on women without breast cancer to see how many of them test positive on a mammography, and an epidemiological study on the prevalence of breast cancer in some specific demographic.

Suppose that a barrel contains many small plastic eggs.  Some eggs are painted red and some are painted blue.  40% of the eggs in the bin contain pearls, and 60% contain nothing.   30% of eggs containing pearls are painted blue, and 10% of eggs containing nothing are painted blue.  What is the probability that a blue egg contains a pearl?  For this example the arithmetic is simple enough that you may be able to do it in your head, and I would suggest trying to do so.

But just in case…  Result:  A more compact way of specifying the problem:

“~” is shorthand for “not”, so ~pearl reads “not pearl”.

blue|pearl is shorthand for “blue given pearl” or “the probability that an egg is painted blue, given that the egg contains a pearl”.  One thing that’s confusing about this notation is that the order of implication is read right-to-left, as in Hebrew or Arabic.  blue|pearl means “blue <- pearl”, the degree to which pearl-ness implies blue-ness, not the degree to which blue-ness implies pearl-ness.  This is confusing, but it’s unfortunately the standard notation in probability theory.

Readers familiar with quantum mechanics will have already encountered this peculiarity; in quantum mechanics, for example, <d|c><c|b><b|a> reads as “the probability that a particle at A goes to B, then to C, ending up at D”.  To follow the particle, you move your eyes from right to left.  Reading from left to right, “|” means “given”; reading from right to left, “|” means “implies” or “leads to”.  Thus, moving your eyes from left to right, blue|pearl reads “blue given pearl” or “the probability that an egg is painted blue, given that the egg contains a pearl”.  Moving your eyes from right to left, blue|pearl reads “pearl implies blue” or “the probability that an egg containing a pearl is painted blue”.

The item on the right side is what you already know or the premise, and the item on the left side is the implication or conclusion.   If we have p(blue|pearl) = 30% , and we already know that some egg contains a pearl, then we can conclude there is a 30% chance that the egg is painted blue.  Thus, the final fact we’re looking for – “the chance that a blue egg contains a pearl” or “the probability that an egg contains a pearl, if we know the egg is painted blue” – reads p(pearl|blue) .

Let’s return to the problem.  We have that 40% of the eggs contain pearls, and 60% of the eggs contain nothing.  30% of the eggs containing pearls are painted blue, so 12% of the eggs altogether contain pearls and are painted blue.  10% of the eggs containing nothing are painted blue, so altogether 6% of the eggs contain nothing and are painted blue.  A total of 18% of the eggs are painted blue, and a total of 12% of the eggs are painted blue and contain pearls, so the chance a blue egg contains a pearl is 12/18 or 2/3 or around 67%.

The applet below, courtesy of Christian Rovner, shows a graphic representation of this problem:
(Are you having trouble seeing this applet?  Do you see an image of the applet rather than the applet itself?  Try downloading an updated Java .)

Looking at this applet, it’s easier to see why the final answer depends on all three probabilities; it’s the differential pressure between the two conditional probabilities,  p(blue|pearl) and p(blue|~pearl) , that slides the prior probability p(pearl) to the posterior probability p(pearl|blue) .

As before, we can see the necessity of all three pieces of information by considering extreme cases (feel free to type them into the applet).  In a (large) barrel in which only one egg out of a thousand contains a pearl, knowing that an egg is painted blue slides the probability from 0.1% to 0.3% (instead of sliding the probability from 40% to 67%).  Similarly, if 999 out of 1000 eggs contain pearls, knowing that an egg is blue slides the probability from 99.9% to 99.966%; the probability that the egg does not contain a pearl goes from 1/1000 to around 1/3000.  Even when the prior probability changes, the differential pressure of the two conditional probabilities always slides the probability in the same direction.   If you learn the egg is painted blue, the probability the egg contains a pearl always goes up – but it goes up from the prior probability, so you need to know the prior probability in order to calculate the final answer.  0.1% goes up to 0.3%, 10% goes up to 25%, 40% goes up to 67%, 80% goes up to 92%, and 99.9% goes up to 99.966%.  If you’re interested in knowing how any other probabilities slide, you can type your own prior probability into the Java applet.  You can also click and drag the dividing line between pearl and ~pearl in the upper bar, and watch the posterior probability change in the bottom bar.

Studies of clinical reasoning show that most doctors carry out the mental operation of replacing the original 1% probability with the 80% probability that a woman with cancer would get a positive mammography.  Similarly, on the pearl-egg problem, most respondents unfamiliar with Bayesian reasoning would probably respond that the probability a blue egg contains a pearl is 30%, or perhaps 20% (the 30% chance of a true positive minus the 10% chance of a false positive).  Even if this mental operation seems like a good idea at the time, it makes no sense in terms of the question asked.  It’s like the experiment in which you ask a second-grader:  “If eighteen people get on a bus, and then seven more people get on the bus, how old is the bus driver?”  Many second-graders will respond:  “Twenty-five.”  They understand when they’re being prompted to carry out a particular mental procedure, but they haven’t quite connected the procedure to reality.  Similarly, to find the probability that a woman with a positive mammography has breast cancer, it makes no sense whatsoever to replace the original probability that the woman has cancer with the probability that a woman with breast cancer gets a positive mammography.  Neither can you subtract the probability of a false positive from the probability of the true positive.  These operations are as wildly irrelevant as adding the number of people on the bus to find the age of the bus driver.

I keep emphasizing the idea that evidence slides probability because of research that shows people tend to use spatial intutions to grasp numbers.  In particular, there’s interesting evidence that we have an innate sense of quantity that’s localized to left inferior parietal cortex – patients with damage to this area can selectively lose their sense of whether 5 is less than 8, while retaining their ability to read, write, and so on.  (Yes, really!)  The parietal cortex processes our sense of where things are in space (roughly speaking), so an innate “number line”, or rather “quantity line”, may be responsible for the human sense of numbers.  This is why I suggest visualizing Bayesian evidence as sliding the probability along the number line; my hope is that this will translate Bayesian reasoning into something that makes sense to innate human brainware.  (That, really, is what an “intuitive explanation” is. )  For more information, see Stanislas Dehaene’s The Number Sense.


A study by Gigerenzer and Hoffrage in 1995 showed that some ways of phrasing story problems are much more evocative of correct Bayesian reasoning.  The least evocative phrasing used probabilities.  A slightly more evocative phrasing used frequencies instead of probabilities; the problem remained the same, but instead of saying that 1% of women had breast cancer, one would say that 1 out of 100 women had breast cancer, that 80 out of 100 women with breast cancer would get a positive mammography, and so on.  Why did a higher proportion of subjects display Bayesian reasoning on this problem?  Probably because saying “1 out of 100 women” encourages you to concretely visualize X women with cancer, leading you to visualize X women with cancer and a positive mammography, etc.

The most effective presentation found so far is what’s known as natural frequencies – saying that 40 out of 100 eggs contain pearls, 12 out of 40 eggs containing pearls are painted blue, and 6 out of 60 eggs containing nothing are painted blue.  A natural frequencies presentation is one in which the information about the prior probability is included in presenting the conditional probabilities.  If you were just learning about the eggs’ conditional probabilities through natural experimentation, you would – in the course of cracking open a hundred eggs – crack open around 40 eggs containing pearls, of which 12 eggs would be painted blue, while cracking open 60 eggs containing nothing, of which about 6 would be painted blue.  In the course of learning the conditional probabilities, you’d see examples of blue eggs containing pearls about twice as often as you saw examples of blue eggs containing nothing.

It may seem like presenting the problem in this way is “cheating”, and indeed if it were a story problem in a math book, it probably would be cheating.  However, if you’re talking about real doctors, you want to cheat; you want the doctors to draw the right conclusions as easily as possible.  The obvious next move would be to present all medical statistics in terms of natural frequencies.  Unfortunately, while natural frequencies are a step in the right direction, it probably won’t be enough.  When problems are presented in natural frequences, the proportion of people using Bayesian reasoning rises to around half.  A big improvement, but not big enough when you’re talking about real doctors and real patients.

A presentation of the problem in natural frequencies might be visualized like this:

In the frequency visualization, the selective attrition of the two conditional probabilities changes the proportion of eggs that contain pearls.  The bottom bar is shorter than the top bar, just as the number of eggs painted blue is less than the total number of eggs.  The probability graph shown earlier is really just the frequency graph with the bottom bar “renormalized”, stretched out to the same length as the top bar.  In the frequency applet you can change the conditional probabilities by clicking and dragging the left and right edges of the graph.  (For example, to change the conditional probability blue|pearl , click and drag the line on the left that stretches from the left edge of the top bar to the left edge of the bottom bar.)

In the probability applet, you can see that when the conditional probabilities are equal, there’s no differential pressure – the arrows are the same size – so the prior probability doesn’t slide between the top bar and the bottom bar.  But the bottom bar in the probability applet is just a renormalized (stretched out) version of the bottom bar in the frequency applet, and the frequency applet shows why the probability doesn’t slide if the two conditional probabilities are equal.  Here’s a case where the prior proportion of pearls remains 40%, and the proportion of pearl eggs painted blue remains 30%, but the number of empty eggs painted blue is also 30%:

If you diminish two shapes by the same factor, their relative proportion will be the same as before.  If you diminish the left section of the top bar by the same factor as the right section, then the bottom bar will have the same proportions as the top bar – it’ll just be smaller.  If the two conditional probabilities are equal, learning that the egg is blue doesn’t change the probability that the egg contains a pearl – for the same reason that similar triangles have identical angles; geometric figures don’t change shape when you shrink them by a constant factor.

In this case, you might as well just say that 30% of eggs are painted blue, since the probability of an egg being painted blue is independent of whether the egg contains a pearl.  Applying a “test” that is statistically independent of its condition just shrinks the sample size.  In this case, requiring that the egg be painted blue doesn’t shrink the group of eggs with pearls any more or less than it shrinks the group of eggs without pearls.  It just shrinks the total number of eggs in the sample.

Here’s what the original medical problem looks like when graphed.  1% of women have breast cancer, 80% of those women test positive on a mammography, and 9.6% of women without breast cancer also receive positive mammographies.

As is now clearly visible, the mammography doesn’t increase the probability a positive-testing woman has breast cancer by increasing the number of women with breast cancer – of course not; if mammography increased the number of women with breast cancer, no one would ever take the test!  However, requiring a positive mammography is a membership test that eliminates many more women without breast cancer than women with cancer.  The number of women without breast cancer diminishes by a factor of more than ten, from 9,900 to 950, while the number of women with breast cancer is diminished only from 100 to 80.  Thus, the proportion of 80 within 1,030 is much larger than the proportion of 100 within 10,000.  In the graph, the left sector (representing women with breast cancer) is small, but the mammography test projects almost all of this sector into the bottom bar.  The right sector (representing women without breast cancer) is large, but the mammography test projects a much smaller fraction of this sector into the bottom bar.  There are, indeed, fewer women with breast cancer and positive mammographies than there are women with breast cancer – obeying the law of probabilities which requires that p(A) >= p(A&B) .  But even though the left sector in the bottom bar is actually slightly smaller, the proportion of the left sector within the bottom bar is greater – though still not very great.  If the bottom bar were renormalized to the same length as the top bar, it would look like the left sector had expanded.  This is why the proportion of “women with breast cancer” in the group “women with positive mammographies” is higher than the proportion of “women with breast cancer” in the general population – although the proportion is still not very high.  The evidence of the positive mammography slides the prior probability of 1% to the posterior probability of 7.8%.

Suppose there’s yet another variant of the mammography test, mammography@, which behaves as follows.  1% of women in a certain demographic have breast cancer.  Like ordinary mammography, mammography@ returns positive 9.6% of the time for women without breast cancer.  However, mammography@ returns positive 0% of the time (say, once in a billion) for women with breast cancer.  The graph for this scenario looks like this:

What is it that this test actually does?  If a patient comes to you with a positive result on her mammography@, what do you say?

“Congratulations, you’re among the rare 9.5% of the population whose health is definitely established by this test.”

Mammography@ isn’t a cancer test; it’s a health test!  Few women without breast cancer get positive results on mammography@, but only women without breast cancer ever get positive results at all.  Not much of the right sector of the top bar projects into the bottom bar, but none of the left sector projects into the bottom bar.  So a positive result on mammography@ means you definitely don’t have breast cancer.

What makes ordinary mammography a positive indicator for breast cancer is not that someone named the result “positive”, but rather that the test result stands in a specific Bayesian relation to the condition of breast cancer.  You could call the same result “positive” or “negative” or “blue” or “red” or “James Rutherford”, or give it no name at all, and the test result would still slide the probability in exactly the same way.  To minimize confusion, a test result which slides the probability of breast cancer upward should be called “positive”.  A test result which slides the probability of breast cancer downward should be called “negative”.  If the test result is statistically unrelated to the presence or absence of breast cancer – if the two conditional probabilities are equal – then we shouldn’t call the procedure a “cancer test”!  The meaning of the test is determined by the two conditional probabilities; any names attached to the results are simply convenient labels.

The bottom bar for the graph of mammography@ is small; mammography@ is a test that’s only rarely useful.  Or rather, the test only rarely gives strong evidence, and most of the time gives weak evidence.  A negative result on mammography@ does slide probability – it just doesn’t slide it very far.  Click the “Result” switch at the bottom left corner of the applet to see what a negative result on mammography@ would imply.  You might intuit that since the test could have returned positive for health, but didn’t, then the failure of the test to return positive must mean that the woman has a higher chance of having breast cancer – that her probability of having breast cancer must be slid upward by the negative result on her health test.

This intuition is correct!  The sum of the groups with negative results and positive results must always equal the group of all women.  If the positive-testing group has “more than its fair share” of women without breast cancer, there must be an at least slightly higher proportion of women with cancer in the negative-testing group.  A positive result is rare but very strong evidence in one direction, while a negative result is common but very weak evidence in the opposite direction.  You might call this the Law of Conservation of Probability – not a standard term, but the conservation rule is exact.  If you take the revised probability of breast cancer after a positive result, times the probability of a positive result, and add that to the revised probability of breast cancer after a negative result, times the probability of a negative result, then you must always arrive at the prior probability.  If you don’t yet know what the test result is, the expected revised probability after the test result arrives – taking both possible results into account – should always equal the prior probability.

On ordinary mammography, the test is expected to return “positive” 10.3% of the time – 80 positive women with cancer plus 950 positive women without cancer equals 1030 women with positive results.  Conversely, the mammography should return negative 89.7% of the time:  100% – 10.3% = 89.7%.  A positive result slides the revised probability from 1% to 7.8%, while a negative result slides the revised probability from 1% to 0.22%.  So p(cancer|positive)*p(positive) + p(cancer|negative)*p(negative) = 7.8%*10.3% + 0.22%*89.7% = 1% = p(cancer) , as expected.

Why “as expected”?  Let’s take a look at the quantities involved:

One of the common confusions in using Bayesian reasoning is to mix up some or all of these quantities – which, as you can see, are all numerically different and have different meanings.  p(A&B) is the same as p(B&A) , but p(A|B) is not the same thing as p(B|A) , and p(A&B) is completely different from p(A|B) .  (I don’t know who chose the symmetrical “|” symbol to mean “implies”, and then made the direction of implication right-to-left, but it was probably a bad idea.)

To get acquainted with all these quantities and the relationships between them, we’ll play “follow the degrees of freedom”.  For example, the two quantities p(cancer) and p(~cancer) have 1 degree of freedom between them, because of the general law p(A) + p(~A) = 1 .  If you know that p(~cancer) = .99 , you can obtain p(cancer) = 1 – p(~cancer) = .01 .  There’s no room to say that p(~cancer) = .99 and then also specify p(cancer) = .25 ; it would violate the rule p(A) + p(~A) = 1 .

p(positive|cancer) and p(~positive|cancer) also have only one degree of freedom between them; either a woman with breast cancer gets a positive mammography or she doesn’t.  On the other hand, p(positive|cancer) and p(positive|~cancer) have two degrees of freedom.  You can have a mammography test that returns positive for 80% of cancerous patients and 9.6% of healthy patients, or that returns positive for 70% of cancerous patients and 2% of healthy patients, or even a health test that returns “positive” for 30% of cancerous patients and 92% of healthy patients.  The two quantities, the output of the mammography test for cancerous patients and the output of the mammography test for healthy patients, are in mathematical terms independent; one cannot be obtained from the other in any way, and so they have two degrees of freedom between them.

What about p(positive&cancer) , p(positive|cancer) , and p(cancer) ?  Here we have three quantities; how many degrees of freedom are there?  In this case the equation that must hold is p(positive&cancer) = p(positive|cancer) * p(cancer) .  This equality reduces the degrees of freedom by one.  If we know the fraction of patients with cancer, and chance that a cancerous patient has a positive mammography, we can deduce the fraction of patients who have breast cancer and a positive mammography by multiplying.  You should recognize this operation from the graph; it’s the projection of the top bar into the bottom bar.  p(cancer) is the left sector of the top bar, and p(positive|cancer) determines how much of that sector projects into the bottom bar, and the left sector of the bottom bar is p(positive&cancer) .

Similarly, if we know the number of patients with breast cancer and positive mammographies, and also the number of patients with breast cancer, we can estimate the chance that a woman with breast cancer gets a positive mammography by dividing: p(positive|cancer) = p(positive&cancer) / p(cancer) .  In fact, this is exactly how such medical diagnostic tests are calibrated; you do a study on 8,520 women with breast cancer and see that there are 6,816 (or thereabouts) women with breast cancer and positive mammographies, then divide 6,816 by 8520 to find that 80% of women with breast cancer had positive mammographies.  (Incidentally, if you accidentally divide 8520 by 6,816 instead of the other way around, your calculations will start doing strange things, such as insisting that 125% of women with breast cancer and positive mammographies have breast cancer.  This is a common mistake in carrying out Bayesian arithmetic, in my experience.)  And finally, if you know p(positive&cancer) and p(positive|cancer) , you can deduce how many cancer patients there must have been originally.  There are two degrees of freedom shared out among the three quantities; if we know any two, we can deduce the third.

How about p(positive) , p(positive&cancer) , and p(positive&~cancer) ?  Again there are only two degrees of freedom among these three variables.  The equation occupying the extra degree of freedom is p(positive) = p(positive&cancer) + p(positive&~cancer) .  This is how p(positive) is computed to begin with; we figure out the number of women with breast cancer who have positive mammographies, and the number of women without breast cancer who have positive mammographies, then add them together to get the total number of women with positive mammographies.  It would be very strange to go out and conduct a study to determine the number of women with positive mammographies – just that one number and nothing else – but in theory you could do so.  And if you then conducted another study and found the number of those women who had positive mammographies and breast cancer, you would also know the number of women with positive mammographies and no breast cancer – either a woman with a positive mammography has breast cancer or she doesn’t.  In general, p(A&B) + p(A&~B) = p(A) .  Symmetrically, p(A&B) + p(~A&B) = p(B) .

What about p(positive&cancer) , p(positive&~cancer) , p(~positive&cancer) , and p(~positive&~cancer) ?  You might at first be tempted to think that there are only two degrees of freedom for these four quantities – that you can, for example, get p(positive&~cancer) by multiplying p(positive) * p(~cancer) , and thus that all four quantities can be found given only the two quantities p(positive) and p(cancer) .  This is not the case!  p(positive&~cancer) = p(positive) * p(~cancer) only if the two probabilities are statistically independent – if the chance that a woman has breast cancer has no bearing on whether she has a positive mammography.  As you’ll recall, this amounts to requiring that the two conditional probabilities be equal to each other – a requirement which would eliminate one degree of freedom.  If you remember that these four quantities are the groups A, B, C, and D, you can look over those four groups and realize that, in theory, you can put any number of people into the four groups.  If you start with a group of 80 women with breast cancer and positive mammographies, there’s no reason why you can’t add another group of 500 women with breast cancer and negative mammographies, followed by a group of 3 women without breast cancer and negative mammographies, and so on.  So now it seems like the four quantities have four degrees of freedom.  And they would, except that in expressing them as probabilities, we need to normalize them to fractions of the complete group, which adds the constraint that p(positive&cancer) + p(positive&~cancer) + p(~positive&cancer) + p(~positive&~cancer) = 1 .  This equation takes up one degree of freedom, leaving three degrees of freedom among the four quantities.  If you specify the fractions of women in groups A, B, and D, you can deduce the fraction of women in group C.

Given the four groups A, B, C, and D, it is very straightforward to compute everything else:  p(cancer) = A + B , p(~positive|cancer) = B / (A + B) , and so on.  Since ABCD contains three degrees of freedom, it follows that the entire set of 16 probabilities contains only three degrees of freedom.  Remember that in our problems we always needed three pieces of information – the prior probability and the two conditional probabilities – which, indeed, have three degrees of freedom among them.  Actually, for Bayesian problems, any three quantities with three degrees of freedom between them should logically specify the entire problem.  For example, let’s take a barrel of eggs with p(blue) = 0.40 ,  p(blue|pearl) = 5/13 , and p(~blue&~pearl) = 0.20 .  Given this information, you can compute p(pearl|blue) .

As a story problem:
Suppose you have a large barrel containing a number of plastic eggs.  Some eggs contain pearls, the rest contain nothing.  Some eggs are painted blue, the rest are painted red.  Suppose that 40% of the eggs are painted blue, 5/13 of the eggs containing pearls are painted blue, and 20% of the eggs are both empty and painted red.  What is the probability that an egg painted blue contains a pearl?

Calculator:  Result:  You probably shouldn’t try to solve this with just a Javascript calculator, though.  I used a Python console.  (In theory, pencil and paper should also work, but I don’t know anyone who owns a pencil so I couldn’t try it personally.)

As a check on your calculations, does the (meaningless) quantity p(~pearl|~blue)/p(pearl) roughly equal .51?  (In story problem terms:  The likelihood that a red egg is empty, divided by the likelihood that an egg contains a pearl, equals approximately .51.)  Of course, using this information in the problem would be cheating.

If you can solve that problem, then when we revisit Conservation of Probability, it seems perfectly straightforward.  Of course the mean revised probability, after administering the test, must be the same as the prior probability.  Of course strong but rare evidence in one direction must be counterbalanced by common but weak evidence in the other direction.

Because:

  p(cancer|positive)*p(positive)
+ p(cancer|~positive)*p(~positive)
= p(cancer)

p(cancer|positive)  = A / (A + C)
p(positive)         = A + C
p(cancer&positive)  = A
p(cancer|~positive) = B / (B + D)
p(~positive)        = B + D
p(cancer&~positive) = B
p(cancer)           = A + B

Let’s return to the original barrel of eggs – 40% of the eggs containing pearls, 30% of the pearl eggs painted blue, 10% of the empty eggs painted blue.  The graph for this problem is:

What happens to the revised probability, p(pearl|blue) , if the proportion of eggs containing pearls is kept constant, but 60% of the eggs with pearls are painted blue (instead of 30%), and 20% of the empty eggs are painted blue (instead of 10%)?  You could type 60% and 20% into the inputs for the two conditional probabilities, and see how the graph changes – but can you figure out in advance what the change will look like?

If you guessed that the revised probability remains the same, because the bottom bar grows by a factor of 2 but retains the same proportions, congratulations!  Take a moment to think about how far you’ve come.  Looking at a problem like

1% of women have breast cancer.  80% of women with breast cancer get positive mammographies.  9.6% of women without breast cancer get positive mammographies.  If a woman has a positive mammography, what is the probability she has breast cancer?

the vast majority of respondents intuit that around 70-80% of women with positive mammographies have breast cancer.  Now, looking at a problem like

Suppose there are two barrels containing many small plastic eggs.  In both barrels, some eggs are painted blue and the rest are painted red.  In both barrels, 40% of the eggs contain pearls and the rest are empty.  In the first barrel, 30% of the pearl eggs are painted blue, and 10% of the empty eggs are painted blue.  In the second barrel, 60% of the pearl eggs are painted blue, and 20% of the empty eggs are painted blue.  Would you rather have a blue egg from the first or second barrel?

you can see it’s intuitively obvious that the probability of a blue egg containing a pearl is the same for either barrel.  Imagine how hard it would be to see that using the old way of thinking!

It’s intuitively obvious, but how to prove it?  Suppose that we call P the prior probability that an egg contains a pearl, that we call M the first conditional probability (that a pearl egg is painted blue), and N the second conditional probability (that an empty egg is painted blue).  Suppose that M and N are both increased or diminished by an arbitrary factor X – for example, in the problem above, they are both increased by a factor of 2.  Does the revised probability that an egg contains a pearl, given that we know the egg is blue, stay the same?

The proportion of eggs that contain pearls and are blue, within the group of all blue eggs, is then the proportion of group (A) within the group (A + C), equalling P*M*X / (P*M*X + (1 – P)*N*X) .  The factor X in the numerator and denominator cancels out, so increasing or diminishing both conditional probabilities by a constant factor doesn’t change the revised probability.

The probability that a test gives a true positive divided by the probability that a test gives a false positive is known as the likelihood ratio of that test.   Does the likelihood ratio of a medical test sum up everything there is to know about the usefulness of the test?

No, it does not!  The likelihood ratio sums up everything there is to know about the meaning of a positive result on the medical test, but the meaning of a negative result on the test is not specified, nor is the frequency with which the test is useful.  If we examine the algebra above, while p(pearl|blue) remains constant, p(pearl|~blue) may change – the X does not cancel out.  As a story problem, this strange fact would look something like this:

Suppose that there are two barrels, each containing a number of plastic eggs.  In both barrels, 40% of the eggs contain pearls and the rest contain nothing.  In both barrels, some eggs are painted blue and the rest are painted red.  In the first barrel, 30% of the eggs with pearls are painted blue, and 10% of the empty eggs are painted blue.  In the second barrel, 90% of the eggs with pearls are painted blue, and 30% of the empty eggs are painted blue.  Would you rather have a blue egg from the first or second barrel?  Would you rather have a red egg from the first or second barrel?

For the first question, the answer is that we don’t care whether we get the blue egg from the first or second barrel.  For the second question, however, the probabilities do change – in the first barrel, 34% of the red eggs contain pearls, while in the second barrel 8.7% of the red eggs contain pearls!  Thus, we should prefer to get a red egg from the first barrel.  In the first barrel, 70% of the pearl eggs are painted red, and 90% of the empty eggs are painted red.  In the second barrel, 10% of the pearl eggs are painted red, and 70% of the empty eggs are painted red.

Calculator:  Result:  What goes on here?  We start out by noting that, counter to intuition, p(pearl|blue) and p(pearl|~blue) have two degrees of freedom among them even when p(pearl) is fixed – so there’s no reason why one quantity shouldn’t change while the other remains constant.  But we didn’t we just get through establishing a law for “Conservation of Probability”, which says that p(pearl|blue)*p(blue) + p(pearl|~blue)*p(~blue) = p(pearl) ?  Doesn’t this equation take up one degree of freedom?  No, because p(blue) isn’t fixed between the two problems.  In the second barrel, the proportion of blue eggs containing pearls is the same as in the first barrel, but a much larger fraction of eggs are painted blue!  This alters the set of red eggs in such a way that the proportions do change.  Here’s a graph for the red eggs in the second barrel:

Let’s return to the example of a medical test.  The likelihood ratio of a medical test – the number of true positives divided by the number of false positives – tells us everything there is to know about the meaning of a positive result.  But it doesn’t tell us the meaning of a negative result, and it doesn’t tell us how often the test is useful.  For example, a mammography with a hit rate of 80% for patients with breast cancer and a false positive rate of 9.6% for healthy patients has the same likelihood ratio as a test with an 8% hit rate and a false positive rate of 0.96%.  Although these two tests have the same likelihood ratio, the first test is more useful in every way – it detects disease more often, and a negative result is stronger evidence of health.

The likelihood ratio for a positive result summarizes the differential pressure of the two conditional probabilities for a positive result, and thus summarizes how much a positive result will slide the prior probability.  Take a probability graph, like this one:

The likelihood ratio of the mammography is what determines the slant of the line.  If the prior probability is 1%, then knowing only the likelihood ratio is enough to determine the posterior probability after a positive result.

But, as you can see from the frequency graph, the likelihood ratio doesn’t tell the whole story – in the frequency graph, the proportions of the bottom bar can stay fixed while the size of the bottom bar changes.   p(blue) increases but p(pearl|blue) doesn’t change, because p(pearl&blue) and p(~pearl&blue) increase by the same factor.  But when you flip the graph to look at p(~blue) , the proportions of p(pearl&~blue) and p(~pearl&~blue) do not remain constant.

Of course the likelihood ratio can’t tell the whole story; the likelihood ratio and the prior probability together are only two numbers, while the problem has three degrees of freedom.

Suppose that you apply two tests for breast cancer in succession – say, a standard mammography and also some other test which is independent of mammography.  Since I don’t know of any such test which is independent of mammography, I’ll invent one for the purpose of this problem, and call it the Tams-Braylor Division Test, which checks to see if any cells are dividing more rapidly than other cells.  We’ll suppose that the Tams-Braylor gives a true positive for 90% of patients with breast cancer, and gives a false positive for 5% of patients without cancer.  Let’s say the prior prevalence of breast cancer is 1%.  If a patient gets a positive result on her mammography and her Tams-Braylor, what is the revised probability she has breast cancer?

One way to solve this problem would be to take the revised probability for a positive mammography, which we already calculated as 7.8%, and plug that into the Tams-Braylor test as the new prior probability.  If we do this, we find that the result comes out to 60%.

Calculator:  Result:  But this assumes that first we see the positive mammography result, and then the positive result on the Tams-Braylor.  What if first the woman gets a positive result on the Tams-Braylor, followed by a positive result on her mammography.  Intuitively, it seems like it shouldn’t matter.  Does the math check out?

First we’ll administer the Tams-Braylor to a woman with a 1% prior probability of breast cancer. 

Calculator:  Result:  Then we administer a mammography, which gives 80% true positives and 9.6% false positives, and it also comes out positive.

Calculator:  Result:  Lo and behold, the answer is again 60%.  (If it’s not exactly the same, it’s due to rounding error – you can get a more precise calculator, or work out the fractions by hand, and the numbers will be exactly equal.)

An algebraic proof that both strategies are equivalent is left to the reader.  To visualize, imagine that the lower bar of the frequency applet for mammography projects an even lower bar using the probabilities of the Tams-Braylor Test, and that the final lowest bar is the same regardless of the order in which the conditional probabilities are projected.

We might also reason that since the two tests are independent, the probability a woman with breast cancer gets a positive mammography and a positive Tams-Braylor is 90% * 80% = 72%.  And the probability that a woman without breast cancer gets false positives on mammography and Tams-Braylor is 5% * 9.6% = 0.48%.  So if we wrap it all up as a single test with a likelihood ratio of 72%/0.48%, and apply it to a woman with a 1% prior probability of breast cancer:

Calculator:  Result:  …we find once again that the answer is 60%.

Suppose that the prior prevalence of breast cancer in a demographic is 1%.  Suppose that we, as doctors, have a repertoire of three independent tests for breast cancer.  Our first test, test A, a mammography, has a likelihood ratio of 80%/9.6% = 8.33.  The second test, test B, has a likelihood ratio of 18.0 (for example, from 90% versus 5%); and the third test, test C, has a likelihood ratio of 3.5 (which could be from 70% versus 20%, or from 35% versus 10%; it makes no difference).  Suppose a patient gets a positive result on all three tests.  What is the probability the patient has breast cancer?

Here’s a fun trick for simplifying the bookkeeping.  If the prior prevalence of breast cancer in a demographic is 1%, then 1 out of 100 women have breast cancer, and 99 out of 100 women do not have breast cancer.  So if we rewrite the probability of 1% as an odds ratio, the odds are:

And the likelihood ratios of the three tests A, B, and C are:

The odds for women with breast cancer who score positive on all three tests, versus women without breast cancer who score positive on all three tests, will equal:

To recover the probability from the odds, we just write:
3,150 / (3,150 + 594) = 84%

This always works regardless of how the odds ratios are written; i.e., 8.33:1 is just the same as 25:3 or 75:9.  It doesn’t matter in what order the tests are administered, or in what order the results are computed.  The proof is left as an exercise for the reader.

E. T. Jaynes, in “Probability Theory With Applications in Science and Engineering”, suggests that credibility and evidence should be measured in decibels.

Decibels are used for measuring exponential differences of intensity.  For example, if the sound from an automobile horn carries 10,000 times as much energy (per square meter per second) as the sound from an alarm clock, the automobile horn would be 40 decibels louder.  The sound of a bird singing might carry 1,000 times less energy than an alarm clock, and hence would be 30 decibels softer.  To get the number of decibels, you take the logarithm base 10 and multiply by 10.

decibels = 10 log 10 (intensity)
    or
intensity = 10 (decibels/10)

Suppose we start with a prior probability of 1% that a woman has breast cancer, corresponding to an odds ratio of 1:99.  And then we administer three tests of likelihood ratios 25:3, 18:1, and 7:2.  You could multiply those numbers… or you could just add their logarithms:

10 log 10 (1/99) = -20
10 log 10 (25/3) = 9
10 log 10 (18/1) = 13
10 log 10 (7/2)  = 5

It starts out as fairly unlikely that a woman has breast cancer – our credibility level is at -20 decibels.  Then three test results come in, corresponding to 9, 13, and 5 decibels of evidence.  This raises the credibility level by a total of 27 decibels, meaning that the prior credibility of -20 decibels goes to a posterior credibility of 7 decibels.  So the odds go from 1:99 to 5:1, and the probability goes from 1% to around 83%.

In front of you is a bookbag containing 1,000 poker chips.  I started out with two such bookbags, one containing 700 red and 300 blue chips, the other containing 300 red and 700 blue.  I flipped a fair coin to determine which bookbag to use, so your prior probability that the bookbag in front of you is the red bookbag is 50%.  Now, you sample randomly, with replacement after each chip.  In 12 samples, you get 8 reds and 4 blues.  What is the probability that this is the predominantly red bag?

Just for fun, try and work this one out in your head.  You don’t need to be exact – a rough estimate is good enough.  When you’re ready, continue onward.

According to a study performed by Lawrence Phillips and Ward Edwards in 1966, most people, faced with this problem, give an answer in the range 70% to 80%.  Did you give a substantially higher probability than that?  If you did, congratulations – Ward Edwards wrote that very seldom does a person answer this question properly, even if the person is relatively familiar with Bayesian reasoning.  The correct answer is 97%.

The likelihood ratio for the test result “red chip” is 7/3, while the likelihood ratio for the test result “blue chip” is 3/7.  Therefore a blue chip is exactly the same amount of evidence as a red chip, just in the other direction – a red chip is 3.6 decibels of evidence for the red bag, and a blue chip is -3.6 decibels of evidence.  If you draw one blue chip and one red chip, they cancel out.  So the ratio of red chips to blue chips does not matter; only the excess of red chips over blue chips matters.  There were eight red chips and four blue chips in twelve samples; therefore, four more red chips than blue chips.  Thus the posterior odds will be:

7 4 :3 4 = 2401:81
which is around 30:1, i.e., around 97%.

The prior credibility starts at 0 decibels and there’s a total of around 14 decibels of evidence, and indeed this corresponds to odds of around 25:1 or around 96%.  Again, there’s some rounding error, but if you performed the operations using exact arithmetic, the results would be identical.

We can now see intuitively that the bookbag problem would have exactly the same answer, obtained in just the same way, if sixteen chips were sampled and we found ten red chips and six blue chips.

You are a mechanic for gizmos.  When a gizmo stops working, it is due to a blocked hose 30% of the time.  If a gizmo’s hose is blocked, there is a 45% probability that prodding the gizmo will produce sparks.  If a gizmo’s hose is unblocked, there is only a 5% chance that prodding the gizmo will produce sparks.  A customer brings you a malfunctioning gizmo.  You prod the gizmo and find that it produces sparks.  What is the probability that a spark-producing gizmo has a blocked hose?

Calculator:  Result:  What is the sequence of arithmetical operations that you performed to solve this problem?

Similarly, to find the chance that a woman with positive mammography has breast cancer, we computed:

p(positive|cancer)*p(cancer)
_______________________________________________
p(positive|cancer)*p(cancer) + p(positive|~cancer)*p(~cancer)

which is
p(positive&cancer) / [p(positive&cancer) + p(positive&~cancer)]
which is
p(positive&cancer) / p(positive)
which is
p(cancer|positive)

The fully general form of this calculation is known as Bayes’ Theorem or Bayes’ Rule:

Given some phenomenon A that we want to investigate, and an observation X that is evidence about A – for example, in the previous example, A is breast cancer and X is a positive mammography – Bayes’ Theorem tells us how we should update our probability of A, given the new evidence X.

By this point, Bayes’ Theorem may seem blatantly obvious or even tautological, rather than exciting and new.  If so, this introduction has entirely succeeded in its purpose.

So why is it that some people are so excited about Bayes’ Theorem?

“Do you believe that a nuclear war will occur in the next 20 years?  If no, why not?”  Since I wanted to use some common answers to this question to make a point about rationality, I went ahead and asked the above question in an IRC channel, #philosophy on EFNet.

One EFNetter who answered replied “No” to the above question, but added that he believed biological warfare would wipe out “99.4%” of humanity within the next ten years.  I then asked whether he believed 100% was a possibility.  “No,” he said.  “Why not?”, I asked.  “Because I’m an optimist,” he said.  (Roanoke of #philosophy on EFNet wishes to be credited with this statement, even having been warned that it will not be cast in a complimentary light.  Good for him!)  Another person who answered the above question said that he didn’t expect a nuclear war for 100 years, because “All of the players involved in decisions regarding nuclear war are not interested right now.”  “But why extend that out for 100 years?”, I asked.  “Pure hope,” was his reply.

What is it exactly that makes these thoughts “irrational” – a poor way of arriving at truth?  There are a number of intuitive replies that can be given to this; for example:  “It is not rational to believe things only because they are comforting.”  Of course it is equally irrational to believe things only because they are discomforting; the second error is less common, but equally irrational.  Other intuitive arguments include the idea that “Whether or not you happen to be an optimist has nothing to do with whether biological warfare wipes out the human species”, or “Pure hope is not evidence about nuclear war because it is not an observation about nuclear war.”

There is also a mathematical reply that is precise, exact, and contains all the intuitions as special cases.  This mathematical reply is known as Bayes’ Theorem.

For example, the reply “Whether or not you happen to be an optimist has nothing to do with whether biological warfare wipes out the human species” can be translated into the statement:

p(you are currently an optimist | biological war occurs within ten years and wipes out humanity) =
p(you are currently an optimist | biological war occurs within ten years and does not wipe out humanity)

Since the two probabilities for p(X|A) and p(X|~A) are equal, Bayes’ Theorem says that p(A|X) = p(A) ; as we have earlier seen, when the two conditional probabilities are equal, the revised probability equals the prior probability.  If X and A are unconnected – statistically independent – then finding that X is true cannot be evidence that A is true; observing X does not update our probability for A; saying “X” is not an argument for A.

But suppose you are arguing with someone who is verbally clever and who says something like, “Ah, but since I’m an optimist, I’ll have renewed hope for tomorrow, work a little harder at my dead-end job, pump up the global economy a little, eventually, through the trickle-down effect, sending a few dollars into the pocket of the researcher who ultimately finds a way to stop biological warfare – so you see, the two events are related after all, and I can use one as valid evidence about the other.”  In one sense, this is correct – any correlation, no matter how weak, is fair prey for Bayes’ Theorem; but Bayes’ Theorem distinguishes between weak and strong evidence.  That is, Bayes’ Theorem not only tells us what is and isn’t evidence, it also describes the strength of evidence.  Bayes’ Theorem not only tells us when to revise our probabilities, but how much to revise our probabilities.  A correlation between hope and biological warfare may exist, but it’s a lot weaker than the speaker wants it to be; he is revising his probabilities much too far.

Let’s say you’re a woman who’s just undergone a mammography.  Previously, you figured that you had a very small chance of having breast cancer; we’ll suppose that you read the statistics somewhere and so you know the chance is 1%.  When the positive mammography comes in, your estimated chance should now shift to 7.8%.  There is no room to say something like, “Oh, well, a positive mammography isn’t definite evidence, some healthy women get positive mammographies too.  I don’t want to despair too early, and I’m not going to revise my probability until more evidence comes in.  Why?  Because I’m a optimist.”  And there is similarly no room for saying, “Well, a positive mammography may not be definite evidence, but I’m going to assume the worst until I find otherwise.  Why?  Because I’m a pessimist.”  Your revised probability should go to 7.8%, no more, no less.

Bayes’ Theorem describes what makes something “evidence” and how much evidence it is.  Statistical models are judged by comparison to the Bayesian method because, in statistics, the Bayesian method is as good as it gets – the Bayesian method defines the maximum amount of mileage you can get out of a given piece of evidence, in the same way that thermodynamics defines the maximum amount of work you can get out of a temperature differential.  This is why you hear cognitive scientists talking about Bayesian reasoners .  In cognitive science, Bayesian reasoner is the technically precise codeword that we use to mean rational mind.

There are also a number of general heuristics about human reasoning that you can learn from looking at Bayes’ Theorem.

For example, in many discussions of Bayes’ Theorem, you may hear cognitive psychologists saying that people do not take prior frequencies sufficiently into account, meaning that when people approach a problem where there’s some evidence X indicating that condition A might hold true, they tend to judge A’s likelihood solely by how well the evidence X seems to match A, without taking into account the prior frequency of A.  If you think, for example, that under the mammography example, the woman’s chance of having breast cancer is in the range of 70%-80%, then this kind of reasoning is insensitive to the prior frequency given in the problem; it doesn’t notice whether 1% of women or 10% of women start out having breast cancer.  “Pay more attention to the prior frequency!” is one of the many things that humans need to bear in mind to partially compensate for our built-in inadequacies.

A related error is to pay too much attention to p(X|A) and not enough to p(X|~A) when determining how much evidence X is for A.  The degree to which a result X is evidence for A depends, not only on the strength of the statement we’d expect to see result X if A were true, but also on the strength of the statement we wouldn’t expect to see result X if A weren’t true.   For example, if it is raining, this very strongly implies the grass is wet – p(wetgrass|rain) ~ 1 – but seeing that the grass is wet doesn’t necessarily mean that it has just rained; perhaps the sprinkler was turned on, or you’re looking at the early morning dew.  Since p(wetgrass|~rain) is substantially greater than zero, p(rain|wetgrass) is substantially less than one.  On the other hand, if the grass was never wet when it wasn’t raining, then knowing that the grass was wet would always show that it was raining, p(rain|wetgrass) ~ 1 , even if p(wetgrass|rain) = 50% ; that is, even if the grass only got wet 50% of the times it rained.  Evidence is always the result of the differential between the two conditional probabilities.  Strong evidence is not the product of a very high probability that A leads to X, but the product of a very low probability that not-A could have led to X.

The Bayesian revolution in the sciences is fueled, not only by more and more cognitive scientists suddenly noticing that mental phenomena have Bayesian structure in them; not only by scientists in every field learning to judge their statistical methods by comparison with the Bayesian method; but also by the idea that science itself is a special case of Bayes’ Theorem; experimental evidence is Bayesian evidence.   The Bayesian revolutionaries hold that when you perform an experiment and get evidence that “confirms” or “disconfirms” your theory, this confirmation and disconfirmation is governed by the Bayesian rules.  For example, you have to take into account, not only whether your theory predicts the phenomenon, but whether other possible explanations also predict the phenomenon.  Previously, the most popular philosophy of science was probably Karl Popper’s falsificationism – this is the old philosophy that the Bayesian revolution is currently dethroning.  Karl Popper’s idea that theories can be definitely falsified, but never definitely confirmed, is yet another special case of the Bayesian rules; if p(X|A) ~ 1 – if the theory makes a definite prediction – then observing ~X very strongly falsifies A.  On the other hand, if p(X|A) ~ 1 ,  and we observe X, this doesn’t definitely confirm the theory; there might be some other condition B such that p(X|B) ~ 1 , in which case observing X doesn’t favor A over B.  For observing X to definitely confirm A, we would have to know, not that p(X|A) ~ 1 , but that p(X|~A) ~ 0 , which is something that we can’t know because we can’t range over all possible alternative explanations.  For example, when Einstein’s theory of General Relativity toppled Newton’s incredibly well-confirmed theory of gravity, it turned out that all of Newton’s predictions were just a special case of Einstein’s predictions.

You can even formalize Popper’s philosophy mathematically.  The likelihood ratio for X, p(X|A)/p(X|~A) , determines how much observing X slides the probability for A; the likelihood ratio is what says how strong X is as evidence.  Well, in your theory A, you can predict X with probability 1, if you like; but you can’t control the denominator of the likelihood ratio, p(X|~A) – there will always be some alternative theories that also predict X, and while we go with the simplest theory that fits the current evidence, you may someday encounter some evidence that an alternative theory predicts but your theory does not.  That’s the hidden gotcha that toppled Newton’s theory of gravity.  So there’s a limit on how much mileage you can get from successful predictions; there’s a limit on how high the likelihood ratio goes for confirmatory evidence.

On the other hand, if you encounter some piece of evidence Y that is definitely not predicted by your theory, this is enormously strong evidence against your theory.  If p(Y|A) is infinitesimal, then the likelihood ratio will also be infinitesimal.  For example, if p(Y|A) is 0.0001%, and p(Y|~A) is 1%, then the likelihood ratio p(Y|A)/p(Y|~A) will be 1:10000.  -40 decibels of evidence!  Or flipping the likelihood ratio, if p(Y|A) is very small, then p(Y|~A)/p(Y|A) will be very large, meaning that observing Y greatly favors ~A over A.  Falsification is much stronger than confirmation.  This is a consequence of the earlier point that very strong evidence is not the product of a very high probability that A leads to X, but the product of a very low probability that not-A could have led to X.  This is the precise Bayesian rule that underlies the heuristic value of Popper’s falsificationism.

Similarly, Popper’s dictum that an idea must be falsifiable can be interpreted as a manifestation of the Bayesian conservation-of-probability rule; if a result X is positive evidence for the theory, then the result ~X would have disconfirmed the theory to some extent.  If you try to interpret both X and ~X as “confirming” the theory, the Bayesian rules say this is impossible!  To increase the probability of a theory you must expose it to tests that can potentially decrease its probability; this is not just a rule for detecting would-be cheaters in the social process of science, but a consequence of Bayesian probability theory.  On the other hand, Popper’s idea that there is only falsification and no such thing as confirmation turns out to be incorrect.  Bayes’ Theorem shows that falsification is very strong evidence compared to confirmation, but falsification is still probabilistic in nature; it is not governed by fundamentally different rules from confirmation, as Popper argued.

So we find that many phenomena in the cognitive sciences, plus the statistical methods used by scientists, plus the scientific method itself, are all turning out to be special cases of Bayes’ Theorem.  Hence the Bayesian revolution.

Why wait so long to introduce Bayes’ Theorem, instead of just showing it at the beginning?  Well… because I’ve tried that before; and what happens, in my experience, is that people get all tangled up in trying to apply Bayes’ Theorem as a set of poorly grounded mental rules; instead of the Theorem helping, it becomes one more thing to juggle mentally, so that in addition to trying to remember how many women with breast cancer have positive mammographies, the reader is also trying to remember whether it’s p(X|A) in the numerator or p(A|X) , and whether a positive mammography result corresponds to A or X, and which side of p(X|A) is the implication, and what the terms are in the denominator, and so on.  In this excruciatingly gentle introduction, I tried to show all the workings of Bayesian reasoning without ever introducing the explicit Theorem as something extra to memorize, hopefully reducing the number of factors the reader needed to mentally juggle.

Even if you happen to be one of the fortunate people who can easily grasp and apply abstract theorems, the mental-juggling problem is still something to bear in mind if you ever need to explain Bayesian reasoning to someone else.

If you do find yourself losing track, my advice is to forget Bayes’ Theorem as an equation and think about the graph.   p(A) and p(~A) are at the top.  p(X|A) and p(X|~A) are the projection factors.  p(X&A) and p(X&~A) are at the bottom.  And p(A|X) equals the proportion of p(X&A) within p(X&A)+p(X&~A).  The graph isn’t shown here – but can you see it in your mind?

And if thinking about the graph doesn’t work, I suggest forgetting about Bayes’ Theorem entirely – just try to work out the specific problem in gizmos, hoses, and sparks, or whatever it is.

Having introduced Bayes’ Theorem explicitly, we can explicitly discuss its components.

We’ll start with p(A|X).  If you ever find yourself getting confused about what’s A and what’s X in Bayes’ Theorem, start with p(A|X) on the left side of the equation; that’s the simplest part to interpret.  A is the thing we want to know about.  X is how we’re observing it; X is the evidence we’re using to make inferences about A.  Remember that for every expression p(Q|P), we want to know about the probability for Q given P, the degree to which P implies Q – a more sensible notation, which it is now too late to adopt, would be p(Q<-P) .

p(Q|P) is closely related to p(Q&P), but they are not identical.  Expressed as a probability or a fraction, p(Q&P) is the proportion of things that have property Q and property P within all things; i.e., the proportion of “women with breast cancer and a positive mammography” within the group of all women.   If the total number of women is 10,000, and 80 women have breast cancer and a positive mammography, then p(Q&P) is 80/10,000 = 0.8%.  You might say that the absolute quantity, 80, is being normalized to a probability relative to the group of all women.   Or to make it clearer, suppose that there’s a group of 641 women with breast cancer and a positive mammography within a total sample group of 89,031 women.  641 is the absolute quantity.  If you pick out a random woman from the entire sample, then the probability you’ll pick a woman with breast cancer and a positive mammography is p(Q&P), or 0.72% (in this example).

On the other hand, p(Q|P) is the proportion of things that have property Q and property P within all things that have P; i.e., the proportion of women with breast cancer and a positive mammography within the group of all women with positive mammographies.   If there are 641 women with breast cancer and positive mammographies, 7915 women with positive mammographies, and 89,031 women, then p(Q&P) is the probability of getting one of those 641 women if you’re picking at random from the entire group of 89,031, while p(Q|P) is the probability of getting one of those 641 women if you’re picking at random from the smaller group of 7915.

In a sense, p(Q|P) really means p(Q&P|P) , but specifying the extra P all the time would be redundant.  You already know it has property P, so the property you’re investigating is Q – even though you’re looking at the size of group Q&P within group P, not the size of group Q within group P (which would be nonsense).  This is what it means to take the property on the right-hand side as given; it means you know you’re working only within the group of things that have property P.  When you constrict your focus of attention to see only this smaller group, many other probabilities change.  If you’re taking P as given, then p(Q&P) equals just p(Q) – at least, relative to the group P.   The old p(Q), the frequency of “things that have property Q within the entire sample”, is revised to the new frequency of “things that have property Q within the subsample of things that have property P”.  If P is given, if P is our entire world, then looking for Q&P is the same as looking for just Q.

If you constrict your focus of attention to only the population of eggs that are painted blue, then suddenly “the probability that an egg contains a pearl” becomes a different number; this proportion is different for the population of blue eggs than the population of all eggs.  The given, the property that constricts our focus of attention, is always on the right side of p(Q|P); the P becomes our world, the entire thing we see, and on the other side of the “given”  P always has probability 1 – that is what it means to take P as given.  So p(Q|P) means “If P has probability 1, what is the probability of Q?” or “If we constrict our attention to only things or events where P is true, what is the probability of Q?”  Q, on the other side of the given, is not certain – its probability may be 10% or 90% or any other number.  So when you use Bayes’ Theorem, and you write the part on the left side as p(A|X) – how to update the probability of A after seeing X, the new probability of A given that we know X, the degree to which X implies A – you can tell that X is always the observation or the evidence, and A is the property being investigated, the thing you want to know about.

The right side of Bayes’ Theorem is derived from the left side through these steps:

The first step, p(A|X) to p(X&A)/p(X) , may look like a tautology.  The actual math performed is different, though.  p(A|X) is a single number, the normalized probability or frequency of A within the subgroup X.  p(X&A)/p(X) are usually the percentage frequencies of X&A and X within the entire sample, but the calculation also works if X&A and X are absolute numbers of people, events, or things.  p(cancer|positive) is a single percentage/frequency/probability, always between 0 and 1.  (positive&cancer)/(positive) can be measured either in probabilities, such as 0.008/0.103, or it might be expressed in groups of women, for example 194/2494.  As long as both the numerator and denominator are measured in the same units, it should make no difference.

Going from p(X) in the denominator to p(X&A)+p(X&~A) is a very straightforward step whose main purpose is as a stepping stone to the last equation.  However, one common arithmetical mistake in Bayesian calculations is to divide p(X&A) by p(X&~A) , instead of dividing p(X&A) by [p(X&A) + p(X&~A)] .  For example, someone doing the breast cancer calculation tries to get the posterior probability by performing the math operation 80 / 950, instead of 80 / (80 + 950).  I like to think of this as a rose-flowers error.  Sometimes if you show young children a picture with eight roses and two tulips, they’ll say that the picture contains more roses than flowers.  (Technically, this would be called a class inclusion error.)  You have to add the roses and the tulips to get the number of flowers , which you need to find the proportion of roses within the flowers.  You can’t find the proportion of roses in the tulips, or the proportion of tulips in the roses.  When you look at the graph, the bottom bar consists of all the patients with positive results.  That’s what the doctor sees – a patient with a positive result.  The question then becomes whether this is a healthy patient with a positive result, or a cancerous patient with a positive result.  To figure the odds of that, you have to look at the proportion of cancerous patients with positive results within all patients who have positive results, because again, “a patient with a positive result” is what you actually see.  You can’t divide 80 by 950 because that would mean you were trying to find the proportion of cancerous patients with positive results within the group of healthy patients with positive results; it’s like asking how many of the tulips are roses, instead of asking how many of the flowers are roses.  Imagine using the same method to find the proportion of healthy patients.  You would divide 950 by 80 and find that 1,187% of the patients were healthy.  Or to be exact, you would find that 1,187% of cancerous patients with positive results were healthy patients with positive results.

The last step in deriving Bayes’ Theorem is going from p(X&A) to p(X|A)*p(A) , in both the numerator and the denominator, and from p(X&~A) to p(X|~A)*p(~A) , in the denominator.

Why?  Well, one answer is because p(X|A), p(X|~A), and p(A) correspond to the initial information given in all the story problems.  But why were the story problems written that way?

Because in many cases, p(X|A), p(X|~A), and p(A) are what we actually know; and this in turn happens because p(X|A) and p(X|~A) are often the quantities that directly describe causal relations, with the other quantities derived from them and p(A) as statistical relations.   For example, p(X|A), the implication from A to X, where A is what we want to know and X is our way of observing it, corresponds to the implication from a woman having breast cancer to a positive mammography.  This is not just a statistical implication but a directcausal relation; a woman gets a positive mammography because she has breast cancer.  The mammography is designed to detect breast cancer, and it is a fact about the physical process of the mammography exam that it has an 80% probability of detecting breast cancer.  As long as the design of the mammography machine stays constant, p(X|A) will stay at 80%, even if p(A) changes – for example, if we screen a group of woman with other risk factors, so that the prior frequency of women with breast cancer is 10% instead of 1%.  In this case, p(X&A) will change along with p(A), and so will p(X), p(A|X), and so on; but p(X|A) stays at 80%, because that’s a fact about the mammography exam itself.  (Though you do need to test this statement before relying on it; it’s possible that the mammography exam might work better on some forms of breast cancer than others.)  p(X|A) is one of the simple facts from which complex facts like p(X&A) are constructed; p(X|A) is an elementary causal relation within a complex system, and it has a direct physical interpretation.  This is why Bayes’ Theorem has the form it does; it’s not for solving math brainteasers, but for reasoning about the physical universe.

Once the derivation is finished, all the implications on the right side of the equation are of the form p(X|A) or p(X|~A) , while the implication on the left side is p(A|X) .  As long as you remember this and you get the rest of the equation right, it shouldn’t matter whether you happened to start out with p(A|X) or p(X|A) on the left side of the equation, as long as the rules are applied consistently – if you started out with the direction of implication p(X|A) on the left side of the equation, you would need to end up with the direction p(A|X) on the right side of the equation.  This, of course, is just changing the variable labels; the point is to remember the symmetry, in order to remember the structure of Bayes’ Theorem.

The symmetry arises because the elementary causal relations are generally implications from facts to observations, i.e., from breast cancer to positive mammography.  The elementary steps in reasoning are generally implications from observations to facts, i.e., from a positive mammography to breast cancer.  The left side of Bayes’ Theorem is an elementary inferential step from the observation of positive mammography to the conclusion of an increased probability of breast cancer.  Implication is written right-to-left, so we write p(cancer|positive) on the left side of the equation.  The right side of Bayes’ Theorem describes the elementary causal steps – for example, from breast cancer to a positive mammography – and so the implications on the right side of Bayes’ Theorem take the form p(positive|cancer) or p(positive|~cancer) .

And that’s Bayes’ Theorem.  Rational inference on the left end, physical causality on the right end; an equation with mind on one side and reality on the other.  Remember how the scientific method turned out to be a special case of Bayes’ Theorem?  If you wanted to put it poetically, you could say that Bayes’ Theorem binds reasoning into the physical universe.
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Why truth? And...

The goal of instrumental rationality mostly speaks for itself. Some commenters have wondered, on the other hand, why rationalists care about truth. Which invites a few different answers, depending on who you ask; and these different answers have differing characters, which can shape the search for truth in different ways.

You might hold the view that pursuing truth is inherently noble, important, and worthwhile. In which case your priorities will be determined by your ideals about which truths are most important, or about when truthseeking is most virtuous.

This motivation tends to have a moral character to it. If you think it your duty to look behind the curtain, you are a lot more likely to believe that someone else should look behind the curtain too, or castigate them if they deliberately close their eyes.

I tend to be suspicious of morality as a motivation for rationality, not because I reject the moral ideal, but because it invites certain kinds of trouble. It is too easy to acquire, as learned moral duties, modes of thinking that are dreadful missteps in the dance.

Consider Spock, the naive archetype of rationality. Spock's affect is always set to “calm,” even when wildly inappropriate. He often gives many significant digits for probabilities that are grossly uncalibrated.1 Yet this popular image is how many people conceive of the duty to be “rational”—small wonder that they do not embrace it wholeheartedly.

To make rationality into a moral duty is to give it all the dreadful degrees of freedom of an arbitrary tribal custom. People arrive at the wrong answer, and then indignantly protest that they acted with propriety, rather than learning from their mistake.

Well, you might want to accomplish some specific real-world goal, like building an airplane, and therefore you need to know some specific truth about aerodynamics. Or more mundanely, you want chocolate milk, and therefore you want to know whether the local grocery has chocolate milk, so you can choose whether to walk there or somewhere else.

If this is the reason you want truth, then the priority you assign to your questions will reflect the expected utility of their information—how much the possible answers influence your choices, how much your choices matter, and how much you expect to find an answer that changes your choice from its default.

To seek truth merely for its instrumental value may seem impure—should we not desire the truth for its own sake?—but such investigations are extremely important because they create an outside criterion of verification: if your airplane drops out of the sky, or if you get to the store and find no chocolate milk, its a hint that you did something wrong. You get back feedback on which modes of thinking work, and which don't.

Another possibility: you might care about whats true because, damn it, you're curious.

As a reason to seek truth, curiosity has a special and admirable purity. If your motive is curiosity, you will assign priority to questions according to how the questions, themselves, tickle your aesthetic sense. A trickier challenge, with a greater probability of failure, may be worth more effort than a simpler one, just because it's more fun.

Curiosity and morality can both attach an intrinsic value to truth. Yet being curious about whats behind the curtain is a very different state of mind from believing that you have a moral duty to look there. If you're curious, your priorities will be determined by which truths you find most intriguing, not most important or most useful.

Although pure curiosity is a wonderful thing, it may not linger too long on verifying its answers, once the attractive mystery is gone. Curiosity, as a human emotion, has been around since long before the ancient Greeks. But what set humanity firmly on the path of Science was noticing that certain modes of thinking uncovered beliefs that let us manipulate the world—truth as an instrument. As far as sheer curiosity goes, spinning campfire tales of gods and heroes satisfied that desire just as well, and no one realized that anything was wrong with that.

At the same time, if we're going to improve our skills of rationality, go beyond the standards of performance set by hunter-gatherers, we'll need deliberate beliefs about how to think—things that look like norms of rationalist “propriety.” When we write new mental programs for ourselves, they start out as explicit injunctions, and are only slowly (if ever) trained into the neural circuitry that underlies our core motivations and habits.

Curiosity, pragmatism, and quasi-moral injunctions are all key to the rationalist project. Yet if you were to ask me which of these is most foundational, I would say: “curiosity.” I have my principles, and I have my plans, which may well tell me to look behind the curtain. But then, I also just really want to know. What will I see? The world has handed me a puzzle, and a solution feels tantalizingly close.

1 E.g., “Captain, if you steer the Enterprise directly into that black hole, our probability of surviving is only 2.234%.” Yet nine times out of ten the Enterprise is not destroyed. What kind of tragic fool gives four significant digits for a figure that is off by two orders of magnitude?

Yet nine times out of ten the Enterprise is not destroyed. What kind of tragic fool gives four significant digits for a figure that is off by two orders of magnitude?

One who doesn't understand the Million To One Chance principle that operates in fictional universes. If the Star Trek universe didn't follow the laws of fiction, the Enterprise would have been blown up long ago. ;)

Maybe in ninety-eight universes out of 100 it does blow up and we just see the one that's left; and he's actually giving an accurate number. :P

The TV show version of the anthropic principle: all the episodes where the Enterprise does blow up aren't made.

In the "Star Trek: Judgement Rites" game there's a spot where Spock gives ridiculously precise odds, and Kirk comments that they seem "better than usual."  Spock then clarifies that he has begun factoring Kirk's history of prevailing when the odds are against him into the calculations.

And do keep in mind that the audience doesn't necessarily see all the times that low-odds plans don't work out.

"If the iron approaches your face, and you believe it is hot, and it is cool, the Way opposes your fear. If the iron approaches your face, and you believe it is cool, the Way opposes your calm."

“Are there motives for seeking truth besides curiosity and pragmatism?”

I can think of several that have showed up in my life.  I’m offering these for consideration, but not claiming these are good or bad, pure or impure etc.  Some will doubtless overlap somewhat with each other and the ones stated.

“To make rationality into a moral duty is to give it all the dreadful degrees of freedom of an arbitrary tribal custom. People arrive at the wrong answer, and then indignantly protest that they acted with propriety, rather than learning from their mistake.”
Yes.  I say, “Morality is for agents that can’t figure out the probable consequences of their actions.”  Which includes me, of course.  However, whenever I can make a good estimate, I pretty much become a consequentialist. 

Seeking knowledge has, for me, an indirect but huge value.   I say: Humanity needs help to survive this century, needs a LOT of help.  I think Friendly AI is our best shot at getting it.  And we’re missing pieces of knowledge.  There may be whole fields of knowledge that we’re missing and we don’t know what they are.  

I would not recommend avoiding lines of research that might enable making terribly powerful weapons.  We’ve already got that problem, there’s no avoiding it.  But there’s no telling what investigations will produce bits of information that will trigger some human mind into a century-class breakthrough that we had no idea we needed.

The significant digit anecdote reminds me: why does the Dow Jones giver their average with 2 decimal points?

1) It is written:  "The first virtue is curiosity."  - Written by whom?
2) …curiosity is an emotion…  - says who?
3) To seek truth merely for its instrumental value may seem impure… – Why? To whom?
4) If we want the truth, we can most effectively obtain it by thinking in certain ways – and if you think the way I tell you to think, you’ll wind up with my truth

It is written: "The first virtue is curiosity." - Written by whom?

Star Trek The Original Series episode "This Side of Paradise". Mr. Spock has been affected by spores that release his emotional side. He and his love interest Leila Kalomi are looking at clouds.

Spock: That one looks like a dragon. You see the tail and the dorsal spines?

Spock: I have. On Berengaria 7. But I've never stopped to look at clouds before. Or rainbows. I can tell you exactly why one appears in the sky, but considering its beauty has always been out of the question.

I know! Is the world not more beautiful when one can understand how it works?

Lets not forget, arguably the most important reason. 

We can feel superior to others, because we can do something that few other people can. We can collect instances where our approach is beneficial and use that to validate our self worth. And we can form a community that validates our strengths and ignores our weaknesses. All perfectly reasonable motivations (provided our satisfaction is a reasonable goal).

In my own field (Computer Vision), there are those who pursue it rationally (with rigorous mathematical analysis) and those who pursue it heuristically (creating a variety of systems and testing them on small samples). These approaches seem to mirror the determined search for truth and the pragmatic "go with what feels like it works" approaches. Without rigorously analysing them (although this may be possible) both approaches seem to deliver benefit with no clear winner in terms of delivering approaches that are practically applied or used as the basis for further work. I think it is interesting to apply this meta analysis to reason, i.e. can we scientifically determine whether approaching problems reasonably conveys advantage? Is there an optimal balance?

By "most important reason" do you mean "most compelling justification" or "predominant cause"?

I would suggest both, and I would add that I don't think this inherently diminishes the value of pursuing truth. I am increasingly of the belief that in order to be content it is necessary to pick ones community and embrace its values. What I love about this community is its willingness to question itself as much as the views of others. I think it's useful to acknowledge what we really enjoy and be hesitant of explanations that attribute objective value to enjoyable activities. Doing so risks erasing self doubt and can lead to the adoption of strong moral values that distort our lives to such an extent that they ultimately make us miserable.

there are those who pursue it rationally (with rigorous mathematical analysis) and those who pursue it heuristically (creating a variety of systems and testing them on small samples). [...] both approaches seem to deliver benefit with no clear winner

"Rationality" is what I would call the meta-analysis which concludes that both approaches are equally valid in this field.

"For this reason, I would also label as "morality" the belief that truthseeking is pragmatically important to society, and therefore is incumbent as a duty upon all."

Morality doesn't need to have anything to do with society or duty. Consider the case of an rational ethical egoist, to whom acting in one's self-interest and for one's own values is virtuous.

Morality doesn't need to have anything to do with society or duty. Consider the case of an rational ethical egoist, to whom acting in one's self-interest and for one's own values is virtuous.

If that person is a human, and thinks that ethical egoism does not have anything to do with society or duty, then they are mistaken.

I'd guess because humans often contain concepts of duty and the like, and have experiences vastly contingent on social / societal contexts.

Maintaining interpersonal relationships is vital to the human condition.  As Aristotle put it, "The solitary life is perhaps suitable for a god or a beast, but not for a man".  Friendships are a necessary part of flourishing for humans, and aside from that we are almost always in a context where our success depends upon our interactions with others.

There is more discussion of this post here as part of the Rerunning the Sequences series.

I'll be honest, I have a serious problem with hypocrites, and so I warn everyone I know if they start heading down that path.  In your article, you say that morality is perhaps the most suspect method of rationality.  Yet, you yourself, by putting up these articles and arguing that everyone should use rational thought, seem to have a moral motivation for rationality.  I am not saying that this is your only motivation, but it seems to be the motivation behind these posts.  However, I do appreciate that you respect morality by mentioning how important it is in pursuing paths that will not result in horrible consequences.  I think that maybe you should allow yourself to admit that morality is a good motivator if used with other good types of motivations to seek truth.

Here's an interesting take on the "morality" side: It may be morally incumbent on some to look behind the curtain, and not for others. Since knowing about biases can hurt people, it may well be that those who are "fit" to look behind the curtain are in fact required to be the guardians of said curtain, forbidding anyone without the proper light and knowledge from looking behind it, but acting upon the knowledge gained for the benefit of society.

I am trying to win an argument, and I am having trouble defeating the following claim:

It can, under certain scenarios, be instrumental (in the sense of achieving values) to believe in something which is false -- usually by virtue of a placebo effect.  For example: believing you are more likely to get a job offer than you really are, so you are confident at the job interview.

The counterargument I want to make, in my head, is that if you have the ability to deceive yourself to that extent -- to make yourself believe something that is false -- then you have the ability to believe that you won't get the job interview, but pretend that you think you will.  I don't feel like that's a very solid or reassuring argument, though.

I think the best response to the argument for instrumentally useful false beliefs is to think a little about the causal mechanism.  Surely it is not the case that Omega reads your minds, sees your false confidence, and orders you hired.

As you noted, a more plausible mechanism is that the false confidence causes changes in affect (i.e. appearing confident) that are beneficial for the task.  Or perhaps false over-confidence cancels false under-confidence that would have caused anxiety that would be detrimental for the task.

Once the causal chain is examined, the next thing to ask is whether the beneficial intermediate effects can be caused by something other than false belief.  If so, you have answered the claim you are responding to.  If not, examining why one doesn't believe it possible needs to be examined.

You should also examine the costs of each method of achieving the intermediate effects.  Even if there are other ways available, maybe self-deception is the easiest, and the costs of that particular incorrect belief are small.

"If the iron approaches your face, and you believe it is hot, and it is cool, the Way opposes your fear. If the iron approaches your face, and you believe it is cool, and it is hot, the Way opposes your calm."

This quote conflates "true beliefs" and what we may call "correct beliefs". True beliefs are ones which assign high probability to the truth, i.e. the actual state of things. Correct beliefs are ones which follow from an agent's priors and observations. The former are objective, the latter subjective but not irrational. If the iron has been cool the last 107 times it has approached your face, but hot this 108th time, your belief that it is cool is correct but false (perhaps better terms are needed).

Also, a belief is not binary. You may be 99.8% sure that the iron is hot and still rationally fear it. A hot iron on your face is far more costly than a needless avoidance.

There's an interesting duality between morality as "the belief that truthseeking is pragmatically important to society" and morality as the result of social truthseeking, which is closer to the usual sense, or rather what the usual sense would ideally be. I'd like to see this explored further if anyone has a link in mind.

The LesssWrong FAQ indicated that there is value in replying to old content, so I'm posting anyway. Context might be in order, so here's what we are talking about:

I tend to be suspicious of morality as a motivation for rationality

You and I had a similar take on this bit of Yudkowsky's post. Maybe you would call my stance "truthseeking as the result of morality" instead of your "morality as the result of social truthseeking".

The problem Yudkowsky is describing sounds like it comes from entangling the "logical" archetype with "morality". This means any behavior which differs from this archetype becomes "immoral", regardless of whether it is actually Bayesian reasoning or not. Personally, I would phrase this as "declaring rationality to be (a) moral value". This specifically excludes cases where people place intrinsic value on some specific result, and then place instrumental moral value on rationality, as a tool to achieve the desired results. This is much what effective altruism is doing, after all.

Hmm, couldn't find a link directly on this site. Figured someone else might want it too (although a google search did kind of solve it instantly).

I'm not convinced that this post actually says anything. If seeking the truth is useful for any specific reason, then people who see some benefit from it will do so and if it isn't useful then they won't. Actually writing this out has made me think both this post and my comment haven't really said much, but I think that's because this discussion is too abstract to have any real use/meaning. Ideas which are true/work will work, ideas that aren't won't, and that's all that needs to be said, never mind this business about rationality and truth and curiosity.

Indeed, if that were all there was to it, nothing would need to be said at all, as that's a tautology.  But people manage to fail at noticing when things do / don't work anyway, and false ideas stick around a very long time.

I just find it very unlikely that the specifics of how this post is constructed have much of an effect on correcting this issue.

Ah, but the seeker needs to find out if the answer - the truth - is beneficial. You can't not know the truth and make a decision without knowing the answer. That's just guessing.

My friend argues that believing in an afterlife (i.e. religion) is beneficial for some people because it gives them a (patently false!) sense of "security". So why tell them it's wrong to believe such a thing?

My answer is a) the fact that there's no afterlife is the truth, as far as humans know (i.e. as far as the evidence - or lack of evidence - shows); and b) it's wrong to believe in such a falsehood - in the sense that most people with such a belief tend to be either less ethical/moral (because they'll fix up the imbalance 'later'), or irrationally over-moral or hyper-ethical because they don't want to risk their slot in eternity's gravy train. Either way, they act irrationally and abnormally, and for the wrong reasons!

I can't think of much in life that could be worse than that. What a horrible life!

It is instructive to review this essay after reading the sequence regarding metaethics, morlaity, and planning algorithms. It lets you receive a deeper insight into how "morality as a motivation" might have come about and what its flaws are.

"our probability of surviving is only 2.234%"  Yet nine times out of ten the Enterprise is not destroyed.

Perhaps this is a minor nitpick or technicality, but that's probably not the best example, because keeping the same probability estimate actually makes sense in this instance. To alter it would be a form of survivorship bias. This is because there is no way he could have have observed the opposite during the previous 10 attempts, since he would no longer be alive to have those memories if he had.

"For this reason, I would also label as "morality" the belief that truthseeking is pragmatically important to society..."

This seems like a naive understanding of what morality is. It seems like you are referring to a certain subset of ethics, in this case utilitarianism (do what promotes the greatest good among the greatest number). But this is just one part of a class of normative ethical theories. The class to which I'm referring to is consequentialism where essentially, the end justifies the means. I'd rather not get off topic here and simply state that a morality-driven pursuit of truth does not necessarily mean that the person is motivated by the "greater good".  

Also, Spock's calculation is off by one order of magnitude, not two. He predicts, roughly, a 98% chance of destruction yet you say in practice, the Enterprise is destroyed 10% of the time. That's just about one order of magnitude off.  

Remember that that's a 11 year old post you're replying to.

Hey, eleven year old posts are just posts that lack life experience.

I think you're misinterpreting Yudkowsky. He's not saying that all ethics is pragmatic. He's saying that pragmatics is ethics. Previously in the paragraph, he listed other, non-pragmatic ethical reasons to seek truth.

As for the orders of magnitude, it's log(.9) - log(.02234) = 1.6 orders of magnitude. That's closer to 2 than to 1.

"Curiosity, as a human emotion, has been around since long before the ancient Greeks."

Is that a reference to Pandora's Box or am I off base?

I am guessing that the link  what truth is. is meant to be http://yudkowsky.net/rational/the-simple-truth

"our probability of surviving" - probably extrapolated from other similar objects going through black holes. Enterprise, because fictional laws, eschews the odds, but it may only mean that some other ships get destroyed even somewhat more frequently and Enterprise has "five points... for sheer dumb luck!"

I think its great that the apostrophes were left out. Apart from possessive apostrophes, which I think should be used, apostrophes are an extra effort (especially when texting) that add no extra meaning or clarification. 

I mean, there are minimal pairs (mostly in cases where possessive apostrophees are for some reason not used, like its - it's, who's - whose). But overall it just helps readability (speaking as a non-native).

I am not sure, but there seem to be a couple of apostrophes missing in the sentence

Truth is important because it is instrumental to all areas of life. By increasing our overall epistemic rationality, we will understand the world better, and so be able to act (or withold action) in ways that increase our quality of life. Without epistemic rationality, instrumental rationality may be incoherent and misdirected, seeking goals that are counterproductive to the agent's and/or common wellbeing. For example, a person might highly value outcome X, and practice instrumental rationality to achieve that outcome. However, if they had a better understanding of epistemic rationality, they might no longer value outcome X and instead more highly value different outcomes. Epistemic rationality allows us to "optimize" our values. 

Optimizing our values and behaviour increases common wellbeing, therefore I think truth seeking and epistemic rationality is a moral imperative for everyone. I believe that the desire for increased wellbeing is actually the most important reason for truth seeking, and since it affects everyone, it is a moral/civil duty. 

Regarding the Spock probability reference, I've always imagined that TV shows and movies either take place in the parallel universe where very specific events happen to take place (e.g. the universe where the 'bad guys' miss the 'good guys' with all of their bullets despite being trained soldiers), or in the case of the Enterprise, the camera follows the adventures of the one ship that is super lucky. Perhaps the probability of survival really is 2.234 %, the Enterprise is just the 1 in 1,000 ship that keeps surviving (because who wants the camera to follow those other ships?).

Most apostrophe removals didnt cause any problems, but the "were" in the paragraph before the last one had me confused for a split second.

For everytime I am curious about "how the things are?", I would like to be curious also about "what to do?" then. (Curious pragmatism)

Thanks Eliezer,
I am surprised that you only have three motivations for seeking out truth in your conclusion. Moral duty, pragmatism and curiosity. Even though you talk about manipulating the world while talking about curiosity.
I would separate curiosity, where the benefit is enjoyment at understanding, and power seeking, which allows shaping the world more efficiently.
Certainly in the scientists I know, those motivations are often mixed. The search for exotic particles in physics is closer to curiosity and the "pleasure of finding things out".
The quest of seeking the truth in applied physics to build a nuclear bomb has more to do about power seeking.

Two very different motivations, no ?

This might seem obvious (whether right or wrong) to some of you, but broadly I think curiosity must be a significant factor that came along with human (likely back to early hominid) evolution. Animals are curious, sure, but don't really have a drive for knowledge outside of what is immediately practical. Humans might be the only species with even the brainpower and self-awareness to seek facts for the pleasure of knowledge, just as we have progressed into other subjective enjoyments like food and music. 

I tend to be suspicious of morality as a motivation for rationality, not because I reject the moral ideal, but because it invites certain kinds of trouble. It is too easy to acquire, as learned moral duties, modes of thinking that are dreadful missteps in the dance.

Yes. Morality changes every few years. What we were taught as children does not hold that much value in this day and age. Instead of morality being the base of rationality, We should keep Rationality as the base of morality. But I doubt that too.

Science was noticing that certain modes of thinking uncovered beliefs that let us manipulate the world—truth as an instrument

So, the motive should be to gain the ability to manipulate the world?

I think "should" isn't quite the right frame here. You can have whatever motivations you want. But, it's a if-then fact about the world that science was helpful for people seeking to affect the world.

(Also note "manipulate" sometimes has negative connotations which isn't really what's meant here)

Science was noticing that certain modes of thinking uncovered beliefs that let us manipulate the world


Science is our tool to manipulate the world. Science is the instrument of truth. If you can not manipulate the meaning of reality through definition of words such as 'rational', what it is and it isn't. Where science is the substitute for truth and rationality is the substitute for truth also. As self-evident the definition of rationality is substituted for science and this forms our basic definition for rationality moving forward. Care not to define science as in rationality, science is a tool as is rationality.

In rationality, as in science. 'Curiosity, pragmatism, and quasi-moral injunctions' are injected into research questions and colour our understanding of both the world and truth. 

To use science as a tool is to obtain the truth, to use rationality is to obtain the truth. We must apply a scientific approach and method to our rationality. 



What is Evidence?

The sentence “snow is white” is true if and only if snow is white.

To say of what is, that it is, or of what is not, that it is not, is true.

Walking along the street, your shoelaces come untied. Shortly thereafter, for some odd reason, you start believing your shoelaces are untied. Light leaves the Sun and strikes your shoelaces and bounces off; some photons enter the pupils of your eyes and strike your retina; the energy of the photons triggers neural impulses; the neural impulses are transmitted to the visual-processing areas of the brain; and there the optical information is processed and reconstructed into a 3D model that is recognized as an untied shoelace. There is a sequence of events, a chain of cause and effect, within the world and your brain, by which you end up believing what you believe. The final outcome of the process is a state of mind which mirrors the state of your actual shoelaces.

What is evidence? It is an event entangled, by links of cause and effect, with whatever you want to know about. If the target of your inquiry is your shoelaces, for example, then the light entering your pupils is evidence entangled with your shoelaces. This should not be confused with the technical sense of “entanglement” used in physics—here I’m just talking about “entanglement” in the sense of two things that end up in correlated states because of the links of cause and effect between them.

Not every influence creates the kind of “entanglement” required for evidence. It’s no help to have a machine that beeps when you enter winning lottery numbers, if the machine also beeps when you enter losing lottery numbers. The light reflected from your shoes would not be useful evidence about your shoelaces, if the photons ended up in the same physical state whether your shoelaces were tied or untied.

To say it abstractly: For an event to be evidence about a target of inquiry, it has to happen differently in a way that’s entangled with the different possible states of the target. (To say it technically: There has to be Shannon mutual information between the evidential event and the target of inquiry, relative to your current state of uncertainty about both of them.)

Entanglement can be contagious when processed correctly, which is why you need eyes and a brain. If photons reflect off your shoelaces and hit a rock, the rock won’t change much. The rock won’t reflect the shoelaces in any helpful way; it won’t be detectably different depending on whether your shoelaces were tied or untied. This is why rocks are not useful witnesses in court. A photographic film will contract shoelace-entanglement from the incoming photons, so that the photo can itself act as evidence. If your eyes and brain work correctly, you will become tangled up with your own shoelaces.

This is why rationalists put such a heavy premium on the paradoxical-seeming claim that a belief is only really worthwhile if you could, in principle, be persuaded to believe otherwise. If your retina ended up in the same state regardless of what light entered it, you would be blind. Some belief systems, in a rather obvious trick to reinforce themselves, say that certain beliefs are only really worthwhile if you believe them unconditionally—no matter what you see, no matter what you think. Your brain is supposed to end up in the same state regardless. Hence the phrase, “blind faith.” If what you believe doesn’t depend on what you see, you’ve been blinded as effectively as by poking out your eyeballs.

If your eyes and brain work correctly, your beliefs will end up entangled with the facts. Rational thought produces beliefs which are themselves evidence.

If your tongue speaks truly, your rational beliefs, which are themselves evidence, can act as evidence for someone else. Entanglement can be transmitted through chains of cause and effect—and if you speak, and another hears, that too is cause and effect. When you say “My shoelaces are untied” over a cellphone, you’re sharing your entanglement with your shoelaces with a friend.

Therefore rational beliefs are contagious, among honest folk who believe each other to be honest. And it’s why a claim that your beliefs are not contagious—that you believe for private reasons which are not transmissible—is so suspicious. If your beliefs are entangled with reality, they should be contagious among honest folk.

If your model of reality suggests that the outputs of your thought processes should not be contagious to others, then your model says that your beliefs are not themselves evidence, meaning they are not entangled with reality. You should apply a reflective correction, and stop believing.

Indeed, if you feel, on a gut level, what this all means, you will automatically stop believing. Because “my belief is not entangled with reality” means “my belief is not accurate.” As soon as you stop believing “ ‘snow is white’ is true,” you should (automatically!) stop believing “snow is white,” or something is very wrong.

So try to explain why the kind of thought processes you use systematically produce beliefs that mirror reality. Explain why you think you’re rational. Why you think that, using thought processes like the ones you use, minds will end up believing “snow is white” if and only if snow is white. If you don’t believe that the outputs of your thought processes are entangled with reality, why believe the outputs of your thought processes? It’s the same thing, or it should be.

Why not just say e is evidence for X if P(X) is not equal to P(X|e)?

Incidentally, I don't really see the difference between probabilistic dependence (as above) and entanglement.  Entanglement is dependence in the quantum setting.

Note to self: do not post when tired, which leads to asking embarassingly trivial questions.

Quantum wave amplitudes behave in some ways like probabilities and in other ways unlike probabilities. Because of this, some concepts have analogues, while others don't.

But no concepts are exactly equivalent. For example, evidence isn't integrally linked to complex numbers, while entanglement is.

Nonetheless, it is instructive (imho) to consider how (assigned) probability is a property of the observer, and not an inherent property of the system.  If a qubit is (|0> + |1>)/sqrt(2), and I measure it and observe 0, then I'm entangled with it so relative to me it's now |0>.  But what's really happened is that I became (|observed 0> + |observed 1>)/sqrt(2), or rather, that the whole system became (|0,observed 0> + |1,observed 1>)/sqrt(2).  This is closely analogous to the Law of Conservation of Probability; if you take Expectations conditional on the observation, then take Expectation of the whole thing, you get the original expectation back.  This is because observing the system doesn't change the system, it just changes you.  This is obvious in Bayesian probability in the classical-mechanics world; the only reason it doesn't seem obvious in the quantum realm is that we've been told over and over that "observing a quantum system changes it".

Quite honestly, I don't see how a Bayesian can possibly be a Copenhagenist.  Quantum probability is Bayesian probability, because quantum entanglement is just the territory updating itself on an observation, in the same way that Bayesian 'evidence entanglement' is updating one's map on an observation.

Classical probability preserves amplitude, quantum preserves |amplitude|^2.

They're different things, and they could, potentially, be even more different.

Um, but isn't that just a convention?  Why should we treat the "amplitude" of a classical probability as being the probability?

Does the problem have something to do with the extra directionality quantum probabilities have by virtue of the amplitude being in C?  (so that |0> and (-1*|0>) can cancel each other out)

Classical probability transformations preserve amplitude and quantum ones preserve |amplitude|^2. That's not a whole reason, but it's part of one.

Yes, that's part of the difference. Quantum transformations are linear in a two-dimensional wave amplitude but preserve a 1-dimensional |amplitude|^2.  Classical transformations are linear in one-dimensional probability and preserve 1-dimensional probability.

"This should not be confused with the technical sense of "entanglement" used in physics - here I'm just talking about "entanglement" in the sense of two things that end up in correlated states because of the links of cause and effect between them." 

I think you mean, if P(x)<P(x|e) then e is evidence for x. That is a good definition for evidence, but it doesn't function on the same level as Yudkowsky's above. Yudkowsky is explaining not just what function evidence has in truth finding, he is also explaining how evidence is built into a physical system, e.g., camera, human, or other entanglement device. The Bayesian def of evidence you gave tells us what evidence is, but it doesn't tell us how evidence works, which Yudkowsky's does.  

X : precence of flower A in certain area
e : there are bees on that area
then you would possibly have that P(X) < P(X|e), given that bees help doing pollinization. Then should we phrase "probability of having flower A in an area is greater if we have bees, therefore e is evidence for X (bees are evidence for flower A)"
and what if X is "having presents brought by santa claus", and e is "we are in USA instead of cambodia" (which increases the probability of having presents because that date is more commonly celebrated with presents in USA).

That definition does not always coincide with what is described in the article; something can be evidence even if P(X|e) = P(X).

Imagine that two cards from a shuffled deck are placed face-down on a table, one on the left and one on the right. Omega has promised to put a monument on the moon iff they are the same color. 

Omega looks at the left card, and then the right, and then disappears in a puff of smoke.

What he does when he's out of sight is entangled with the identity of the card on the right. Change the card to one of a different color and, all else being equal, Omega's action changes.

But, if you flip over the card on the right and see that it's red, that doesn't change the degree to which  you expect to see the monument when you look through your telescope. P(monument|right card is red) = P(monument) = 25/51

It does change your conditional beliefs, though, such as what the world would be like if the left card turned out to also be red: P(monument|left is red & right is red) > P(monument|left is red)

Of course e can be evidence even if P(X|e)=P(X) -- it just cannot be evidence for X. It can be evidence for Y if P(Y|e)>P(Y), and this is exactly the case you describe. If Y is "there is a monument and left is red or there is no monument and left is black", then e is (infinite, if Omega is truthful with probability 1) evidence for Y, even though it is 0 evidence for X.

Similarly, you watching your shoelace untied is zero evidence for my shoelaces...

I like the word entanglement, because it's a messy concept. Reality, whatever else it might be, is messy. That's why statements like the preceding sentence can't ever be completely true. The messiness makes it hard to talk about anything real in any absolutely definitive sort of way.

I can be definitive about artificial constructs in an artificial world, yes. Hence, mathematics. But when you or I try to capture the real world with that comforting clarity, we are doomed. Well, mostly doomed. 85.27% doomed, plus or minus an unknown set of unknowns.

That's the problem I have with your otherwise (as usual) thought provoking post: YES, our perceptions are entangled with the state of the world and that often influences our beliefs which then may entangle our utterances and therefore eventually entangle other people's beliefs. BUT what is the nature of that entanglement? You can't know for sure. What specifically are the beliefs that you intend to refer to? You can't know for sure.

The factor I expected to see in your essay, but did not, is interpretation based on mental models. There are many models I might have in my mind that could influence what counts as evidence.

You wrote: "For an event to be evidence about a target of inquiry, it has to happen differently in a way that's entangled with the different possible states of the target."

If we put the missing material about interpretation in there this might read:

"For me to consider an event to be evidence about a target of inquiry, I must first possess or construct a model of that event and that target and also a model of the world that contains and relates the event and target with each other. Then, for the event to be evidence CORROBORATING a particular theory about the target, I must imagine plausible alternative events that would that would CONTRADICT that theory."

Unfortunately, our models can be wrong, and are often wrong in interesting ways. So, we can satisfy your version of the statement, or my version, and still be counting as evidence things that may be no evidence at all. Example: "I was about to go for a car ride and a black cat crossed my path, which I interpret as a portent of evil, so I went back into my house. The black cat was evidence of evil in that particular situation because a black cat crossing my path is a rare event; it is possible for the cat not to have crossed my path; and in my culture, which is the collective product of successful experience staying alive and procreating, it is considered a portent of evil for a black cat to cross one's path. Had a black cat not crossed my path, I would consider that evidence (weak evidence) that I was not about to experience misfortune."

Seems to me that you can in principle rationally believe (1) that your beliefs are entangled with reality but (2) that you don't have any more effective way of persuading others than to say "see, I believe this". Specifically, imagine that every now and then you find yourself acquiring a belief in a particular, weird, internal way (say, you have the strong impression that God speaks to you, accompanied by a mysterious smell of apricots), and that several times this has happened and you've checked out the belief and it's turned out to be true. (And you've never checked it and found it to be false, and the instances you checked were surprising, etc.)

I think you'd be entitled, in this situation, to believe that your weirdly acquired beliefs are entangled with reality; but I can't see any way you could be very convincing to someone who didn't know the history (barring further such episodes in the future, of which there is no guarantee); and even in the best-possible case where whenever this thing happens to you you immediately tell someone else of the belief you've acquired and get them to check it, it could be very difficult for them to rule out hoaxing well enough to make them trust you.

Now, the standard case of incommunicably grounded beliefs -- which I suspect Eliezer had in mind here -- is of some sorts of religious belief; and they share at least some features with my semi-silly example. They generally lack the really important one (namely, repeated testing), and that's a big strike against them; but the big strike is the poor quality of the evidence, not its incommunicability as such.

So yes, incommunicability is suspicious, and a warning sign, but I think Eliezer goes too far when he says that a model that says your beliefs aren't evidence for others is ipso facto saying that you don't yourself have reason to believe. Unless he really means literally absolutely no evidence at all for others, but I don't think anyone really believes that.

You can tell them that your impressions have previously always been correct and surprising. To the extent that they trust you, the evidence will be just as good for them as it was for you.

The extent to which they trust you may not be very great, especially given that what you're telling them is that sometimes God speaks to you with an aura of apricots and reveals surprising but mundane truths. In any case, telling them this doesn't make your evidence any less incommunicable, except in so far as it makes all evidence communicable.

In this case, they'll trust you less than if you told them that your shoelaces were untied, but it's not fundamentally different. Your shoelaces being untied is only communicable in the sense that you can tell someone, unless you count telling them to look at your shoes, but that doesn't seem to be what this is talking about.

Unless I misunderstood Eliezer, he seemed to be saying that all evidence is communicable in exactly this way.

I don't know if it is just semantics but it seems to me that you are conflating evidence and our perception of that evidence, since you write:

Take the following thought experiment. Suppose Alan has untied shoelaces that he can see. Suppose that also Alan's shoelaces produce a barely audible sound when they are untied and suppose that Barbara can and does hear this sound, while Alan can't and doesn't.

Now if I interpret you correctly, your definition of evidence amounts to saying that Barbara and Alan have different evidence with regards to Alan's untied shoelaces. However, it seems more intuitive to say that there is the a single state of things, Alan's untied shoelaces, that constitutes the only evidence that's perceived differently by Barbara and Alan.

You also think that evidence is a type of event - of course, this would be true if evidence really was someone's perception of some state of affairs that led them to form true beliefs. But I believe that there are many types of evidence that simply are not events. What about mathematical evidence for some belief? Godel's incompleteness theorem is conclusive evidence for the fact that you can't derive all the true theorems of mathematics from a formal system. (Please don't boil me too much if I am like not totally correct.) Nevertheless, that theorem is not an event in time - it doesn't cause anything. Metaphorically, we might say a certain mathematical theorem might "cause" another one - or one theorem might be the immediate "consequence" of the other - but mathematical entailment relations are different from natural causation and all this talk is just metaphorical.

However, I can think of some instances in which perhaps "blind faith" is warranted. For instance, I can not conceive of a situation that would make 2+2 = 4 false. Perhaps for that reason, my belief in 2+2=4 is unconditional.

However, I can think of some instances in which perhaps "blind faith" is warranted. For instance, I can not conceive of a situation that would make 2+2 = 4 false. Perhaps for that reason, my belief in 2+2=4 is unconditional

Yes, it is conditional.  For example, I guess, if you had put two stones next to other two, then calculated and found that there is _five stones in total, that would be a proof that 2+2 not equal to 4.  This is how your belief "2+2=4" could be falsified.

I know this is Eliezer's line but it still looks like nonsense to me. This experience would be evidence stones have a tendency to spontaneously appear when four stones are put next to each other. 

I have a simpler reason that the belief 2+2 = 4 is not blind. When he says he has blind faith because "I can not conceive of a situation that would make 2+2 = 4 false." it is not blind because he is trying to find an alternative rather than entirely avoiding questioning his belief.

Two cups (of sugar) + two cups (of water) = 2 cups (of sugar water)

to be very anal and nit-picky with your joke (cuz i feel like it):

You're mixing equal volumes with inconsistent densities (and thus mass) and trying to compute a final volume. Either way you'd get more than 2 cups.

Anything that modifies my mental probabilities about certain beliefs i hold to be true or false is considered evidence by me.

Whether or not the evidence is weak, strong, or even reliable in the first place is irrelevant if we're trying to define what evidence is. 

I disagree with evidence being an event. It is rather an attribute. the event is the observation of evidence. The event (the observation -hearing, seeing, smelling, whatever) is only useful for determining if the evidence (attribute) is reliable (true). 

The evidence itself does not change. It is a static thing. if you see different evidence next time, that's different evidence (a different static).

I DO agree with the entanglement though. evidence is entangled with both your map and (hopefully) the territory. after all, the whole point of evidence is to modify your map to better fit the territory. The nature of its entanglement is simple though. As stated above it simply shifts your probabilities (confidences in beliefs).

First time poster, noob in rationality so have some mercy folks ;)

Is there any decent literature on the extent to which the fact of knowing that my shoelaces are untied is a real property of the universe? Clearly it has measurable consequences - it will result in a predictable action taking place with a high probability. Saying 'I predict that when someone will tie his shoelaces when he sees they're undone' is based not on the shoelaces being untied, nor on the photons bouncing, but on this abstract concept of them knowing. Is there a mathematical basis for stating that the universe has measurably changed in a nonrandom way once those photons' effects are analysed? I'd love to read more on this.

Also (closely related question), I know that overall entropy would increase in the whole system, but does this entanglement represent a small local increase in order?

"belief is only really worthwhile if you could, in principle, be persuaded to believe otherwise"

Such a great way to put it!  I wish I had read this page a few years ago, when I was arguing with my dad about religion.  I wasn't able to coherently put this thought, though in retrospect I believe I was trying to get there.  I ended up asking a hypothetical situation about advanced aliens visiting and telling him that his beliefs were wrong, and explaining why.  He disappointed me with his answer: that he would like to believe he is strong enough in his faith to ignore the aliens.  This is when I realized it would be fruitless to attempt to persuade him away from religion.  

“If you don't believe that the outputs of your thought processes are entangled with reality, why do you believe the outputs of your thought processes? ” 

 I don’t.  Well not like Believe.  Some few of them I will give 40 or even 60 deciBels.  

But I’m clear that my brain lies to me.  Even my visual processor lies.  (Have you ever been looking for your keys, looked right at them, and gone on looking?)  

I hold my beliefs loosely.  I’m coachable.  Maybe even gullible.  You can get me to believe some untruth, but I’ll let go of that easily when evidence appears.

I think I would nominate this as the most important post on LessWrong. I keep referring people to it.

"If your beliefs are entangled with reality, they should be contagious among honest folk." 

Haven't true and false beliefs both proven to be contagious among honest folk?  Just as we should not use a machine that beeps for all numbers as evidence for winning lottery numbers, we should not use whether or not a belief is contagious as evidence of its truth.  

It depends on how likely the respective explanations are.

I think it depends on that, and only that, and should be completely disconnected from any social criteria such as "being contagious."  

Also, Eliezer writes, "If your model of reality suggests that the outputs of your thought processes should not be contagious to others, then your model says that your beliefs are not themselves evidence, meaning they are not entangled with reality."

This seems false.  Should LW thinkers take it as a problem that our methods are usually completely lost on, for example, fundamentalist scientologists?  In fact, I don't think it's a stretch to claim that most people do not subscribe to LW methods, does that suggest a problem with LW methods?  Do LW methods fail the test of being contagious and therefore fail the test of being reliable methods for acquiring evidence?  

I think "should" here means "justified," not necessarily "likely."

Your (rational) beliefs should be considered evidence by the irrational, even though they likely won't be.

Yes to all of that. There are many problems with LW methods and beliefs, and those problems impede other people from seeing the parts that are right.

Scientologists believe that any method that wasn't invented/used by Ron Hubbard is bad. As such they are not open to evaluate a method on their merits and failure to convince them isn't a sign of failure of a method for acquiring evidence. 

Sure. Scientologists are not close to being the only ones who disagree with LW's mistakes.

I think this should be more like "then your model offers weak evidence that your beliefs are not themselves evidence".

If you're Galileo and find yourself incapable of convincing the church about heliocentrism, this doesn't mean you're wrong. 

I don't think that Eliezer suggested using a belief's contagiousness as strong evidence of its truth.  Rather, a belief's lack of contagiousness is strong evidence of its untruth.

If your beliefs are entangled with reality, they should be contagious among honest folk.
[...]
If your model of reality suggests that the outputs of your thought processes should not be contagious to others, then your model says that your beliefs are not themselves evidence, meaning they are not entangled with reality.

No, correct beliefs should only be contagious among honest folk who believe each other to be rational and honest. If I make the claim that The FSM is dictating these words to me, you would probably think me lunatic or liar. But if I truly can correctly recognize when I have been Touched by His Noodly Appendage, then my beliefs are entangled with reality but, understandably, not contagious. Furthermore, it would be perfectly rational for me to believe this revelation and at the same time not to consider it evidence for others. The point is that some beliefs, certainly the more extraordinary of them, should not be contagious, except through evidence as raw and unprocessed as possible.

Also, entanglement is necessary but not sufficient for correct beliefs. The fact that my beliefs contain information about the world is not enough for them to be correct. For example, if I misread the photon pattern, I could think that my shoelaces are tied when they are not, and untied when they are tied. This still has the same amount of entanglement, the same amount of information, yet the beliefs are incorrect.

I'm a newcomer working through the sequences for the first time, so I apologize if this has been more fully discussed or explained elsewhere, but I've hit a sticking point here. I was in agreement up until:

Therefore rational beliefs are contagious, among honest folk who believe each other to be honest.  And it's why a claim that your beliefs are not contagious—that you believe for private reasons which are not transmissible—is so suspicious.  If your beliefs are entangled with reality, they should be contagious among honest folk.

This works very well for claims like 'snow is white' but not so well for abstract concepts. In order for the evidence-based belief to transmit well, the listener must have definitions of 'snow' and 'white' that are compatible enough with the speaker's definitions for the belief to fit logically into their frame of reference - their map of the territory, if you will. Take out 'snow' and 'white' and plug in some more abstract concepts there and you'll see how quickly divergence can occur.

Two people may observe the same objective evidence and use it to reach different conclusions because their frames of reference, definitions, and prior understandings differ. Therefore, the section above doesn't seem to hold true for any beliefs bar the most simplistic and concrete.

That is, of course, unless the operative word in the quoted paragraph is claim, since anyone who outright states their beliefs are intransmissible is probably engaging in self-deception at one level or another. That seems something of an overly literal interpretation of the piece, though. Am I missing something?

It's definitely harder to reconcile two sets of conflicting beliefs when you're dealing with abstractions -- maybe even intractable in some cases -- but I don't think it's impossible in principle.  In order for an abstraction to be meaningful, it has to say something about the sensory world; that is, it has to be part of a network of beliefs grounded in sensory evidence.  That has straightforward consequences when you're dealing with physical evidence for an abstraction; when dealing with abstract evidence, though, you need to reconstruct what that evidence means in terms of experience in order to fit it into a new set of conceptual priors.  We do similar things all the time, although we might not realize we're doing them: knowing that several languages conflate parts of the color space that English describes with "green" and "blue", for example, might help you deal with a machine translation saying that grass is blue.

This only becomes problematic when dealing with conceptually isolated abstractions.  Smells are a good example: it's next to impossible to describe a scent well enough for it to then be recognizable without prior experience of it.  Similarly, descriptions of high-level meditation often include experiences which aren't easily transmissible to non-practitioners -- not because of some ill-defined privileges attached to personal gnosis, but because they're grounded in very unusual mental states.

Thank you for your reply! It's certainly helped to clarify the matter. I wonder now if a language used in a hypothetical culture where people placed a much higher value on sense of smell or meditative states might have a far broader and more detailed vocabulary to describe them, resolving the problems with reconstructing the evidence. It's almost Sapir-Whorf - regardless of whether or not language influences thought, it certainly influences the transmission of thought.

I think on reflection that most of my other objections relate to cases where the evidence isn't in dispute but the conclusions drawn from it are (see: much of politics!) Those could, in principle, be resolved with a proper discussion of priors and a focus on the actual objective evidence as opposed to simply the parts of it that fit with one's chosen argument. That people in most cases don't (and don't want to) reconcile the beliefs and view the situation as more complex than 'cheering for the right team' is a fault in their thinking, not the principle itself.

Um... "There has to be Shannon mutual information between the evidential event and the target of inquiry"?

So, cause-and-effect chains would be pretty useful I would think. A you-must-think-through-every-step kind of problem's solver would benefit greatly for example.

If aliens with no concept of human math landed on earth then 2+2 would only equal 3 separate images IE = "3"

I remember spending hours agonizing over this idea. How do I know if my eyes and brain are working correctly? Any thought process that might lead me to a conclusion would be taking place in my brain. The same brain that I want to prove works correctly. The best I could come up with was that if my brain works correctly, I stand to gain by operating under the assumption that it does, and I stand to lose by operating under the assumption that it doesn't. If my brain does not work correctly, then I have no basis for any conclusion so it makes no difference what my operating assumptions are.

Therefore rational beliefs are contagious, among honest folk who believe each other to be honest. And it’s why a claim that your beliefs are not contagious—that you believe for private reasons which are not transmissible—is so suspicious. If your beliefs are entangled with reality, they should be contagious among honest folk.

I don't get this inference. seems like the belief itself is the evidence -- and you entangle your friend with the object of your belief just by telling them your belief -- regardless if you can explain the reasons? (private beliefs seem to me suspicious on other grounds)

If your friend trusts that you arrived at your belief through rational means, you are correct. But often when someone can't give a reason, it's because there is no good reason. Hence "suspicious".

To say it abstractly:
For an event to be evidence about a target of inquiry, it has to happen differently in a way that’s entangled with the different possible states of the target.

That means if I want to show evidence that waters changes its solid form by melting (target of inquiry), there must be evidence that I can freeze water (different possible state)?
And on top of that there must be evidence that gas can condense to a fluid and the fluid can vapourware into gas?

I’m very sorry I have a hard time wrapping my head around this concept.

Your example seems still confused to me. Maybe try something simpler like "Will it rain tomorrow? " because you want to pack for a trip. There's lots things you can inquire to figure out if this is likely. For example if it's cloudy now that probably has some bearing on whether it will rain. You can look up past weather records for your region. More recently we have detailed models informing forecasts that you can access through the internet to inform you about the weather tomorrow. All of these are evidence.

There is also lots of observations you can make that are for all you know uncorrelated with whether it will rain tomorrow. Like the outcome of a dice throw you do. These do not constitute evidence toward your question or at least not very informative evidence.

It seems to me you confused by overlap in meaning of word "state".

In this context, it is "state of target of inquiry" - water either changes its solid form by melting or not. So state refers to difference between "yes, waters changes its solid form by melting" and "no, waters does not change its solid form by melting". Those are your 2 possible states, and water itself having unrelated set of states(solid/liquid/gas) to be in is just coincidence.

Thank you, your explanation of state made it easier for me to understand the meaning.

a belief is only really worthwhile if you could, in principle, be persuaded to believe otherwise

There's a point to be made here about why 'unconditional love' is unsatisfying to the extent the description as 'unconditional' is accurate.

Therefore rational beliefs are contagious, among honest folk who believe each other to be honest. And it’s why a claim that your beliefs are not contagious—that you believe for private reasons which are not transmissible—is so suspicious. If your beliefs are entangled with reality, they should be contagious among honest folk.

I think one way this heuristic can fail is that people often build intuition based on examples and then forget the examples. e.g. the classic example of why "big red balloon" sounds correct while "red big balloon" sounds off. A lot of people won't be able to tell you why the second sounds off, just that it does.

The "Snow is white" example bothered me every time. I suppose it is because I believe a single snow flake is transparent, and snow becomes white as these transparent snow flakes refract that light around more. I know snow looks white. I would have felt more comfortable with an item that was pigment white, that does equally reflect the visible spectrum, when providing an example of an incontrovertible fact.



How Much Evidence Does It Take?

Previously, I defined evidence as “an event entangled, by links of cause and effect, with whatever you want to know about,” and entangled as “happening differently for different possible states of the target.” So how much entanglement—how much rational evidence—is required to support a belief? 

Let’s start with a question simple enough to be mathematical: How hard would you have to entangle yourself with the lottery in order to win? Suppose there are seventy balls, drawn without replacement, and six numbers to match for the win. Then there are 131,115,985 possible winning combinations, hence a randomly selected ticket would have a 1/131,115,985 probability of winning (0.0000007%). To win the lottery, you would need evidence selective enough to visibly favor one combination over 131,115,984 alternatives. 

Suppose there are some tests you can perform which discriminate, probabilistically, between winning and losing lottery numbers. For example, you can punch a combination into a little black box that always beeps if the combination is the winner, and has only a 1/4 (25%) chance of beeping if the combination is wrong. In Bayesian terms, we would say the likelihood ratio is 4 to 1. This means that the box is 4 times as likely to beep when we punch in a correct combination, compared to how likely it is to beep for an incorrect combination. 

There are still a whole lot of possible combinations. If you punch in 20 incorrect combinations, the box will beep on 5 of them by sheer chance (on average). If you punch in all 131,115,985 possible combinations, then while the box is certain to beep for the one winning combination, it will also beep for 32,778,996 losing combinations (on average).

So this box doesn’t let you win the lottery, but it’s better than nothing. If you used the box, your odds of winning would go from 1 in 131,115,985 to 1 in 32,778,997. You’ve made some progress toward finding your target, the truth, within the huge space of possibilities.

Suppose you can use another black box to test combinations twice, independently. Both boxes are certain to beep for the winning ticket. But the chance of a box beeping for a losing combination is 1/4 independently for each box; hence the chance of both boxes beeping for a losing combination is 1/16. We can say that the cumulative evidence, of two independent tests, has a likelihood ratio of 16:1. The number of losing lottery tickets that pass both tests will be (on average) 8,194,749. 

Since there are 131,115,985 possible lottery tickets, you might guess that you need evidence whose strength is around 131,115,985 to 1—an event, or series of events, which is 131,115,985 times more likely to happen for a winning combination than a losing combination. Actually, this amount of evidence would only be enough to give you an even chance of winning the lottery. Why? Because if you apply a filter of that power to 131 million losing tickets, there will be, on average, one losing ticket that passes the filter. The winning ticket will also pass the filter. So you’ll be left with two tickets that passed the filter, only one of them a winner. Fifty percent odds of winning, if you can only buy one ticket. 

A better way of viewing the problem: In the beginning, there is 1 winning ticket and 131,115,984 losing tickets, so your odds of winning are 1:131,115,984. If you use a single box, the odds of it beeping are 1 for a winning ticket and 0.25 for a losing ticket. So we multiply 1:131,115,984 by 1:0.25 and get 1:32,778,996. Adding another box of evidence multiplies the odds by 1:0.25 again, so now the odds are 1 winning ticket to 8,194,749 losing tickets.

It is convenient to measure evidence in bits—not like bits on a hard drive, but mathematician’s bits, which are conceptually different. Mathematician’s bits are the logarithms, base 1/2, of probabilities. For example, if there are four possible outcomes A, B, C, and D, whose probabilities are 50%, 25%, 12.5%, and 12.5%, and I tell you the outcome was “D,” then I have transmitted three bits of information to you, because I informed you of an outcome whose probability was 1/8. 

It so happens that 131,115,984 is slightly less than 2 to the 27th power. So 14 boxes or 28 bits of evidence—an event 268,435,456:1 times more likely to happen if the ticket-hypothesis is true than if it is false—would shift the odds from 1:131,115,984 to 268,435,456:131,115,984, which reduces to 2:1. Odds of 2 to 1 mean two chances to win for each chance to lose, so the probability of winning with 28 bits of evidence is 2/3. Adding another box, another 2 bits of evidence, would take the odds to 8:1. Adding yet another two boxes would take the chance of winning to 128:1. 

So if you want to license a strong belief that you will win the lottery—arbitrarily defined as less than a 1% probability of being wrong—34 bits of evidence about the winning combination should do the trick. 

In general, the rules for weighing “how much evidence it takes” follow a similar pattern: The larger the space of possibilities in which the hypothesis lies, or the more unlikely the hypothesis seems a priori compared to its neighbors, or the more confident you wish to be, the more evidence you need. 

You cannot defy the rules; you cannot form accurate beliefs based on inadequate evidence. Let’s say you’ve got 10 boxes lined up in a row, and you start punching combinations into the boxes. You cannot stop on the first combination that gets beeps from all 10 boxes, saying, “But the odds of that happening for a losing combination are a million to one! I’ll just ignore those ivory-tower Bayesian rules and stop here.” On average, 131 losing tickets will pass such a test for every winner. Considering the space of possibilities and the prior improbability, you jumped to a too-strong conclusion based on insufficient evidence. That’s not a pointless bureaucratic regulation; it’s math.

Of course, you can still believe based on inadequate evidence, if that is your whim; but you will not be able to believe accurately. It is like trying to drive your car without any fuel, because you don’t believe in the fuddy-duddy concept that it ought to take fuel to go places. Wouldn’t it be so much more fun, and so much less expensive, if we just decided to repeal the law that cars need fuel? 

Well, you can try. You can even shut your eyes and pretend the car is moving. But really arriving at accurate beliefs requires evidence-fuel, and the further you want to go, the more fuel you need.

I'd be happy to buy lots of lottery tickets that had a 1/132 chance of winning, given the typical payoff structure of lotteries of the kind you describe.

To act rationally, it isn't enough to arrive at the correct (probabilities of) beliefs; to act on a belief, the degree of belief you need in it might not be very great.

Given the strong tendency to collapse all degrees of belief into a two-point scale (yea or nay) , I suspect that our intuitions about how much one has to believe in something in order to act accordingly are often too stringent, since the actual strengths of our beliefs are so often much too large.

(Note: "often" doesn't mean "always" or even "usually".)

Of course acting on beliefs is a decision theory matter. You don't have terribly much to lose by buying a losing lottery ticket, but you have a very large amount to gain if it wins, so yes 1/132 chance of winning sounds well worth $20 or so.

This also shows why independently replicated scientific experiments (more independent boxes) are more important than experiments with high p-values (boxes with better likeliehood ratios).

But the p-values go exponentially close to one with the size of the study. If you had three studies that used 11 boxes, vs. one with 33, you'd get exactly the same posterior probability for the ticket being a winner.

In other words, more experiments are exponentially more valuable than higher p-values, but higher p-values are exponentially cheaper.

Anders, I'm not sure I'd agree with that, because of publication bias.  I'd feel much better about a single experiment that reported p < 0.001 than three experiments that reported p < 0.05.

Yes, publication bias matters. But it also applies to the p<0.001 experiment - if we have just a single publication, should we believe that the effect is true and just one group has done the experiment, or that the effect is false and publication bias has prevented the publication of the negative results? If we had a few experiments (even with different results) it would be easier to estimate this than in the one published experiment case.

Lets do a check. Assume a worst case scenario where nobody publishes false results at all.

To get three p < 0.05 studies if the hypothesis is false requires on average 60 experiments. This is a lot but is within the realms of possibility if the issue is one which many people are interested in, so there is still grounds for scepticism of this result.

To get one p < 0.001 study if the hypothesis is false requires on average 1000 experiments. This is pretty implausible, so I would be much happier to treat this result as an indisputable fact, even in a field with many vested interests (assuming everything else about the experiment is sound).

To get one p < 0.0001 study if the hypothesis is false requires on average 1000 experiments

One too many zeros in the p value there. The 1,000 figure matches p<0.001, which is also what Anders mentioned. (So your point is fine.)

This is assuming proper methodology and statistics so that the p-value actually matches the chance of the result arising by chance. In practice, since even your best judgment of the methodology is not going to account for certainty in the soundness of the experiment, I would say that a p-value of 0.001 constitutes considerably less than 10 bits of evidence, because the odds that something was wrong with the experiment are better than the odds that the results were coincidental. Multiple experiments with lower cumulative p-value can still be stronger evidence if they all make adjustments to account for possible sources of error.

Running "1000 experiments" if you don't have to publish negative results, can mean just slicing data until you find something.  Someone with a large data set can just do this 100% of the time.

A replication is more informative, because it's not subject to nearly as much "find something new and publish it" bias.

Sorry, ignore my erratum above, I was wrong. I mixed up odds and probability, they are different things.

Byrnema hosted an IRC Meeting about this post and I uploaded a transcript of the conversation on the wiki. If this was the wrong place to put the transcript let me know and I will move it.

The conversation went pretty well, in my opinion, and we plan on having a similar one next week.

The lottery is a good example, but the large numbers make it hard to follow the math without a calculator.  Is there a simpler example you could add with lower numbers that we can hold in our heads?

It is convenient to measure evidence in bits - not like bits on a hard drive, but mathematician's bits, which are conceptually different.  Mathematician's bits are the logarithms, base 1/2, of probabilities.  For example, if there are four possible outcomes A, B, C, and D, whose probabilities are 50%, 25%, 12.5%, and 12.5%, and I tell you the outcome was "D", then I have transmitted three bits of information to you, because I informed you of an outcome whose probability was 1/8.

Here you say that bits = log(P(E|H)/P(E)). Everywhere else, you used bits = log(P(E|H)/P(E|!H)). They're very different.

Compare to this complaint heard in a fictitious physics classroom:  "Now you say joules = 1/2 m v^2.  But earlier you said joules = G m1 m2 / r and next you are going to say joules = m c^2.  They are very different."

In the example I cited, P(I tell you outcome is D | outcome is D) = 1 and P(I tell you outcome is D | outcome is not D) = 0 (roughly). Thus log(P(E|H)/P(E)) = 3 and log(P(E|H)/P(E|!H)) = infinity. Log is base 1/2. Probability-bits and Odds-ratio-bits really are very different units, and Eliezer confusingly described them as the same thing. They are not interchangable like 1/2 m v^2, G m1 m2 / r, and m c^2.

I may be missing something here (and the karma voting patterns suggest that I am).  But I will repeat my claim - perhaps with more clarity:

Bits are bits, just as joules are joules.  But just as you can use joules as a unit to quantify different kinds of energy (kinetic, potential, relativistic), you can use bits as a unit to quantify different kinds of information (log odds-ratio, log likelihood ratio, channel capacity (in some fixed amount of time), entropy of a message source.  Each of these kinds of information is measured in the same unit - bits.

You can measure evidence in bits, and you can measure the information content of the answer to a question in bits.  The two are calculated using different formulas, because they are different things.  Just as potential and kinetic energy are different things.

You are correct that bits can be used to measure different things. The problem here is that probabilities and odds ratios describe the exact same thing in different ways. A joule of potential energy is not the same thing as a joule of kinetic energy, but they can be converted to each other at a 1:1 ratio. A probability-bit measures the same thing as an odds-ratio-bit, but is a different quantity (a probability-bit is always greater than 1 odds-ratio-bit, and can be up to infinity odds-ratio-bits). A "bit of evidence" does not unambiguously tell someone whether you mean probability-bit or odds-ratio-bit, and Eliezer does not distinguish between them properly.

1 probability bit in favor of a hypothesis gives you a posterior probability of 1/2^(n-1) from a prior of 1/2^n. n probability bits gives you a posterior of 1 from the same prior.

1 odds ratio bit in favor of a hypothesis gives you a posterior odds ratio of 1:2^(n-1) from a prior of 1:2^n. n probability bits gives you a posterior odds ratio of 1:1 (probability 1/2) from the same prior. It takes infinity probability bits to give you a posterior probability of 1.

As the prior probability approaches 0, the types of bits become interchangeable.

Clearly you understand me now, and I think that I understand you.

A "bit of evidence" does not unambiguously tell someone whether you mean probability-bit or odds-ratio-bit, and Eliezer does not distinguish between them properly.

OK, if what is at issue here is whether Eliezer was sufficiently clear, then I'll bow out.  Obviously, he was not sufficiently clear from your viewpoint.  I will say, though, that your comment is the first time I have seen the word "evidence" used by a Bayesian for anything other than a log odds ratio.  

Log odds evidence has the virtue that it is additive (when independent).  On the other hand, your idea of a log probability meaning of 'evidence' has the virtue that a question can be decided by a finite amount of evidence.

I will say, though, that your comment is the first time I have seen the word "evidence" used by a Bayesian for anything other than a log odds ratio.

Eliezer used it to mean log probability in the section that I quoted. That was what I was complaining about.

Ok, I think you are misinterpreting, but I see what you mean.  When EY writes:

...I have transmitted three bits of information to you, because I informed you of an outcome whose probability was 1/8.

I take this as illustrating the definition of bits in general, rather than bits of 'evidence'.  But, yes, I agree with you now that placing that explanation in a paragraph with that lead sentence promising a definition of 'evidence' - well it definitely could have been written more clearly.

Thanks! This deconfused something for me which I was confused about for a long time!

Maybe I'm confused, but isn't log_2(131,115,984) about 26.9, and not greater than 27?

You need *at least* 26.9 bits.  Since the boxes he talked about provide 2 bits each, you need 14 boxes to get *at least* 26.9 bits (13 boxes would only be 26 bits, not enough).  14 boxes happens to be 28 bits.

just to be clear for my sake, the log_2 of the likely-hood ratio is how many bits that piece of evidence is worth? 

edit: should I take no one correcting me as no one knowing, or being right?

131,115,985 to 1 [...] this amount of evidence would only be enough to give you an even chance of winning the lottery.

The number of false bleeps is distributed almost exactly Poisson with . The important figure is not the expected number of bleeps (, which is indeed 2). It's the expected probability that a random bleep is the true one, . At the moment I can't find an analytic solution (and a short search suggests none is known), but a computation shows the result is around 63.2%, much better than 50%.
Similarly, with 14 boxes (arguably "28 bits of evidence"), the chance of winning is about 79.1% on average, much better than .

Let's say you've got 10 boxes lined up in a row, and you start punching combinations into the boxes.  You cannot stop on the first combination that gets beeps from all 10 boxes, saying, "But the odds of that happening for a losing combination are a million to one!  I'll just ignore those ivory-tower Bayesian rules and stop here."  On average, 131 losing tickets will pass such a test for every winner

Am I the only one unconfortable with this example ?
In all games of chance, the issue is not about winning or losing once. It's about the probability of winning and the expected value of betting on the long term.
So if you have 1/132 chance of winning, but you win 10 millions times your bet, you should be willing to bet as much as possible and the probability you would be a winner is better than 50% (in money won, not times played and won)
Same with poker, an expert player is never guaranteed to win, expert players are maybe 60/40 favorites to win over bad players, and after 100 hands, they are huge favorites to end up with more money.

Now, about quantifying the number of bits of information to prove a scientific theory, you would need to know the number of possible theories (one correct theory and all the others wrong). Since the number of theories which are incorrect can be made infinite, quantifying the number of bits seems to me an unsatisfying approach to quantify how much a theory is likely to be true.



How to Convince Me That 2 + 2 = 3

This is why rationalists put such a heavy premium on the paradoxical-seeming claim that a belief is only really worthwhile if you could, in principle, be persuaded to believe otherwise. If your retina ended up in the same state regardless of what light entered it, you would be blind . . . Hence the phrase, “blind faith.” If what you believe doesn’t depend on what you see, you’ve been blinded as effectively as by poking out your eyeballs.

I can not conceive of a situation that would make 2 + 2 = 4 false. Perhaps for that reason, my belief in 2 + 2 = 4 is unconditional.

I admit, I cannot conceive of a “situation” that would make 2 + 2 = 4 false. (There are redefinitions, but those are not “situations,” and then you’re no longer talking about 2, 4, =, or +.) But that doesn’t make my belief unconditional. I find it quite easy to imagine a situation which would convince me that 2 + 2 = 3.

Suppose I got up one morning, and took out two earplugs, and set them down next to two other earplugs on my nighttable, and noticed that there were now three earplugs, without any earplugs having appeared or disappeared—in contrast to my stored memory that 2 + 2 was supposed to equal 4. Moreover, when I visualized the process in my own mind, it seemed that making xx and xx come out to xxxx required an extra x to appear from nowhere, and was, moreover, inconsistent with other arithmetic I visualized, since subtracting xx from xxx left xx, but subtracting xx from xxxx left xxx. This would conflict with my stored memory that 3 - 2 = 1, but memory would be absurd in the face of physical and mental confirmation that xxx - xx = xx.

I would also check a pocket calculator, Google, and perhaps my copy of 1984 where Winston writes that “Freedom is the freedom to say two plus two equals three.” All of these would naturally show that the rest of the world agreed with my current visualization, and disagreed with my memory, that 2 + 2 = 3.

How could I possibly have ever been so deluded as to believe that 2 + 2 = 4? Two explanations would come to mind: First, a neurological fault (possibly caused by a sneeze) had made all the additive sums in my stored memory go up by one. Second, someone was messing with me, by hypnosis or by my being a computer simulation. In the second case, I would think it more likely that they had messed with my arithmetic recall than that 2 + 2 actually equalled 4. Neither of these plausible-sounding explanations would prevent me from noticing that I was very, very, very confused.3

What would convince me that 2 + 2 = 3, in other words, is exactly the same kind of evidence that currently convinces me that 2 + 2 = 4: The evidential crossfire of physical observation, mental visualization, and social agreement.

There was a time when I had no idea that 2 + 2 = 4. I did not arrive at this new belief by random processes—then there would have been no particular reason for my brain to end up storing “2 + 2 = 4” instead of “2 + 2 = 7.” The fact that my brain stores an answer surprisingly similar to what happens when I lay down two earplugs alongside two earplugs, calls forth an explanation of what entanglement produces this strange mirroring of mind and reality.

There’s really only two possibilities, for a belief of fact—either the belief got there via a mind-reality entangling process, or not. If not, the belief can’t be correct except by coincidence. For beliefs with the slightest shred of internal complexity (requiring a computer program of more than 10 bits to simulate), the space of possibilities is large enough that coincidence vanishes.4

Unconditional facts are not the same as unconditional beliefs. If entangled evidence convinces me that a fact is unconditional, this doesn’t mean I always believed in the fact without need of entangled evidence.

I believe that 2 + 2 = 4, and I find it quite easy to conceive of a situation which would convince me that 2 + 2 = 3. Namely, the same sort of situation that currently convinces me that 2 + 2 = 4. Thus I do not fear that I am a victim of blind faith.5

2Comment: http://lesswrong.com/lw/jl/what_is_evidence/f7h.

3See “Your Strength as a Rationalist” in Map and Territory.

4For more on belief formation and beliefs of fact, see “Feeling Rational” and “What Is Evidence?” in Map and Territory. For more on belief complexity, see “Occam’s Razor” in the same volume.

5If there are any Christians reading this who know Bayes’s Theorem, might I inquire of you what situation would convince you of the truth of Islam? Presumably it would be the same sort of situation causally responsible for producing your current belief in Christianity: We would push you screaming out of the uterus of a Muslim woman, and have you raised by Muslim parents who continually told you that it is good to believe unconditionally in Islam.

Or is there more to it than that? If so, what situation would convince you of Islam, or at least, non-Christianity? And how confident are you that the general kinds of evidence and reasoning you appeal to would have been enough to dissuade you of your religion if you had been raised a Muslim?

Do we consider it to be evidence in Christianity's favor that more people believe in it than Islam? Does the average IQ of adherents of a religious belief cause it to become more plausible to us?

In the interests of disclosure, I am an agnotheist who was baptized Catholic and raised mainline Protestant, so we're still waiting for Eliezer's requested comment.

People's belief in something is evidence for that thing in the sense that in
general it's more likely for people to believe in a thing if it's true.  Less
Wrongers sometimes use the phrase "Bayesian evidence" when they want to
explicitly include this type of evidence that is excluded by other standards
of
evidence.

One way to think about this:  Imagine that there are a bunch of parallel
universes, some of which have a flat Earth and some of which have a spherical
Earth, and you don't know which type of universe you're in.  If you look around
and see that a bunch of people believe the Earth is flat, you should judge it
as more likely you're in a flat-Earth universe than if you looked around and
saw few or no flat-Earthers.

However, people's beliefs are often weak evidence that can be outweighed by
other evidence.  The fact that many people believe in a god is evidence that
there is a god, but (I think) it's outweighed by other evidence that there is
not a god.

Certainly. The probability of Christianity having more followers than Islam is greater if Jesus rose from the dead and less if he did not.

It's not necessarily strong evidence of course. Disavowing Islam has enormous social consequences, so I would expect there to be a large number of Muslims in both the world where Muhammad received the Quran from Gabriel and the world where Muhammad hallucinated. But I still expect there to be more Christians if Jesus rose from the dead than if he did not.

IQ is only weakly correlated to rationality. A much better thing to do is to ask Christians why they believe. If you know the reasons a Christian believes, then the evidential weight of their reasoning will replace the evidential weight that comes from the fact that they believe.

By d-separation, once you know a person's reasons for believing, the fact that they believe is no longer useful information to you.

In the interests of disclosure, I am an ex-Christian who spent a year learning Arabic because I believed that God was calling me to be a missionary to Muslims. When I learned Bayes theorem, I attempted to use... (read more)

I am a jew (born and raised). I can easily imagine that if I were raised in the muslim world to a muslim family that I would be a muslim today. However, were I born to a christian family (and perhaps this is simply my inner biases talking) I suspect that I would have been attracted to various aspect of the Jewish religion which are not present (or not nearly as strong) in christianity, like the idea of a "contract with God".

In full disclosure, I do not continue to call myself a Jew because I believe the Torah to be more likely than any other mainstream religious text, but because I find the ethical framework to be superior.

To apply the same reasoning the other way, if you aren't a Christian, what would be a situation which would convince you of the truth of Christianity?

The Second Coming? An opportunity to have a chat with the Lord Himself? An analysis of a communion wafer revealing it to, in fact, be living human flesh? It's seriously not that hard to think of these.

Which is more likely "God exists" or "I just hallucinated that" For the third one, probably that He exists, for the second one, definitely hallucination, for the first, I'm not sure.

Second one: depends. I was kind of assuming that you have some way of verifying it, like you ask Him to create something and someone who wasn't there later describes some of its previously determined properties accurately without being clued in. First: you'd need a massive global hallucination, and could use a similar verification method.

That seems accurate. Remember that a single person can hallucinate that someone else verified something, but this has low prior probability.

I once conducted an experiment in which I threw a die 500 times, and then prayed for an hour every day for a week that that die consistently land on a four, and then threw the die 500 more times. Correlation was next to zero, so I concluded that God does not answer prayers about dice from me.

Haven't you ever heard the saying, "God does not throw dice games"?

Actually, if you run the test, you are.  Given that you'd have changed your mind if it had gone the other way, of course.

The core issue is whether statements in number theory, and more generally, mathematical statements are independent of physical reality or entailed by our physical laws.  (This question isn't as obvious as it might seem, I remember reading a paper claiming to construct a consistent set of physical laws where 2 + 2 has no definite answer).  At any rate, if the former is true, 2+2=4 is outside the province of empirical science, and applying empirical reasoning to evaluate its 'truth' is wrong.

Eliezer's original post stated that beliefs need to come from mind-reality entangling processes.

If math is a part of "reality", then Eliezer's point stands and empirical reasoning makes perfect sense.

If math is not a part of "reality", then we would expect it to influence nothing at all, including our beliefs. Or even suppose that knowledge came from somewhere and could influence belief but still did not otherwise correlate with reality: Then it would be irrelevant. This, of course, is not the case - as anyone who's ever used any mass-manufactured device as well as bridges and roads, should realize. Math DOES have utility in real life. And I daresay that if it suddenly stopped helping us reliably predict the load-bearing limit of bridges, we'd treat is as suspect and false.

The ACTUAL core issue remains that a belief that cannot be reversed is useless.

At any rate, if the former is true, 2+2=4 is outside the province of empirical science, and applying empirical reasoning to evaluate its 'truth' is wrong.

When I imagine putting two apples next to two apples, I can predict what will actually happen when I put two earplugs next to two earplugs, and indeed, my mind can store the result in a generalized fashion which makes predictions in many specific instances.  If you do not call this useful abstract belief "2 + 2 = 4", I should like to know what you call it.  If the belief is outside the province of empirical science, I would like to know why it makes such good predictions.

To apply the same reasoning the other way, if you aren't a Christian, what would be a situation which would convince you of the truth of Christianity?

You'd have to fix all the problems in belief, one by one, by reversing the evidence that originally convinced me of the beliefs' negations.  If the Sun stopped in the sky for a day, and then Earth's rotation restarted without apparent damage, that would convince me there was one heck of a powerful entity in the neighborhood.  It wouldn't show the entity was God, which would be much more complicated, but it'... (read more)

If you do not call this useful abstract belief "2 + 2 = 4", I should like to know what you call it.

I call it "2+2=4 is a useful model for what happens to the number of earplugs in a place when I put two earplugs beside two other earplugs". Which is a special case of the theory "arithmetic is a useful model for numbers of earplugs under some operations (including but not limited to adding and removing)".

If the belief is outside the province of empirical science, I would like to know why it makes such good predictions.

The mathematical claim "2+2=4" makes no predictions about the physical world. For that you need a physical theory. 2+2=4 would be true in number theory even if your apples or earplugs worked in some completely different manner.

I hate to break it to you, but if setting two things beside two other things didn't yield four things, then number theory would never have contrived to say so.

Numbers were invented to count things, that is their purpose.  The first numbers were simple scratches used as tally marks circa 35,000 BC.  The way the counts add up was derived from the way physical objects add up when grouped together.  The only way to change the way numbers work is to change the way physical objects work when grouped together.  Physical reality is the basis for numbers, so to change number theory you must first show that it is inconsistent with reality.

Thus numbers have a definite relation to the physical world.  Number theory grew out of this, and if putting two objects next to two other objects only yielded three objects when numbers were invented over forty thousand years ago, then number theory must reflect that fact or it would never have been used.  Consequently, suggesting 2+2=4 would be completely absurd, and number theorists would laugh in your face at the suggestion.  There would, in fact, be a logical proof that 2+2=3 (much like there is a logical proof that 2+2=4 in number theory now).

Numbers were invented to count things, that is their purpose. The first numbers were simple scratches used as tally marks circa 35,000 BC. 

Verbal expressions almost certainly predate physical notations. Unfortunately the echos don't last quite that long.

When it was noticed in the 1800's that the perihelion of Mercury did not match what Newton's inverse-square law of gravity predicted, did we change the way math works?  Or did we change our understanding of gravity?

Math is the most fundamental understanding of reality that we have.  It is the most thoroughly supported and proven aspect of science that I know of.  That doesn't mean that our understanding of math can't be fundamentally flawed, but it does mean that math is the last place we expect to find a problem when our observations don't match our expectations.

In other words, when assigning probabilities to whether math is wrong or Newton's Theory of Gravity is wrong, the probability we assign to math itself being wrong is something like 0.000001% (sorry, I don't know nearly enough math to make it less than that) and Newton's Gravity being wrong something like 99.999999%.

You're saying that in the mid nineteenth century (half a century before relativity), the anomalous precession of Mercury made it seem 99.999999% likely that Newtonian mechanics was wrong?

cf. 
"When it was noticed in the 1800's that the perihelion of Neptune did not match what Newton's inverse-square law of gravity predicted, did we change the way math works? Or did we change our understanding of gravity?"
In this case we actually postulated the existence of Pluto.

Similar solutions were suggested for the Mercury case, e.g. an extremely dense, small object orbiting close to Mercury.

And that's leaving aside the fact that 99.999999% is an absurdly high level of confidence for pretty much any statement at all (see http://lesswrong.com/lw/mo/infinite_certainty/ ).

If I were a nineteenth century physicist faced with the deviations in the perihelion of Mercury, I'd give maybe a 0.1% probability to Newton being incorrect, a 0.001% probability to maths being incorrect, and the remaining ~99.9% would be shared between incorrect data /incomplete data/ other things I haven't thought of.

"To apply the same reasoning the other way, if you aren't a Christian, what would be a situation which would convince you of the truth of Christianity?"

-And Jesus said unto them, Because of your unbelief: for verily I say unto you, If ye have faith as a grain of mustard seed, ye shall say unto this mountain, Remove hence to yonder place; and it shall remove; and nothing shall be impossible unto you. - Matthew 17:20

If mountains moved when Christians told them to, every time, and no one else could effectively command mountains to move, I think most of us non-believers would start going to church.

Alternatively, if the world looked like it was designed and regulated by a loving being, it would help. That might not promote Christianity specifically, but it would be a much better start than what we actually see.

I am confused by this discussion. Are we talking about integers or things?

Analytic truths may or may not correspond to our situations. When they don't correspond, I guess that's what you all are calling "false." So, if we're engineers working on building a GPS system, I might say to you, "Careful now, Euclidean geometry is false."

Similarly, quantum physicists on the job might say, "Watch out now, two and two isn't necessarily four."

I'm thinking of this excellent blog post I came across last week:

Eliezer is right; numbers are first an abstraction of the world around us.  There are a vast number of possible abstractions; the reason we have been so very interested in numbers, compared to all the other possible abstractions, is that numbers happen to describe the world around us.  It need not have been so.

"A priori reasoning" takes place inside the brain; which is to say, any particular form of "a priori reasoning" is part of a simple physical process unified with the empirical questions that we are reasoning about.  It is no great surprise by selecting the right form of "a priori reasoning" we can manage to mirror the outside world.  Inside and outside are part of the same world.

When you think about mathematics, your thoughts are not taking place inside another universe, though I can see why people would feel that way.

The truth of an arithmatic equation and the truth of the content of a religion like Islam or Christianity are really not comparables at all. Within the domain of mathematics, "two plus two" is one definition of "four". Conversely, "four" is one definition of "two." (In a sense these truths are tautalogical.)

The Greeks noticed that mathematics is a field of knowledge that can be developed entirely in the mind. The manipulative objects that we use to teach children basic arithmetic operations are not actually the subje... (read more)

Eliezer: When you are experimenting with apples and earplugs you are indeed doing empirical science, but the claim you are trying to verify isn't "2+2=4" but "counting of physical things corresponds to counting with natural numbers."  The latter is, indeed an empirical statement.  The former is a statement about number theory, the truth of which is verified wrt some model (per Tarski's definition).

Gray Area, if number theory isn't in the physical universe, how does my physical brain become entangled with it?

Rozendaal, sounds like you bought into one of religion's Big Lies.

I do not believe any situation could ever convince Eliezer that 2+2=3.

If he proclaims "two and two makes three," then he must be talking about something other than the integers. You cannot be mistaken about the integers, you can only misunderstand them. It's like saying "some women are bachelors." You are not mistaken about the world, you've merely lost your grasp of the terminology.

Lee B, Gray Area: what if you had a proof that 2 + 2 = 3, and, although you seem to recall having once seen a proof that 2 + 2 = 4, you can't remember exactly how it went?

Integers are slippery in a way that apples and poodles are not. If you say something unconventional about integers, you cease to talk about them. --- Does anyone disagree with that?

(1) Peter de Blanc asks what happens when I cannot follow a proof properly. I count that as a failure of rationality rather than an instance of being mislead by evidence. That is not, I think, what Eliezer intends when he says "convinced."

(2) If I observe some trick and say, "wow, two and two makes three," then I am dropping the integer system and adopting some other. My "wow" is the same one that we all said when we learned that Euclidean geometry doesn't hold in our universe.

Lee, the situations I talked about for convincing me that "2 + 2 = 3" could only actually occur if 2 + 2 actually equalled three within the realm of the integers.  This is right and proper: why should I allow myself to be convinced by something that would not be valid evidence?

I do not, therefore, ever expect myself to actually encounter any of these situations, because I currently believe that 2 + 2 = 4.

If I expected to encounter such evidence in the future, the expectation of my probable future probability estimates must equal my present probab... (read more)

Eliezer: "Gray Area, if number theory isn't in the physical universe, how does my physical brain become entangled with it?"

I am not making claims about other universes.  In particular I am not asserting platonic idealism is true.  All I am saying is "2+2=4" is an a priori claim and you don't use rules for incorporating evidence for such claims, as you seemed to imply in your original post.

A priori reasoning does take place inside the brain, and neuroscientists do use a posteriori reasoning to associate physical events in the brain with a priori reasoning.  Despite this, a priori claims exist and have their own rules for establishing truth.

I can imagine a world in which the mathematics we have developed is not useful, or in which commonly assumed axioms are false in that world. However, "The Pythagorean Theorem is a theorem of Euclidean geometry" is still true even if you're living on a sphere. If I say "I cannot be convinced that 2 + 2 = 4", I mean something like "I cannot be convinced that S(S(0)) + S(S(0))) = S(S(S(S(0)))) is not a theorem of Peano arithmetic."

On the religion issue: I'll accept as divine any entity that can consistently reduce the entropy of a closed, isolated system, and will demonstrate this ability on demand. ;)

I am not making claims about other universes. In particular I am not asserting platonic idealism is true. All I am saying is "2+2=4" is an a priori claim and you don't use rules for incorporating evidence for such claims, as you seemed to imply in your original post.

Please explain the miraculous correspondence to apples and earplugs, then.

I confess that I'm also not entirely sure what you mean by "a priori" or why you think it requires no evidence to locate an "a priori claim" like "2 + 2 = 4" in the vast space of po... (read more)

2+2=4 is a truth about mathematics. It is not a truth about the world.

Truths in the world have no bearing on mathematical truths. While we learn mathematics from observations about the world, it is not from observation that mathematics derive truth. Mathematicians do not test theories empirically; such theories would become the domain of physics or biology or the like. Thus, the only evidence one could infer 2+2=3 from would be misleading mathematical evidence.

Since 2+2=4 is so simple, there are not too many people who could be effectively mislead in this ... (read more)

Eliezer: I am using the standard definition of 'a priori' due to Kant.  Given your responses, I conclude that either you don't believe a priori claims exist (in other words you don't believe deduction is a valid form of reasoning), or you mean by arithmetic statements "2+2=4" something other than what most mathematicians mean by them.

Eliezer:  It sure seems to me that our evolution and culture constructed ethical attitudes are entangled with the world.  By the way, I don't think that we agree at all about what "I find it quite easy to imagine" means, but of course, some words, like "I", are tricky.  It might be more interesting to ask "what data could I give a soundly designed AGI that would convince it that 2+2=3?" For you and for sound AGI designs, I'd like to know what situation would be convincing regarding the proposition "beliefs should not resp... (read more)

I'm neither Eliezer nor (so far as you know) an AGI, but I think (1) I couldn't be convinced by evidence that beliefs should not respond to evidence but (2) I could be led by evidence to abandon my belief that they should. (Probably along with most of my other beliefs.) What it would take for that would be a systematic failure of beliefs arrived at by assessing evidence to match any better with future evidence than beliefs arrived at in other ways. I think that would basically require that future evidence to be random; in fact that's roughly what "ran... (read more)

Mathematics is about logical patterns.  A world in which you can be mistaken about such fundamentals as the value of 2 + 2 is not a world where you can put any trust in your logical deductions.  As such, if you ever do notice such a slip, I suggest that the cause is likely to be something deeply wrong with you, yourself, and not that you are living in a computer simulation.

The test of any religion is whether cultures believing it tend to thrive and improve the quality of their lives or not.  The whole point of the word of God is that following it gives you... (read more)

Wikipedia on a priori:  Relations of ideas, according to Hume, are "discoverable by the mere operation of thought, without dependence on what is anywhere existent in the universe".

This points out clearly the problem that I have with "a priori".  It is a fundamentally Cartesian-dualist notion.  The "mere operation of thought" takes place INSIDE THE UNIVERSE, as opposed to anywhere else.

To observe your own thoughts is a kind of evidence, if the spikings of your neurons be entangled with the object of your inquiry (relative to yo... (read more)

It is perfectly acceptable for me to say, "I can think of no encounterable situation that would transform the terminal value of this event from negative to positive."

"There are no married bachelors" gets us to nod our heads because we uniquely prefer English syntax and semantics. We pick it out of the rather large space of possible languages because it's what everyone else is doing.

If Eliezer went around earnestly saying, "there are some married bachelors," I would guess he had entangled himself w... (read more)

In a previous Overcoming Bias post we learned that people sometimes believe the conjunction of events R and Q is more probable than event Q alone. Thus people can believe simple and strictly illogical things, and so I shouldn't throw around the word "unthinkable."

If I stretch my imagination, I can just maybe imagine this sort of logical blunder with small integers.

I draw the line at P AND ~P, though: just unthinkable.

"It appears to me that "a priori" is a semantic stopsign; its only visible meaning is "Don't ask!""

No, a priori reasoning is what mathematicians do for a living.  Despite operating entirely by means of semantic stopsigns, mathematics seems nevertheless to enjoy rude health.

One is a question about the world, the other about a neccessary truth.

The first is about what aspect of the world we are looking at, under what definitions.  2 rabbits plus 2 rabbits may not result in 4 rabbits.  So I have to assume Eliezer refers to the second question.

Can we even meaningfully ask the second question?  Kind of.  As... (read more)

I draw the line at P AND ~P, though: just unthinkable.

I've heard religious people profess beliefs of this nature. I don't think they actually believe it, but I don't think it's pure belief-in-belief either; I see it as an attempt to explain a deeply unusual subjective experience in poorly suited language. (Which is not to say I think any statements like that are metaphysically true or anything.)

I do think there's something to "a priori" besides a mere semantic stopsign, though. I could model physically possible worlds with different contents, or ... (read more)

So the actual end result would be to convince me that the universe was in the hands of a monstrously insane and vicious God.
As I noted here, that is actually pretty much what I believed in the last days of my Christianity. My perspective on ethics made it more plausible to me than I suspect it would be to most people.

The whole point of Christianity (as I grew up with it) is that by manifesting Himself on earth God realized that the whole smiting people thing was passe.
I always thought the God of the New Testament was just that of the Old with better mark... (read more)

Perhaps 'a priori' and 'a posteriori' are too loaded with historic context.  Eliezer seems to associate a priori with dualism, an association which I don't think is necessary.  The important distinction is the process by which you arrive at claims.  Scientists use two such processes: induction and deduction.

Deduction is reasoning from premises using 'agreed upon' rules of inference such as modus ponens.
We call (conditional) claims which are arrived at via deduction 'a priori.'

Induction is updating beliefs from evidence using rules of probability (Bayes th... (read more)

It is possible in today's wonderful world of computers to have 2 + 2 = 3, and be both correct and understandable.

We have two integer variables x and y.
Our equation is x + x and the outcome is placed in y (ie. x + x = y)
We will view the value of y.

We take the value 1.7 and input it into x.
Since x is an integer it will (in most cases) be rounded to 2.
Therefore x = 2.

It is possible, however, for y to receive the value of 1.7 + 1.7 which, in today's accepted math, equals 3.4.

Placing 3.4 in an integer variable will set y to 3.

BTW, this is why doing floating point math with integer variables on computers is a very bad idea......

I've not read all of the comments, but those that I've read from you, Eliezer, in combination with the original blog post, confirm that we are in agreement.  Re: Locke, I believe we are blank slates when born.  There is no such thing as a priori (how do I italicize?).  All thinking, even logical and mathematical reasoning, is done a posteriori.  Of what I've read, you've put it brilliantly.

Cloud, you might want to read Steven Pinker's "The Blank Slate".

I recall my music teacher once put a quote on the board which I shall now adjust to the problem: Take 2 piles of sand and 2 more piles of sand and add them together. What do you get? 1 or more piles of sand.

Not directly applicable to the general understanding of integers, but amusing to me. You could also do similar quibbles with musical tones or beats.

Then again it could all be rubbish...for I don't think I could argue any of the points argued so far, though I do find my attempt at understanding it enjoyable if not complete.

"Cloud, you might want to read Steven Pinker's 'The Blank Slate'."

Perhaps the term "blank slate" carries too much baggage.  I only mean it with respect to the a priori/posteriori or rationalism/empiricism.  Disclaimer: my eclectic survey of much of Western thought has blurred the lines defining these terms.  So take from this what you will, but I can't guarantee myself being clear.

For the statement 2+2=4 to be true there are some assumptions that needs to be. That is 2+2=4 is true within a system, mathematics, but this system is in fact a construction!

The basic assumption here is that we can define and identify 'one' thing - say a ball, a man or any other "item" - for this to be true you would further need to have 'identical' items... that is items that have very similar attributes.

As you can see this leads to a infinite regress, where one assumption leads to others, and in fact we don't have such systems in reality, that ... (read more)

In response to g (a while back, concerning entropy):
If physicists discovered such a technique, omniscience of a sort(by arbitrarily altering and measuring the amount of information in a given region) would be possible, as would a form of omnipotence (we could arrange any concievable configuration of particles via Maxwell's demon). Hooking it up to a computer with some knowledge base of usually-accepted morals to this quantum entropy-decreasing construct, we would have omnibenevolence, also - hence, such a being would, indeed, be (an approximate) God by mo... (read more)

Thanks for an excellent post. I think you have summed up the distinction between beliefs arising out of blind faith and those that are observation based.

This time I disagree with Eliezer...this experiment won't convince me that 2+2=3...wouldn't even convince me that physical maxim "everything goes somewhere" is wrong...I would find where the phones are (even if they sublimated). That still don't make that an "imutable belief".

There's nothing wrong in switching lexically 3 and 4 ( S(2) = 4; S(4) = 3; S(3) = 5 )...sounds unuseful, and don't attack Peano's axioms. That would make me believe in 2+2=3.

To stop believing in the integer numbers, it's needed to prove an inconsistency in Peano's ... (read more)

This time I disagree with Eliezer...this experiment won't convince me that 2+2=3...wouldn't even convince me that physical maxim "everything goes somewhere" is wrong...I would find where the earplugs are (even if they sublimated). That still don't make that an "imutable belief".

There's nothing wrong in switching lexically 3 and 4 ( S(2) = 4; S(4) = 3; S(3) = 5 )...sounds unuseful, and don't attack Peano's axioms. That would make me believe in 2+2=3.

To stop believing in the integer numbers, it's needed to prove an inconsistency in Peano'... (read more)

It's often poor form to quote oneself, but since this post (deservedly) continues to get visits, it might be good to bring up the line of thought that convinced me that this post made perfect sense:

The space of all possible minds includes some (aliens/mental patients/AIs) which have a notion of number and counting and an intuitive mental arithmetic, but where the last of these is skewed so that 2 and 2 really do seem to make 3 rather than 4.  Not just lexically, but actually; the way that our brains can instantly subitize four objects as two distinct group... (read more)

For a 5-year-old, saying "You're not not not not fat" is just another way of saying "You're fat." 

For an adult, saying "(the sum of) 2 + 2" is just another way of saying "4." 

For an entity far more intelligent than humans, stating the appropriate set of axioms is just another way of stating Euler's identity, Cauchy's integral theorem, and all sorts of other things.

What I gain from this article is more or less an example of society's influence on how you understand things. For example, for most people 2+2=4. If the counting system and math operations was completely different, 2+2 could equal anything, unless one was familiar with the high-context culture using such a system.
Another example would be the projection of an idea with words. One may say express their emotion as the word "happy". Another may say "joy". Another "euphoria". Unknowingly, all three have the same exact emotion, only their words have their different connotations.
Suprisingly enough, I seem to have confused myself. Does anyone want to try to discern what I've said?

There seem to be far too many people hung up on the mathematics which ignores the purpose of the post as I understand it.

The post is not about truth but about conviction. Eliezer is not saying that there could be a scenario in which the rules of mathematics didn't work, but that there could be a scenario under which he was convinced of it.

Deconstructing all elements of neurology, physics and socialogy that make up the pathway from complete ignorance to solid conviction is not something I could even begin to attempt - but if one were able to list such steps as a series bullet points I could conceive that the manipulation of certain steps could lead to a different outcome, which appears to me to be the ultimate point of the post (although not hugely ground-breaking, but an interesting thought experiment).

It is not a claim that the strongly held conviction represents fact or that the conviction would not be shaken by a future event or presentation of evidence. As a fundamental believer in scientific thought and rationality there is much that I hold as firm conviction that I would not hesitate to re-think under valid contradictory evidence.

In fact I once had this sort of mathematical experience.

Somehow, while memorizing tables of arithmetic in the first grade, I learned that 11 - 6 = 7.  This equation didn't come up very often in elementary school arithmetic, and even more seldom in high school algebra, and so I seldom got any math questions marked wrong.  Then one day at university, I received back a Math 300 homework assignment on which I'd casually asserted that 11 - 6 - 7.  My TA had drawn a red circle around the statement, punctuating it with three question marks and the loss of a single point.

I was confused.  There was nothing wrong with 11 - 6 = 7.  Why would my TA have deducted a point?  Everyone knew that 11 - 6 = 7, because it was just the reverse of 7 + 6 = wait-a-minute-here.

Pen.  Paper.  I grabbed eleven coins and carefully counted six of them away.  There were not seven of them left.  I started writing down remembered subtraction problems.  11 - 4 = 7.  11 - 5 = 6.  11 - 6 = 7.  11 - 7 = 4.  One of these sums was clearly not like the others.  I tried addition, and found that both 7 + 6 = 13 and 6 + 7 = 13.

The evidence was overwhelming.  I was convinced.  Confused, yes—fascinated by where my error could ... (read more)

I cannot conceive of a possible world where “making XX and XX come out to XXXX required an extra X to appear from nowhere, and was, moreover, inconsistent with other arithmetic I visualized, since subtracting XX from XXX left XX, but subtracting XX from XXXX left XXX.” Unless, in that possible world I did not know how to reason. 
If 2 + 2 really was 3, what would 1 + 2 be? Not 4, since then 2+2 = 2+1 and since subtraction is defined as the inverse of addition (if its not, its not subtraction) we would have 0 = 1. Not 3, since in the world you’re imagining ... (read more)

I tend to think that a physical system of numbering and an entirely nonphysical system of belief as apples and oranges- entirely incomparable. Specifically, adding or subtracting earplugs is an entanglement of reality and belief whereas choosing eg. christianity or islam is simply something of belief- yes, that spiritual belief is affected by your reality (environmental factors like schooling, parents and location, obviously) but in the end, it is still a belief- for example, if a person never heard of Jesus or Muhammad but nonetheless believed in a higher... (read more)

OK, I'm a Christian. Bit of history:
-raised christian
-As a teen became agnostic/deist, atheist at 17
-Converted to Christianity at 18

Based on rational thinking I drift towards deism/agnosticism.
I'm skeptical of microbes-to-man evolution and abiogenesis. But if abiogenesis could be demonstrated, or if evolutionary processes could be demonstrated to be capable of producing the kind of complexity we see in biology (e.g. evolutionary algorithms run on supercomputer clusters producing real AI) then I'd probably drift towards atheism.

Many other people have such experiences, high or no. Some Hindu, some Muslim, some Pagan, some even atheists. To be blunt, do you doubt their sincerity, or their sanity? Why are you epistemically privileged?

I do not consider myself a rationalist, because I doubt my own rationality.

Ooh, ooh! I'll do you one better. I'm not just a Christian; I'm a Mormon. :P

My goodness, what would convince me of non-Christianity? The problem here is that Mormonism has presented me with enough positive evidence that I'm reasonably certain of its veracity. So the conversion process would be two-tiered: first a strong positive evidence for Islam/Judaism/whatever, and second a strong disconfirmation of Mormonism, which I would then seek to corroborate by figuring out why on earth I received so many outlandishly unlikely false positives.

Edit: I meant to cover this point first, but I left it out before.

I am well acquainted with the notion of absence of evidence, thank you; I touched on this point above, stating that, although absence of evidence does count as points against the case I make, positive evidence makes stronger points. Were this not the case, then physicists wouldn't be searching for the Higgs Boson; they'd be restricted to theories which are readily explained by only the particles we have evidence of.

This really isn't how it works. Absence of evidence is evidence of strength proportional to the expectation of evidence if a given proposition is true. So if, for example, you propose that there is an elephant in a room, and then you investigate the room and see no sign of an elephant, then that is very strong evidence that there is no elephant in the room. But if you propose that there is a mouse in a room, and you investigate and see no sign of the mouse, then that is only weak evidence that there is no mouse. You will have to update your confidence that there is a mouse in the room downwards, but much, much less than you had to update in the case of the elephant. 

Your point is well taken, and I will meditate upon it. Thank you.

I hadn't actually read the grandparent beyond skimming and categorized it as an entirely non-trollish expression of personal belief. Given the prompt in the post  it was appropriate to the context and as rational as can be expected given that the guys' beliefs are utter nonsense. 

Having read through the first comment (before the "to be continued") the following part jumped out at me as the primary non sequitur.

So, if the archaeological evidences corroborate the Book's story, then we must consider the Book to be "true", and thereby accept either P-True or P-Alien.

That just isn't case. Archaeological corroboration provides evidence for the Book's story. That is, part of the story is validated which eliminates a whole lot of the bits that could be wrong and we can assume a correlated truthiness with the remainder of the story. We update p(Book's Story) upward, but not to one. Something along the lines of:

We do not have the logical deduction "IF Arch THEN BS" but rather a likelyhood ratio such that BS is more likely the less likely it is for the archaelog... (read more)

If 2+2 equals 3, I desire to believe that 2+2 equals 3. I want my conclusion to be controlled by the abstract fact I seek to discern.

For a while this confused me, because I incorrectly identified what part of Eliezer's argument I thought was wrong.

Suppose I were to make all those observations suggesting that combining two objects with two objects produced three objects.  I would not conclude that 2+2=3, rather I would conclude that objects were not modelled by Peano Arithmetic.  (This much has been said by other commenters).  But then I only 'know' Peano Arithmetic through the (physical) operation of my own brain.

Here's how to convince me that 2+2=3.  Suppose I look at the proof from (peano axioms) to (2+2=4), and suddenly notice that an inference has been made that doesn't follow from the inference rules (say, I notice that the proof says a + (b⁺) = (a+b)⁺  and I know full well that the correct rule is (a⁺)+(b⁺)=(a+b)⁺).  I correct this 'error' and follow through to the end of the proof, and conclude the result 2+2=3.  What do I do?  I consider that this observation is more likely if 2+2=3 than if 2+2=4, and so I update on that.  It's still more likely that 2+2=4, because it's more likely that I've made an error this time than that everyone who's analysed that proof before has made an error (or rather, that I h... (read more)

That would have been a damn nuisance, because throughout the rest of this comment thread we'd have been writing unhelpfully long strings of Ss. ;)

Scientists and mathematicians use the word "model" in exactly opposite ways. This is occasionally confusing.

I don't think people really understood what I was talking about in that thread.  I would have to write a sequence about 

Only to the same degree that first-order logic requires an ambient group of models (not necessarily sets) to make sense.

Well, it makes sense to me without any models.  I can compute, prove theorems, verify proofs of theorems and so on happily without ever producing a "model" for the natural numbers in toto, whatever that could mean.

Everything sounded perfectly good until the last bullet:

why believing that things like a first uncountable ordinal can contain reality-fluid in the same way as the wavefunction

ERROR: CATEGORY. "Wavefunction" is not a mathematical term, it is a physical term. It's a name you give to a mathematical object when it is being used to model the physical world in a particular way, in the specific context of that modeling-task. The actual mathematical object being used as the wavefunction has a mathematical existence totally apart from its physical application, and that mathematical existence is of the exact same nature as that of the first uncountable ordinal; the (mathematical) wavefunction does not gain any "ontological bonus points" for its role in physics.

or even be uniquely specified by second-order axioms that pin down a single model up to isomorphism the way that second-order axioms can pin down integerness and realness

Pinning down a single model up to isomorphism might be a nice property for a set of axioms to have, but it is not "reality-conferring": there are two groups of order 4 up to isomorphism, while there is only one of order 3; yet that does not make "group of order 3" a "more real" mathematical object than "group of order 4".

I would like very very much to read that sequence. Might it be written at some point?

Maybe I'm misinterpreting you, but could you explain how any non-symmetric equation can possibly be true in all models of arithmetic?

The purpose of the article is only to describe some subjective experiences that would cause you to conclude that SS0+SS0 = SSS0 is true in all models of arithmetic.  But Eliezer can only describe certain properties that those subjective experiences would have. He can't make you have the experiences themselves.

So, for example, he could say that one such experience would conform to the following description: "You count up all the S's on one side of the equation, and you count up all the S's on the other side of the equation, and you find yourself getting the same answer again and again.  You show the equation to other people, and they get the same answer again and again.  You build a computer from scratch to count the S's on both sides, and it says that there are the same number again and again."

Such a description gives some features of an experience.  The description provides a test that you could apply to any given experience and answer the question "Does this experience satisfy this description or not?"  But the description is not like one in a novel, which, ideally, would induce you to have the experience, at least in your imagination.  That is a separate and additional task beyond what this post set out to accomplish.

You're over-thinking this. Take a look at this real-world example of a "neurological fault":

Now I knew where I was. Soon I would come to interchange 27 with its two ramps, A and B. B led away from my destination and A directly into it. It had always struck me as strange that one reached 27B before 27A. I recalled drawing that on a map to give to someone who was going to visit me. My breathing has returned to normal and my panic had disappeared. I come up to the first sign for the interchange.

I could hardly breathe. That was not possible. 27A was after 27B. I knew that. I considered for a moment the possibility that on the previous night, shortly after I drove on this very highway, construction workers had descended en masse on the interchanges and somehow moved them. That seemed far more possible than that my clear (and detailed) memory could be so wrong. 27A looked exactly as I remembered, except that now I could see 27B clearly in the distance and in the past I had to turn my head to see it.

I exited on the ramp that I knew wasn’t there twenty-four hours previously to find myself on a well-remembered road. And soon I was home. 

If there are any Christians in the audience who know Bayes's Theorem (no numerophobes, please) might I inquire of you what situation would convince you of the truth of Islam?

Why does this need to go out to Christians? I suspect that most, if not all, people reading this are non-Muslims who know Bayes's Theorem. What would convince you of the truth of Islam?

If I find the text of Moby Dick suitably encoded (whatever that means) into the foundation of a building, and I don't find other texts encoded into that building, it seems reasonable to take seriously the theory that there exists some process or entity which has a special relationship both with that building, and with the text of Moby Dick, different from the relationship it has with any other text.

If I find the text of the Koran suitably encoded into the fundamental constants of the universe, it seems equally reasonable to take seriously the theory that there exists some process or entity which has a special relationship both with that universe, and with the text of the Koran, different from the relationship it has with any other text.

You're right, of course, that it doesn't follow from that that either the Koran or Moby Dick is true. Neither does it follow from the truth of the Koran (whatever that means) that Islam is true (whatever that means).

OTOH, converting to a belief in Islam on the basis of that evidence seems more justified than remaining indifferent to Islam in the face of that evidence.

Granted, it's not really clear to me what is a reasonable response to that evidence. "Investigate the Koran," of course, but I have no sense of what such an investigation might even look like.

I don't quite get what happens. Does imagining two and two together give same mental image as imagining two and one together? Does putting two and two earplugs together give same result as putting two and one earplug together? If it does, then I take 4 earplugs, put two and one together and put other into my ear, then two and one are same as two and two together, so I should be able to separate it into two and two, and and then I have two earplugs on my hands, two in a box, and one in my ear. I do it the second time and I can't hear anything, but I have al... (read more)

I just operate under the assumption that I will never actually encounter a situation where 2+2 does not equal 4, and therefore do not spend time worrying about such a hypothetical situation. This assumption has never failed me before.

I understand the point Eliezer's trying to make here.  However, you (whoever's reading this) could not convince me that ss0 + ss0 =sss0 in Peano arithmetic (I define the scenario in which my mind is directly manipulated so that I happen to believe this not to constitute "convincing me").  Here's why I believe this position to be rational:

A)In order for me to make this argument, I have to presume communication of it.  It's not that I believe the probability of that communication to be 1.  Certainly many people might read this comment and not know ... (read more)

Wouldn't such an occurrence involve an overhaul of the world on part of some Force/Entity?
And why would you, and only you, be able to note that something changed, i.e. that you believed 2+2=4 and now you no longer don't?
Much more importantly, since you use it as an example, Winston would not bother to write about 2+2=3, he would probably actually write about 2+2=4, or even 5, thus shaking your world even further...

Hello, I'm a Christian. And, yes, I'm also a rationalist gasp!. I was born and raised a Christian, and I honestly am not sure if I would believe, say, Budhism if I was raised that way- My gut answer  is 'No', but I cannot really be sure, as I would be a completely different person. There's no way no one can truthfuly say yes or no for sure to that question.

Right, anyways, I do have reasons I would stop believing... There are a couple very specific situations that pop to mind in which I would be convinced that my whole life has been a lie:

I see a lot of people arguing that "2", "3", "+", and "=" are defined in terms of the Peano axioms, and as such, aren't actually relevant to the behavior of physical objects. They say that the axioms pin down the numbers, regardless of how physical objects behave or start behaving.

But the Peano axioms use something called a "successor" to generate the natural numbers. And how do we figure out what the successors are? Well, one notation is to append an "S" to the previous number to indicate that nu... (read more)

I’m an evangelical protestant and I’d like to give my answer to the ‘what would it take to convince me to become a Muslim’ question. This is going to be a narrative example and thus show only one of many possible routes. I’ve chosen a rout that does not depend on private knowledge, fresh miracle in the present day, or even or even changed facts in things it would be inconceivable for me to be wrong about, because I see this rout as the hardest and therefore most revealing.

Muslim scholars propose a competitor to the Documentary Hypothesis (JEPD) for the Pen... (read more)

In discussing Newcomb's problem, Eliezer at one point stated, "Be careful of this sort of argument, any time you find yourself defining the "winner" as someone other than the agent who is currently smiling from on top of a giant heap of utility."

This aligns well with a New Testament statement from Jesus, "Ye shall know them by their fruits...every good tree bringeth forth good fruit, but a corrupt tree bringeth forth evil fruit."

So, I'm only a novice of the Bayesian Conspiracy, but I can calculate the breast cancer percentages... (read more)

Hi, I am a mathematician and I guess most mathematicians would not agree with this. I am quite new here and I am looking forward to reactions of rationalists :-)

I, personally, distinguish "real world" and "mathematical world". In real world, I could be persuaded that 2+2=3 by experience. There is no way to persuade me that 2+2=3 in mathematical world unless somebody shows me a proof of it. But I already have a proof of 2+2=4, so it would lead into great reform of mathematics, similar to the reform after Russel paradox. Just empirical ex... (read more)

Earplug gang represent!

All the no-earplug sleepers are fools.

But how does not this story about 2+2=3 apply too to the belief in god for example? If you are raised in the right circumstances, you will end up with this belief you think its unconditional, even though it was conditonal on your circumstances. Arent ultimately all believes entangled with reality by virtue of believes being encoded in the brain which is a physical system entangled with reality? to not fall in a fallacy of gray, we can conceede that some ways of entanglement are better than others, in that they lead to mora accurate believes. Hmmm

This is my first time reading through these works, though I must say, I smell False Equivalence.
2+2=4 is not just something I have learned, but something I have understood. I was not "taught" this, I was "shown" this. I came to the comprehension on my own. I was a horse led to water, and upon seeing the truth therein, I drank.

This post is well over a decade old, yet no one noticed that in 1984, Winston actually writes that "Freedom is the freedom to say that two plus two makes four. If that is granted, all else follows."
And in being tortured, he grants that 2+2 = 5
Eliezer has introduced a different sum, which makes the same point, but it's not from Orwell's 1984



Occam's Razor

The more complex an explanation is, the more evidence you need just to find it in belief-space. (In Traditional Rationality this is often phrased misleadingly, as “The more complex a proposition is, the more evidence is required to argue for it.”) How can we measure the complexity of an explanation? How can we determine how much evidence is required?

Occam’s Razor is often phrased as “The simplest explanation that fits the facts.” Robert Heinlein replied that the simplest explanation is “The lady down the street is a witch; she did it.”

One observes that the length of an English sentence is not a good way to measure “complexity.” And “fitting” the facts by merely failing to prohibit them is insufficient.

Why, exactly, is the length of an English sentence a poor measure of complexity? Because when you speak a sentence aloud, you are using labels for concepts that the listener shares—the receiver has already stored the complexity in them. Suppose we abbreviated Heinlein’s whole sentence as “Tldtsiawsdi!” so that the entire explanation can be conveyed in one word; better yet, we’ll give it a short arbitrary label like “Fnord!” Does this reduce the complexity? No, because you have to tell the listener in advance that “Tldtsiawsdi!” stands for “The lady down the street is a witch; she did it.” “Witch,” itself, is a label for some extraordinary assertions—just because we all know what it means doesn’t mean the concept is simple.

An enormous bolt of electricity comes out of the sky and hits something, and the Norse tribesfolk say, “Maybe a really powerful agent was angry and threw a lightning bolt.” The human brain is the most complex artifact in the known universe. If anger seems simple, it’s because we don’t see all the neural circuitry that’s implementing the emotion. (Imagine trying to explain why Saturday Night Live is funny, to an alien species with no sense of humor. But don’t feel superior; you yourself have no sense of fnord.) The complexity of anger, and indeed the complexity of intelligence, was glossed over by the humans who hypothesized Thor the thunder-agent.

To a human, Maxwell’s equations take much longer to explain than Thor. Humans don’t have a built-in vocabulary for calculus the way we have a built-in vocabulary for anger. You’ve got to explain your language, and the language behind the language, and the very concept of mathematics, before you can start on electricity.

And yet it seems that there should be some sense in which Maxwell’s equations are simpler than a human brain, or Thor the thunder-agent.

There is. It’s enormously easier (as it turns out) to write a computer program that simulates Maxwell’s equations, compared to a computer program that simulates an intelligent emotional mind like Thor.

The formalism of Solomonoff induction measures the “complexity of a description” by the length of the shortest computer program which produces that description as an output. To talk about the “shortest computer program” that does something, you need to specify a space of computer programs, which requires a language and interpreter. Solomonoff induction uses Turing machines, or rather, bitstrings that specify Turing machines. What if you don’t like Turing machines? Then there’s only a constant complexity penalty to design your own universal Turing machine that interprets whatever code you give it in whatever programming language you like. Different inductive formalisms are penalized by a worst-case constant factor relative to each other, corresponding to the size of a universal interpreter for that formalism.

In the better (in my humble opinion) versions of Solomonoff induction, the computer program does not produce a deterministic prediction, but assigns probabilities to strings. For example, we could write a program to explain a fair coin by writing a program that assigns equal probabilities to all 2N strings of length N. This is Solomonoff induction’s approach to fitting the observed data. The higher the probability a program assigns to the observed data, the better that program fits the data. And probabilities must sum to 1, so for a program to better “fit” one possibility, it must steal probability mass from some other possibility which will then “fit” much more poorly. There is no superfair coin that assigns 100% probability to heads and 100% probability to tails.

How do we trade off the fit to the data, against the complexity of the program? If you ignore complexity penalties, and think only about fit, then you will always prefer programs that claim to deterministically predict the data, assign it 100% probability. If the coin shows HTTHHT, then the program that claims that the coin was fixed to show HTTHHT fits the observed data 64 times better than the program which claims the coin is fair. Conversely, if you ignore fit, and consider only complexity, then the “fair coin” hypothesis will always seem simpler than any other hypothesis. Even if the coin turns up HTHHTHHHTHHHHTHHHHHT  . . .

Indeed, the fair coin is simpler and it fits this data exactly as well as it fits any other string of 20 coinflips—no more, no less—but we see another hypothesis, seeming not too complicated, that fits the data much better.

If you let a program store one more binary bit of information, it will be able to cut down a space of possibilities by half, and hence assign twice as much probability to all the points in the remaining space. This suggests that one bit of program complexity should cost at least a “factor of two gain” in the fit. If you try to design a computer program that explicitly stores an outcome like HTTHHT, the six bits that you lose in complexity must destroy all plausibility gained by a 64-fold improvement in fit. Otherwise, you will sooner or later decide that all fair coins are fixed.

Unless your program is being smart, and compressing the data, it should do no good just to move one bit from the data into the program description.

The way Solomonoff induction works to predict sequences is that you sum up over all allowed computer programs—if every program is allowed, Solomonoff induction becomes uncomputable—with each program having a prior probability of 1/2 to the power of its code length in bits, and each program is further weighted by its fit to all data observed so far. This gives you a weighted mixture of experts that can predict future bits.

The Minimum Message Length formalism is nearly equivalent to Solomonoff induction. You send a string describing a code, and then you send a string describing the data in that code. Whichever explanation leads to the shortest total message is the best. If you think of the set of allowable codes as a space of computer programs, and the code description language as a universal machine, then Minimum Message Length is nearly equivalent to Solomonoff induction.1

This lets us see clearly the problem with using “The lady down the street is a witch; she did it” to explain the pattern in the sequence 0101010101. If you’re sending a message to a friend, trying to describe the sequence you observed, you would have to say: “The lady down the street is a witch; she made the sequence come out 0101010101.” Your accusation of witchcraft wouldn’t let you shorten the rest of the message; you would still have to describe, in full detail, the data which her witchery caused.

Witchcraft may fit our observations in the sense of qualitatively permitting them; but this is because witchcraft permits everything , like saying “Phlogiston!” So, even after you say “witch,” you still have to describe all the observed data in full detail. You have not compressed the total length of the message describing your observations by transmitting the message about witchcraft; you have simply added a useless prologue, increasing the total length.

The real sneakiness was concealed in the word “it” of “A witch did it.” A witch did what?

Of course, thanks to hindsight bias and anchoring and fake explanations and fake causality and positive bias and motivated cognition, it may seem all too obvious that if a woman is a witch, of course she would make the coin come up 0101010101. But I’ll get to that soon enough. . .

1 Nearly, because it chooses the shortest program, rather than summing up over all programs.

The Vapnik Chernovenkis Dimension also offers a way of filling in the detail of the the concept of "simple" appropriate to Occam's Razor. I've read about it in the context of statistical learning theory, specifically "probably approximately correct learning".

Having successfully tuned the parameters of your model to fit the data, how likely is it to fit new data, that is, how well does it generalise. The VC dimension comes with formulae that tell you. I've not been able to follow the field, but I suspect that VC dimension leads to worst case estimates whose usefulness is harmed by their pessimism.

"Your accusation of witchcraft wouldn't let you shorten the rest of the message; you would still have to describe, in full detail, the data which her witchery caused."

My model of witches, if I had one, would produce a given simple sequence like 01010101 with greater probability than a given random sequence like 00011011. Wouldn't yours? I might agree if you said "in nearly full detail".

Steven, that means you have to transmit the accusation of witchcraft, followed by a computer program, followed by the coded data.  Why not just transmit the computer program followed by the coded data?  I don't expect my own environment to be random noise, but that has nothing to do with witchcraft...

Alan, I agree that VC dimension is an important conceptually different way of thinking about "complexity".  One of its primary selling points is that, for example, it doesn't attach infinite complexity to a model class that contains one real-valued parameter, if that model class isn't very flexible (i.e., it says only "the data points are greater than R").  But VC complexity doesn't plug into standard probability theory as easily as Solomonoff induction.

In Solomonoff induction it is important to use a two-tape Turing machine where one tape is for the program and one is for the input and work space. The program tape is an infinite random string, but the program length is defined to be the number of bits that the Turing machine actually reads during its execution. This way the set of possible programs becomes a prefix free set. It follows that the prior probabilities will add up to one when you weight by 2^(-l) where l is program length. (I believe this was realized by Leonid Levin. In Solomonoff's original scheme the prior probabilities did not add to one.) This also allows the beautiful interpretation that the program tape is assigned by independent coin flips for each bit, and the 2^-l weighting arises naturally rather than as an artificial assumption. I believe this is discussed in the information theory book by Cover and Thomas.

"I don't expect my own environment to be random noise, but that has nothing to do with witchcraft..."

I think I misinterpreted the math and now see what you're getting at. Would it be an accurate translation to human language to say, "a sequence like 10101010 may favor witchcraft over the hypothesis that nothing weird is going on (i.e. the coinflips are random), but it will never favor witchcraft over the simpler hypothesis that something weird is going on that isn't witchcraft"?

I find it awkward to think of "witchcraft" as just a content-free word; what "witchcraft" means to me is something like the possibility that reality includes human-mind-like things with personalities and with preferences that they achieve through unknown nonstandard causal means. If you coded that up, it would probably no longer be content-free; it would allow shortening the rest of the program generating the sequences in some cases and require lengthening it in some other cases. In all realistic cases the resulting program would still be longer than necessary.

An enormous bolt of electricity comes out of the sky and hits something, and the Norse tribesfolk say, "Maybe a really powerful agent was angry and threw a lightning bolt." The human brain is the most complex artifact in the known universe.  If anger seems simple, it's because we don't see all the neural circuitry that's implementing the emotion.  (Imagine trying to explain why Saturday Night Live is funny, to an alien species with no sense of humor.  But don't feel superior; you yourself have no sense of fnord.)  The complexity of anger, and indeed the complexity of intelligence, was glossed over by the humans who hypothesized Thor the thunder-agent.

I think it's worth noting that Norse tribesfolk already knew about human beings, so whatever model of the universe they made had to include angry agents in it somewhere.

I agree. I feel like the post is poking a bit of fun at hokey religion, and in so doing falls into an error. The Norse would do quite badly in life if they switched to a prior based on description lengths in Turing machines rather than a description length in their own language, because their language embodies useful bias concerning their environment. Similarly, English description lengths contain useful bias for our environment. The formalism of Solomonoff induction does not tell us which universal language to use, and English is a fine choice. The "thunder god" theory is not bad because of Occam's razor, but because it doesn't hold up when we investigate empirically! Similarly, if the Norse believed that earthquakes were caused by giant animals moving under the earth, it would not be such a bad theory given what evidence they had (even though animals are complex from a Turing-machine perspective); animals caused many things in their environment. We just know it is wrong today, based on what we know now.

What you are talking about in terms of Solmonoff induction is usually called algorithmic information theory and the shortest-program-to-produce-a-bit-string is usually called Kolmogorov-Chaitin information. I am sure you know this. Which begs the question, why didn't you mention this? I agree, it is the neatest way to think about Occam's razor. I am not sure why some are raising PAC theory and VC-dimension. I don't quite see how they illuminate Occam. Minimalist inductive learning is hardly the simplest "explanation" in the Occam sense, and is actually closer to Shannon entropy in spirit, in being more of a raw measure. Gregory Chaitin's 'Meta Math: The Search for Omega', which I did a review summary of is a pretty neat look at this stuff.

Venkat: I think there is a very good reason to mention PAC learning. Namely, Kolmogorov complexity is uncomputable, so Solomonoff induction is not possible even in principle. Thus one must use approximate methods instead such as PAC learning.

You're right - there are an infinite number of theories consistent with any set of observations. Any set. All observed facts are technically consistent with the prediction that gravity will reverse in one hour, but nobody believes that because of... Occam's Razor!

I don't think this is what's actually going on in the brains of most humans.

Suppose there were ten random people who each told you that gravity would be suddenly reversing soon, but each one predicted a different month.  For simplicity, person 1 predicts the gravity reversal will come in 1 month, person 2 predicts it will come in 2 months, etc.

Now you wait a month, and there's no gravity reversal, so clearly person 1 is wrong.  You wait another month, and clearly person 2 is wrong.  Then person 3 is proved wrong, as is person 4 and then 5 and then 6 and 7 and 8 and 9.  And so when you approach the 10-month mark, you probably aren't going to be expecting a gravity-reversal.

Now, do you not suspect the gravity-reversal at month ten simply because it's not as simple as saying "there will never a be a gravity reversal," or is your dismissal substantially motivated by the fact that the claim type-matches nine other claims that have already been disproven?   I think that in practice most people end up adopting the latter approach.

The rest of what you wrote sounds like you're pulling numbers out of your arse.

Cure of Ars, I should prefer it if you no longer commented on my posts.  There may be a place on Overcoming Bias for Catholics; but none for those who despise math they don't understand.

MIT Press has just published Peter Grünwald's The Minimum Description Length Principle.  His Preface, Chapter 1, and Chapter 17 are available at that link.  Chapter 17 is a comparison of different conceptions of induction.

I don't know this area well enough to judge Peter's wok, but it is certainly informative.  Many of his points echo Eliezer's.  If you find this topic interesting, Peter's book is definitely worth checking out.

"Different inductive formalisms are penalized by a worst-case constant factor relative to each other"

You mean a constant term; it's additive, not multiplicative.

That depends on whether you're thinking of the length or the probability. Since the length is the log-probability, it works out.

There is:  It's enormously easier (as it turns out) to write a computer program that simulates Maxwell's Equations, compared to a computer program that simulates an intelligent emotional mind like Thor.

Coming back to this post, I finally noticed that "emotional" is a necessary word in the quoted sentence. If we leave it out, the sentence might just become false! That is, if you believe there's some sort of simple mathematical "key" to intelligence (my impression is that you do believe that), then you also ought to believe that the Solomonoff prior makes an intelligent god quite probable apriori. Maybe even more probable than the currently most elegant known formulations of physical laws, which include a whole zoo of elementary particles etc. Of course, if we take into account the evidence we've seen so far, it looks like our universe is based on physics rather than a "god".

What sort of specification for Thor are you thinking of that could possibly be simpler than Maxwell's equations?  A description of macroscopic electrical phenomena is more complex, as is "a being that wants to simulate Maxwell's equations."

If you're thinking of comparing all "god-like" hypotheses to Maxwell's equations, sure.  But that comparison is a bit false - you should really be comparing all "god-like" hypotheses to all "natural law-like" hypotheses, in which case I confidently predict that the "natural law-like" hypotheses will win handily.

Yeah, I agree. The shortest god-programs are probably longer than the shortest physics-programs, just not "enormously" longer.

Probably enormously longer if you want it to produce a god that would cause the world to act in a way as if basic EM held.

ie, you don't just need a mind, you need to specify the sort of mind that would want to cause the world to be in a specific way...

Is there a nice way to quantify how fast does these theoretical priors drop off with the length of something?  By how much should I favor simple explanation X over only mediumly more complicated explanation Y.

Interesting question. If you have a countable infinity of mutually exclusive explanations (e.g. they are all finite strings using letters from some finite alphabet), then your only constraint is that the infinite sum of all their prior probabilities must converge to 1. Otherwise you're free to choose. You could make the convergence really fast (say, by making the prior of a hypothesis inversely proportional to the exponent of the exponent of its length), or slower if you wish to. A very natural and popular choice is restricting the hypotheses to form a "prefix-free set" (no hypothesis can begin with another shorter hypothesis) and then assigning every hypothesis of N bits a prior of 2^-N, which makes the sum converge by Kraft's inequality.

What is the reasoning behind using a prefix-free set?

Apart from giving a simple formula for the prior, it comes in handy in other theoretical constructions. For example, if you have a "universal Turing machine" (a computer than can execute arbitrary programs) and feed it an infinite input stream of bits, perhaps coming from a random source because you intend to "execute a random program"... then it needs to know where the program ends. You could introduce an end-of-program marker, but a more general solution is to make valid programs form a prefix-free set, so that when the machine has finished reading a valid program, it knows that reading more bits won't result in a longer but still valid program. (Note that adding an end-of-program marker is one of the ways to make your set of programs prefix-free!) 

Overall this is a nice example of an idea that "just smells good" to a mathematician's intuition.

Ah! I must have had a brain-stnank - this makes total sense in math / theoretical CS terms, I was substituting an incorrect interpretation of "hypothesis" when reading the comment out of context. Thanks :)

And, in particular, we're looking at god-programs that produce the output we've observed, which seems to cut out a lot of them (and specifically a lot of simple ones).

Occam's Razor is "entities must not be multiplied beyond necessity" (entia non sunt multiplicanda praeter necessitatem)

NOT "The simplest explanation that fits the facts."

Now thats just purely definition. I think both are true. I think there are problems with both. The problem with Occams razor, is that yes its true, however, it doesn't cover all the bases. There is a deeper underlying principle that makes Occams razor true, which is the one you described in the article. However summing up your article as "The simplest explanation that fits the facts" is also misleading as in, while it does seem to cover all the bases, it only does so if you use a very specific definition of simple which really doesnt fit with everyday language.

Example: Stonehenge, let me suggest two theories, 1. it was built by ancient humans, 2. it fell together through purely random geological process. Both theories fit with the facts, we know that both are physically possible (yes 2. is vastly less probable, ill get to that in a second). Occams razor suggest 2. as the answer, and "The simplest explanation" appears to be 2. also. Both seem to be failing. The real underlying principle as to why Occams razor is true, is statistics, not simplicity. Now dont get me wrong, I understand why "The simplest explanation that fit the facts" actually points to 1., but then you have to go through this long process of what you actually mean by simplest, which basically just ends up being a long explanation of how "simple" actually means "probable".

Anyways, I'm just arguing over semantics, I do in fact agree with everything you said. I just wish there was no Occams razor, it should just be "The theory which is the most statistically probable, is usually the right one." This is what people actually mean to say when they say "The simplest explanation that fits the facts."

In statistics generally the model that has the least variables and is the most statistically probable is the one used. See things like AIC or Bayesian Information Criterion on how to choose a good model.  This means that Occam's razor is accurate. Given that is is possible to continuously add variables to a model and get a perfect fit but have the model be blown apart with the addition of an additional observation that is not otherwise influential, then, unless you are defining probability to include an Information Criterion, your formulation is less useful. 

Occam's Razor is "entities must not be multiplied beyond necessity" (entia non sunt multiplicanda praeter necessitatem)

NOT "The simplest explanation that fits the facts."

The form you list it in is the historical form of Occam's Razor, but it isn't the form that the Razor has been applied in for a fairly long time. Among other problems, defining what one means by distinct entities is problematic. And we really do want to prefer simpler explanations to more complicated ones. Indeed, the most general form of the razor doesn't even need to have an explanatory element (I in general prefer a low degree polynomial to interpolate some data to a high degree polynomial even if I have no explanation attached to why I should expect the actual phenomenon to fit a linear or quadratic polynomial.) 

I may be missing something here --
    Occam's Razor is "entities must not be multiplied beyond necessity" (entia non sunt multiplicanda praeter necessitatem)

-- but isn't the post using the first definition anyway? So even if he explicitly wrote the second definition instead of the first, he was clearly aware of the first since that's what corresponds with his argument.

Witchcraft may fit our observations in the sense of qualitatively permitting them; but this is because witchcraft permits everything

I think replacing witchcraft with godhood is also a common mistake

What I don't understand is so much insistence that Occam's Razor applies only to explanations you address to God. Or else how do you avoid the observation that the simplicity of an explanation is a function of whom you are explaining to ? In the post, you actually touch on the issue, only to observe that there are difficulties interpreting Occam's Razor in the frame of explaining things to humans (in their own natural language), so let's transpose to a situation where humans are completely removed from the picture. Curiously enough, where the same issue occurs in the context of machine languages it is quickly "solved". Makes one wonder what Occam - who had no access to Turing machines - himself had in might.

Also, if you deal in practice with shortening code length of actual programs, at some point you have exploited all the low lying fruit; further progress can come after a moment of contemplation made you observe that distinct paths of control through the code have "something in common" that you may try to enhance to the point where you can factor it out. This "enhancing" follows from the quest for minimal "complexity", but it drives you to do locally, on the code, just the contrary of what you did during the "low-lying fruit" phase, you "complexify" rather than "simplify" two distinct areas of the code to make them resemble each other (and the target result emerges during the process, fun). What I mean to say, I guess, is that even the frame proposed by Chaitin-Kolmogorov complexity gives only fake reasons to neglect bias (from shared background or the equivalent).

"each program is further weighted by its fit to all data observed so far.  This gives you a weighted mixture of experts that can predict future bits."

I don't see it explained anywhere what algorithm is used to weight the experts for this measure. Does it matter? And how are the "fit" probabilities and "complexity" probabilities combined? Multiply and normalize?

I don't see it explained anywhere what algorithm is used to weight the experts for this measure. 

What I find fascinating is that Solomonoff Induction (and the related concepts from Kolmogorov complexity) very elegantly solves the classical philosophical problem of induction, as well as resolving a lot of other problems:

Despite this, it is almost unheard of in the general philosophical (analytic philosophy) community. I've read literally dozens of top-grade philosophers discussing these topics, with the implication that these are still big unsolved problems, and in complete ignorance that there is a very rich mathematical theory in this area. And the theory's not exactly new either... dates back to the 1960s.

Philosophers don't read those things.  If that explanation seems lacking, I feel like referring to Feynman.

I don't think Solomonoff Induction solves any of those three things. I really hope it does, and I can see how it kinda goes half of the way there to solving them, but I just don't see it going all the way yet. (Mostly I'm concerned with #1. The other two I'm less sure about, but they are also less important.)

I don't know why the philosophical community seems to be ignoring Solomonoff Induction etc. though. It does seem relevant. Maybe the philosophers are just more cynical than we are about Solomonoff Induction's chances of eventually being able to solve 1, 2, and 3.

Possibly because .Solomonoff induction isnt very suitable to answering the kinds of questions philosophers want answered, questions of fundamental ontology.. It can tell you what programme would generate observed data, but it doesn't tell you what the programme is running on..the laws  of physics, Gods mind, .or a giant simulation.  OTOH, traditional Occams razor can exclude a range of ontological hypotheses.

There is also the problem that there is no absolute measure of the complexity of a programme: a programming language is still a language, and some languages can express some things more concisely than others,  as explained in kokotajlods other comment. 
http://lesswrong.com/lw/jhm/understanding_and_justifying_solomonoff_induction/ady8

If you let a program store one more binary bit of information, it will be able to cut down a space of possibilities by half, and hence assign twice as much probability to all the points in the remaining space.  This suggests that one bit of program complexity should cost at least a "factor of two gain" in the fit.  If you try to design a computer program that explicitly stores an outcome like "HTTHHT", the six bits that you lose in complexity must destroy all plausibility gained by a 64-fold improvement in fit.  Otherwise, you will sooner or later decide that all fair coins are fixed.

If you let a program store one more binary bit of information, it will be able to cut down a space of possibilities by half, and hence assign twice as much probability to all the points in the remaining space.  This suggests that one bit of program complexity should always buy at least a "factor of two gain" in the fit.  If you try to design a computer program that explicitly stores an outcome like "HTTHHT", the six bits that you pay in complexity must get you at least a 64-fold improvement in fit.  Otherwise, you will sooner or later decide that all fair coins are fixed.

Upcoming formal philosophy conference on the foundations of Occam's razor here. Abstracts included.

I need some help understanding the article after Unless your program is being smart, and compressing the data, it should do no good just to move one bit from the data into the program description. 

How is the connection being made from complexity and fit to data and program description? 

Complexity, as defined in Solomonoff Induction, means program description - that is, code length in bits.

Sidenote: thank you for reminding me that Eliezer was talking about better versions of SI in 2007, before starting his quantum mechanics sequence.

I found a reference to a very nice overview for the mathematical motivations of Occam's Razor on wikipedia.

It's Chapter 28: Model Comparison and Occam's Razor; from (page 355 of) Information Theory, Inference, and Learning Algorithms (legally free to read pdf)  by David J. C. MacKay.

The Solomonoff Induction stuff went over my head, but this overview's talk of trade-offs between communicating increasing numbers of model parameters vs having to communicate less residuals (ie. offsets from real data); was very informative.

My own way of thinking of Occam's Razor is through model selection. Suppose you have two competing statements H1 (the which did it) and H2 (it was chance or possibly something other than a which caused it (H2=¬H1)) and some observations D (the sequence came up 0101010101). Then the preferred statement is whichever is more probable calculated as

Now all this is just the mathematical way of writing that a hypothesis that has more parameters (or more specifically more possible values that it predicts), will not be as strong a statement that predicts a smaller state of outcomes.

Now what remains is to estimate the priors and the the fraction of outcomes that look like a pattern. We can skip p(D) as we are interested in p(H1|D):p(H2|D).

Now comparing the amount of conditionals in the hypotheses and how surprised I am by them I would roughly estimate a ratio of the priors as something like 2100 in favor to chance, as the witch hypothesis goes against many of my formed beliefs of the world collected over many years, it includes weird choices of living for this hypothetical alien entity, it picks out me as a possible agent of many in the neighborhood, it singles out an arbitrary action of mine and an arbitrary set of outcomes.

For the sake of completeness. The fraction of outcomes that look like a pattern is kind of hard to estimate exactly. However, my way of thinking about it is how soon in the sequence would I postulate the specific sequence that it ended up in. After 0101, I think that the sequence 0101010101 is the most obvious pattern to continue it in. So roughly this is six bits of evidence.

In conclusion, I would say that the probability of the witch hypothesis is lacking around 94 bits of evidence for me to believe it as much as the chance hypothesis.

The downside of this approach to the Solomonoff induction and the minimum message length is that it is clunkier to use and it might be easy to forget to include conditionals or complexity in the priors the same way they can be lost in the English language. The upside is that as a model it is simpler, less ad hoc and builds directly on the product rule in probability and that probabilities sum to one and should thus be preferred by Occam's Razor ;).



The Lens That Sees Its Flaws

Light leaves the Sun and strikes your shoelaces and bounces off; some photons enter the pupils of your eyes and strike your retina; the energy of the photons triggers neural impulses; the neural impulses are transmitted to the visual-processing areas of the brain; and there the optical information is processed and reconstructed into a 3D model that is recognized as an untied shoelace; and so you believe that your shoelaces are untied.

Here is the secret of deliberate rationality—this whole process is not magic, and you can understand it. You can understand how you see your shoelaces. You can think about which sort of thinking processes will create beliefs which mirror reality, and which thinking processes will not.

Mice can see, but they can’t understand seeing. You can understand seeing, and because of that, you can do things that mice cannot do. Take a moment to marvel at this, for it is indeed marvelous.

Mice see, but they don’t know they have visual cortexes, so they can’t correct for optical illusions. A mouse lives in a mental world that includes cats, holes, cheese and mousetraps—but not mouse brains. Their camera does not take pictures of its own lens. But we, as humans, can look at a seemingly bizarre image, and realize that part of what we’re seeing is the lens itself. You don’t always have to believe your own eyes, but you have to realize that you have eyes—you must have distinct mental buckets for the map and the territory, for the senses and reality. Lest you think this a trivial ability, remember how rare it is in the animal kingdom.

The whole idea of Science is, simply, reflective reasoning about a more reliable process for making the contents of your mind mirror the contents of the world. It is the sort of thing mice would never invent. Pondering this business of “performing replicable experiments to falsify theories,” we can see why it works. Science is not a separate magisterium, far away from real life and the understanding of ordinary mortals. Science is not something that only applies to the inside of laboratories. Science, itself, is an understandable process-in-the-world that correlates brains with reality.

Science makes sense, when you think about it. But mice can’t think about thinking, which is why they don’t have Science. One should not overlook the wonder of this—or the potential power it bestows on us as individuals, not just scientific societies.

Admittedly, understanding the engine of thought may be a little more complicated than understanding a steam engine—but it is not a fundamentally different task.

Once upon a time, I went to EFNet’s #philosophy chatroom to ask, “Do you believe a nuclear war will occur in the next 20 years? If no, why not?” One person who answered the question said he didn’t expect a nuclear war for 100 years, because “All of the players involved in decisions regarding nuclear war are not interested right now.” “But why extend that out for 100 years?” I asked. “Pure hope,” was his reply.

Reflecting on this whole thought process, we can see why the thought of nuclear war makes the person unhappy, and we can see how his brain therefore rejects the belief. But if you imagine a billion worlds—Everett branches, or Tegmark duplicates1—this thought process will not systematically correlate optimists to branches in which no nuclear war occurs.2

To ask which beliefs make you happy is to turn inward, not outward—it tells you something about yourself, but it is not evidence entangled with the environment. I have nothing against happiness, but it should follow from your picture of the world, rather than tampering with the mental paintbrushes.

If you can see this—if you can see that hope is shifting your first-order thoughts by too large a degree—if you can understand your mind as a mapping engine that has flaws—then you can apply a reflective correction. The brain is a flawed lens through which to see reality. This is true of both mouse brains and human brains. But a human brain is a flawed lens that can understand its own flaws—its systematic errors, its biases—and apply second-order corrections to them. This, in practice, makes the lens far more powerful. Not perfect, but far more powerful.

1 Max Tegmark, “Parallel Universes,” in Science and Ultimate Reality: Quantum Theory, Cosmology, and Complexity, ed. John D. Barrow, Paul C. W. Davies, and Charles L. Harper Jr. (New York: Cambridge University Press, 2004), 459–491, http://arxiv.org/abs/astro-ph/0302131.

2 Some clever fellow is bound to say, “Ah, but since I have hope, I'll work a little harder at my job, pump up the global economy, and thus help to prevent countries from sliding into the angry and hopeless state where nuclear war is a possibility. So the two events are related after all.” At this point, we have to drag in Bayes’s Theorem and measure the relationship quantitatively. Your optimistic nature cannot have that large an effect on the world; it cannot, of itself, decrease the probability of nuclear war by 20%, or however much your optimistic nature shifted your beliefs. Shifting your beliefs by a large amount, due to an event that only slightly increases your chance of being right, will still mess up your mapping.

Light leaves the Sun and strikes your shoelaces and bounces off; some photons enter the pupils of your eyes and strike your retina; the energy of the photons triggers neural impulses; the neural impulses are transmitted to the visual-processing areas of the brain; and there the optical information is processed and reconstructed into a 3D model that is recognized as an untied shoelace; and so you believe that your shoelaces are untied.

Here is the secret of deliberate rationality - this whole entanglement process is not magic, and you can understand it.

But if we were minds in a vat, or cogs in the Matrix, we would still be able to reason rationally and make intelligent predictions about the world we see. And test them, and improve our predictions and discard the ones that are wrong. We can be rational about the real world, even if the real world is an illusion.

So I don't see how we can found rationality on our understanding of the world (a world we only understand through reason). In this argument, where is the egg that was not born of a chicken?

HA, your objection is too vague for me to apply.  Specify.

But if we were minds in a vat, or cogs in the Matrix, we would still be able to reason rationally and make intelligent predictions about the world we see. And test them, and improve our predictions and discard the ones that are wrong. We can be rational about the real world, even if the real world is an illusion.

I do not understand your bizarre concept, illusion.  Whatever is, is real.  Sometimes the underlying levels of organization are different from what you expected.

So I don't see how we can found rationality on our understanding of the world (a world we only understand through reason). In this argument, where is the egg that was not born of a chicken?

That's why I distinguished deliberate rationality.  Seeing your shoelaces is also rational, for it produces beliefs that are themselves evidence; but it is not a process that requires deliberate control.  The lens sees, even in mice; but only in humans does the lens see itself and see its flaws.

Re: wishful thinking, I've personally seen this before, where people explicitly reject reason on an important topic; I knew a rabbi in Minnesota who insisted the Israeli-Palestinian peace process will succeed, simply because "it must succeed." Usually people only explicitly reject reason on "one thought too many" topics like "I would never even think about betraying my friends", but the wishful-thinking topics such as your nuclear-war example don't seem to fit into this mold.

Anyone know what the research says on this? I know people faced with death will shift their values, but to what degree and in what directions do they shift their estimated probability of deaths and disasters when the disaster involves them or people they care about? And is this just part of a more general wishful-thinking bias? (Not that I know what the research says about wishful thinking, either.)

Conjecture: a New Yorker is more likely to see D.C. as the likely first target for a terrorist nuclear bomb, compared with a D.C. resident.

Here's a good example in your reply to Stuart: "but only in humans does the lens see itself and see its flaws". Here I think, as in my  previous critical post, that you're "stat[ing] overcertainty about the existence and mechanics of various phenomena".

One might say that writing these statements in a more provisional and tentative fashion, such as "As far as we can tell, some humans are the only things capable of analyzing flaws in their ability to to observe the universe, and pointing out this exceptionalist element about some humans is of use because of X" makes communication too cumbersome, and there's no need to to say because such nuances are implied.

But I disagree. I think the overcertain style of writing you and some other commenters fall into is less helpful for discussing this stuff than a greater level of nuance, and framing ideas and knowledge more provisionally.

In short, I'm requesting greater transparency about our bounded rationality in your posts.

HA, it is indeed too cumbersome.  See also Orwell's "Politics and the English Language."

Ad hominem tu quoque:  You didn't rewrite your own comment in the cumbersome style you wanted me to use.  In fact, your initial comment was so extremely minimal that I couldn't apply it, and not qualified at all.

The "lens" sees perhaps only parts of itself, and then perhaps only some of its flaws.

Agreed. And I could argue the mouse brain also sees parts of the lens. So I’m not sure we are so different.

I think the mouse brain doesn't see enough to be able to increase how much of its own lens it sees, unlike us. Integrated Information Theory would probably imply it's a consequence of the structure of the information lens.

If it is true that "if God exists, then the rational thing is to hope and not in just the improbable but the impossible", then that fact is itself strong evidence against the existence of God.

But who said anything about sacrificing hope? Eliezer argues against wishful thinking, which is not at all the same thing as hope. Oh, and the idea that "faith, hope and love" are the same kind of thing -- so much the same kind of thing that abandoning two of them would be likely to lead to abandoning the third -- seems to me to have no support at all outside the First Letter to the Corinthians; why should Eliezer fear that abandoning faith and (what you rather bizarrely call) hope should lead to abandoning love?

"I would argue that they are at the core of what it is to live a fully human life."

A fully human life, in the natural sense of the term, has an average span of sixteen years. That's the environment we were designed to live in- nasty, brutal, and full of misery. By the standards of a typical human tribe, the Holocaust would have been notable for killing such a remarkably small percentage of the population. Why on Earth would we want to follow that example?

"It looks like this website has rejected the theistic understanding of faith and hope."

Yes, for a very good reason- it does not work. If you stand in front of a truck, and you have faith that the truck will not run you over, and you hope that the truck will not run you over, your bones and vital organs will be sliced and diced and chopped and fried. The key factor in survival is not lack of hope, or lack of faith, but lack of doing stupid things such as standing in front of trucks.

"I don’t know how you can love something without it making you biased towards it."

This is not what we mean by "biased". By "bias", we mean bugs in the human brain which lead us to give wrong answers to simple questions of fact, such as "What is the probability of X?". See http://www.acceleratingfuture.com/tom/?p=30.

What the heck, Humans who lived past infancy lived far longer than 16 years in the Ancestral environment - just very poor infant mortality brought down the average life expectancy.

"The typical human tribe" would not have gone around murdering whole other tribes... there is no evidence for that and that is not what modern isolated hunter gatherers do either. 

Agreed on infant mortality: 'life expectancy' is an incredibly misleading term, and leads to any number of people thinking that anyone over 40 was an old man in previous centuries, when a lot of the difference can be explained by infant mortality.

On human tribes, I don't think slaughtering an entire other tribe is a particularly shocking thing for a tribe to do. I've read things suggesting that 20th century rates of personal homicide and deaths in war per person are both actually low by previous centuries' standards, so the popular idea of the Holocaust and Communist purges as making the 20th century the century of war or atrocity is flawed. But agreed this doesn't make Holocausts 'typical'.

Isn't  the 20th century's apparent low death toll from homicide and war just a matter of percentages? The absolute number of deaths from these things is much greater in the 20th century. I think the absolute number matters too.

. there is no evidence for that and that is not what modern isolated hunter gatherers do either.

I came across plenty of examples in my studies of anthropology. Of course it depends what you mean by "tribe". Really large scale violence requires a certain amount of technology. As an example"Yanomamo: The Fierce People" by Chagnon details some such incidents and suggests they were not unusual. Well actually the men and children were killed, the nubile women were kept alive for . 

See also the Torah / Old Testament for numerous genocides, though these were bronze/iron age people and also the historicity of the incidents is disputed.

This was not universal - the Kalahari Bushmen (now called the San people) did not do this, perhaps in part because their main weapon was a slow acting poison dart. An all-out war would kill everyone involved. 

But rates of violent death among males were extremely high in hunter/gatherer societies often documented by early anthropologists (from reconstructing family trees) in the 30-50% range. 

What about other religions? Islam and Judaism come to mind, but there are also non-abrahamic religions that advocate faith, hope and love.  Why is are you exclusively a Christian and not a Muslim, a Jew, a Buddhist or a Pagan?  Why are you a Catholic instead of a Protestant?  If you were born in China in the early 20th century, would you be a Catholic?  If so, why?  If not, why are you a Catholic here and now?

Cure, you're making too many comments.  A good rule of thumb is that you should never have made more than 3 and preferably 2 of the 10 most recent comments.  You've made it clear what you believe; everyone knows you're a Catholic now; you do not need to repeat it further.

This does make some sense. If man is made in the image of God, and we know God is a mass murderer, then we can predict that some men will also be mass murderers. And lo, we have plenty of examples- Hitler, Stalin, Mao, Pol Pot, etc.

"Sure God is not going to change natural law just because we are putting him to the test."

If God does exist, as soon as we finish saving the world and whatnot, he should be immediately arrested and put on trial for crimes against humanity, due to his failure to intervene in the Holocaust, the smallpox epidemics, WWI, etc.

"Twelve poor followers of Christ were able to convert the Roman empire."

Aye. And Karl Marx must have had divine powers too- how else could a single person, with no political authority, cause a succession of revolutions in some of the largest countries on Earth?

"I could go into the lives of the saints for other examples but I wont."

How do you know that large parts of their lives weren't simply made up?

"You call the getting to the probability of nuclear war a simple question?"

Read the literature on heuristics and biases- researchers deliberately use simple questions with factual answers, so that the data unambiguously show the flaws in human reasoning.

CoA, if you "would argue that [faith, hope and love] are at the core of what it is to live a fully human life" then why don't you, rather than just asserting it? (Or, if the argument you'd make is much too long and convoluted, point us to somewhere where it's made in a non-question-begging way.)

"This website" doesn't reject anything. It can't. It's only a website. A lot of the posters and commenters here disagree with "the theistic understanding of faith and hope", but people who think otherwise aren't forbidden to contribute or anything.

Tom, CoA isn't saying "the apostles converted everyone to Christianity, so it must have been a miracle" (though he may well believe it); he's saying "Christianity took over much of the world from tiny beginnings; it seems likely that the people involved were more optimistic than the evidence would have seemed to warrant". He's probably right about that (see "Small Business Overconfidence"). The same is surely true of at least some of the people involved in the rise of communism. Optimism beyond the evidence probably is an advantage, if your goal is to have a belief that isn't well supported by the evidence become hugely popular and influential. Demagogues and revolutionaries and medical quacks all tend to be optimistic beyond the evidence.

Well, yes. But scientists need to have optimism that their experiments will lead somewhere, entrepeneurs have to be optimistic about there projects (and I'm optimistic that this remark will not get me kicked off this site).  Without optimism great projects would not be undertaken.

If you can see this - if you can see that hope is shifting your first-order thoughts by too large a degree - if you can understand your mind as a mapping-engine with flaws in it - then you can apply a reflective correction.

Rationalist Snow White: "Mirror, mirror on the wall, do I have any imperfections I have not yet realized on my own?"

Mirror, mirror, what am I missing that's perfectly obvious to some people?

Mirror, mirror, where do I need to look that's completely non-obvious?

"Mirror, mirror on the wall, how long is this stick?"

"Mirror, mirror on the wall, how long is this stick?"

To ask which beliefs make you happy, is to turn inward, not outward—it tells you something about yourself, but it is not evidence entangled with the environment.  I have nothing anything against happiness, but it should follow from your picture of the world, rather than tampering with the mental paintbrushes.

Quite. I encounter a lot of people with this mindset; they hold to a belief because it makes them happier to, and they prefer to be happy and overly optimistic than realistic and disappointed. Having the self-awareness to realize that's exactly what they're doing is somewhat rarer, perhaps because the awareness makes the illusory belief harder to hold to (it starts to take on characteristics of belief-in-belief?)

The maximization of happiness is, of course, a legitimate value to pursue, but not at the expense of the accuracy of the map. That causes more problems than it solves. And for the notion that our optimist is better off with his or her particular rose-tinted glasses on, there's always the Litany of Gendlin

I don't think it's necessary for each individual to be aware of their own irrationality or try to become more rational or what have you. You don't have to have any formal study in physics to be great at pool, and you don't need formal study in rationality to do well in life or even science specifically. Any flaws in the ability of some individuals to act "rationally" won't matter in the aggregate because just a small number of people can profit heavily from the economic rent this will leave (in proportion to how much it actually matters) and in the process fix this efficiency. 

"I don't think it's necessary for each individual to be aware of their own irrationality or try to become more rational or what have you."
Necessary? True. Human civilisation has progressed quite far without rationality taking an obvious, prominent stand at it's forefront. I wouldn't even say that making rationality worldwide would make life for the average human easier enough to use such a stance as marketing for rationality.
But, you are forgetting a rather, in my opinion, obvious benefit of rational thinking: the efficiency of rationality.
Suppose I am confronted with a man who was raised believing bananas induce insanity. How can I convince him otherwise? If neither of us are advocates of rational thinking, it could devolve into a shouting match with both of us believing the other completely insane. This is speculation, here. 
If I'm an advocate of rational thinking, I might suggest experimenting with feeding bananas to previously confirmed sane people as a way to prove him wrong, if I don't think there's a chance of him being right. This taking more time than a shouting match. If I decide to approach the issue with the caution of a scientist, I'd need to approach the issue slowly and cautiously, because I'd need him to monitor my experiments, taking even more time than a shouting match. 
If we are BOTH rational thinkers, a simple discussion about how many billions of people should be somewhere between frothing at the mouth to ticking homicidal time-bombs(depending upon his personal definition of insanity), taking about the same time as a shouting match. And(hopefully!)leaving him with the conclusion that bananas do NOT induce insanity. 
I dare you to argue with rationality's efficiency.

Lest you think this a trivial ability, remember how rare it is in the animal kingdom.

I disagree with the notion that the ability to distinguish the map and the territory separates humans from other animals. Consider this: I am nearsighted. When I look a sign from far away, I can't make out the letters. However, when I look at a human from a similar distance, I can recognize the face. Clearly my facial recognition system has adaptions for working with nearsighted eyes. A lens that can see its own flaws. And this couldn't have evolved only in humans. Mice probably have similar adaptions.

And think about this optical illusion: Nearby objects look bigger than distant objects. Yet we don't think this as an illusion at all, because we are so good at adjusting to it.

What about this: we have mechanisms to make proteins based on DNA sequences, but do we have any mechanisms for telling weather we have the right DNA sequence? Yes we do. Nearly every organism has error-correcting processes right after replication (where errors are most likely to be created), and many ways to avoid getting viruses to fool them.

In none of these cases does the organism make a theory about how their lens is flawed, and then correct themselves based on the theory. But here the difference is not in seeing flaws, but in that humans make theories to a much higher amount of sophistication than other animals.

I think you have a point, but I'm not sure about your examples:

Clearly my facial recognition system has adaptions for working with nearsighted eyes. A lens that can see its own flaws.

The facial recognition system is working with poor information from the eye, but it is not a part of it; it cannot correct for flaws in itself.

And think about this optical illusion: Nearby objects look bigger than distant objects. Yet we don't think this as an illusion at all, because we are so good at adjusting to it.

We evolved to do so. There is error correction, yes, but it is fixed; when this misleads us it does not fix itself. (Or does it? Our sensory systems are absurdly adaptable, I wouldn't be surprised. If so, that would be a good example.)

When I look a sign from far away, I can't make out the letters. However, when I look at a human from a similar distance, I can recognize the face. Clearly my facial recognition system has adaptions for working with nearsighted eyes. A lens that can see its own flaws. And this couldn't have evolved only in humans. Mice probably have similar adaptions.

What about this: we have mechanisms to make proteins based on DNA sequences, but do we have any mechanisms for telling weather we have the right DNA sequence? Yes we do. Nearly every organism has error-correcting processes right after replication (where errors are most likely to be created), and many ways to avoid getting viruses to fool them.

The DNA replication mechanism relies on proofreading each segment right after it has been appended to the new copy. If the newly added segment differs from the base, it would be corrected, before the process moves to the next segment. It's a hard-coded biological mechanism, occurring locally within a cell. [1]

What's uniquely human in this argument is the ability to apply a corrective mechanism on the logical - or epistemological - level. The mechanism itself must be grounded in physical processes happening within our bodies and extends to the realm of thoughts. Humans, through evolving culture, found out that there is an innate bias, and then realized that we can make better predictions about the world if we compensate for it. That's what (I think) Eliezer meant by applying second-order corrective error to the first-order thoughts. The models of our physiology and mental processes produce an estimation of that error - the more accurate the model, the better the estimation of the corrective error, and finally, the more objective view of reality. The corrective mechanisms on the cellular- or tissue- or organ-level are present across the whole animal kingdom. In fact, they are the basis of life, but they are not what this article is about.

Setting this distinction aside, do we actually have any evidence of thinking about thinking being a uniquely human ability? Without doing the heavy lifting of investigating the corpus of data, I'd imagine this ability lives on a spectrum with some of the other species showing at least a minimal degree of self-reflection. My intuition is that a second-order correction wouldn't be possible without linguistic and symbolic capabilities, and traces of these are also present in other animals - like dolphins. 

[1] - https://bio.libretexts.org/Bookshelves/Introductory_and_General_Biology/Map%3A_Raven_Biology_12th_Edition/14%3A_DNA-_The_Genetic_Material/14.06%3A_DNA_Repair 

Eliezer (if you see this): is there a reason you feel the need to talk about Everett branches or Tegmark duplicates every time you speak about the interpretation of probability, or is it just a physically realisable way to talk about an ensemble? (Though I'm not sure if you can call them physically realisable if you can't observe them.)

I only recently got involved with LessWrong, and I'd like to explicitly point out that this is a tangent.  I made this account to make an observation about the following passage:

Some clever fellow is bound to say, "Ah, but since I have hope, I'll work a little harder at my job, pump up the global economy, and thus help to prevent countries from sliding into the angry and hopeless state where nuclear war is a possibility.  So the two events are related after all."  At this point, we have to drag in Bayes's Theorem and measure the charge of entanglement quantitatively.  Your optimistic nature cannot have that large an effect on the world; it cannot, of itself, decrease the probability of nuclear war by 20%, or however much your optimistic nature shifted your beliefs.  Shifting your beliefs by a large amount, due to an event that only carries a very tiny charge of entanglement, will still mess up your mapping.

First, let me say that I agree with your dismissal of the instance, but I think the idea suggests another argument that is interesting and somewhat related.  While the accuracy of an estimate relies very little upon an individual's beliefs or actions, similar to explanations of the Prisoner's Dilemma or why an individual should vote, I can see a reasonable argument that a person's beliefs can represent a class of individuals that can actually affect probabilities.

Arguing that hope makes the world better and so staves off war still seems silly, as the effect would still likely be very small, and instead I argue from the perspective of "reasonableness" of actions.  I read "pure hope" as revealing a kind of desperation, representing an unwillingness to consider nuclear war a reasonable action in nearly any circumstance.  A wide-spread belief that nuclear war is an unreasonable action would certainly affect the probability of a nuclear war occurring, both for political reasons (fallout over such a war) and statistical ones (government officials are drawn from the population), and so such a belief could actually have a noticeable effect on the possibility of a nuclear war.  Furthermore, it can be argued that, for a flesh-and-blood emotional being with a flawed lens, viewing a result as likely could make it seem less unreasonable (more reasonable).  As such, one possible argument for why nuclear war may happen later than earlier would look like: Nuclear war is widely regarded as an unreasonable action to take, and the clear potential danger of nuclear war makes this view unlikely to change in the forseeable future.

Following this, an argument that it is beneficial to believe that nuclear war will happen later: Believing that nuclear war is likely could erode the seeming "unreasonableness" of the action, which would increase the likelihood of such a result.  As a representative of a class of individuals who are thus affected, I should therefore believe nuclear war is unlikely, so as to make it less likely.

I am not claiming I believe the conclusions of this argument, only that I found the argument interesting and wanted to share it.  The second argument is also not an argument for why it is unlikely, and is rather an argument for why to believe it is unlikely, independent of actual likelihood, which is obviously something a perfect rationalist should never endorse (and why the argument relies on not being a perfect rationalist).  If anyone is interested in making them, I'd like to hear any rebuttals.  Personally, I find the "belief erodes unreasonableness" part the most suspect, but I can't quite figure out how to argue against it without essentially saying "you should be a better rationalist, then".

What evidence is there for mice being unable to think about thinking? Due to the communication issues, mice can't say if they can think about thinking or not.

 drag in Bayes's Theorem and  ; the link was moved to http://yudkowsky.net/rational/bayes/, but Eliezer seems to suggest https://arbital.com/p/bayes_rule/?l=1zq over it. (and it's really really good)

Your optimistic nature cannot have that large an effect on the world; it cannot, of itself, decrease the probability of nuclear war by 20%, or however much your optimistic nature shifted your beliefs. Shifting your beliefs by a large amount, due to an event that only slightly increases your chance of being right, will still mess up your mapping.

I only need to assume that everybody else or, at least, many other people are similarly irrationally optimistic as I and then the effect of optimism on the world could well be significant and make a 20% change? The assumption is not at all far fetched.

I've probably committed a felony by doing this, but I'm going to post a rebuttal written by GPT-4, and my commentary on it. I'm a former debate competitor and judge, and have found GPT-4 to be uncannily good at debate rebuttals. So here is what it came up with, and my comments. I think this is a relevant comment, because I think what GPT-4 has to say is very human-relevant.

Radiations from the Sun bounce off a piece of cheese and enter into the beady eyes of a mouse; its retinal cells detect the light; the energy of the photons triggers neural impulses; these impulses are transmitted to the visual-processing areas of the mouse's brain; and there the optical information is processed and reconstructed into a 3D model that is recognized as a piece of cheese; and so the mouse knows there is cheese nearby.

This is the essence of the intuitive wisdom of mice—this whole process is not magic, and they don't have to understand it. They understand the presence of cheese. They instinctively know which sensory processes will lead to survival, and which will not.

I find this mirroring from "deliberate rationality" to "intuitive wisdom" and equating cognition to instinct very interesting and not at all obvious, even from the perspective of a human former debate judge. It's a great rebuttal IMO. It points out human deficiencies in our inability to detect cheese, which is arguably more important to mice than their ability to philosophise.

Humans can see, but they overcomplicate seeing. Because of that, they often miss what is right in front of them. Take a moment to appreciate this, for it is indeed fascinating.

IMO another interesting insight -- what does "can't understand seeing" from the human even mean? I'd count this as another decent debate rebuttal probably +1 for team mouse.

Humans see, but they get lost in their understanding of visual cortexes, often making them susceptible to optical illusions. A human lives in a mental world that includes jobs, responsibilities, societal pressures—but not human instincts. Their mind does not often focus on their immediate environment. But we, as mice, can detect a morsel of food from a distance, or sense a lurking predator, without getting distracted by the nature of our senses. Humans often fall victim to their beliefs, but mice react to what is—there must be a clear distinction between survival and theory, between senses and reality. And this is not a trivial skill, remember how rare it is among humans.

If I was judging a debate between mice and humans, I would score this for the mice. The human is arguing "But we, as humans, can look at a seemingly bizarre image, and realize that part of what we’re seeing is the lens itself" whereas the mouse is arguing that their abilities are in tune with survival over theory, and how deficient that balance sometimes is among humans. I like this counter-argument for the mice, practicality over self-perceived superiority. Empathising other species-centric values is something that even my more philosophical human friends struggle with.

The whole idea of Instinct is, simply, intuitive reasoning about a more reliable process for making the contents of our mind mirror the contents of the world. It is the sort of thing humans often forget. Contemplating this business of “responding to immediate needs and threats,” we can see why it works. Instinct is not separate from reality, far away from the understanding of humans. Instinct is not something that only applies to the wilderness. Instinct, itself, is an understandable process-in-the-world that correlates brains with reality.

Lots of parrotting here, but the switch from "inside laboratories" to "the wilderness", and the argument that instinct is a better alignment strategy than science are both very interesting to me. I wouldn't award any points here, pending more arguments.

Instinct makes sense, when you think about it. But humans often overthink, which is why they lose touch with their instincts. One should not overlook the wonder of this—or the potential power it bestows on us as mice, not just animal societies.

I found this quote inspiring, if I was a mouse or other animal. I may have to print a "mouse power" t-shirt.

Indeed, understanding the engine of thought may be more complex than understanding a mouse's instinct—but it is a fundamentally different task.

A mouse's instinct is being equivalized to a steam engine, interesting pivot but the contrasting statements still hold water, compared to the original, IMO.

Consider a time when a human may be anxious about the possibility of a future war. "Do you believe a nuclear war will occur in the next 20 years? If no, why not?" The human may reply with a timeline of a hundred years because of "hope." But why cling to hope? Because it makes them feel better.

Reflecting on this whole thought process, we can see why the thought of war makes the human anxious, and we can see how their brain therefore clings to hope. But in a world of realities, hope will not systematically correlate optimists to realities in which no war occurs.

To ask which beliefs make you happy is to turn inward, not outward—it tells you something about yourself, but it is not evidence entangled with the environment. There is nothing wrong with happiness, but it should follow from your perception of the world, rather than manipulating your mental map.

Very much parrotting here, but I would note "manipulating your mental map" as a counterpoint to "tampering with mental paintbrushes" is an interesting equivalency. I also respect the re-framing of hope as a human flaw, in contrast with the reality-based instincts of a mouse.

If you can see this—if you can see that hope is shifting your first-order thoughts by too large a degree—if you can understand your mind as a mapping engine that has flaws—then you can apply an intuitive correction. The brain is a flawed lens through which to see reality. This is true of both human brains and mouse brains. But a mouse brain is a flawless lens that instinctively understands its environment and reacts accordingly—without second-guessing its instincts, without biases, and without the need for second-order corrections. This, in practice, makes the lens far more efficient. Not perfect, but far more efficient.

Arguing for efficiency over power, and reality over perception, is an argument that would be an interesting avenue to be pursued as a debate judge. As well as the concept of a mouse brain being flawless, as an argument presented by an AI.

At the above paragraph, it ran out of tokens after "--without", so I prompted it "That's great, please finish the essay." and everything after that (above and below) were what followed.

Unlike humans, mice do not overthink or overcomplicate. They live in the present, focused on their immediate needs and potential threats. They don't have to understand their senses; they simply use them. They don't ponder about the existence of mouse brains; they utilize their brains efficiently.

As a debate judge, pretty decent summary of key rebuttals.

Human self-consciousness, while enabling them to create and innovate, also leads them to constant self-doubt and uncertainty, often resulting in inaction or wrong action. Mice, on the other hand, trust their instincts and react swiftly and decisively, making them highly effective in their world.

While humans are busy understanding and correcting their flawed lens, mice are using their lens to navigate the world, survive, and thrive. While humans are stuck in a loop of reflective reasoning and corrections, mice are out there, living their life, applying their senses and instincts to the best of their abilities. They are not bothered about the nature of their lens, they are just using it.

A solid foundational rebuttal of the type I would have used back in my days of competitive debate. Probably better than anything I would have written on the fly.

In the end, it's not about which brain is superior, but about which brain is more efficient for the life it leads. And from a mouse's perspective, the ability to respond instinctively to the environment without the need for constant reflection and correction seems like a pretty great deal. Perhaps it's time humans took a page out of the mouse's book and learned to trust their instincts more, and their overthinking less.

Great re-framing of a debate (efficiency vs power or creativity).

For a formal debate, I would rate GPT-4's rebuttal very high in a real-world "humans vs mice" debate scenario. The outcome of Eliezer vs Team Mouse would almost certainly come down to delivery, given the well-reasoned arguments on both sides given above. Overall, well above the quality of argument I would expect from top-tier debate teams at the high school level, and above average for the college level.

I've experimented with doing Lincoln-Douglas style debates with multiple GPT-powered "speakers" with different "personalities", and it's super interesting and a great brainstorming tool. Overall I consider GPT-4 to be vastly superior to the average twelfth-grader in general purpose argumentative debating, when prompted correctly.

Hopefully this is constructive and helps people get back to the basics -- questioning human-centric thinking, trying to understand what alien intelligence may look like, and how it may challenge entrenched human biases!

Let's see - in this post the author thinks about thinking about thinking; so: third order, right? And this comment: fourth?

I wonder why evolution has selected for this flawed lens and why decision-making shortcuts are selected for. It seems to me that a better picture of reality we have, the greater ability we have to survive and reproduce.

I have nothing against happiness, but it should follow from your picture of the world, rather than tampering with the mental paintbrushes.

I wonder if this idea has much consensus, I'm not sure that I agree with it. If one holds a complete picture of all of the major happenings in the world in their mind , I'm sure the prevalence of tragedy and inequality would lead that person to have a generally unhappy life experience. More often I feel people deliberately "muddy" parts of their lens to not need to consider these things as often.

An observation, which is not intended to contradict your thesis but I think is worth considering as I begin to read through your body of work: there are some cases where the feedback loop between the "lens" (us) and reality causes iterative adjustments to the lens to actually warp reality, making proper correction impossible. 

Consider the stock market. Here we might hold belief X, which causes us to predict that Y situation will result in Z outcome. Concretely, we might say that "AI is very important" and then use this belief to predict that "companies which prioritize AI should be valued higher." If many people do this, it is very likely that reality 'warps' and this stock is now overpriced. This might cause me to correct my lens through experimental observation. Now I believe that "shareholders overvalue AI hype, therefore I predict that a company talking about AI will result in the stock being overvalued." Acting on this belief then, I might divest myself of e.g. Salesforce as they pivot towards AI. Unfortunately, many other people may have already also come to this conclusion and applied their own correction... and so forth in an infinite recursion.






Mysterious Answers to Mysterious Questions

A sequence on how to see through the disguises of answers or beliefs or statements, that don't answer or say or mean anything.

Mysterious Answers to Mysterious Questions is probably the most important core sequence in Less Wrong. Posts in the sequence are distributed from 28 Jul 07 to 11 Sep 07.

Making Beliefs Pay Rent (in Anticipated Experiences)

Not every belief that we have is directly about sensory experience, but beliefs should pay rent in anticipations of experience. For example, if I believe that "Gravity is 9.8 m/s^2" then I should be able to predict where I'll see the second hand on my watch at the time I hear the crash of a bowling ball dropped off a building. On the other hand, if your postmodern English professor says that the famous writer Wulky is a "post-utopian", this may not actually mean anything. The moral is to ask "What experiences do I anticipate?" not "What statements do I believe?"

Suppose someone claims to have a dragon in their garage, but as soon as you go to look, they say, "It's an invisible dragon!" The remarkable thing is that they know in advance exactly which experimental results they shall have to excuse, indicating that some part of their mind knows what's really going on. And yet they may honestly believe they believe there's a dragon in the garage. They may perhaps believe it is virtuous to believe there is a dragon in the garage, and believe themselves virtuous. Even though they anticipate as if there is no dragon.

You can have some fun with people whose anticipations get out of sync with what they believe they believe. This post recounts a conversation in which a theist had to backpedal when he realized that, by drawing an empirical inference from his religion, he had opened up his religion to empirical disproof.

Professing and Cheering

A woman on a panel enthusiastically declared her belief in a pagan creation myth, flaunting its most outrageously improbable elements. This seemed weirder than "belief in belief" (she didn't act like she needed validation) or "religious profession" (she didn't try to act like she took her religion seriously). So, what was she doing? She was cheering for paganism — cheering loudly by making ridiculous claims.

When you've stopped anticipating-as-if something, but still believe it is virtuous to believe it, this does not create the true fire of the child who really does believe. On the other hand, it is very easy for people to be passionate about group identification - sports teams, political sports teams - and this may account for the passion of beliefs worn as team-identification attire.

Focus Your Uncertainty

Justifies the use of subjective probability estimates. Let's say you get paid to explain movements of the financial markets after the fact. You'd like to prepare your explanations for each way things could go in advance, and you can do your job better if you spend more time on preparing explanations for outcomes that are actually more likely. Being able to estimate probabilities could be useful even if you get paid to explain anything.

The Virtue of Narrowness

It was perfectly all right for Isaac Newton to explain just gravity, just the way things fall down - and how planets orbit the Sun, and how the Moon generates the tides - but not the role of money in human society or how the heart pumps blood. Sneering at narrowness is rather reminiscent of ancient Greeks who thought that going out and actually looking at things was manual labor, and manual labor was for slaves.

Your Strength As A Rationalist

A hypothesis that forbids nothing, permits everything, and thereby fails to constrain anticipation. Your strength as a rationalist is your ability to be more confused by fiction than by reality. If you are equally good at explaining any outcome, you have zero knowledge.

Absence of Evidence is Evidence of Absence

Absence of proof is not proof of absence. But absence of evidence is always evidence of absence. According to the probability calculus, if P(H|E) > P(H) (observing E would be evidence for hypothesis H), then P(H|~E) < P(H) (absence of E is evidence against H). The absence of evidence may be a strong indicator or a weak indicator that the hypothesis is false, but it's always an indicator.

Conservation of Expected Evidence

If you are about to make an observation, then the expected value of your posterior probability must equal your current prior probability. On average, you must expect to be exactly as confident as when you started out. If you are a true Bayesian, you cannot seek evidence to confirm your theory, because you do not expect any evidence to do that. You can only seek evidence to test your theory.

Hindsight bias makes us overestimate how well our model could have predicted a known outcome. We underestimate the cost of avoiding a known bad outcome, because we forget that many other equally severe outcomes seemed as probable at the time. Hindsight bias distorts the testing of our models by observation, making us think that our models are better than they really are.

Hindsight Devalues Science

Hindsight bias leads us to systematically undervalue scientific findings, because we find it too easy to retrofit them into our models of the world. This unfairly devalues the contributions of researchers. Worse, it prevents us from noticing when we are seeing evidence that doesn't fit what we really would have expected. We need to make a conscious effort to be shocked enough.

People think that fake explanations use words like "magic", while real explanations use scientific words like "heat conduction". But being a real explanation isn't a matter of literary genre. Scientific-sounding words aren't enough. Real explanations constrain anticipation. Ideally, you could explain only the observations that actually happened. Fake explanations could just as well "explain" the opposite of what you observed.

Guessing the Teacher's Password

In schools, "education" often consists of having students memorize answers to specific questions (i.e., the "teacher's password"), rather than learning a predictive model that says what is and isn't likely to happen. Thus, students incorrectly learn to guess at passwords in the face of strange observations rather than admit their confusion. Don't do that: any explanation you give should have a predictive model behind it. If your explanation lacks such a model, start from a recognition of your own confusion and surprise at seeing the result.

When seemingly unanswerable questions are answered with, say, "God did it," that answer doesn't resolve the question, but it does tell you to stop asking further questions; it functions as a semantic stopsign. But religion is by no means the only source of semantic stopsigns. If you're tempted to solve any problem or explain any event with a word like "government" or "big business" or "terrorism," and you fail to ask the obvious next question "How exactly does [government|business|terrorism] explain this thing or solve this problem?", then that word is a semantic stopsign for you.

Mysterious Answers to Mysterious Questions

Sometimes it seems that people want their semantic stopsigns not to actually explain anything, because they like feeling that the universe is too grand and mysterious to understand. But nothing is mysterious in itself; if we can't understand the universe, it's not because the universe is grand but because we are ignorant, and there's nothing wonderful about that ignorance.

The Futility of Emergence

Positive Bias: Look Into the Dark

The 2-4-6 experiment suggests that humans tend to look for positive evidence ("My theory predicts this, and it happens!") rather than negative evidence ("My theory predicts this won't happen, and it doesn't.") This is similar to, but separate from, confirmation bias. To spot an explanation that isn't helpful, it's not enough to think of what it does explain very well — you also have to search for results it couldn't explain.

My Wild and Reckless Youth

Failing to Learn from History

Making History Available

Explain/Worship/Ignore?

"Science" as Curiosity-Stopper

Although science does have explanations for phenomena, it is not enough to simply say that "Science!" is responsible for how something works -- nor is it enough to appeal to something more specific like "electricity" or "conduction". Yet for many people, simply noting that "Science has an answer" is enough to make them no longer curious about how it works. In that respect, "Science" is no different from more blatant curiosity-stoppers like "God did it!" But you shouldn't let your interest die simply because someone else knows the answer (which is a rather strange heuristic anyway): You should only be satisfied with a predictive model, and how a given phenomenon fits into that model.

Policy proposals need to come with specifics, not just virtuous-sounding words like "democracy" or "balance". These words can stand for specific proposals (democracy: resolving conflicts through voting) but they are often used in an uninformative way to convey mysterious goodness. To test whether a proposal actually carries new information, try reversing it.

How much of your knowledge could you regenerate, if it were deleted from your mind? If you don't have enough experience to regenerate beliefs when they are deleted, then do you have enough experience to connect that belief to anything at all?




Making Beliefs Pay Rent (in Anticipated Experiences)

If a tree falls in a forest and no one hears it, does it make a sound? One says, “Yes it does, for it makes vibrations in the air.” Another says, “No it does not, for there is no auditory processing in any brain.”

If there’s a foundational skill in the martial art of rationality, a mental stance on which all other technique rests, it might be this one: the ability to spot, inside your own head, psychological signs that you have a mental map of something, and signs that you don’t.

Suppose that, after a tree falls, the two arguers walk into the forest together. Will one expect to see the tree fallen to the right, and the other expect to see the tree fallen to the left? Suppose that before the tree falls, the two leave a sound recorder next to the tree. Would one, playing back the recorder, expect to hear something different from the other? Suppose they attach an electroencephalograph to any brain in the world; would one expect to see a different trace than the other?

Though the two argue, one saying “No,” and the other saying “Yes,” they do not anticipate any different experiences. The two think they have different models of the world, but they have no difference with respect to what they expect will happen to them; their maps of the world do not diverge in any sensory detail.

It’s tempting to try to eliminate this mistake class by insisting that the only legitimate kind of belief is an anticipation of sensory experience. But the world does, in fact, contain much that is not sensed directly. We don’t see the atoms underlying the brick, but the atoms are in fact there. There is a floor beneath your feet, but you don’t experience the floor directly; you see the light reflected from the floor, or rather, you see what your retina and visual cortex have processed of that light. To infer the floor from seeing the floor is to step back into the unseen causes of experience. It may seem like a very short and direct step, but it is still a step.

You stand on top of a tall building, next to a grandfather clock with an hour, minute, and ticking second hand. In your hand is a bowling ball, and you drop it off the roof. On which tick of the clock will you hear the crash of the bowling ball hitting the ground?

To answer precisely, you must use beliefs like Earth’s gravity is 9.8 meters per second per second, and This building is around 120 meters tall. These beliefs are not wordless anticipations of a sensory experience; they are verbal-ish, propositional. It probably does not exaggerate much to describe these two beliefs as sentences made out of words. But these two beliefs have an inferential consequence that is a direct sensory anticipation—if the clock’s second hand is on the 12 numeral when you drop the ball, you anticipate seeing it on the 1 numeral when you hear the crash five seconds later. To anticipate sensory experiences as precisely as possible, we must process beliefs that are not anticipations of sensory experience.

It is a great strength of Homo sapiens that we can, better than any other species in the world, learn to model the unseen. It is also one of our great weak points. Humans often believe in things that are not only unseen but unreal.

The same brain that builds a network of inferred causes behind sensory experience can also build a network of causes that is not connected to sensory experience, or poorly connected. Alchemists believed that phlogiston caused fire—we could simplistically model their minds by drawing a little node labeled “Phlogiston,” and an arrow from this node to their sensory experience of a crackling campfire—but this belief yielded no advance predictions; the link from phlogiston to experience was always configured after the experience, rather than constraining the experience in advance.

Or suppose your English professor teaches you that the famous writer Wulky Wilkinsen is actually a “retropositional author,” which you can tell because his books exhibit “alienated resublimation.” And perhaps your professor knows all this because their professor told them; but all they're able to say about resublimation is that it's characteristic of retropositional thought, and of retropositionality that it's marked by alienated resublimation. What does this mean you should expect from Wulky Wilkinsen’s books?

Nothing. The belief, if you can call it that, doesn’t connect to sensory experience at all. But you had better remember the propositional assertions that “Wulky Wilkinsen” has the “retropositionality” attribute and also the “alienated resublimation” attribute, so you can regurgitate them on the upcoming quiz. The two beliefs are connected to each other, though still not connected to any anticipated experience.

We can build up whole networks of beliefs that are connected only to each other—call these “floating” beliefs. It is a uniquely human flaw among animal species, a perversion of Homo sapiens’s ability to build more general and flexible belief networks.

The rationalist virtue of empiricism consists of constantly asking which experiences our beliefs predict—or better yet, prohibit. Do you believe that phlogiston is the cause of fire? Then what do you expect to see happen, because of that? Do you believe that Wulky Wilkinsen is a retropositional author? Then what do you expect to see because of that? No, not “alienated resublimation”; what experience will happen to you? Do you believe that if a tree falls in the forest, and no one hears it, it still makes a sound? Then what experience must therefore befall you?

It is even better to ask: what experience must not happen to you? Do you believe that Élan vital explains the mysterious aliveness of living beings? Then what does this belief not allow to happen—what would definitely falsify this belief? A null answer means that your belief does not constrain experience; it permits anything to happen to you. It floats.

When you argue a seemingly factual question, always keep in mind which difference of anticipation you are arguing about. If you can’t find the difference of anticipation, you’re probably arguing about labels in your belief network—or even worse, floating beliefs, barnacles on your network. If you don’t know what experiences are implied by Wulky Wilkinsens writing being retropositional, you can go on arguing forever.

Above all, don’t ask what to believe—ask what to anticipate. Every question of belief should flow from a question of anticipation, and that question of anticipation should be the center of the inquiry. Every guess of belief should begin by flowing to a specific guess of anticipation, and should continue to pay rent in future anticipations. If a belief turns deadbeat, evict it.

I assume that most of math is being ignored for simplicity's sake?

What good is math if people don't know what to connect it to?

For all mathematical theorems can be restated in the form: 

If the axioms A, B, and C and the conditions X, Y and Z are satisfied, then the statement Q is also true.

Therefore, in any situations where the statements A,B,C and X,Y,Z are true, you will expect Q to also be verified.

In other words, mathematical statements automatically pay rent in terms of changing what you expect. (Which is) the very thing it was required to show. ■

If you demonstrate Pythagoras's Theorem, and you calculate that 3^2+4^2=5^2, you will expect a certain method of getting right angles to work.

If you exhibit the aperiodic Penrose Tiling, you will expect Quasicrystals to exist.

If you demonstrate the impossibility of solving to the Halting Problem, you will not expect even a hypothetical hyperintelligence to be able to solve it.

If you understand why you can't trisect an angle with an unmarked ruler and a compass (not both used at the same time), you will know immediately that certain proofs are going to be wrong.

Yes, we might not immediately know where a given mathematical fact will come in handy when observing the world, but by their nature, mathematical facts tell us exactly when to expect them.

In practice, most of the time people figure out what to connect it to later.
More precisely, most of it probably doesn't connect to anything, but what does connect to stuff usually isn't found to do so until much later than it is invented/discovered.

Some ungrounded concepts can produce your own behavior which in itself can be experienced, so it's difficult to draw the line just by requiring concepts to be grounded. You believe that you believe in something, because you experience yourself acting in a way consistent with you believing in it. It can define intrinsic goal system, point in mind design space as you call it. So one can't abolish all such concepts, only resist acquiring them.

For any instrumental activity, done to achieve some other end, it makes sense to check that specific examples are in fact achieving the intended end.

Most beliefs may have as their end the refinement of personal decisions.  For such beliefs it makes sense not only to check whether they effect your personal experience, but also whether they effect any decisions you might make; beliefs could effect experience without mattering for decisions.

On the other hand, some beliefs may have as their end effecting the experiences or decisions of other creatures, such as in the far future.  And you may care about effects that are not experienced by any creatures.

Elizer, your post above strikes me, at least, as a restatement of verificationism: roughly, the view that the truth of a claim is the set of observations that it predicts.  While this view enjoyed considerable popularity in the first part of the last century (and has notable antecedents going back into the early 18th century), it faces considerable conceptual hurdles, all of which have been extensively discussed in philosophical circles.  One of the most prominent (and noteworthy in light of some of your other views) is the conflict between verificationism and scientific realism: that is, the presumption that science is more than mere data-predictive modeling, but the discovery of how the world really is.  See also here and here.

Rooney, as discussed in The Simple Truth I follow a correspondence theory of truth.  I am also a Bayesian and a believer in Occam's Razor.  If a belief has no empirical consequences then it could receive no Bayesian confirmation and could not rise to my subjective attention.  In principle there are many true beliefs for which I have no evidence, but in practice I can never know what these true beliefs are, or even focus on them enough to think them explicitly, because they are so vastly outnumbered by false beliefs for which I can find no evidence.

I, too, am nervous about having anticipated experience as the only criterion for truth and meaning.  It seems to me that a statement can get its meaning either from the class of prior actions which make it true or from the class of future observations which its truth makes inevitable.  We can't do quantum mechanics with kets, but no bras.  We can't do Gentzen natural deduction with rules of elimination, but no rules of introduction.  We can't do Bayesian updating with observations, but no priors.  And I claim that you can't have a theory of meaning which deals only with consequences of statements being true but not with what actions put the universe into a state in which the statement becomes true.

This position of mine comes from my interpretation of the dissertation of Noam Zeilberger of CMU (2005, I think).  Zeilberger's main concern lies in Logic and Computer Science, but along the way he discusses theories of truth implicit in the work of Martin-Lof and Dummett.

It's amazing how many forms of irrationality failure to see the map-territory distinction, and the resulting reification of categories (like 'sound') that exist in the mind, causes: stupid arguments, phlogiston, the Mind Projection Fallacy, correspondence bias, and probably also monotheism, substance dualism, the illusion of the self, the use of the correspondence theory of truth in moral questions... how many more?

I think you're being too hard on the English professor, though. I suspect  literary labels do have something to do with the contents of a book, no matter how much nonsense might be attached to them. But I've never experienced a college English class; perhaps my innocent fantasies will be shaken then.

Michael V, you could say that mathematical propositions are really predictions about the behavior of physical systems like adding machines and mathematicians. I don't find that view very satisfying, because math seems to so fundamentally underly everything else - mathematical truths can't be changed by changing anything physical, for instance - but it's one way to make math compatible with anticipation.

It's amazing how many forms of irrationality failure to see the map-territory distinction

Should have been "how many forms of irrationality result from failure...". Sorry.

I agree with those who say it's okay to figure things out later.  If my music professor says a certain composer favors the Aeolian mode, I may not be able to visualize that on the spot but who cares?  I can remember that statement and think about it later.  Likewise with phlogiston, I have a vague concept of what it is and someday the alchemists will discover more precisely what's going on there.

Too much cognitive effort would be spent if, every time I thought about linear algebra, I had to visualize the myriad concrete instances in which it will be applied.  I bet thinking in abstractions results in way more economical use of thinking time and thinking-matter.

In what way is the belief that beliefs should be grounded not a free-floating belief itself?

Mark:
Believing that beliefs should be grounded anticipates that there is absolutely no change in anticipation if one were to change these free floating ideas. Of course this doesn't really answer your question because it just restates the definition of 'free floating beliefs' in different words. This belief actually follows from Eliezers belief in Occam's Razor, which predicts that when faced with unexplained events, if one creates a set of theories explaining these events, any predictions made by the simple theories are more likely to actually happen tha... (read more)

Jan: Occam's razor is not so much a rule of science but an operating guideline for doing science. It could be reduced to "test simple theories first". In the past this has been very useful in keeping scientific effort productive, the 'belief' is that it will continue to be useful in this way.

This led to a fun read of "occam's razor" wikipedia entry. Hickum's dictum in particular was a great find (generalized beyond medicine, it could be that explanations for unexplained events can be as complex as they damn well please). As a practical corrective, it seems to me that probability theory suggests that the best accessible explanation to us for unexplained events is in the set of simpler theories, but is probably not one of the absolute simplest.

Eliezer once wrote that "We can build up whole networks of beliefs that are connected only to each other - call these "floating" beliefs. It is a uniquely human flaw among animal species, a perversion of Homo sapiens's ability to build more general and flexible belief networks.

The rationalist virtue of empiricism consists of constantly asking which experiences our beliefs predict - or better yet, prohibit."

I can't see how nearly all of the beliefs expressed in this post predict or prohibit any experience.

How is that different than our current belief that oxygen causes fire?

The absence of oxygen isn't much like a substance whose release is fire:

You're giving phlogiston qualities no one who held that theory gave it. If you want to call the absence of oxygen phlogiston, okay, but you aren't talking about the same phlogiston everyone else is talking about. Moreover, thinking about fire this way is clumsy and incompatible with the rest of our knowledge about physics and chemistry.

We already had a conception of matter when phlogiston was invented... and phlogiston was understood as a kind of matter. To say the phlogiston is really this other kind of thing, which isn't matter but a particular kind of absence of matter is both unhelpful and a distortion of phlogiston theory. The whole point of the phlogiston theory was that they thought there was a kind of matter responsible for fire! But there isn't matter like that. 

Now by defining phlogiston as the absence of oxygen you might be able to model combustion in a narrow set of circumstances-- but you couldn't fit that model with any of your other knowledge about physics and chemistry. 

In short neither the original kind nor your kind of phlogiston exist.

Because one of these allows you to make predictions, and the other doesn't. Saying "fire has a cause, and I'm going to call it 'phlogiston'!" doesn't tell you anything about fire, it's just a relabeling.

The hypothesis went a little deeper than that. "Flammable things contain a substance, and its release is fire" lets you make many predictions — e.g., that things will burn in vacuum, or that things burned in open air will always lose mass (this is how it was falsified).

I loved this post, but I have to be a worthless pedant.

If you drop a ball off a 120-m tall building, you expect impact in t=sqrt(2H/g)=~5 s. But that would be when the second-hand is on the 1 numeral.

What about knowledge for the sake of knowledge? For instance I don't anticipate that my belief that The Crusades took place will ever directly affect my sensory experiences in any way. Does that then mean that this belief is completely worthless and on the same level as the belief in ghosts, psychics, phlogiston, etc.?

Wouldn't taking your chain of reasoning to its logical conclusion require one to "evict" all beliefs in everything that one has not, and does not anticipate to, personally see, hear, smell, taste, or touch? After all, how much personal sensory experience do you have that confirms the existence of atoms, for example?

You write, “suppose your postmodern English professor teaches you that the famous writer Wulky Wilkinsen is actually a ‘post-utopian’. What does this mean you should expect from his books? Nothing.”

I’m sympathetic to your general argument in this article, but this particular jibe is overstating your case.

There may be nothing particularly profound in the idea of ‘post-utopianism’, but it’s not meaningless. Let me see if I can persuade you.

Utopianism is the belief that an ideal society (or at least one that's much better than ours) can be constructed, for example by the application of a particular political ideology. It’s an idea that has been considered and criticized here on LessWrong. Utopian fiction explores this belief, often by portraying such an ideal society, or the process that leads to one. In utopian fiction one expects to see characters who are perfectible, conflicts resolved successfully or peacefully, and some kind of argument in favour of utopianism. Post-utopian fiction is written in reaction to this, from a skeptical or critical viewpoint about the perfectibility of people and the possibility of improving society. One expects to see irretrievably flawed characters, i... (read more)

Would you consider Le Guin's The Dispossessed to be post-utopian? I think she intends her Anarres to be a good place on the whole, and a decent partial attempt at achieving a utopia, but still to have plausible problems.

I think it's both. "Brave New World" portrays a dystopia (Huxley called it a "negative utopia") but it's also post-utopian because it displays skepticism towards utopian ideals (Huxley wrote it in reaction to H. G. Wells' "Men Like Gods").

I don't claim any expertise on this subject: in fact, I hadn't heard of post-utopianism at all until I read the word in this article. It just seemed to me to be overstating the case to claim that a term like this is meaningless. Vague, certainly. Not very profound, yes. But meaningless, no.

The meaning is easily deducible: in the history of ideas "post-" is often used to mean "after; in consequence of; in reaction to" (and "utopian" is straightforward). I checked my understanding by searching Google Scholar and Books: there seems to be only one book on the subject (The post-utopian imagination: American culture in the long 1950s by M. Keith Booker) but from reading the preview it seems to be using the word in the way that I described above.

The fact that the literature on the subject is small makes post-utopianism an easier target for this kind of attack: few people are likely to be familiar with the idea, or motivated to defend it, and it's harder to establish what the consensus on the subject is. By contrast, imagine trying to claim that "hard science fiction" was a meaningless term.

Indeed. Some rationalists have a fondness for using straw postmodernists to illustrate irrationality. (Note that Alan Sokal deliberately chose a very poor journal, not even peer-reviewed, to send his fake paper to.) It's really not all incomprehensible Frenchmen. While there may be a small number of postmodernists who literally do not believe objective reality exists, and some more who try to deconstruct actual science and not just the scientists doing it, it remains the case that the human cultural realm is inherently squishy and much more relative than people commonly assume, and postmodernism is a useful critical technique to get through the layers of obfuscation motivating many human cultural activities. Any writer of fiction who is any good, for instance, needs to know postmodernist techniques, whether they call them that or not.

How is this not just a simple arguement on semantics (on which I believe a vast majority of arguements are based)?

They both accept that the tree causes vibrations in the air as it falls, and they both accept that no human ear will ever hear it. The arguement appears to be based solely on the definition, and surrounding implications, of the word "sound" (or "noise" as it becomes in the article) - and is therefore no arguement at all.

"Or suppose your postmodern English professor teaches you that the famous Wulky Wilkinsen is actually a "post-utopian". What does this mean you should expect from his book? Nothing."

When I first read this I thought, "Huh? Surely it tells you something, because I already have beliefs about what 'utopian' probably means, and what the 'post' part of it probably means, and what context these types of terms are usually used in... That sounds like a whole bag of reasons to expect certain things/themes/ideas in his book!"

But why do beliefs need to pay rent in anticipated experiences? Why can’t they pay rent in utility?

If some average Joe believes he’s smart and beautiful, and that gives him utility, is that necessarily a bad thing? Joe approaches a girl in a bar, dips his sweaty fingers in her iced drink, cracks a piece of ice in his teeth, pulls it out of his mouth, shoves it in her face for demonstration, and says, “Now that I’d broken the ice—”

She thinks: “What a butt-ugly idiot!” and gets the hell away from him.

Joe goes on happily believing that he’s smart and beautifu... (read more)

This post probably changed the way I regulate my own thoughts more than any other. How many arguments I have heard never would have happened if everyone involved read this...

Based on this, I would very much like to make a variant of Monopoly, with beliefs/theories in place of properties, and evidence for money.  Invest a large chunk to establish a belief, with its rent determined by sophistication and usefulness of prediction, ranging from Aristotelian physics to relativity, spermatists & ovists to Darwinian evolution, and so on.  Other players would have to give you some credit when they land on your theories, and admit that they give results.
This would also be a great way to teach some history of science, if well designed.
Of course, the analogy becomes interesting when you consider what corresponds to the cutthroat capitalism...

I don't understand how the examples given illustrate free-floating beliefs: they seem to have at least some predictive powers, and thus shape anticipation - (some comments by others below illustrate this better). 

The phlogiston theory had predictive power (e.g. what kind of "air" could be expected to support combustion, and that substances would grow lighter when they burned), and it was falsifyable (and was eventually falsified). It had advantages over the theories it replaced and was replaced by another theory which represented a better under

I think that this is really a discussion of explanatory power, of which scientific causation is one example. All theories attempt to explain a set of examples. Scientific theories attempt to explain causation in natural phenomena, thus their "explanatory power" is proportional to their predictive power. A unified theory of forces at the planetary and subatomic levels would explain more examples than any do now, thus it would have great explanatory power. 

Yet causation isn't the only type of explanatory relationship. Causation implies time and eve... (read more)

Wonderful exposition of versificationism (I meant verificationism lol, but I won't change it cause I like the reply bellow). I do have a question though.  You said:

It's tempting to try to eliminate this mistake class by insisting that the only legitimate kind of belief is an anticipation of sensory experience. But the world does, in fact, contain much that is not sensed directly.

Well yes, we don't directly observe atoms (actually we do now but we didn't have to). But it is still save to say that if a belief doesn't make predictions about future sensory... (read more)

A related epistemology that is popular in the business world is PowerPointificationism, which holds that the truth of a proposition should be evaluated by how easily it can be expressed in PowerPoint.  Due to the nature of PowerPoint as a means of expression, this epistemology often produces results similar to those of Occam's sand-blaster, which holds that the simplest explanation is the correct one (note that unlike Occam's razor, Occam's sand-blaster does not require that the explanation be consistent with observation).

I probably constrain my experiences in lots of ways that I don't even know about, but I don't think there's always a way to know whether a belief will constrain your experiences, even if it is based on empirical (or even scientific) observation.  Isaac Newton's beliefs constrained all of our beliefs for centuries.  Scholars were so unwilling to question classical mechanics that they came up with this "ether" stuff that could never be observed directly, and thus didn't further constrain their experience, but had the ni... (read more)

I understand that having beliefs that are falsifiable in principle and make predictions about experience is incredibly important.  But I have always wondered if my belief in falsifiability was itself falsifiable.  In any possible universe I can imagine it seems that holding the principle of falsifiability for our beliefs would be a good idea.  I can't imagine a universe or an experience that would make me give this up.  

How can I believe in the principle of falsifiability that is itself unfalsifiable?!  I feel as though something has gone wrong in my thinking but I can't tell what.  Please help!  

I have read this post before and have agreed to it. But I read it again just now and have new doubts.

I still agree that beliefs should pay rent in anticipated experiences. But I am not sure any more that the examples stated here demonstrate it.

Consider the example of the tree falling in a forest. Both sides of the argument do have anticipated experiences connected to their beliefs. For the first person, the test of whether a tree makes a sound or not is to place an air vibration detector in the vicinity of the tree and check it later. If it did detect some... (read more)

Suppose someone, on inspecting his own beliefs to date, discovers a certain sense of underlying structure; for instance, one may observe a recurring theme of evolutionary logic. Then while deciding on a new set of beliefs, would it not be considered reasonable for him to anticipate and test for similar structure, just as he would use other 'external' evidence? 
Here, we are not dealing with direct experience, so much as the mere belief of an experience of coherence within one's thoughts.. which may be an illusion, for all we know. But then again, assuming that the existing thoughts came from previous 'external' evidence, could one say that the anticipated structure is indeed well-rooted in experience already?

I was reading those 'what good is math?' and 'what good is music' comments. You can determine what if any 'system' is good or bad based on the understanding or misunderstanding of the variables involved. 

i.e: one does not have any use for math if they do not understand any of the vast variables associated with the concepts of math. Math cannot be any good to this person who doesn't understand.

This principle applies to any 'system' whether it be math, music, love, life... etc. 

This might be challenging because our beliefs tend to shape the world we live in thus masking their error. Does anyone have any practical tips for discovering erroneous beliefs?

What about things I remember from long ago, which no one else remembers and for which I can find no present evidence or record of besides those memories themselves?

Then what does this belief not allow to happen—what would definitely falsify this belief? A null answer means that your belief does not constrain experience; it permits anything to happen to you. 

What if I had the belief that a certain coin was unfair, with a 51% chance of heads and only 49% chance of tails? Certainly I could observe an absurd amount of coin flips, and each bunch of them could nudge my belief -- but short of an infinite number of flips, none would "definitely" falsify it. Certainly in this case, I could come to believe with an... (read more)

Another example of these types of questions: "If a man who cannot count finds a four-leaf clover, is he lucky?" (Stanisław Jerzy Lec)

Or suppose your postmodern English professor teaches you that the famous writer Wulky Wilkinsen is actually a "post-utopian".

Suppose you, an invisible man, overheard 1,000,000 distinct individual humans proclaim "I believe that Velma Valedo and Wulky Wilkinsen are post-utopians based on several thorough readings of their complete bibliographies!"

Must there be some correspondence (probably an extremely complex connection) between the writings, and, quite possibly, between some of the 1,000,000 brains that believe this? The subjectivel... (read more)

What evidence is there for floating beliefs being uniquely human? As far as I know, neuroscience hasn't advanced far enough to be able to tell if other species have floating beliefs or not.

Edit: Then again, the question of if floating beliefs are uniquely human is practically a floating belief itself.

Interesting post. However, I do not agree completely in the conclutions on the end.

I am a student in math science, what involves me into an enviroment of researchers of this area. In this way, I am able to see that this people's work is based on beliefs that 'does not exists', I mean, they work on abstract ideas that generally only exists in their minds. And now I wonder, does their efforts 'does not pay rent'? They live from structures and stuff that, in the most of the cases, cannot be found in 'real life', and so, according to the article's conclution, ... (read more)

If we extend the concept of making beliefs pay rent to structures in computer memory, then AIs could better choose which structures are more valuable than they cost when many objects are shared in an acyclic network. Each object at the bottom could cost 1, and any objects pointing at x equally share the cost of x plus 1 for themself. If beliefs are stored in these memory structures, then a belief would be evicted when its objective cost exceeds some measure of its value, and total value would be in units of memory available. When some beliefs are evicted, ... (read more)

Wulky Wilkinsen is a “post-utopian.” What does this mean you should expect from his books? Nothing. The belief, if you can call it that, doesn’t connect to sensory experience at all.

I don't believe this is a good example. That information actually can change your anticipation.

By knowing that information you can expect the book will be set in a post-utopian world. By anticipating that you can maybe take better notice at the setting and how exactly the world is post-utopian.

I dont get it.Any belief could be said to "pay rent" if you can conceive a situation where it will be useful later on.

Given any belief X and at least 2 people believe X,I always have utility in believing X(I think it should be knowing) as it helps me predict the actions of the other 2 people that believe in X.

Even in the example where the student  regurgitates it onto the upcoming quiz-the belief had utility for him as he could use that to improve his grades(constraining reality in a way he wants it to be).

Yes! And another way to think about the arguments about beliefs that aren’t predicting anything is that they are really about definitions. When I listen to people talk and argue, I often find myself thinking “well, this depends on how you define X”. For example, is sound something that a living creature perceives, or is it vibrations in the air?

Why is 'constraining anticipation' the only acceptable form of rent?

What if a belief doesn't modify the predictions generated by the map, but it does reduce the computational complexity of moving around the map in our imaginations? It hasn't reduced anticipation in theory, but in practice it allows us to more cheaply collapse anticipation fields, because it lowers the computational complexity of reasoning about what to anticipate in a given scenario? I find concepts like the multiverse very useful here - you don't 'need' them to reduce your anticipation as... (read more)

Then what is the difference between belief and assumption in our mental maps.

What about imagination? Is that belief or assumption or in-congruent map of reality. 

Can imagination be part of mental processing without making us wrong about reality.

For instance, if I imagine that all buses in my city are blue, though they are red, can I then walk around with this model of reality in my head without a false belief? After all its just imagination?

Or is this model going to corrupt my thinking as I walk about thinking it, knowing full well its not true.

The concept assumes that beliefs should be tied to observable, testable phenomena. However, there are many important aspects of life and human experience (like emotions, subjective experiences, and certain philosophical or religious beliefs) that aren't easily observable or testable. The concept can be less applicable or useful in these areas. 

It also doesn't address truth value: The concept encourages beliefs to be tied to specific anticipations, but it doesn't necessarily address the truth value of th... (read more)

It’s tempting to try to eliminate this mistake class by insisting that the only legitimate kind of belief is an anticipation of sensory experience. But the world does, in fact, contain much that is not sensed directly. We don’t see the atoms underlying the brick, but the atoms are in fact there. There is a floor beneath your feet, but you don’t experience the floor directly; you see the light reflected from the floor, or rather, you see what your retina and visual cortex have processed of that light. To infer the floor from seeing the floor is to step back

There is a floor beneath your feet, but you don’t experience the floor directly; you see the light reflected from the floor, or rather, you see what your retina and visual cortex have processed of that light
 


But indeed, I experience the floor directly; the experience of the floor is not limited to visual perception but also involves direct sensory inputs. The sensation caused by gravitational pull and the counter-pressure from the floor are experienced directly. Additionally, the sound produced when stepping on the floor and the anticipation of the fl... (read more)

continue to pay rent in future anticipations. If a belief turns deadbeat, evict it.

I guess that "paying rent" was not only a metaphor xD. But it's really a good advice to cut back on everything that lacks practical use, when you're on tight schedule/budget.

There are patterns in how the world works. This is effective way in finding those patterns. The most optimal way of finding the right beliefs / patterns will not have any attachment to views - anticipating a result seems a little counterproductive to finding optimal patterns as it biases you to hold onto current beliefs.

Simply ask questions - explore and exploit working patterns.



Belief in Belief

Carl Sagan once told a parable of someone who comes to us and claims: “There is a dragon in my garage.” Fascinating! We reply that we wish to see this dragon—let us set out at once for the garage! “But wait,” the claimant says to us, “it is an invisible dragon.”

Now as Sagan points out, this doesn’t make the hypothesis unfalsifiable. Perhaps we go to the claimant’s garage, and although we see no dragon, we hear heavy breathing from no visible source; footprints mysteriously appear on the ground; and instruments show that something in the garage is consuming oxygen and breathing out carbon dioxide.

But now suppose that we say to the claimant, “Okay, we’ll visit the garage and see if we can hear heavy breathing,” and the claimant quickly says no, it’s an inaudible dragon. We propose to measure carbon dioxide in the air, and the claimant says the dragon does not breathe. We propose to toss a bag of flour into the air to see if it outlines an invisible dragon, and the claimant immediately says, “The dragon is permeable to flour.”

Carl Sagan used this parable to illustrate the classic moral that poor hypotheses need to do fast footwork to avoid falsification. But I tell this parable to make a different point: The claimant must have an accurate model of the situation somewhere in their mind, because they can anticipate, in advance, exactly which experimental results they’ll need to excuse.

Some philosophers have been much confused by such scenarios, asking, “Does the claimant really believe there’s a dragon present, or not?” As if the human brain only had enough disk space to represent one belief at a time! Real minds are more tangled than that. There are different types of belief; not all beliefs are direct anticipations. The claimant clearly does not anticipate seeing anything unusual upon opening the garage door. Otherwise they wouldn’t make advance excuses. It may also be that the claimant’s pool of propositional beliefs contains the free-floating statement There is a dragon in my garage. It may seem, to a rationalist, that these two beliefs should collide and conflict even though they are of different types. Yet it is a physical fact that you can write “The sky is green!” next to a picture of a blue sky without the paper bursting into flames.

The rationalist virtue of empiricism is supposed to prevent us from making this class of mistake. We’re supposed to constantly ask our beliefs which experiences they predict, make them pay rent in anticipation. But the dragon-claimant’s problem runs deeper, and cannot be cured with such simple advice. It’s not exactly difficult to connect belief in a dragon to anticipated experience of the garage. If you believe there’s a dragon in your garage, then you can expect to open up the door and see a dragon. If you don’t see a dragon, then that means there’s no dragon in your garage. This is pretty straightforward. You can even try it with your own garage.

No, this invisibility business is a symptom of something much worse.

Depending on how your childhood went, you may remember a time period when you first began to doubt Santa Claus’s existence, but you still believed that you were supposed to believe in Santa Claus, so you tried to deny the doubts. As Daniel Dennett observes, where it is difficult to believe a thing, it is often much easier to believe that you ought to believe it. What does it mean to believe that the Ultimate Cosmic Sky is both perfectly blue and perfectly green? The statement is confusing; it’s not even clear what it would mean to believe it—what exactly would be believed, if you believed. You can much more easily believe that it is proper, that it is good and virtuous and beneficial, to believe that the Ultimate Cosmic Sky is both perfectly blue and perfectly green. Dennett calls this “belief in belief.”1

And here things become complicated, as human minds are wont to do—I think even Dennett oversimplifies how this psychology works in practice. For one thing, if you believe in belief, you cannot admit to yourself that you merely believe in belief. What’s virtuous is to believe, not to believe in believing; and so if you only believe in belief, instead of believing, you are not virtuous. Nobody will admit to themselves, “I don’t believe the Ultimate Cosmic Sky is blue and green, but I believe I ought to believe it”—not unless they are unusually capable of acknowledging their own lack of virtue. People don’t believe in belief in belief, they just believe in belief.

(Those who find this confusing may find it helpful to study mathematical logic, which trains one to make very sharp distinctions between the proposition P, a proof of P, and a proof that P is provable. There are similarly sharp distinctions between P, wanting P, believing P, wanting to believe P, and believing that you believe P.)

There are different kinds of belief in belief. You may believe in belief explicitly; you may recite in your deliberate stream of consciousness the verbal sentence “It is virtuous to believe that the Ultimate Cosmic Sky is perfectly blue and perfectly green.” (While also believing that you believe this, unless you are unusually capable of acknowledging your own lack of virtue.) But there are also less explicit forms of belief in belief. Maybe the dragon-claimant fears the public ridicule that they imagine will result if they publicly confess they were wrong.2 Maybe the dragon-claimant flinches away from the prospect of admitting to themselves that there is no dragon, because it conflicts with their self-image as the glorious discoverer of the dragon, who saw in their garage what all others had failed to see.

If all our thoughts were deliberate verbal sentences like philosophers manipulate, the human mind would be a great deal easier for humans to understand. Fleeting mental images, unspoken flinches, desires acted upon without acknowledgement—these account for as much of ourselves as words.

While I disagree with Dennett on some details and complications, I still think that Dennett’s notion of belief in belief is the key insight necessary to understand the dragon-claimant. But we need a wider concept of belief, not limited to verbal sentences. “Belief” should include unspoken anticipation-controllers. “Belief in belief” should include unspoken cognitive-behavior-guiders. It is not psychologically realistic to say, “The dragon-claimant does not believe there is a dragon in their garage; they believe it is beneficial to believe there is a dragon in their garage.” But it is realistic to say the dragon-claimant anticipates as if there is no dragon in their garage, and makes excuses as if they believed in the belief.

You can possess an ordinary mental picture of your garage, with no dragons in it, which correctly predicts your experiences on opening the door, and never once think the verbal phrase There is no dragon in my garage. I even bet it’s happened to you—that when you open your garage door or bedroom door or whatever, and expect to see no dragons, no such verbal phrase runs through your mind.

And to flinch away from giving up your belief in the dragon—or flinch away from giving up your self-image as a person who believes in the dragon—it is not necessary to explicitly think I want to believe there’s a dragon in my garage. It is only necessary to flinch away from the prospect of admitting you don’t believe.

If someone believes in their belief in the dragon, and also believes in the dragon, the problem is much less severe. They will be willing to stick their neck out on experimental predictions, and perhaps even agree to give up the belief if the experimental prediction is wrong.3 But when someone makes up excuses in advance, it would seem to require that belief and belief in belief have become unsynchronized.

1 Daniel C. Dennett, Breaking the Spell: Religion as a Natural Phenomenon (Penguin, 2006).

2 Although, in fact, a rationalist would congratulate them, and others are more likely to ridicule the claimant if they go on claiming theres a dragon in their garage.

3 Although belief in belief can still interfere with this, if the belief itself is not absolutely confident.

Anna, this blog is too advanced for you and you should not be commenting on it.  Go read The Simple Truth until you understand the relation between a map and the territory.

[EDIT:  I deleted an additional comment from Anna in this thread.]

Oh great, now I'm going to think "There's no dragon in my garage" every time I open my garage door for the next week...

[["If the pebbles didn't do anything," says Autrey, "our ISO 9000 process efficiency auditor would eliminate the procedure from our daily work."]]

This "ISO 9000" hypothesis has not been supported by direct observation, unfortunately...

If you've read Dennett on beliefs, you'll appreciate that this "wider concept" based on behavior and predictability is really at the heart of things.

I think it is very difficult to attribute a belief in dragons to this "dragon-believer". Only a small subset of his acti... (read more)

How does this compare with Popper's theory? In the instance above, it's clear that belief in belief doesn't make sense. But things may not be as clear. Won't an event with low probability look like the invisible dragon before it happens?

Anna,
If you're talking about real dragons, the theory that made the most intuitive sense to me (I think I read it in an E.O. Wilson writing?) is that dragons are an amalgamation of things we've been naturally selected to biologically fear: snakes and birds of prey (I think rats may have also been part of the list). Dragons don't incorporate an element of them that looks like a handgun or a piping hot electric stove, probably because they're too new as threats for us to be naturally selected to fear things with those properties.

Eliezer,
Very interesting post. I'll try to respond when I've had time to read it more closely and to digest it.

I want my wife to read this, but I don't think she'd believe it.

This post helps me understand some of the most infuriating phrases I ever hear (which the title immediately reminded me of): "it doesn't matter what you believe as long as you believe something", "everyone has to believe in something", "faith is a virtue", &c. It makes sense that if a person's second-order belief is stronger than their first-order belief, they would say things like that.

I like Eliezer's essay on belief very much.
I've been thinking about the role of belief in religion. (For the sake of full disclosure, my background is Calvinist.) I wonder why Christians say, "We believe in one God," as if that were a particularly strong assertion. Wouldn't it be stronger to say, "We know one God?" What is the difference between belief and knowledge? It seems to me that beliefs are usually based on no data. Most people who believe in a god do so in precisely the same way that they might believe in a dragon in the garag... (read more)

I've got a double garage... what if the dragon sneaks out one door while I'm coming in through the other door, then comes in behind me through the second door while I look for it outside the first door?? Dragons everywhere now!!

The parable was original with Antony Flew whose Theology and Falsification can be found here http://www.stephenjaygould.org/ctrl/flew_falsification.html

The parable your refer to by Sagan I think should be attributed to Antony Flew whose Theology and Falsification is available online.
http://www.stephenjaygould.org/ctrl/flew_falsification.html

Trying to work out the biases of the new antispam filter.  Frequency of comments from same individual in same thread ?

That lastr one got through, so let's try : Random malfunction ?

Anna:
Whether you call it science fiction, heuristics, overcoming bias, history, a belief is a belief.
You can't prove belief as it's self-subjective.
--That only makes for more of a reason it should only be self affecting, too many people try to influance the actions of others bases on their dragons

You can't tell someone what they feel is wrong.
--Yes I can.  "There's a dragon in my bathroom"... (careful examination of the bathroom)... "No, there isn't, you're wrong."

Each individual has there equation when it comes to understanding the... (read more)

If there exists a conventional syntax for quoting another comment, I think a commenter should use that convention rather than invent his own syntax, don't you?

There is a distinction between Belief and Knowledge. We can believe things that are untru and disbelieve things that are true.

At least in the case of religious people who are actually convinced God exists, I think the difference between belief and knowledge is thus:
Belief is when you think something is true but it's controversial.
Knowledge is when you think someting is true and think everyone would agree with you.

I knew as soon as I read the first paragraph that the comments would start discussing religion, haha...

John Rozendaal, I never really thought about the "We know"/"We believe" distinction before. Seems to me like the church conditions people to think of their ideals as a belief, so that the thought of 'knowledge' wont creep into their minds and make them think. Thinking is the church's worst enemy.

I believe the difference between belief and knowledge stems from experience.  Knowledge is accepted as proven data, whether from the experience of others or through your own direct experience.  Beliefs are accepted as something proven to varying levels of personal satisfaction inferred directly from experience, dependent upon the person and the belief.

This makes the two rather interdependent in my view, for how can one know without believing that his knowledge is truth and how can one believe without knowing something to believe in?

In the case of modern religion, people take the belief others express as knowledge and use it as a basis for their own beliefs.

X: There's something that makes beliving and knowledge quite different, and that’s truth which isn’t inside one person head but out there, in reality. I’m sure that if we ask this man if he knows there is a dragon in the garage he will reply affirmatively, no doubt about it, but the truth is that there is no dragon and he just think he knows is in there. But the man doesn’t know anything, he believe a lie and he is making excuses to protect the lie, and one of those excuses is that he knows is in there, is not a belief.

I think this is one of humanity great... (read more)

"There's something that makes beliving and knowledge quite different, and that’s truth which isn’t inside one person head but out there, in reality."

Ehm, let me ask you this: Are you 100% sure that the sun will come up tomorrow?

All evidence points that way, yes. We have a fair idea of what is going on yes. But that's where the ball stops - we will never know with 100% certainity.

When we stop acknowledging that the science of tomorrow may produce evidence that will turn our whole world-view upside down, is when Science becomes Religion.

Does the idea that it is a good thing to subject our beliefs (and even our belief in belief) to logical and analytical scrutiny count as belief in itself or is it so justifiable as to count as knowledge? If so, what is the justification?

I've always thought that the idea of "believing in" things was very curious. This is a very thought-provoking article. Every time I engage a debate about this subject (the relevance or usefulness of beliefs) someone is sure to say something about beliefs existing for the benefit of the believer. My feeling is that with most beliefs and with most believers, there is an internal acknowledgement of the falsifiablity of their belief which is outweighed by the perception that some benefit is derived from the belief. What I interpret from this is that ... (read more)

The real question is not "is there a dragon?", but "why is it having sex with my car?"

Chelo: "I don't think we ever posess true knowledge."

I KNOW I went to Tesco's this morning.  Am I wrong?  Discuss!

Main post "The claimant must have an accurate model of the situation somewhere in his mind, because he can anticipate, in advance, exactly which experimental results he'll need to excuse."

I know this is a bit of a side issue, but how do you justify this claim from the example given?   You don't need such a model to give the answers he gives.  Surely you once engaged in late-night undergraduate pseudo-intellectual discussions... (read more)

"Those who find this confusing may find it helpful to study mathematical logic, which trains one to make very sharp distinctions between the proposition P, a proof of P, and a proof that P is provable"

This is a bit of a side question, but wouldn't a proof that P is provable be a proof of P?  In fact, it sounds like a particularly elegant form of proof.  

Blarg... okay this one is tripping me up.  There are two parts to this comment.  The first part is quasi-math; the other is not.  It is very much a brain dump and I have not edited it thoroughly.

EDIT: I think I managed to get it cleared up and responded with a second comment.  FYI.

Let B(X) mean belief in X where belief is defined as a predictor of reality so that reality contains event X. Using "There is a dragon in my garage" as X we get:

I think I found an example of Belief in Belief that makes sense to me.  The other day I met someone and they talked about how World War 3 would take place by next October. They didn't really go into details, and I didn't press for details, but the basic source of reasoning was the Book of Revelations.

If I had pressed for information I am sure all sorts of soft reasons would be produced about the current state of international affairs and blah, blah, blah. If I asked if America would be invaded and if there would be terrible destruction the answer would probably be, "Yes." Yet I am positive that they are doing nothing to prepare for invasion and won't be surprised in the slightest when October rolls around with no World War. World War 3 will still be happening "soon" and "soon" is still 18 months out. There won't be any change in behavior, no worries about the botched prediction, no wondering if perhaps the Book of Revelations isn't the best source material.

This is certainly a Belief in Belief.  They really do think they believe it.  If I asked them if they believed in an October '11 WW3, they would say, "Yes."  But there is no conviction and no action as a result of this belief. So... do they really believe?

Would there be any experimental results that he wouldn't need to excuse?

The idea here is that if you really believed you had an invisible dragon in your garage, if somebody proposes a new test (like measuring CO2), your reaction should be "Oh, hey! There's a chance my dragon breathes air, and if so, this would actually show it's there!  Of course, if not, I'll need to see it as less likely there's an invisible dragon."

If instead, your instant reaction is always to expect that the CO2 test returns nothing, and to spend your first thoughts (even before the test!) coming up with an excuse why this doesn't disconfirm the dragon... then the part of you that's actually predicting experiences knows there isn't actually a dragon, since it instantly knows that any new test for it will come up null.

I am in occasional contact with religious people, and they don't behave as the "separate magisteria" hypothesis would predict.

For instance, I have heard things along the following lines: "I hope my son gets better." "Well, that's not in your hands, that's in God's hands." All this said quite matter-of-factly.

There is active denial here of something that belongs in the magisterium of physical cause and effect, and active presumption of interference from the supposedly separate magisterium of faith.

Of course most of those people back down from the most radical consequences of these beliefs, they still go see a doctor when the situation warrants - although I understand a significant number do see conflict (or at least interaction) between their faith and medical interventions such as organ transplants or blood transfusions.

This isn't just an epiphenomenal dragon, it's a dragon whose proscriptions and prescriptions impinge on people's material lives.

Think of the relation between the magisteria as a one-way relationship. The supernatural can affect the natural but there is no way to move backwards into the supernatural.

Then the natural can perceive the supernatural but not vice versa.  To perceive something is to be affected by it.

The real problem with those who go on about separate magisteria is that they are emitting words that sound impressive to them and that associate vaguely to some sort of even vaguer intuition, but they are not doing anything that would translate into thinking, let alone coherent thinking.

I'm sorry to be brutal about this, but nothing I have ever heard anyone say about "separate magisteria" has ever been conceptually coherent let alone consistent.

There's just one magisterium, it's called reality; and whatever is, is real.  It's a silly concept.  It cannot be salvaged.  Kill it with fire.

It's Gould's separate magisteria. Physical materialism rejects the separate magisteria, and I'm convinced that it is self-consistent in doing so. However, dualists do believe in the separate magisteria and you cannot try to interpret their beliefs in the context of monism -- it just comes out ridiculous.

It is not possible to interpret "separate magisteria" as different kinds of stuff, one "empirical" and one "non-empirical".  What they are, rather, is different rules of thinking.  For example, prayer can often help and never hurt in individual cases, but have no effect in the aggregate (e.g. when surveys are performed).  There's no consistent model that has this attribute, but you can have a rule for thinking about this "separate magisterium" which says, "I'll say that it works and doesn't hurt in individual cases, but when someone tries to survey the aggregate, I won't expect positive experimental results, because it's not in the magisterium of things that get positive experimental results".

Mostly, "separate magisterium" is the classical Get-Out-Of-Jail-Free card.  It can't be defined consistently.  Mostly it means "Stop asking me those annoying questions!"

This division, needless to say, exists in the map, not in the territory.

99% of the people I know are religious. This isn't an exaggeration. I can think of 2 or 3 that aren't. (This doesn't count online interactions.)

So... I guess I will just repeat what I said earlier. I've never met anyone who acted like this and wasn't blatantly lying.

You have to realize that "evidence or tests" does not mean the same thing to them as it does to you. They have been conditioned against these words. If the belief is something as vague as, "God will show up during worship." you cannot ask the phrase, "What evidence do you have for this?" This puts them on an immediate defensive because they are used to jerks asking the questions.

This has little to do with quests for belief. It has more to do with the arguments as armies concept. This is an important point. Please don't dismiss it without thinking about it.

The appropriate way to ask the question is to ask for details about how God is showing up and act enthusiastic. "Every time? Wow! How do you know? Does this happen at other worship services? Has it always happened here? Does he show up stronger at some than others? Which ones are the best? Does he say anything to you?"

Prayer is the best example were I have seen Christians start getting frustrated. Not because they are coming up with excuses, but because they don't understand why it isn't working.

I have close friends who are religious, and something that always struck me as both odd and tragic is how they treat their prayers vs. the prayers of others.

When someone else laments that their prayers have not been answered, they reassure them and encourage them to continue praying.

When their own prayers are not answered, they get frustrated and worry that somehow they're failing God and that they don't deserve to have their prayers answered.

For others, they act like no excuse is necessary ("God has a plan"), but for themselves they look for one ("I've been lax in my faith").

This is good evidence for the "belief in belief" theory, but is kind of a bummer to think about (How would you feel if you knew the person reassuring you about your prayers actually had the same frustration as you?).

What's even more of a bummer is how often priests/pastors/etc. get asked "Why does God talk to everyone but me?"

I don't have faith -- if I did, I'd have no qualms whatsoever about facts and arguments presented by atheists.  I wouldn't be nervously claiming that the dragon is invisible.  (Some people who think the apocalypse is nigh actually do stockpile canned food.  That's faith; they believe in Revelations the same way I believe in physics.)  I don't have faith, because I'm actually frightened that some archaeologist will find evidence that there wasn't any Exodus, for instance.  And the fear is really that changing my religious beliefs will make me a worse person.  Less grateful?  Less reverent?  Less respectful?  That's the basic idea but I'm not sure if those words convey it.

To give a non-religious analogy, take the question of whether men have evolved to be irresponsible fathers.  That's an empirical question.  But a man can be afraid of believing that he is, indeed, biologically designed to be an irresponsible father, because he fears that such a belief will make him actually treat his children poorly.  A rational man, we'd hope, would decide "I'll be a good father, whatever the evolutionary biologists say."  But he can only... (read more)

If I may extend your hypothetical frightened father metaphor: the man is worried that he is biologically designed to be an irresponsible father, but he is mistaken to worry that he will find out that he is biologically designed to be irresponsible. What he wants is to be responsible, not to think that he is responsible, so the mere fact of whether or not he knows some specific fact is not going to affect that.

Whatever the truth is, the hypothetical frightened father - and the very real frightened theists, such as yourself - already are living under whatever conditions actually hold. If the father is a responsible one, he already wins, whatever his biological predisposition was. If a theist is a good person, that theist already is a good person, whether God is real or not.

That is the first of two essential points. The second is this: if you would rather be good than not, then you are already on the right path, even if you can't see where you are going. Others have walked this way before, and escaped into clear air.

It occurred to me that nothing I actually revere could object to me responding to the evidence of my eyes and mind.  I can't help doing that.  It can't possibly be blameworthy.

I don't feel that I'm losing anything right now.  What I always took seriously was a sense of justice or truth.  Not just mine, you understand, and maybe not a bunch of platonic forms out in the Eagle Nebula either, but something worth taking seriously.  A little white light.  That's what I was afraid would go away.  But I don't think it will, now, and all the rest is just window dressing.  Maybe I can even pay better attention to it without the window dressing.

I couldn't believe I'd ever be happy like this, and maybe I'll see my error soon enough... for so long this was something I promised myself I'd never do, a failure of will.  But right now this seems ... better.  Actually better.  Less phony.  Truer to what I actually did revere all along.

Yes!
It's that.  It's also that I'm starting to think it's not so terrible; that I'm not a traitor to anything worth my loyalty.

Also.  For a long, long time I felt that God had given up on me... that any deity would have long ago decided I was no good and put me in the reject file.  God's love was an unknown, but it seemed very, very unlikely.  A more cheerful thought -- but not, I think, a false one -- is that there is no distance between Justice and the Judge.  If I do right, there's no additional question, "But is it good enough for God?"  I've done right.  If I learn from my mistakes and make restitution, there's no additional "But will God forgive me?"  If I've paid my debts, then I've paid my debts. 

All I have to do is do justice, love mercy, and walk humbly with reality.  Suddenly this seems feasible as it never did before.

Just curious, based on your phrasing I would guess that you're Jewish, and possibly orthodox (there is some precedent for that here). I pushed the big unsubscribe button in the sky two month ago myself and have gone through some of the same emotions. 

Jewish, yes, orthodox, no (and always wondered about the consistency of that; if you're already choosing not to be strictly observant, what can you then conclude?)

yeah...I should know well enough by now that there are lots of atheists floating around, but it's nice to have extra data points, especially if they're friendly!

I know this is an old comment, but... Having gone through a similar process, I just want to give you a big warm hug.

I also liked this essay very much.  Many times it has occurred to me that "There are people who may claim to believe in Y, but deep down they know just as well as everyone else that Y is not true."

I would add that our conversation with the hypothetical dragon claimant is not likely to get to the point where you are discussing bags of flour.  Because by that point he will probably be extremely angry with you and one way or another the conversation will be concluded.

I also liked this essay very much.  Many times it has occurred to me that "There are people who may claim to believe in Y, but deep down they know just as well as everyone else that Y is not true."

I would add that our conversation with the hypothetical dragon claimant is not likely to get to the point where you are discussing bags of flour.  Because by that point he will probably be extremely angry with you and one way or another the conversation will be concluded.

Hi, I'm new to this blog. I haven't read all the essays and whatnot, so if you read something I say that you think is bull, I'd like it if you linked me to the essay.

Anyway... Regarding the dragon and the garage scenario: what would the dude say if I were to ask "how do you know the Dragon is there if it's impossible to know if he's there?"

Might belief in belief occasionally be valuable when overcoming bias?  It would be better to correct my beliefs, but sometimes those beliefs come from bias.  I might be convinced in my head that standing on the glass floor of an airplane and looking down is totally safe - this specially-modified-for-cool-views airplane has flown hundreds of flights - yet in my heart deeply believe that if I step onto it I will fall through.  I might then choose to "believe in the belief that it is safe to take a step", while all my instinctual reactions are based on a false model.  The cognitive dissonance is due to my inability to integrate something so foreign to the evolutionary environment into my belief structure.

One of our neighbors in Tisvilde once fixed a horseshoe over the door to his house. When a mutual acquaintance asked him, 'But are you really superstitious? Do you honestly believe that this horseshoe will bring you luck?' he replied, 'Of course not; but they say it helps even if you don't believe it.'

(Note: This is often retold with Bohr himself as the one with the horseshoe, but this quote appears to be the authentic one.)

I wonder how common that is, believing that you don't believe something but acting in a way that implies more belief in it than you acknowledge. One other example I experienced recently: For whatever reason, my mom had a homeopathic cold remedy lying around. (I think a friend gave it to her.) She and I both had colds recently, so she suggested I try some of it. The thing is, she gives full assent to my explanations of why homeopathy is both experimentally falsified and physical nonsense; she even appeared to believe me when I looked at the ingredients and dilution factors and determined that the bottle essentially contained water, sugar, and purple food colouring. But even after that, she still said we may as well try it becau... (read more)

Wow. So, I'm basically brand new to this site. I've never taken a logic class and I've never read extensively on the subjects discussed here. So if I say something unbearably unsophisticated or naive, please direct me somewhere useful. But I do have a couple comments/questions about this post and some of the replies. 

I don't think it's fair to completely discount prayer. When I was a young child, I asked my grandmother why I should bother praying, when God supposedly loved everyone the same and people praying for much more important things didn't get what they wanted all the time. 

She told me that the idea is not to pray for things to happen or not happen. If I pray for my basketball team to win our game (or for my son to get well, or to win the lottery, or whatever) then based on how I interpret the results of my prayer I would be holding God accountable for me getting or not getting what I wanted. The point of praying, as she explained it, was to develop a relationship with God so I would be able to handle whatever situation I found myself in with grace. Even though we often structure our prayers as requests for things to happen, the important thing to keep in mind was how Jesus ... (read more)

Surprised not to find Pascal's wager linked to this discussion since he faced the same crisis of belief.  It's well known he chose to believe because of the enormous (inf?) rewards if that turned out to be right, so he was arguably hedging his bets.

It's less well known that he understood it (coerced belief for expediency's sake) to be something that would be obvious to omniscient God, so it wasn't enough to choose to believe, but rather he actually Had To.  To this end he hoped that practice would make perfect and I think died worrying about it.  this is d... (read more)

Very interesting. I have transhumanist beliefs that I claim to hold. My actions imply that I believe that I believe, if I understand this properly.

A prime example would be how I tend to my health.  There are simple rational steps I can take to increase my odds of living long enough to hit pay dirt. I take okay care of myself, but could do better. Much better. 

Cryonics may be another example. More research is required on my part, but a non-zero last stab is arguably better than nothing. I am not enrolled. It feels a bit like Pascal’s Wager to me. Perhaps it... (read more)

This is fascinating. When I look back at the thought patterns of my younger self, I can see so much of this belief-in-belief. Despite being raised religious, I came to an agnostic conclusion at around age ten, and it terrified me, because I very much wanted to believe. To my mind, people with faith had a far greater sense of morality than those without, and I didn't want to fall into that latter category. 

So I proceeded as if I believed, and eventually came to make justifications along the lines of 'ritual X accomplishes outcome Y' where Y was something ps... (read more)

It doesn't seem to me that this post actually makes any coherent argument. It spends a fair amount of words using seemingly metaphysical terms without actually saying anything. But that's not even the important thing.

Is this post supposed to increase my happiness or lifespan, or even that of someone else?

As if the human brain only had enough disk space to represent one belief at a time! 

If you think of belief as something like "representing the world as being a certain way", then a belief in Real Beliefs might have followed from profound ignorance of neursicence. But there are plenty of other ways of getting there. For instance, if one thinks of belief as expalaning actions, then the Real Belief is the one attested by action. Someone who does not giove to charity does ot Really Believe in chaity even if they say they do. Actions either occur o... (read more)

This post taught me a lot, but now "There is no invisible dragon in my garage" will be popping into my head whenever I see a garage.

I noticed that I was confused by your dragon analogy.  1) Why did this guy believe in this dragon when there was absolutely no evidence that it exists?  2) Why do I find the analogy so satisfying, when its premise is so absurd.

The thing about religion is that a given religion's effects on people tend to be predictable.  When Christians tell you to accept Jesus into your heart, some of the less effective missionaries talk about heaven, but the better ones talk about positive changes to their emotional states.  O... (read more)

"Belief in belief" exists as a phenomenon but is neither necessary nor sufficient to explain the claims of the Dragonist (if I may name his espoused metaphysics thus) in Sagan's parable.

My most recent encounter with someone who believed in belief was someone who did not in addition believe.  He had believed once, but he lost his faith (in this case, in God, not dragons) and he wished he could have it back.  He believed in belief--that it was a good thing--but alas, he did not believe.

In the above article, Eliezer (if I may so call him) was invoki... (read more)

My main take-away: There is a difference between conscious and subconscious. If you accuse sb with "You do not believe X" then you will get denial because he consciously believes it. The problem is that he subconsicously does not believe it and thus comes up with excuses in advance.

I'm not disagreeing with any of the content above, but a note about terminology--

LessWrong keeps using the word "rationalism" to mean something like "reason" or possibly even "scientific methodology".  In philosophy, however, "rationalism" is not allied to "empiricism", but diametrically opposed to it.  What we call science was a gradual development, over a few centuries, of methodologies that harnessed the powers both of rationalism and empiricism, which had previo... (read more)

Went back to re-read some Lacan and Zizek after this, with regards to Dennett's 'belief in belief.' Very similar to the 'displaced belief' they talk about. The common example they give is Santa Claus: children probably don't believe it but they say they do for the presents, because they understand that the adults expect them to believe, etc. The parents don't believe it but they continue the ruse for the benefit of the children, other people's children, or whatever they tell themselves. Thus people often *do* admit t... (read more)

I agree with gfarb that the claimant does not necessarily believe in a belief; taking the parable literally, it is far more likely that the claimant suffers from a delusional disorder and actually genuinely believes that there is a dragon in his garage. As to why he anticipates that no one else will be able to detect the dragon, that would most likely be explained by his past experiences, where other people denied his experiences and failed to find evidence for them. 

The recent conception of the hostile telepaths problem goes a long way towards explaining why people believe in belief in the first place.

Great article. It unpacks some of the denser aspects of beliefs and our alignment with them. 

However, I couldn't help but notice that the essay also unapologetically brushes off the utilitarian alue of such a position. It doesn’t go further enough to ask - Why might someone claim or decide to believe in X, despite knowing it can’t be proven logically?

In other words - Is there any utilitarian value in claiming to believe something, despite knowing all the logical pitfalls and unanswered questions about the belief itself?



Bayesian Judo

You can have some fun with people whose anticipations get out of sync with what they believe they believe.

I was once at a dinner party, trying to explain to a man what I did for a living, when he said: "I don't believe Artificial Intelligence is possible because only God can make a soul."

At this point I must have been divinely inspired, because I instantly responded: "You mean if I can make an Artificial Intelligence, it proves your religion is false?"

I said, "Well, if your religion predicts that I can't possibly make an Artificial Intelligence, then, if I make an Artificial Intelligence, it means your religion is false. Either your religion allows that it might be possible for me to build an AI; or, if I build an AI, that disproves your religion."

There was a pause, as the one realized he had just made his hypothesis vulnerable to falsification, and then he said, "Well, I didn't mean that you couldn't make an intelligence, just that it couldn't be emotional in the same way we are."

I said, "So if I make an Artificial Intelligence that, without being deliberately preprogrammed with any sort of script, starts talking about an emotional life that sounds like ours, that means your religion is wrong."

He said, "Well, um, I guess we may have to agree to disagree on this."

I said: "No, we can't, actually. There's a theorem of rationality called Aumann's Agreement Theorem which shows that no two rationalists can agree to disagree. If two people disagree with each other, at least one of them must be doing something wrong."

We went back and forth on this briefly. Finally, he said, "Well, I guess I was really trying to say that I don't think you can make something eternal."

I said, "Well, I don't think so either! I'm glad we were able to reach agreement on this, as Aumann's Agreement Theorem requires."  I stretched out my hand, and he shook it, and then he wandered away.

A woman who had stood nearby, listening to the conversation, said to me gravely, "That was beautiful."

Part of the sequence Mysterious Answers to Mysterious Questions

Hmmm... and I thought you were going to suggest that, if you succeded in making an AI that you must be god. I would've loved to be there to offer him that option instead. LOL!

Of course, even if what you said is what we really mean, I'm not sure which one is more effective at getting people to think, but your story shows that it's usually good (and at least entertaining) to try being more direct, every once in a while. I just find it easier to break through the social convention of politeness with humor.

I am quite impressed at your capability of signaling your prodigious intelligence. Less pompously, moments like that make for fond memories.

Nice job, but the mention of Aumann's theorem looks a bit like a sleight of hand: did the poor fellow ever learn that the theorem requires the assumption of common priors?

Robin sort-of generalized it so that it doesn't.
http://www.overcomingbias.com/2006/12/why_common_prio.html

My big question though is whether this exchange led to a lasting change in the fellow's opinion as to the possibility of AI.  In practice it seems to me that most of the time when people decisively loose an argument they still return to their original position within a few days just by ignoring that it ever happened.

This story is related to the phenomena whereby the most intelligent and educated religious folks are very careful to define their beliefs so that there can be no conflict with observations, while ordinary people are more prone to allow their religion to have implications, which are then subject to challenges like Eliezer's.  It is fun to pick holes in the less educated views, but to challenge religion overall it seems more honest to challenge the most educated views.  But I usually have trouble figuring out just what it is that the most educated religious folks think exactly.

I've mentioned before that my attempt to salvage a belief in God ultimately resulted in something like H. P. Lovecraft's Azathoth, which might not be too surprising as it was that ardent materialist's parody of the God of the Old Testament.

1) What kind of dinner party was this?  It's great to expose non-rigorous beliefs, but was that the right place to show off your superiority?  It seems you came off as having some inferiority complex, though obviously I wasn't there.  I know that if I'm at a party (of most types), for example, my first goal ain't exactly to win philosophical arguments ...

2) Why did you have to involve Aumann's theorem?  You caught him in a contradiction.  The question of whether people can agree to disagree, at least it seems to me, is an unnecessary distraction. And for all he knows, you could just be making that up to intimidate him.  And Aumann's Theorem certainly doesn't imply that, at any given moment, rectifying that particularly inconsistency is an optimal use of someone's time.

3) It seems what he was really trying to say was someting along the lines of "while you could make an intelligence, its emotions would not be real the way humans' are".  ("Submarines aren't really swimming.") I probably would have at least attempted to verify if that's what he meant rather latching onto the most ridiculous meaning I could find.

4) I've had the same experience with people who fervently hold beliefs but don't consider tests that could falsify them.  In my case, it's usually with people who insist that the true rate of inflation in the US is ~12%, all the time.  I always ask, "so what basket of commodity futures can I buy that consistently makes 12% nominal?"

A woman who had stood nearby, listening to the conversation, said to me gravely, "That was beautiful."

Meanwhile, over at the next table, there was the following conversation:

"I believe science teaches us that human-caused global warming is an urgent crisis."

"You mean if it's either not a problem or can be fixed easily, it proves science is false?"

Even if religion is divinely inspired, a person's understanding of one aspect of religion can be wrong without invalidating all of that person's other religious beliefs. 

I know that if I'm at a party (of most types), for example, my first goal ain't exactly to win philosophical arguments ...

Funny, I've always thought that debates are one of the most entertaining forms of social interaction available. Parties with a lot of strangers around are one of the best environments for them - not only don't you know in advance the opinions of the others, making the discussions more interesting, but you'll get to know them on a deeper level, and faster, than you could with idle small talk. You'll get to know how they think.

Of course, you may not be invited back, if you offend them badly enough....

Good catch, Pseudonymous.
Robin, my guess is that they're crypto-skeptics, performing for their self-perceived comparative economic/social advantage.
Eliezer, please don't make something that will kill us all.

"Funny, I've always thought that debates are one of the most entertaining forms of social interaction available."

We may not have rationality dojos, but in-person debating is as good an irrationality dojo as you're going to get. In debating, you're rewarded for 'winning', regardless of whether what you said was true; this encourages people to develop rhetorical techniques and arguments which are fully general across all possible situations, as this makes them easier to use. And while it may be hard to give public demonstrations of rationality, demonstrations of irrationality are easy: simply talk about impressive-sounding nonsense in a confident, commanding voice, and people will be impressed (look at how well Hitler did).

I think the idea of argument is to explore an issue, not "win" or "lose". If you enter an argument with the mentality that you must be right, you've rather missed the point. There wasn't an argument here, just a one-sided discussion. It was a bludgeoning by someone with training and practice in logical reasoning on someone without. It was both disgusting and pathetic, no different than a high-school yard bully pushing some kid's face in the dirt because he's got bigger biceps. Did the outcome of this "argument" stroke your ego?

All-in-all, I'm not sure this is a story you should want to share. To put this in uncomplicated terms, it makes you sound like a real a$$hole.

MRA, the difference between winning an argument with someone, versus pushing them into the dirt - well, there's a number of differences, really.  The three most important are:  First, I didn't force him to talk to me.  Second, losing an argument makes you stronger.  (Or rather, it gives you a precious chance to become stronger; whether he took advantage of it was up to him.  Winning is a null-op, of course.)

Third and above all, in factual arguments there is such a thing as truth and falsity.

Learn to use the time machine. Back in 2007, the page looked like this.

"I believe science teaches us that human-caused global warming is an urgent crisis."
"You mean if it's either not a problem or can be fixed easily, it proves science is false?"
Science has been proved false many times. Those things proven to be false are no longer science. OTOH most religious beliefs are dogmatic. They can't be discarded from that religion without divine intervention/prophecy.

Where do people get the impression that we all have the right not to be challenged in our beliefs?
Tolerance is not about letting every person's ideas go unchallenged; it's about refraining from other measures (enforced conformity, violence) when faced with intractable personal differences.

As for politeness, it is an overrated virtue.  We cannot have free and open discussions, if we are chained to the notion that we should not challenge those that cannot countenance dissent, or that we should be free from the dissent of others. Some people should be challenged often and publicly. Of course, the civility of these exchanges matters, but, as presented by Eliezer, no serious conversational fouls or fallacies were committed in this case (contemptuous tone, ad hominems, tu quoque or other Latinate no-nos, etc.).

How do you know what the putative AI "believes" about what is advantageous or logical?  How do you know  that other humans are feeling compassion?  In other words, how you feel about the Turing test, and how, other than their behavior, would you be able to know about what people or AIs believe and feel?

We may not have rationality dojos, but in-person debating is as good an irrationality dojo as you're going to get. In debating, you're rewarded for 'winning', regardless of whether what you said was true

“Tolerance is not about letting every person's ideas go unchallenged; it's about refraining from other measures (enforced conformity, violence) when faced with intractable personal differences.”

That’s certainly the bare minimum. His beliefs have great personal value to him, and it costs us nothing to let him keep them (as long as he doesn’t initiate theological debates). Why not respect that?

“How do you know what the putative AI "believes" about what is advantageous or logical?”

"His beliefs have great personal value to him, and it costs us nothing to let him keep them (as long as he doesn’t initiate theological debates). Why not respect that?"

Values may be misplaced, and they have consequences.  This particular issue doesn't have much riding on it (on the face of it, anyway), but many do.  Moreover, how we think is in many ways as important as what we think.  The fellows ad hoc moves are problematic. Ad hoc adjustments to our theories/beliefs to avoid disconfirmation are like confirmation bias and other fallacie... (read more)

JL, I’ve programmed in several languages, but you have me correctly pegged as someone who is more familiar with databases. And since I’ve never designed anything on the scale we’re discussing I’m happy to defer to your experience. It sounds like an enormously fun exercise though.

My original point remains unanswered however. We’re demanding a level of intellectual rigour from our monotheistic party goer. Fair enough. But nothing I’ve seen here leads me to believe that we’re as open minded as we’re asking him to be. Would you put aside your convictions and a... (read more)

"JL, I’ve programmed in several languages, but you have me correctly pegged as someone who is more familiar with databases. And since I’ve never designed anything on the scale we’re discussing I’m happy to defer to your experience. It sounds like an enormously fun exercise though."

There are programs (good ol' chatter bots) that use methods like you supposed, but they are far from promising.  No need to defer to me-- I am familiar with machine learning methods, some notable programs and the philosophical debate, but I am far from an expert ... (read more)

A less personal response to the second bit I quoted from Mark D:  Yes, changing our beliefs in the face of good evidence and argument is desirable, and to the extent that we are able to do this we can be called critical thinkers.

Would you put aside your convictions and adopt religion if a skilful debater put forward an argument more compelling than yours?

To the extent the answer is "No" my atheism would be meaningless.  I hope the answer is "Yes", but I have not been so tested (and do not expect to be; strong arguments for false theses should not exist).

First: The argument wasn't the author being an a$$hole. He was stating the nature of his business, which is a very normal thing to do at a social gathering. (We are, to a disturbing extend, defined by our income.) Godboy dismissed his profession as quixotic, leading the author to the notion that if he created a working AI, that it would disprove God, in the mind of his coparticipant in discussion. This was a logical inferrence, based on the statement that inspired it.

Second: The only winner in a conversation is the person who learns something. I believe, t... (read more)

Wouldn't it be easier to say, an AI is not a soul?
In what sense do these two words have the same meaning?
An AI is a non-existant entity which, due to the unflagging faith of some, is being explored.
A soul is an eternal being granted life (human only?) by god (should that be capitalized?)
Comparing them is what leads to the problem.

Before using Aumann one should ask, "What does this guy know that I don't?"

Douglas, (1) what makes you think that anyone was suggesting that "AI" and "soul" have the same meaning?, (2) in what way would "an AI is not a soul" be a useful substitute for anything else said in this discussion?, and (3) why should comparing the two notions lead to any problems, and in particular to whatever you're calling "the problem" here?

I don't think it's any more obvious that there are no AIs than that there are no souls. That is: perhaps, despite appearances, my computer is really intelligent, and thinks i... (read more)

g- the man said, "I don't believe AI is possible because only God can make a soul."
"...If I can make an AI it proves your religion false?"
Somebody in this exchange has equated the making of an AI with the making of a soul.  That's why I would suggest that the words have been confused.
An AI is not a soul would be useful in this discussion because it would clarify that the making of one would not invalidate the existence of the other or the statement that "only God can make a soul".
Comparing the two notions would not be a pr... (read more)

Douglas: OK, I hadn't realised you were talking about him; my bad. And, sure, another approach Eliezer could have taken is to say "an AI and a soul aren't the same thing". But I don't see why that would be any improvement on what he actually did do.

Also: "soul" is used vaguely enough that I don't think Eliezer could justifiably claim that an AI wouldn't have to be a soul. If his interlocutor believed, e.g., that a soul is what it takes in order to have real beliefs, feelings, will, etc., then saying "oh no, I'm not talking about so... (read more)

g- you ask good questions.
My point about AI and religion is that rather than pretending that one is related to the other, AI would benefit from clearing up this confusion.  (So would the religious)
Perhaps the way Elizer went about it was OK
I would define "soul" as a non-corporeal being that exists separable from the body and that survives body death.  (I want to say something about the soul being the true source of consciousness and ability-- OK, I said it)

Seems more like Aikido. I sense a broken spirit more than a redirection of thought or processes of it and his belief system. Simply put, honey has always gotten me more flies than vinegar.

Rereading the post, I don't understand why the fellow didn't just say "I defy your ability to build an AI" in response to your first question. Maybe he was intimidated at the moment.

I have to heartily disagree with those that seem to think it impolite to disagree with the religious. Remember this same person is going to go out and make life and death decisions for himself and others. Notice also that it was the theist who started the debate.

All you did was show that your argumentative skills were better.
His intial belief mentioned souls, and i dont think you ever did.
I'd like to see some sort of testability for souls :)

As to your reply of possibly proving his religion false, if he was better at arguing, he may have replied that at the least it might prove his understanding of religion false.

And of course its not as if you have created an AI. 

I attended a lecture by noted theologian Alvin Plantinga, about whether miracles are incompatible with science. Most of it was "science doesn't say it's impossible, so there's still a chance, right?"-type arguments. However, later on, his main explanation for why it wasn't impossible that God could intervene from outside a closed system and still not violate our laws of physics was that maybe God works through wavefunction collapse. Maybe God creates miracles by causing the right wavefunction collapses, resulting in, say, Jesus walking on water, rising from the dead, unscrambling eggs, etc.

Recalling this article, I wrote down and asked this question when the time came:

"The Many-Worlds Interpretation is currently [I said "currently" because he was complaining earlier about other philosophers misrepresenting modern science] one of the leading interpretations of quantum mechanics. The universe splits off at quantum events, but is still deterministic, and only appears probabilistic from the perspective of any given branch. Every one of the other branches still exists, including ones where Jesus doesn't come back. If true, how does this affect your argument?&q

Now, what I don't get is why he let you force him to change his position. If he really believed that it was impossible for you to create AI, why wouldn't he have just said "yes," and then sit back, comfortable in his belief that you will never create an AI?

This post's presence so early in the core sequences is the reason I nearly left LW after my first day or two.  It gave me the impression that a major purpose of rationalism was to make fun of other people's irrationality rather than trying to change or improve either party.  In short, to act like a jerk.

I'm glad I stuck around long enough to realize this post wasn't representative.  Eliezer, at one point you said you wanted to know if there were characteristically male mistakes happening that would deter potential LWers.  I can't speak for all women, but this post exemplifies a kind of male hubris that I find really off-putting.  Obviously the woman in the penultimate paragraph appreciated it in someone else, but I don't know if it made her think, "This is a community I want to hang out with so I, too, can make fools of other people at parties."

If I were the host I would not like it if one of my guests tried to end a conversation with "We'll have to agree to disagree" and the other guest continued with "No, we can't, actually. There's a theorem of rationality called Aumann's Agreement Theorem which shows that no two rationalists can agree to disagree."  In my book this is obnoxious behavior.

Having fun at someone else's expense is one thing, but holding it up in an early core sequences post as a good thing to do is another.  Given that we direct new Less Wrong readers to the core sequence posts, I think they indicate what the spirit of the community is about.  And I don't like seeing the community branded as being about how to show off or how to embarrass people who aren't as rational as you.  

What gave me an icky feeling about this conversation is that Eliezer didn't seem to really be aiming to bring the man round to what he saw as a more accurate viewpoint.  If you've read Eliezer being persuasive, you'll know that this was not it.  He seemed more interested in proving that the man's statement was wrong.  It's a good thing to learn to lose graciously when they're wrong, and learn from the experience. ... (read more)

Shortly after my stroke, my mom (who was in many ways more traumatized by it than I was) mentioned that she was trying to figure out what it was that she'd done wrong such that God had punished her by my having a stroke. As you might imagine, I contemplated a number of different competing responses to this, but what I finally said was (something along the lines of) "Look, I understand why you want to build a narrative out of this that involves some responsible agent making decisions that are influenced by your choices, and I recognize that we're all in a difficult emotional place right now and you do what you have to do, but let me offer you an alternative narrative: maybe I had a survivable stroke at 40 so I'd start controlling my blood pressure so I didn't have a fatal one at 45. Isn't that a better story to tell yourself?"

If I were the host I would not like it if one of my guests tried to end a conversation with "We'll have to agree to disagree" and the other guest continued with "No, we can't, actually. There's a theorem of rationality called Aumann's Agreement Theorem which shows that no two rationalists can agree to disagree." In my book this is obnoxious behavior.

I'd find it especially obnoxious because Aumann's agreement theorem looks to me like one of those theorems that just doesn't do what people want it to do, and so ends up as a rhetorical cudgel rather than a relevant argument with practical import.

Agreed. If this was Judo, it wasn't a clean point. EY's opponent simply didn't know that the move used on him was against the sport's rules, and failed to cry foul.

Storytelling-wise, EY getting away with that felt like a surprising ending, like a minor villain not getting his comeuppance.

Interesting. 
When I am arguing with somebody, I usually get them to explicitly define every one of their terms and then use the definitions to logic them into realising that their argument was faulty. A more rational person could have escaped your comment simply by defining AI as human-like intelligence- ie, ability to create, dream, emote and believe without prior programming for those things. 
And yes, I am religious and my belief can be overturned by proof. If aliens are found with human-like intelligence, I will give up my faith entirely- but until then, just about anything else can be explained from within my ideology. 

[ Disclaimer: This is my first post so please don't go easy on me. ]

After reading a handful of comments I am surprised to see so many people think of what Eliezer did here as some sort of "bad" thing. Maybe I'm missing something but after reading all I saw was him convincing the man to continue the discourse even though he initially began to shy away from it.

Perhaps citing a theorem may have intimidated him a little, but in all fairness Eliezer did let him know at the outset that he worked in the field of Artificial Intelligence.

I've already seen plenty of comment here on just how awkward this post is to be so early in the Sequences, and how it would turn people off, so I won't comment on that.

However: Seeing this post, early in the sequences, led me to revise my general opinion of Eliezer down just enough that I managed to catch myself before I turned specific admiration into hero-worship (my early, personal term for the halo effect).

I seriously, seriously doubt that's the purpose of this article, mainly because if Eliezer wanted to deliberately prevent himself from being affecti... (read more)

There's a theorem of rationality called Aumann's Agreement Theorem which shows that no two rationalists can agree to disagree. If two people disagree with each other, at least one of them must be doing something wrong.

This seems like one of those things that can be detrimental if taught in isolation.

It may be a good idea to emphasize that only one person in a disagreement doing something wrong is far less likely than both sides in a disagreement doing something wrong.

I can easily imagine someone casually encountering that statement, and taking it to ins... (read more)

Eliezer, that's false reasoning.  I'm not religious, so don't take this as the opening to a religious tirade, but it's a pet peeve of mine that intelligent people will assert that every belief within a religion is wrong if only one piece of it is wrong.

There are a billion and one reasons why a body of knowledge that is is mostly correct (not saying I think religions are) could have one flaw.  This particular flaw doesn't prove God doesn't exist, it would only prove God souls aren't necessary for an intelligent life form to survive, or (perhaps, to a religi... (read more)

Me: Writes on hand "Aumann's Agreement Theorem". Thank you Eliezer, you have no idea how much easier you just made my Theory of Knowledge class. Half of our discussions in class seem to devolve into statements about how belief is a way of knowing and how everyone has a right to their own belief. This (after I actually look up and confirm for myself that Aumann's Agreement Theorem works) should make my class a good deal less aggravating. 

I wrote a long post saying what several people had already said years ago, then shortened it. Still, because this post has made me mad for years:

1) Of COURSE people can agree to disagree! If not, EY is telling this guy that no two rationalists currently disagree about anything. If THAT were true, it's so fascinating that it should have derailed the whole conversation! 

(Leaving aside, for the moment, the question of whether Aumann's theory "requires" a rationalist to agree with a random party goer. If it really did, then the party goer could convince EY by ... (read more)

While I understand the absolute primal urge to stomp on religious texts used to propagate compulsory heterosexuality, I do think this exchange ended up a bit of a poor game, when it seems like he'd be mostly interested in discussing how the emotions of programmed thought might differ from ours (and that's a fun well to splash around in, for a while)(though deposing of cult-friendly rhetoric is valuable too, even if you have to get nasty).

I'm mildly concerned about the Reign Of Terror Precept, but I also understand it. It's just disappointing to know that t... (read more)

I wonder if this post would have gotten a better reception if the stooge had been a Scientologist or a conspiracy theorist or something, instead of just a hapless normie.



Professing and Cheering

I once attended a panel on the topic, “Are science and religion compatible?” One of the women on the panel, a pagan, held forth interminably upon how she believed that the Earth had been created when a giant primordial cow was born into the primordial abyss, who licked a primordial god into existence, whose descendants killed a primordial giant and used its corpse to create the Earth, etc. The tale was long, and detailed, and more absurd than the Earth being supported on the back of a giant turtle. And the speaker clearly knew enough science to know this.

I still find myself struggling for words to describe what I saw as this woman spoke. She spoke with . . . pride? Self-satisfaction? A deliberate flaunting of herself?

The woman went on describing her creation myth for what seemed like forever, but was probably only five minutes. That strange pride/satisfaction/flaunting clearly had something to do with her knowing that her beliefs were scientifically outrageous. And it wasn’t that she hated science; as a panelist she professed that religion and science were compatible. She even talked about how it was quite understandable that the Vikings talked about a primordial abyss, given the land in which they lived—explained away her own religion!—and yet nonetheless insisted this was what she “believed,” said with peculiar satisfaction.

I’m not sure that Daniel Dennett’s concept of “belief in belief” stretches to cover this event. It was weirder than that. She didn’t recite her creation myth with the fanatical faith of someone who needs to reassure herself. She didn’t act like she expected us, the audience, to be convinced—or like she needed our belief to validate her.

Dennett, in addition to introducing the idea of belief in belief, has also suggested that much of what is called “religious belief” should really be studied as “religious profession” instead. Suppose an alien anthropologist studied a group of English students who all seemingly believed that Wulky Wilkensen was a retropositional author. The appropriate question may not be “Why do the students all believe this strange belief?” but “Why do they all write this strange sentence on quizzes?” Even if a sentence is essentially meaningless, you can still know when you are supposed to chant the response aloud.

I think Dennett may be slightly too cynical in suggesting that religious profession is just saying the belief aloud—most people are honest enough that, if they say a religious statement aloud, they will also feel obligated to say the verbal sentence into their own stream of consciousness.

But even the concept of “religious profession” doesn’t seem to cover the pagan woman’s claim to believe in the primordial cow. If you had to profess a religious belief to satisfy a priest, or satisfy a co-religionist—heck, to satisfy your own self-image as a religious person—you would have to pretend to believe much more convincingly than this woman was doing. As she recited her tale of the primordial cow, she wasn’t even trying to be persuasive on that front—wasn’t even trying to convince us that she took her own religion seriously. I think that’s the part that so took me aback. I know people who believe they believe ridiculous things, but when they profess them, they’ll spend much more effort to convince themselves that they take their beliefs seriously.

It finally occurred to me that this woman wasn’t trying to convince us or even convince herself. Her recitation of the creation story wasn’t about the creation of the world at all. Rather, by launching into a five-minute diatribe about the primordial cow, she was cheering for paganism, like holding up a banner at a football game. A banner saying GO BLUES isn’t a statement of fact, or an attempt to persuade; it doesn’t have to be convincing—it’s a cheer.

That strange flaunting pride . . . it was like she was marching naked in a gay pride parade.1 It wasn’t just a cheer, like marching, but an outrageous cheer, like marching naked—believing that she couldn’t be arrested or criticized, because she was doing it for her pride parade.

That’s why it mattered to her that what she was saying was beyond ridiculous. If she’d tried to make it sound more plausible, it would have been like putting on clothes.

1 Of course, theres nothing wrong with actually marching naked in pride parades; this isn't something that truth can destroy.

We have all had a the experience of listening to somebody drone on about some outlandish belief/behaviour/experience/whatever where the speaker was actually attempting to goad the listener in rebutting them. Then the speaker could take on the mantle of bieng the attacked party. Once they are "forced" onto the defensive, you become guilty of calling her a "primordial cow"  instead of her genesis story a, well, uh, a primordial cow. C.S. Lewis might have just as easily believed in a Primordial Cow instead of Christianity but I doubt he would have begged to be attacked for it.

"Belief in belief" sounds perfectly plausible here, where the second-level belief is different: not that believers are morally superior, or believers go to heaven, but that believers are cool.

Eliezer, first, really great topic. I think it will help move this blog to new and fertile ground. Secondly, in this particular case, I think Cole has a very plausible theory. If this person wanted to rise above being just one person on a panel, to a person in the key diaelectical exchange with the entire room, it might have been a good strategy for them to try to bait the room by professing, to the point of mass irritation, a contrarian stance.

It would be interesting to see she would adjust strategies in a room filled with pagan scientists. If she's completely flexible in external presentation of self, and attention-maximizing, she might then claim to be a fundamentalist christian?

"Belief" is a notion that isn't necessarily tied to literal truth. Aquinas once said that "all statements about God are metaphors," and Niebuhr (sp?) said something to the effect that "religious statements should be taken seriously, but not literally." For a more recent (and accessible) variation, consider Tony Hillerman's novels, in which one of his principal characters, Jim Chee, studies to be a Navaho shaman (not quite the right word, but I forget the Navaho one), taking myths very seriously without for a minute thinking that they are history. (Hillerman himself is Catholic, so he doesn't think the Navaho myths are literal truth either.) Discussions of religious belief on this blog seem to me to assume too readily that they are just like beliefs about science or history. To some people, no doubt, they are. But not to me, and not to a lot of other religious people, either. I think there's a bias about religion here, that needs to be overcome.

The cow thing does seem a stretch, though, even on the most sympathetic possible interpretation.

From the way this woman is portrayed in this post, this woman obviously believed that the myth was literally true, or was acting like she believed it for some other purpose.  

If she actually believed in the literal interpretation of this creation myth, then it doesn't matter whether or not there is a plausible metaphorical or symbolical interpretation. The subject matter, and conclusion of this post is indifferent to the nature of the myth.  What matters is what that woman believed.  Whether Yudkowsky is biased or not is irrelevant to the purpose of his post.  (Unless were not assuming that this creation myth is false.)

Whether Yudkowsky is biased or not is irrelevant to the purpose of his post.

I think there's a bias about religion here, that needs to be overcome.

Was basically just an attempt to be clever making a play on words related to "Overcoming Bias".  They were all the rage.

Wow, I was coming to edit this post, and you responded so quickly...well, thank you.

I foolishly neglected to research this creation myth before commenting.  I now can see how this myth could be purposely using symbolical language.  But I wouldn't know how to correctly understand it, without over-interpreting it.  (That is if its worth interpreting.)

One of my largest frustrations in life, frustrations of the type produced where one determines that one is simply not understanding something fundamental that is understood at least implicitly by many other people, is that I have generally found "to satisfy your own self-image as an X - you would have to pretend to Y much more convincingly than this woman was doing" to be falsified, but I still cannot understand what it is generally falsified by.  In school, in work, etc, I have found teachers, professors, students, co-workers and management to, a small but noticeable fraction of the time, do what I think cannot even charitably be described in any way other than "doing nothing" to a degree which Scott Adams has yet to adequately describe or demonstrate in Dilbert, yet I have found that when I try to imitate this "doing nothing", I have found myself to typically be rebuked (though not by the actual 'do-nothings').  My best guesses are that a) the do-nothings are amiable people who seem comfortable with their behavior while when trying to not do anything I seem uncomfortable and/or disagreeable, or
b) the do-nothings have jobs (like teaching Statistics) which no-one really wants done. (the degree to which business-people and scientists alike don't even try to understand Statistics but simply mis-use it as a talisman against criticism (So long as they tow the line in their conclusions and methods.  Iconoclasts will be punished for this, a-la Kinsey) without ever attempting to understand how or why or where their procedures work depresses me.)
but I am very unsure of these conclusions.  Can anyone do better?

Alan has a good point.  His post reminds me of this

http://www.gnxp.com/blog/2007/04/nerds-are-nuts.php

I will mention that I have only met one person who actually talked about religious history and secular history in conversation un-self-consciously in such a manner as to suggest that he wasn't using separate "religious history" and "secular history" categories but fairly honestly, e.g. without typical forms of self-deception, saw them as a single thing, history.  He would talk about Indian politics, current events, and history in a manner which occasionally mentioned the activities of Indira Gandhi and occasionally those or Rama or Krishna.  This person was not especially nerdy, but was of fairly modest socio-economic-status (had been a hair-dresser), high gullibility (involved in Multi-Level Marketing) and probably of only moderately above average intelligence as suggested by a BS in Math from an unknown university coupled with the inability to pass the first of the eight Actuarial exams after 4 years as an Actuarial "student" (the subject is basically a fairly but not terribly difficult mix of 1st and 2nd semester Statistics, Calculus, and Financial Economics.  If you competed in the Math Olympiad, think the first round AHSME test from the Math Olympiad but requiring those subjects.)  Actuarial Students are given free courses, materials, past exams which provide analogous questions, and 20-30 days per year of time off (in addition to normal vacation and sick-days)  formally allocated to study)

I too am both a pagan and a scientist, and I will happily switch between tales of the Green Mother's handfasting to the Dying King and Gould's theory of Punctuated Equilibrium.  I find it no more ridiculous than Francis Collins, the leader of the Human Genome Project and a man I respect greatly, publicly embracing evangelical Christianity.

Our brains are complex creations, with many levels and conflicting functions.  The scientific method, with its falsifiable hypotheses and reductive materialism, is a stellar belief system for those systems responsible for predicting and understanding how the physical world works.  Unfortunately, it provides little if any support for those pre-rational, emotional, and social systems all our brains share.  Your amygdala needs something a bit different than physics.

Many of my fellow biologists share your confusion when confronted with the common person's dislike of Darwinian theory.  What they fail to understand is that creation myths serve a critical function in people's lives that has nothing to do with what "really happened".  Think about the function of belief from an evolutionary perspective for a moment.  What survival benefit is there in understanding what "really happened" when the universe was formed billions of years ago -- especially to our ancestors on the savanna?  Yet all cultures place a great importance in their creation myths, despite the fact that most can be easily disproved.  It is a universal in human experience.

You may want to ask yourself what the evolutionary function of a creation myth is, and why they are a universal human conceit.  With that knowledge in hand, you may have a better understanding of how a creation myth should be judged, and you may finally understand what your pagan panelist was trying to tell you.

Please enlighten me.  If she did not believe what she said as literal truth, then what was she trying to say?  And why did she not say what she meant?  Is it possible that you mean to say her whole speech was an act to communicate a deeper message?  A secret message that only pagans understand?  Or do you mean to say that this woman had social (or other reasons) to believe this, and she promoted that it didn't matter what she believed because it didn't conflict with her scientific life?  Or do you mean that she was encouraging the separation of science and religion by making herself an example of how irrationally stubborn people can be, making it too difficult for science to ever eradicate any false religion because it's "the opium of the people"?  Is that what you mean by the "evolutionary function of a creation myth"?  How could it play any role in evolution?  Were you there during this event, or do you know something I don't?

In case it isn't clear, you're asking questions to someone who posted a comment 5 years ago on Overcoming Bias.  Don't expect a response.

And hasn't commented since, at least not under that username.

I have no idea who Zenkat 2 is, much less the original pagan panelist, but here are some plausible suggestions about what she might have been thinking: 

Some individuals (and I presume more here than most venues) struggle with any internal inconsistency, while others readily compartmentalize and move on.  I am an engineer by training and of course most of my workmates are engineers, yet they represent a variety of religions as well.  Most have some questions and doubts about their own, and plenty more about others, and yet that doesn't make a huge difference for day-to-day life.

Some would quickly conclude that such an engineer's judgement is questionable, and discount their work, but most seem to be adequately logical in other spheres.

Perhaps the better questions is one of utility -- what value does the individual get for their beliefs?    I graduated with many Elect Engrs; let's presume one went to work on microprocessor design (driven by quantum theory) and another does correction math for GPS satellites (driven by relativity).  It is well understood that the two theories have been objectively demonstrated to work well in their respective domains, and yet are mathematically incompatible (at best each may a simplification of a more universal rule).  Both cannot be 'true', and while both could be false and likely are to some degree, they are both incredibly useful.

From a systems perspective I tend to fall back on the Systems rules-of-thumb, like "all models are wrong; some are useful", and "draw a box around what is working together to do what you're interested in, and analyze within".  Compartmentalization allows one to get down to the work at hand, in support of a utilitarian view.

I am here to learn, though.  Must inconsistency be driven out, or simply embraced as part of the imperfect human machine?

People can bind themselves as a group by believing "crazy" things together.  Then among outsiders they could show the same pride in their crazy belief as they would show wearing "crazy" group clothes among outsiders.

Zenkat:  I will happily switch between tales of the Green Mother's handfasting to the Dying King and Gould's theory of Punctuated Equilibrium

They're about equally plausible.  You do realize that serious evolutionary biologists regard Gould as a scientifically dishonest crackpot who has deliberately misrepresented the state of modern evolutionary biology to the public?

Gunn:  The cow thing does seem a stretch, though, even on the most sympathetic possible interpretation.

It's a good thing you don't believe anything that would sound just as strange to someone who hadn't grown up believing it.

More and more, I get the sense that the metaphor-loving religious are promoting something like their right to willingly suspend disbelief, like gamer does when involved in a 'verse, like WoW.  It has the same virtues: community, immersion, the thrill of exercising imagination and participating in grand narratives.  Only, World of Warcraft buffs don't let their fantasy life impinge on the public sphere as often.  I'm aware that I will likely receive flak for drawing this analogy, as it seems terribly dismissive.

An FYI that does not address the substance of Eliezer's post:

This woman was telling you the Norse creation myth, which is definitely one of the stranger ones I've heard: http://www.pitt.edu/~dash/creation.html. As a story, it lacks the rudimentary narrative cohesiveness most of us expect, having been exposed since childhood to the Christian "first there was light" story, which proceeds in a rather more linear manner. On the other hand, Norse myth is the basis of Tolkien's Middle Earth, whereas the Christian myth has been responsible mainly for lots of paintings of Adam and Eve looking coyly at each other.

Robin, that was the intended topic of my next post :) but your clothing metaphor is a good one, and I shall borrow it.

Christianity, for instance, is somewhat less absurd than Norse creation myth only when it skips the actual mechanics of the creation, so it seems a tad harsh to single out that poor cow for a hard time. From the viewpoint of psychological bias, the main point of interest I can see is that of religionists being so forgiving about errors in what should explain the hows and whys of existence.

LP:  ever hear of Paradise Lost?
A lot of pictures.  Really...

I'm also very happy to discuss Dawkin's theories on the selfish gene, if you wish.  As a genomics researcher, I get to play with the transcriptional junk left behind by selfish DNA replicants (ALUs, transposons, endogenous retroviral DNA, gene duplication, and copy number variants) on a daily basis.  Other fun topics for discussion might be the effects of Intralocus Competitive Evolution on species divergence, and/or the evidence for recent selective pressures on the human genome that have been uncovered by the HapMap project.

Anyways, I'm detecting an form of anti-Gould bias that appears to be a particular conceit among libertarian economists.  Interestingly enough, I don't find that the controversy is shared by most biologists.  Perhaps you should read the Wikipedia article on Gould's scientific career with an unbiased eye.  It provides balanced and well documented review of Gould's accomplishments, and provides extensive references.

As far as I can tell, most of the knee-jerk reactions against Gould are a hangover from his feud with Dawkins and Wilson over sociobiology and evolutionary psychology.  Personally, I side with Dawkins on this one (my comment did appeal to evolutionary psychology, after all), but I am always amazed at the vitriol spewed at Gould.  Seems more akin to the furious debates between Pre- and Post-Millenialists than reasoned scientific discussion to me.

Zenkat, I suspect a great deal of the venom towards Gould is also due to his opposition to certain positions on human population / IQ test differences.

Zenkat, I said evolutionary biologists, not biologists.  My grandfather is a statistical geneticist ( animal QTL), who also happens to be a believing Orthodox Jew, and whom I've debated briefly on evolutionary psychology, evolutionary biology, and the ability of evolutionary biology to account fully for human evolution.  So I'm quite aware of the difference between someone who works with genes every day, and someone who has a deep understanding of, ahem, the structure of evolutionary theory.  Now I'm sure that you can interpret linkage disequilibria statistics better than I can, but since you refer to selfish genes as "Dawkins's" theory, I do wonder how much you know about the history of mathematical evolutionary theory.

Gould has many respectable scientific accomplishments to his name, but in the field of evolutionary biology he lied to the public.

It sounds like this "pagan" was trying to show that religious beliefs were completely absurd.  My guess is that she doesn't believe in the primordial cow any more than you do, but she was trying to convince people that "traditional" religions are no more believable.

This strategy has the advantage of being immune to any defenses mounted by the traditional religions.

Rejecting Punctuated Equilibrium theory on the grounds that Gould was a scientifically dishonest crackpot seems to require both fundamental attribution error and an ad hominem argument.

Sounds more to me like the pride of her own personal rebellion against what she perceives as the establishment.

Of course I wasn't there, but in the telling of the story, that is what initially occurred to me.

Perhaps we should check to see how many papers in respected journals cite "punctuated equilibrium" other than to attack it. In a previous thread in which Gould was discussed I linked to this, which used such evidence to argue against his theory on "spandrels".

It is interesting that Zenkat mentioned "libertarian economists" since Eliezer is not an economist, and I was unaware from his posts here that he was a libertarian. I note that Robin Hanson denied being a "libertarian economist" when accused of it, but it occurs to me that perhaps he thinks "libertarian economist" as something other than a person who is both an economist and a libertarian. Alan Greenspan, for example, was a libertarian who had advocated the gold standard as well as chairman of the federal reserve, but might not be characterized as "libertarian chairman of the federal reserve", because his actions as chairman were not any more libertarian than average. I am not saying I think Robin is a libertarian, but merely that I assign a probability higher than zero to his being one.

On the other hand Johnny, paganism doesn't cost £9 a month.

I think I can shed some light on her behavior. In the view of religious people in the mystical traditions which paganism tries to emulate (with varying degrees of success, but that's beside the point), the world is vast and beckoning, yet our faculties are barely adequate to scratch the surface.

A mystic, or even a skeptic, sees our thoughts and perceptions of the world as metaphors in themselves, which become more and more deeply abstracted. Our vision and sense of space has a "metaphorical" relationship to the actual, physical reality that we find ourselves in. In the same sense, language and mathematics (math is a subset of language, but I thought it was worth singling out) have a metaphorical relationship to the raw universe.

The point of mysticism is to snap one's consciousness out of the notion that what you experience in day to day living can be trusted, and it calls for the mystic to look more closely at what experience really is: a useful metaphor for what is actually taking place in the universe around us.

So it seems that what this woman was trying to do was at least two "layers" deep. The first, most obvious layer, is that she was emphasizing the ridiculousness of taking the story literally, to force the audience to consider it as a useful metaphor. The deeper message she was conveying by making it clear that what she was saying was not to be taken literally, was a wake up call. It was a call for the audience to think in a fundamentally different way: not only is this creation myth a metaphor representing psychological and physical phenomena, but those phenomena themselves must be examined as metaphors.

She was trying to train the audience members' brains to think mystically. And appropriately enough she did it in an abstract, almost metaphorical sort of way, that the concrete thinkers here totally missed. Biases abound!

There are some people who revel in the gibberish of others, and think if a statement is nonsensical but spoken with pride and self confidence, it must be profound. Call them Mysterion Masochists. If I don't get your gibberish, you must be profound.

This woman seems like a Mysterion Sadist.  If you don't get my gibberish, I must be profound. I don't think it's anymore complicated than that.

Her attitude is just what I would expect from a self confident Mysterion when faced with a large number of rationalists. I wouldn't be surprised to see a self confident Rationalist have a similar exaggerated presentation and prideful tone when facing a large number of Mysterions.

In the view of religious people in the mystical traditions [...] the world is vast and beckoning, yet our faculties are barely adequate to scratch the surface.

Does it mean that science has got it all wrong, and we need to start again from the beginning? Otherwise, why reinvent the wheel?

Or perhaps science generally is OK, but there is a part of reality that remains unexpored, so we should acknowledge that in this specific part we are "barely adequate to scratch the surface" and should focus on this area knowing that we start almost from zero and that at the beginning a good metaphor is better than nothing. That I could accept. I only find it difficult to believe that creation of Earth and especially the movement of Earth in space belongs to this unexplored part.

Our vision and sense of space has a "metaphorical" relationship to the actual, physical reality that we find ourselves in. In the same sense, language and mathematics [...] have a metaphorical relationship to the raw universe.

Not all metaphors are created equal. Some of them allow much better prediction than others. Mathematics and physics allow us to predict position of Earth very precisely. Now could you make a similar prediction based on "Earth is on the back of giant turtle"? Is imagining giant turtles really the right way to "to look more closely at what experience really is"?

I see it differently.  This is what I suspect was going on.  She's driven by a feeling of how cool that would be if it was the case -- revelling in it -- with a concomitant avoidance of evaluating the notion to closely.  And she's keen to project this image "are't I awesome for being so /radical/ in my beliefs".

This is a year-and-a-half late, but did you ask the woman what the weird pride/satisfaction/flaunting thing was? Or whether she was cheering for paganism? She would likely answer, "No," but the emotional response would have been interesting and possibly telling of some other behavior just beneath the surface.

I find it strange how often I will ponder why specific people do things but never bother to walk up and ask them what their perspective on the subject happens to be.

That being said, the concept of cheering makes great sense. I find that the behavior is very similar to what you describe in Politics is the Mind-Killer. Cole Stage's comment is a good tie-in.

It should be noted that the myth in question wasn't a "believed myth"; Snorri was writing a handbook for poets more than a hundred years after the introduction of christianity and needed to provide a context for the traditional kennings.  It makes no sense because it wasn't intended to make sense, only to make it easier to make sense of traditional poems.

The previous comment by Alan about these beliefs of religion not being the same as beliefs in science seems a little problematic. If one believes that ones religious beliefs are a non-literal, albeit serious metaphor, which one holds to be true, but not in the same way as scientific beliefs, what sort of belief is it, and how does one hold the religious accounts to be true? 
Belief, is very widely understood as the epistemic state of holding some proposition, or propositions to be true, in the actual or real world.  Maybe it is not the sense of belief that differs, in Alan's account after all, but the proposition that is being believed.
The belief in the religious account was stated as not being a proposition of literal truth, so in the common meaning not proposed as being true in the actual world, and so in the common understanding, not a belief. It was stated to be some sense of  belief, just not in the common sense. It seems that there is a proposition which is being claimed as true, that is the proposition regarding very real and serious effect, and significant metaphorical meaning of the religious account on, or in, people's lives . That is to say that the belief is in the function of the metaphorical account, and not the account itself. The metaphor may be a way of coming to understand, or feel more connected to the scientific account, or any number of other very real, and very meaningful roles. Whatever the function may be in any instance, it is this function that Alan, and perhaps others actually believe in. The metaphorical religious account need not have its own special sense of belief, but simply function as any other metaphor, to help bring about a greater understanding or appreciation. Believing not in the religious account and the scientific account in two separate ways, but believing, in one concise, simple way in the scientific account and metaphorical function of the religious account.

I gotta add that the previous comments that refer to beliefs that a religious person may have that they in some sense don't believe seems a little odd, if you feel that way it seems your playing a bizarre game with yourself and everyone you meet

This is good. Great many people talk only in terms of what they think they should believe, but not what they behave -- this shows what they truly believe.

Tying back to my comment a couple posts ago - yes I think this is exactly right. She probably doesn't believe what she is saying. She knows full well it is crap. She has no interest in a good faith argument. She's just there to cheer on paganism. It's 'Science VS Paganism,' the 'new ways' vs the 'old ways.' Rah rah rah. I wonder if while she was speaking there wasn't someone in the back handing out pamphlets, and while 90-95% of the audience reacted with "what a load of crock" a few did think "yeah these scientists aren't as smart as they think they are..." This is one way in which propaganda functions - just to signal, attract followers, and throw up a smoke screen so most of the room doesn't even realize what is happening and just has a laugh. Maybe while you went home confused she ended up selling a few dozen books or whatever to similarly minded "rebels."

Are 'science' and 'religion' compatible? Define the terms I suppose but sure. Why not? 'Religion' just explains the unknown. I *believe* that one day science will be able to eliminate every last notion similar to "lightning exists because Zeus throws it" but until then I think there's nothing fundamentally incompatible with holding beliefs such as "god metaphorically snapped their fingers and *that's* what set off the Big Bang." Mind you all the organized religions I am aware of are ruled out... I'm just saying there can be a space for 'belief' in the areas where science is currently unable to investigate. Personally I think it's better to just say 'I/we don't know, yet' but humans will be humans.

(is anyone reading these anymore? Oh well it's more to help me process my own thoughts anyway I suppose!) 

I got to know this idea recently also under the names of virtue signaling (to members of her community) or a loyalty badge (to her community or doctrine). The more outlandish the story, the stronger is the signal or badge.

I came to the comments for a statement in the older version: "Lesbianism is not something that truth can destroy." Even though it was just an aside in this post, there's a lot to it. 

It feels related in an important way to dispelling the misconceptions discussed in Feeling Rational (emotions aren't always irrational; sometimes becoming more rational/truth-seeking will in fact make your emotions feel stronger). More generally, there are plenty of aspects of human experience that do not get invalidated or destroyed by the truth. It is life-affirming to acknowledge and realize this, especially for the person studying Rationality. 

Also related: Eliezer's 2018 tweet about how being trans does not rest on falsehoods. 



Belief as Attire

I have so far distinguished between belief as anticipation-controller, belief in belief, professing and cheering.  Of these, we might call anticipation-controlling beliefs "proper beliefs" and the other forms "improper belief". Proper belief can be wrong or irrational, as when someone genuinely anticipates that prayer will cure their sick baby. But the other forms are arguably “not belief at all.”

Yet another form of improper belief is belief as group identification—as a way of belonging. Robin Hanson uses the excellent metaphor of wearing unusual clothing, a group uniform like a priest’s vestments or a Jewish skullcap, and so I will call this “belief as attire.”

In terms of humanly realistic psychology, the Muslims who flew planes into the World Trade Center undoubtedly saw themselves as heroes defending truth, justice, and the Islamic Way from hideous alien monsters a la the movie Independence Day. Only a very inexperienced nerd, the sort of nerd who has no idea how non-nerds see the world, would say this out loud in an Alabama bar. It is not an American thing to say. The American thing to say is that the terrorists “hate our freedom” and that flying a plane into a building is a “cowardly act.” You cannot say the phrases “heroic self-sacrifice” and “suicide bomber” in the same sentence, even for the sake of accurately describing how the Enemy sees the world. The very concept of the courage and altruism of a suicide bomber is Enemy attire—you can tell, because the Enemy talks about it. The cowardice and sociopathy of a suicide bomber is American attire. There are no quote marks you can use to talk about how the Enemy sees the world; it would be like dressing up as a Nazi for Halloween.

Belief-as-attire may help explain how people can be passionate about improper beliefs. Mere belief in belief, or religious professing, would have some trouble creating genuine, deep, powerful emotional effects. Or so I suspect; I confess I’m not an expert here. But my impression is this: People who’ve stopped anticipating-as-if their religion is true, will go to great lengths to convince themselves they are passionate, and this desperation can be mistaken for passion. But it’s not the same fire they had as a child.

On the other hand, it is very easy for a human being to genuinely, passionately, gut-level belong to a group, to cheer for their favorite sports team.1 Identifying with a tribe is a very strong emotional force. People will die for it. And once you get people to identify with a tribe, the beliefs which are the attire of that tribe will be spoken with the full passion of belonging to that tribe.

1 This is the foundation on which rests the swindle of “Republicans vs. Democrats” and analogous false dilemmas in other countries, but that’s a topic for another time.

Sounds like someone needs to examine his bias re Alabama bar patrons.

Paul, I looked up a list of the most religious states in the US.  But if you actually go into an Alabama bar and say it, I'll change the post (not recommended).

I'm not about to put my money where my mouth is on that one

Or maybe it's a matter of existential risk? If there's a 1/10 chance of him being horribly wrong, then I don't particularly blame him for not testing it. I might believe  quite thoroughly, but not want to test it when the explosive is directly in front of me.

I'd happily test it from behind a blast wall, though.

I thought this site would be the last place I'd see criticism of the "suicide bomber as cowardly" notion.  Under some definitions, sure, doing something you expect to result in your death, in pursuit of a higher goal, necessarily counts as courage.  However, it would be justifiable to say they are intellectually cowardly.  That is, rather than advance their ideas through persuasion, and suffer the risk that they may be proven wrong and have to update their worldview; rather than face a world where their worldview is losing, they "abandoned&q... (read more)

Is that what extremist Americans mean when they say cowardly?

Except that based on videos and letters left behind, the hijackers considered Americans to be not just intellectual adversaries, but wartime ones. I believe the majority of the hijackers cited American military presence in the Middle East and military and economic support of Israel to that effect.

My point is that using violence to silence intellectual adversaries is very different from using violence against a perceived wartime enemy.

Are you breaking your advice to not use contemporary politics in examples?

Good posts.  This series is the first thing in a while to make me really glad to participate here.

I think that the stereotype of Alabama bars is pretty reliable.  OTOH, the stereotype of suicide bombers is much much less so.  If you read the rhetoric of radical Islam, or for that matter if you read ancient mythology such as Homer or the Egyptian Book of the Dead, you will see people who are occupying a VERY VERY different moral universe from us Platonized Christianized (that includes the secular children of "modern orthodox" Jews) post-Enlightenm... (read more)

Good point, Tarleton - although I'm still hard-pressed to think of a better example that isn't directly a religious belief.  If you only use the obvious religious examples, people will fall into the standard trap of thinking they've achieved perfection as rationalists because they're not religious - I wanted to use something that would actually strike a sympathetic chord and let people see how the belief-as-attire effect extends beyond religion.  Got a better suggestion?

Vassar, also a good point, although I'm skeptical that I would have difficulty empathizing - these are humans we're talking about, not aliens, and the WTC hijackers were mostly educated Saudi Arabians, not Yamomano.  They saw themselves as heroes in the support of causes, such as sexual decency = woman's de-emancipation, which are not American causes; they believed and maybe even anticipated 72 virgins; they fought in guardianship of ancient perfection; they carried out the will of God revealed in perfect scripture.  None of this strikes me as a significant barrier to understanding.  Can you say specifically what you think presents the barrier to empathy?

Ignorance. I may think I understand their minds, but that does not prove that I do understand their minds.

All you know is that you have a mental model of their minds which seems credible to you. Have you tested this model, and if so, how?

All I am reasonably sure of is that they did not see their act as evil and cowardly. Doubtless the same was true of Jack the Ripper and the Boston Strangler, but that tells me nothing about the differences between them and everyone else. After all, I only think that is true of them is because it seems to be true of most people.

This might be an especially easy category of bias to identify.  Just ask yourself if you feel proud that this belief associates you with some group with which you want to be associated.  If so, weaken your confidence in this belief.

Pseudonymous, I confess that it is only a guess, just a more plausible guess than the American one.  And Jack the Ripper might well have been a monster - there are such things as sociopaths.

Robin, I'd say "recalculate your reasons" not "weaken your confidence".  You can't literally shift a probability estimate because it makes you feel proud.

I should mention my old short essay, Are Beliefs Like clothes?.

Eliezer, it seems to me that you can and should shift your probability estimate because it makes you feel proud.  Of course you might do even better than that by recalculating your reasons, but that approach will often not be cheap or reliable.

it would be like dressing up as a Nazi for Holloween.

"So remember kids, dressing up like Hitler in school isn't cool."

Eliezer, your lack of familiarity with "the other side" on the topic of terrorists is all too obvious from your crude attempt at a characterization of it. All you appear to know about it is a few platitudes. Often I get the feeling from this site that it is not so much about overcoming your own biases as it is about coming up with new excuses to dismiss views that you don't agree with by applying the genetic fallacy over and over (e.g. "suchandsuch belief is a product of suchandsuch bias").

Eliezer,
Brilliant post, in my opinion. Clarifying and edifying. I'm looking forward to where you're going to go with this analysis of how bias and belief operate.

Silas, My opinion: you seem invested in using "muslim terrorists" for in-group/out-group construction, and I think it's coloring (biasing?) your analysis.

Michael, great criticism of an element of Eliezer's post.

Hopefully_Anonymous: You seem invested in labeling people as using "muslim terrorists" for in-group/out-group construction, and I think it's coloring (biasing?) your analysis.

Constant, this blog has warned against the genetic fallacy before. What do you think would be a good characterization of the "other side"? Eliezer's characterization describes a large minority of Americans very well. (He's clearly not intending it to be descriptive of everyone who thinks Islamic extremism is a serious threat, if that's what you're thinking.)

I think questioning the Alabama bar analogy is useful within the context of this post. Whose attire is a belief in the value of giving primacy skepticism, critical thinking, etc.? According to Eliezer's performance in the OP, it's not the attire of either Alabama bar patrons or "muslim terrorist suicide bombers" -and both of those may signal more generally, the losers of the American Civil War and non-white brown people. In short, I think there may be a gentrification of critical thinking: it's reserved for an in-group, perhaps in particular nort... (read more)

One reason is because dog-whistles can work: I have from time to time had the experience of expressing my opinion about a subject in a way that causes the minority  who agree with me to recognize me as a potential ally without triggering reprisal from the majority who disagree with me.

Another reason is to preserve some credibility in case of a future discussion where I'm more willing to deal with the consequences of public opposition. Rather than having to say (for example) "Well, yes, I know I said policy X was a good idea, but I didn't really mean it; I was lying then, but you should totally believe me now because I'm totally telling the truth" I can instead say (for example) "I said that policy X is an efficient way of achieving goals Y and Z, which it absolutely is. But I don't endorse maximizing Y and Z at the cost of W, which policy X fails to address at all."

Yet another reason is to use plausible deniability as a way of equivocating, when I'm not sure whether to come out in opposition or not. That is, I can disagree while maintaining a safe path of retreat, such that if the degree of reprisal I get for disagreeing turns out to be more than I feel like suffering, I can claim to have been misunderstood and thereby (hopefully) avert further reprisals.

Empathy is hard.  Cultures differ.  We Americans (especially secular Americans?) really don't have a clue what it feels like to (for instance) feel an obligation to kill our daughters or our sisters in order to preserve our family honor.  Some actions in the name of causes may be psychologically modular, but some really aren't.  What's the parallel for honor killing?  Pressuring one's schizophrenic philosophy post-doc son to go to law school where he thinks he'll be miserable for the bragging rights?  Sending your kids to Hebrew School or Day Camps they hate because your parents made you do it?  It just doesn't work.
Even within a culture, I have no idea what it's like to identify with a sports team and very few people can relate to the horror that I feel at some Psychological data or philosophical ideas.
You once pointed out that most of us can no longer even understand why the Psycho shower scene was once considered terrifying.  I would recommend Silvia Plath's diary for what are to me stranger attitudes than those.

Actually, I think that much of www.xkcd.com including the current one can be though of as an enumeration of feelings that people who aren't either quite young or quite nerdy have not analogues to.  Philosophy is full of others, such as existential despair and satori.

"Eliezer's characterization describes a large minority of Americans very well."

All I see there are familiar platitudes, not a description of anybody who thinks about things. All I see, in fact, are familiar formulas employed by politicians. Nor are the formulas necessarily wrong. It should not be hard to see what is cowardly about most terrorist attacks.

American Heritage has a fairly good definition of cowardice: "Ignoble fear in the face of danger or pain."

The ignobility is an important factor which other dictionaries tend to miss. But... (read more)

Michael, I think your example is interestingly rooted in an implied in-group/out-group construction that construction Americans in a flattering way. Consider that you contrast honor killings with forcing kids to go to law school or day camp -that won't necessarily result in their death. It's a flattering contrast that I think constructs America as Western and honor killers as culturally Middle Eastern. But, if we contrasts cultures that approve of state-sanctioned killing of people for moral transgressions, America and the nations of the honor-killers are ... (read more)

HA:  I chose my examples carefully to to try to match as closely as possible as many of the categories, relationship types, motivations, etc as I could, and the examples I came up with are both pervasively American and truly ugly from my perspective in the closest way that I could think of (matching type of motive, e.g. content of emotional state, not degree of emotional state or degree of ugliness) to honor killings.  My point was that we don't have any very close matches.
Your examples still don't match the intensity of honor killings, but more important... (read more)

Michael, how about the point that you're (rather explicitly now) picking a point upon which to manufacture in-groups and out-groups. In-group: those of us who get motivations for execution. Out-group: those who get honor killings.

The in-groups and out-groups change if the point to get is abrahamic monotheism, or if the point to get is state-sanctioned punitive killings. It seems to me that you're picking one that's particularly salient either to you or to what you imagine your audience to be. I think this gets to the belief as attire/beliefs as cheers for ... (read more)

HA:  It seems to me that you think I have changed the topic.  I agree with all of the sentences of your most recent comment, except for the first, but they don't seem to be about what I was saying.

Likewise, I agreed with Eliezer's post, but I thought that his analogy was, well, lacking in appreciation of the difficulties involved in analogy.

Basically, I think that Douglas Hofstadter's writings on the difficulties of natural language translation, the proper translation of literature, etc, are all in relevant to the issue of the translation of inferred emoti... (read more)

All curiosity exists to destroy itself; there is no curiosity that does not want an answer.

Vassar, it seems important to you that you not be able to understand certain acts - a badge of pride.  I don't think I'm having trouble understanding an honor-killing.  Someone else rapes your sister, it stains the family honor, she has to die, QED.  It's not the way I think, but that doesn't stop me from modeling it.

In proof of this, I ask you, what virtuous mode of thought, or even mode of thought that you are not particularly indignant at, do you think yourself unable to understand across cultures?

Eliezer,
I have thought of another sort of belief that is not an anticipation-controller. Sometimes, I hear quite smart young people (who don't just wear beliefs as attire) profess to a belief in physicalism about qualia, or in libertarianism, or in the virtues of the scientific method, or in anti-pseudoscience (a la Martin Gardner), or in global-warming skepticism (a la Bjorn Lomborg), or in consequentialist egoism, or some similar broad philosophical or political doctrine. When I talk to these people, I find out that they can give a number of good arguments for why someone should follow their position, but that they have little to say in response to arguments for why people should follow alternative positions. For example, they might be able to clearly state various arguments for libertarianism, and to respond well to counters to those arguments. Yet when I tell them various arguments in favor of alternative positions (e.g. democratic socialism), their attempted rebuttals are much weaker in quality than their positive arguments for the position they claim to hold.

This usually occurs because these people have read good books or articles advocating physicalism, libertarianism, and ... (read more)

Bob, I take it you're not the deceased kiwi atmospheric scientist Robert "Bob" Unwin. But very high quality commentary. I hope that you start an blog to consolidate your observations under this name/pseudonym (as I have done with mine).

Eliezer:  I was not saying anything cannot be understood, but rather that using our specialized "empathic" capabilities for understanding human behavior in terms of our own hypothetical behavior is counterproductive to understanding many instances of human behavior when the humans in question are from different cultures or otherwise very different from one's self.  It's easy to model it, possibly even to model it well (Chronicles of a Death Foretold by Gabriel Garcia Marquez tries to), but next to useless to model it by reference... (read more)

Bob, a very high quality comment, but at 800 words it is too long for a comment.  Please everyone, let's try to keep comments under about 400 words - longer items should be their own post or essay somewhere, which you can of course link to in a comment.

Re: the Alabama bar, when that same criticism was leveled by Neil Young, the response was, "A Southern man don't need him around anyhow". Apart from the fact that it came in the form of hit song, the reply is notable in that it's not something along the lines of, "them's fightin' words!" Though you may be right about the South's religious and political attitudes, I think you misunderstand how and when violence is used in that culture.

Anyway, back to the issue. The mindset of Mohamet Atta, et al, was elegantly described by Eric Hoffer in The True Believer. I don't believe it takes any unusal emotional insight to understand Atta's psychology, if it's seen in those terms.

Konrad:  Not to repeat myself yet again, but no, understanding psychology never requires unusual emotional insight.  It takes analytical ability, but it gives a different type of understanding from that which emotional insight gives.

Bob wrote "The person who calls himself a global warming skeptic... after reading a couple of books and a few articles arguing for [such skepticism] will often acknowledge that if he'd started by reading books advocating alternative views, then he would not have come to be a global warming skeptic..." This is one mechanism, but sometimes positions just "feel right" to people, i.e. in agreement with their predisposed visions, or traits.

Also it seemed to me that by asking of people that they examine as many arguments opposed to their view... (read more)

I am in the process of working through these delicious posts so apologies in advance if my comments are redundant. 

Perhaps group membership of a mutually supportive tribe has the greatest value (for example from both a psychological and survival perspective). If this is the goal, what is the most rational course of action? Will a rational person inevitably run into problems where the tool they are using to solve their problems becomes their primary source of problems?

I like this site for the very reason that it represents a community where my natural probl... (read more)

I appreciate the effort to sort out "improper beliefs". As a philosopher with a background in distinguishing surface-level propositions from speech acts with goals that may be masked by those propositions as such, I am inclined simply to say that "improper beliefs" are NOT beliefs. I prefer reserving "belief" for the anticipatory dispositional beliefs that you call "proper".

This is so far just a semantic difference, but the real difference comes out when you say that people have to "convince themselves they are ... (read more)

In all fairness, I think Islamic fundamentalists really do hate our freedom. They hate our entire way of life, and this freedom is a part of that.

Hating the freedoms of western society doesn't preclude one from committing brave, selfless acts, though. Unfortunately for us.

The biases of Rationalists are showing in this article.

It's peculiar to have a sequence on Korzybski's "The Map is Not the Territory" followed shortly thereafter by a post making a purely intensional distinction between "proper" and "improper" beliefs. 

What's "improper" about achieving in group identification? It's often quite handy. Casting intensional aspersions on all values we might derive from our beliefs but the predictive utility does not strike me as rational.

Their belief or cowardly is not the problem. We must be concerned about their expected behavior. The rest is a commentary.

In terms of humanly realistic psychology, the Muslims who flew planes into the World Trade Center undoubtedly saw themselves as heroes defending truth, justice, and the Islamic Way from hideous alien monsters a la the movie Independence Day.  Only a very inexperienced nerd, the sort of nerd who has no idea how non-nerds see the world, would say this out loud in an Alabama bar.

I read this three times. 
First pass: What? Why? Maybe I missed something. rereads 
Second pass: Oh, would they not get the reference? But why would that be so bad? rereads
Third p... (read more)

Sayyid Qutb, who was a supplier of ideology for the terrorists who perpetrated 9/11, did see the US as evil for, among other things, the freedom of its women.  (E.g., to quote Qutb via Wiki, he noted the “animal-like" mixing of the sexes (which "went on even in churches")).  So “hate our freedom” has truth to it.

In terms of humanly realistic psychology, the Muslims who flew planes into the World Trade Center undoubtedly saw themselves as heroes defending truth, justice, and the Islamic Way from hideous alien monsters a la the movie Independence Day. Only a very inexperienced nerd, the sort of nerd who has no idea how non-nerds see the world, would say this out loud in an Alabama bar.

I feel called out, I did this at a funeral 3 months ago lol they stared at me like "wtf?" ...ah in hindsight I could have controlled that impulse to specify that, now they would be brewing some easily avoidable stereotypes which would hinder my quality of life. 



Focus Your Uncertainty

Will bond yields go up, or down, or remain the same? If you’re a TV pundit and your job is to explain the outcome after the fact, then there’s no reason to worry. No matter which of the three possibilities comes true, you’ll be able to explain why the outcome perfectly fits your pet market theory. There’s no reason to think of these three possibilities as somehow opposed to one another, as exclusive, because you’ll get full marks for punditry no matter which outcome occurs. 

But wait! Suppose you’re a novice TV pundit, and you aren’t experienced enough to make up plausible explanations on the spot. You need to prepare remarks in advance for tomorrow’s broadcast, and you have limited time to prepare. In this case, it would be helpful to know which outcome will actually occur—whether bond yields will go up, down, or remain the same—because then you would only need to prepare one set of excuses. 

Alas, no one can possibly foresee the future. What are you to do? You certainly can’t use “probabilities.” We all know from school that “probabilities” are little numbers that appear next to a word problem, and there aren’t any little numbers here. Worse, you feel uncertain. You don’t remember feeling uncertain while you were manipulating the little numbers in word problems. College classes teaching math are nice clean places, so math can’t apply to life situations that aren’t nice and clean. You wouldn’t want to inappropriately transfer thinking skills from one context to another. Clearly, this is not a matter for “probabilities.” 

Nonetheless, you only have 100 minutes to prepare your excuses. You can’t spend the entire 100 minutes on “up,” and also spend all 100 minutes on “down,” and also spend all 100 minutes on “same.” You’ve got to prioritize somehow.

If you needed to justify your time expenditure to a review committee, you would have to spend equal time on each possibility. Since there are no little numbers written down, you’d have no documentation to justify spending different amounts of time. You can hear the reviewers now: And why, Mr. Finkledinger, did you spend exactly 42 minutes on excuse #3? Why not 41 minutes, or 43? Admit it—you’re not being objective! You’re playing subjective favorites!

But, you realize with a small flash of relief, there’s no review committee to scold you. This is good, because there’s a major Federal Reserve announcement tomorrow, and it seems unlikely that bond prices will remain the same. You don’t want to spend 33 precious minutes on an excuse you don’t anticipate needing.

Your mind keeps drifting to the explanations you use on television, of why each event plausibly fits your market theory. But it rapidly becomes clear that plausibility can’t help you here—all three events are plausible. Fittability to your pet market theory doesn’t tell you how to divide your time. There’s an uncrossable gap between your 100 minutes of time, which are conserved; versus your ability to explain how an outcome fits your theory, which is unlimited.

And yet . . . even in your uncertain state of mind, it seems that you anticipate the three events differently; that you expect to need some excuses more than others. And—this is the fascinating part—when you think of something that makes it seem more likely that bond prices will go up, then you feel less likely to need an excuse for bond prices going down or remaining the same. 

It even seems like there’s a relation between how much you anticipate each of the three outcomes, and how much time you want to spend preparing each excuse. Of course the relation can’t actually be quantified. You have 100 minutes to prepare your speech, but there isn’t 100 of anything to divide up in this anticipation business. (Although you do work out that, if some particular outcome occurs, then your utility function is logarithmic in time spent preparing the excuse.) 

Still . . . your mind keeps coming back to the idea that anticipation is limited, unlike excusability, but like time to prepare excuses. Maybe anticipation should be treated as a conserved resource, like money. Your first impulse is to try to get more anticipation, but you soon realize that, even if you get more anticipation, you won’t have any more time to prepare your excuses. No, your only course is to allocate your limited supply of anticipation as best you can. 

You’re pretty sure you weren’t taught anything like that in your statistics courses. They didn’t tell you what to do when you felt so terribly uncertain. They didn’t tell you what to do when there were no little numbers handed to you. Why, even if you tried to use numbers, you might end up using any sort of numbers at all—there’s no hint what kind of math to use, if you should be using math! Maybe you’d end up using pairs of numbers, right and left numbers, which you’d call DS for Dexter-Sinister . . . or who knows what else? (Though you do have only 100 minutes to spend preparing excuses.) 

If only there were an art of focusing your uncertainty—of squeezing as much anticipation as possible into whichever outcome will actually happen! 

But what could we call an art like that? And what would the rules be like?

Well written, but I guess we don't have many folks here who object to the concept of subjective probability.

Decision making under conditions of uncertainty is hardly an unexplored field.

Eliezer wrote: "...you do work out that, if some particular outcome occurs, then your utility function is logarithmic in time spent preparing the excuse."  That kind of dropped out of the sky, didn't it?

Since our puzzled pundit pontificates regarding market issues, it seems likely to me that he will draw upon his undergraduate training in economics to recognize this as an allocation problem, and he will immediately begin thinking in terms of equalizing marginal returns.  Or, if his undergraduate training was at one of the better schools, then he will realize that he first has to show that marginal returns are decreasing before he begins equating them.  I rather doubt that he would begin fretting about defending his allocations to a committee unless his training were in some other field entirely!  :)

But even starting from an assumption of decreasing marginal utility, it is very unclear as to how he would guess that the utility function must be logarithmic.  There are many decreasing functions.  What is so special about the function MU(x)=1/x?  Hmmm.  Perhaps he can get some leverage by reflecting that he has already spent some amount of time "a priori" thinking about the problem even before the clock starts on his allocated 100 minutes.  How much time?  He can't remember.  But he does have the intuition that the decreasing function giving the marginal utility of additional prep time should have the same general shape regardless of how much "a priori" time was spent before the clock began ticking.  That is, he intuits that shifting the function graph along the X axis should be equivalent to scaling it along the Y axis.  

Or does this intuition seem just as "out of the sky" as the "logarithmic" intuition that I am trying to avoid?

Eliezer wrote: "...you do work out that, if some particular outcome occurs, then your utility function is logarithmic in time spent preparing the excuse." That kind of dropped out of the sky, didn't it?

The only way that I can make sense of the line you quote is to assume that the pundit already identifies "the probability that bond prices go up" with "the fraction of the 100 minutes that I ought to spend on a story explaining why bond prices went up".

For simplicity, suppose that there are only two possible outcomes, UP and DOWN.  Let p be the probability of UP, where 0 < p < 1.  Let U(x) be the utility of having spent 100x minutes on an explanation for an outcome, given that that outcome occurs.  (So, we are assuming that the utility of spending 100x minutes on a story depends only on whether you get to use that story, not on whether the story explains UP or DOWN.  In other words, it is equally easy to concoct equally good stories of either kind.)  Assume that the utility function U is differentiable.

The pundit is trying to maximize the expected utility

But it is given that the pundit ought to spend 100p minutes on UP.  That is, the expected utility attains its maximum when x = p.  Equivalently, the utility function U must satisfy

This equation should hold regardless of the value of p.  In other words, the conditions are equivalent to saying that U is a solution to the DE

It's natural enough to notice that this DE holds if U′(x) = 1/x.  That is, setting U(x) = ln(x) yields the desired behavior.

More generally, the DE says that U′(x) = (1/x) g(x)  for some function g satisfying g(x) = g(1−x).  But if you are only interested in finding some model of the pundit's behavior that predicts what the pundit does for all values of p, you can set g(x) = 1.

The "critical thinking" paper has changed location; it's now at
http://www.aft.org/pdfs/americaneducator/summer2007/Crit_Thinking.pdf

First of all, there is a specific time in which you could evenly divide the period because there are only 60 seconds in a minute, which is divisible by three.  Secondly, your article seems to say that we should use our anticipation wisely, which would seem to say that anticipating small things is pointless.  However, anticipation is a very important part of human life experiences, and as such it is almost impossible to either use less of or create more of unless one is capable of fooling one's self into an erroneous belief.  Last, by anticipating an outcome using rational thought to be able to equally anticipate all outcomes reduces the amount of emotional affect on anticipation, when emotion is a very important part of our motivation.  Without having a favorite, you no longer care about the issue, and unless you are a practiced pundit, you will be unable to actually seem authentic on air without having your anticipation emotionally charged and correct.
If you see an error in my argument, please point it out, for this is my first post on these forums, and I'm still not used to thinking in your rational mindset.

The point of the article was that the subject really does anticipate different market outcomes to different extents, and that uncertainty can be represented using probability.  Thus the 100 minutes of preparation time could be divided up usefully by spending n minutes on each justification, where n is reached by multiplying the probability of the outcome by 100 minutes.

For example, if you believe that the stock has a 60% chance of going up, a 35% chance of going down, and a 4.99% chance of staying the same, then you could spend 60 minutes preparing explanations of why it went up, 35 minutes preparing explanations of why it went down, 4.99 minutes preparing explanations of why it stayed the same, and .01 minutes fretting that you've forgotten one of the things that stocks can do.

You're probably right about the emotional state of pundits, but that wasn't really relevant to the point of the story.

Welcome to Less Wrong! It might be worth checking out Bayes' Theorem.

This solution is the Kelly strategy. It isn't generally optimal, but this makes it optimal in this case:

if some particular outcome occurs, then your utility function is logarithmic in time spent preparing the excuse

Nice - I'm not sure if I've encountered that strategy before.

It's about how if you slide the probability of, say, bond yeilds going up, to be more likely, that makes the probablity of bonds yeilds going down or staying the same less likely. We can't say, "I think that there is a 40% chance of bond yeilds going up, and a 70% chance of bond yeilds going down or staying the same."

"first impulse is to try to get more anticipation, but you soon realize that, even if you get more anticiptaion, you won't have any more time to prepare your excuses."

Edit - I didn't read the premises correctly. I missed the importance of the bit "Your mind keeps drifting to the explanations you use on television, of why each event plausibly fits your market theory. But it rapidly becomes clear that plausibility can't help you here—all three events are plausible. Fittability to your pet market theory doesn't tell you how to divide your time. There's an uncrossable gap between your 100 minutes of time, which are conserved; versus your ability to explain how an outcome fits your theory, which is unlimited."

The time one spends preparing excuses is only loosely, and also inversley, linked to how easy to explain the event is. When unsure of an outcome to excuse what you are looking for is not the "most likely to be needed" excuse to be "really good" but for any excuse you need to be "as good as possible."

Even if your pet theory is so useless as to be utterly general, it should still be possible to estimate the easiest event to explain compared to any of the others, and that is where the least time should be spent. Failing that, if the events are all equally easy to explain with your pet theory then the time taken trying to work out where to spend the time would be better spent writing whichever explanation of up or down you think most likely of the two until it is as good as you can get it in less than half the time, then do the same for the other, then a few minutes at the end saying how these cancel if the market stays same or similar,

Better would be write a long list of excuses with predicted up and down values, and use them to get a range of levels of upnesses and downnesses that you can combine any number of to excuse any specific levels of up and downness. "Normally the reserve announcement would have had a huge upwards effect on the market, but because it was rainy today and baked beans are on sale in Wal Mart this is reflected in the only slight increase seen when looking at the market as a whole" This way you can even justify trends right up till the moment of truth "Earlier in the day the market was dropping due to the anticipated reseve announcement, but once it was discovered that Bolivia was experiencing solar flares, this slowed the downward trend, with the floating of shares in Greenpeace flinging the market back up again"

Lets use something more 'predictable' for illustrative purposes, you are a physics teacher in 1960/70's America, some serious looking people in suits turn up at your door, their pet scientist and all his notes were disappeared by the Reds and your country needs you. 

After the time wasted arguing that it was insane to even ask you to do this you have both a gun to your head and 100 minutes left to come up with excuses as to why the "Hammer and Feather on the Moon" experiment went in any of the three ways*. Given that you have good reason to believe that the Hammer and Feather experiment may not go as you predict, spending 99.99 % of your time on the obvious answer is a very unwise use of your time resource. In fact it may be wiser to spend 1 minute on the obvious answer to have more time to try to excuse the feather hitting first. 

*Turns out that the president had been told Russian telekinetics were going to mess with the results of the experiment to make Americans believe the moon landings had been faked, or, if you pefer, perhaps they were worried that the props department in Area 51 hadn't got the tensions on the invisible wires right, yet...

When unsure of an outcome to excuse what you are looking for is not the "most likely to be needed" excuse to be "really good" but for any excuse you need to be "as good as possible."

This might depend on the probability distribution across possible events. If the probabilty of all 3 outcomes is similar (33.3%), it might make sense to use "each excuse as good as possible".

But when one of the outcomes is really likely (say 85%+), you can start to think about adopting "most likely needed excuse to be really good" strategy.

Playing too defensive might guarantee to save you from embarassment no matter what, but you can consider being greedy too.

And, as always, I vastly enjoy this first person perspective that makes the necessity of rationality so blatantly obvious. However, does a 80 percent certainty in "bonds go up" mean a 20 percent certainty in "bonds go down or stay the same"? Can there not be a pool of still undecided minutes left at the bottom of the anticipation barrel? I not, this mode of thinking clearly highlights one thing: If you are 95 percent certain that you turned of your oven, you are also 5 percent certain that you did not, which means that if you are bound for a vacation, 95 percent certainty in a turned off oven should probably be enough for you to check it again.

There was a small reference to Dempster Schafer probability,  ("DS") that is intended to address exactly this question. As Eliezer noted,  you still need to divide your 100 minutes.

For even more complex,  difficult formulations to accomplish this,  Dezert-Smarandache Theory (DSmT) has you covered. 

The link in 'transferring thinking skills...' has changed slightly. It is now www.aft.org/pdfs/americaneducator/summer2007/Crit_Thinking.pdf

You wouldn’t want to inappropriately transfer thinking skills from one context to another.

Can someone with knowledge comment on whether the broken AFT critical thinking PDF link went to the document that's now located here?

https://www.aft.org/sites/default/files/media/2014/Crit_Thinking.pdf

when you think of something that makes it seem more likely that bond prices will go up, then you feel less likely to need an excuse for bond prices going down or remaining the same


Would this require more excuses?

If listeners end up in a world where something likely happens, they will need fewer explanations and the explanations will need to be less high quality to convince them. If a low probability event happens then it's your time to shine with a very convincing and maybe hard to generate explanation, which might demand more time. If your job is on the line, and you need to perform well, good performance will demand potentially more time dedicated to generating the harder to generate explanations for the low likelihood events.

I found this post after publishing something of my own yesterday, and it's wild how relevant this feels almost 2 decades later.

I'm not an expert on subjective probabilities, I come from analysing human behaviour and decision-making. What I find most fascinating is how you treat anticipation as a limited resource that has to be allocated among possible futures. In my world, people do something similar, but emotionally. We hoard permission the way the pundit hoards anticipation, waiting for perfect certainty before acting. 

Recently, I watched someone spend months asking ChatGPT how to repair a friendship, crafting the perfect narrative, instead of just showing up. Therapists, astrologers and LLMs have all become proxies for "little numbers" that might make the risk of choosing feel safe. For so many of us. 

I wonder if Bayesian reasoning is to belief what courage is to action? Because both are ways of updating before certainty arrives.

(If you're curious, my essay exploring this from the emotional side is here: https://shapelygal.substack.com/p/youre-afraid-to-choose-now-arent)



The Virtue of Narrowness

What is true of one apple may not be true of another apple; thus more can be said about a single apple than about all the apples in the world.

Within their own professions, people grasp the importance of narrowness; a car mechanic knows the difference between a carburetor and a radiator, and would not think of them both as “car parts.” A hunter-gatherer knows the difference between a lion and a panther. A janitor does not wipe the floor with window cleaner, even if the bottles look similar to one who has not mastered the art.

Outside their own professions, people often commit the misstep of trying to broaden a word as widely as possible, to cover as much territory as possible. Is it not more glorious, more wise, more impressive, to talk about all the apples in the world? How much loftier it must be to explain human thought in general, without being distracted by smaller questions, such as how humans invent techniques for solving a Rubik’s Cube. Indeed, it scarcely seems necessary to consider specific questions at all; isn’t a general theory a worthy enough accomplishment on its own?

It is the way of the curious to lift up one pebble from among a million pebbles on the shore, and see something new about it, something interesting, something different. You call these pebbles “diamonds,” and ask what might be special about them—what inner qualities they might have in common, beyond the glitter you first noticed. And then someone else comes along and says: “Why not call this pebble a diamond too? And this one, and this one?” They are enthusiastic, and they mean well. For it seems undemocratic and exclusionary and elitist and unholistic to call some pebbles “diamonds,” and others not. It seems . . . narrow-minded . . . if you’ll pardon the phrase. Hardly open, hardly embracing, hardly communal.

You might think it poetic, to give one word many meanings, and thereby spread shades of connotation all around. But even poets, if they are good poets, must learn to see the world precisely. It is not enough to compare love to a flower. Hot jealous unconsummated love is not the same as the love of a couple married for decades. If you need a flower to symbolize jealous love, you must go into the garden, and look, and make subtle distinctions—find a flower with a heady scent, and a bright color, and thorns. Even if your intent is to shade meanings and cast connotations, you must keep precise track of exactly which meanings you shade and connote.

It is a necessary part of the rationalist’s art—or even the poet’s art!—to focus narrowly on unusual pebbles which possess some special quality. And look at the details which those pebbles—and those pebbles alone!—share among each other. This is not a sin.

It is perfectly all right for modern evolutionary biologists to explain just the patterns of living creatures, and not the “evolution” of stars or the “evolution” of technology. Alas, some unfortunate souls use the same word “evolution” to cover the naturally selected patterns of replicating life, and the strictly accidental structure of stars, and the intelligently configured structure of technology. And as we all know, if people use the same word, it must all be the same thing. These biologists must just be too dumb to see the connections.

And what could be more virtuous than seeing connections? Surely the wisest of all human beings are the New Age gurus who say, “Everything is connected to everything else.” If you ever say this aloud, you should pause, so that everyone can absorb the sheer shock of this Deep Wisdom.

There is a trivial mapping between a graph and its complement. A fully connected graph, with an edge between every two vertices, conveys the same amount of information as a graph with no edges at all. The important graphs are the ones where some things are not connected to some other things.

When the unenlightened ones try to be profound, they draw endless verbal comparisons between this topic, and that topic, which is like this, which is like that; until their graph is fully connected and also totally useless. The remedy is specific knowledge and in-depth study. When you understand things in detail, you can see how they are not alike, and start enthusiastically subtracting edges off your graph.

Likewise, the important categories are the ones that do not contain everything in the universe. Good hypotheses can only explain some possible outcomes, and not others.

It was perfectly all right for Isaac Newton to explain just gravity, just the way things fall down—and how planets orbit the Sun, and how the Moon generates the tides—but not the role of money in human society or how the heart pumps blood. Sneering at narrowness is rather reminiscent of ancient Greeks who thought that going out and actually looking at things was manual labor, and manual labor was for slaves.

If anyone should throw back his head and learn something by staring at the varied patterns on a ceiling, apparently you would think that he was contemplating with his reason, when he was only staring with his eyes . . . I cannot but believe that no study makes the soul look on high except that which is concerned with real being and the unseen. Whether he gape and stare upwards, or shut his mouth and stare downwards, if it be things of the senses that he tries to learn something about, I declare he never could learn, for none of these things admit of knowledge: I say his soul is looking down, not up, even if he is floating on his back on land or on sea!

Many today make a similar mistake, and think that narrow concepts are as lowly and unlofty and unphilosophical as, say, going out and looking at things—an endeavor only suited to the underclass. But rationalists—and also poets—need narrow words to express precise thoughts; they need categories that include only some things, and exclude others. There’s nothing wrong with focusing your mind, narrowing your categories, excluding possibilities, and sharpening your propositions. Really, there isn’t! If you make your words too broad, you end up with something that isn’t true and doesn’t even make good poetry.

And DON’T EVEN GET ME STARTED on people who think Wikipedia is an “Artificial Intelligence,” the invention of LSD was a “Singularity,” or that corporations are “superintelligent”!

Eliezer,
Actually, I'd like to read good critiques of descriptions of corporations as superintelligent (or more nuanced versions of that assertion/theory, such as that some corporations may be intelligent, and more intelligent than individual humans).

Well I don't know about "super intelligent", but modern corporations do seem remarkably like "unfriendly AI" (as defined in the Sequences). They have a very simplified utility function (shareholder value) and tend to maximize it at the expense of all rival human values. They are also very powerful and potential immortal. 

The only open question is how intelligent they actually are. The naive answer is that any corporation is at least as intelligent as its most intelligent employee; but anyone who has actually worked for a modern corporation will know just how far from the truth this is. As stupid as their stupidest manager is maybe closer to the truth. So there's some hope there.

I'm sure I'm not the first on LW to draw this parallel...

Large corporations are not really very like AIs at all. An Artificial Intelligence is an intelligence with a single utility function, whereas a company is a group of intelligences with many complex utility functions. I remain unconvinced that aggregating intelligences and applying the same terms is valid - it is, roughly speaking, like trying to apply chromodynamics to atoms and molecules. Maximising shareholder value is also not a simple problem to solve (if it were, the stock market would be a lot simpler!), especially since "shareholder value" is a very vague concept. In reality, large corporations almost never seek to maximise shareholder value (that is, in theory one might, but I can't actually imagine such a firm). The relevant terms to look up are "satisficing" and "principal-agent problem". 

This rather spoils the idea of firms being intelligent - the term does not appear applicable (which is, I think, Eliezer's point). 

Corporations do not have utility function, or they do not have a single utility function. They have many utility functions. You might "money pump" the corporation.

Super Intelligence = A General intelligence, that is much smarter than any human. 

I consider my self to be an intelligence, event though my mind is made of many sub-processes, and I don't have a stable coherent utility function (I am still working on that).

The relevant questions are: 
It is sometimes useful to model corporations as single agents? - I don't know.
Are corporations much smarter than any human? - No, they are not.

I say "sometimes useful", because, some other time you would want to study the corporations internal structure, and then it is defiantly not useful to see it as one entity. But since there are no fundamental indivisible substance of intelligence, any intelligence will have internal parts. Therefore having internal parts can not be exclusive to being an intelligent agent.

The only sense in which all AIs have utility functions is a sense in which they are describable as having UFs, in a 'map' sense.

I'd say "artificial" is probably the wrong word for describing the intelligence demonstrated by corporations.  A corporation's decision calculations are constructed out of human beings, but only a very small part of the process is actually explicitly designed by human beings.

"Gestalt" intelligence is probably a better way to describe it.  Like an ant-hill.  Human brains are to the corporation what neurons are to the human brain.

I doubt one could say with any confidence that they are universally "smarter" or "dumber" than individual humans.  What they are is different.  They usually trade speed and flexibility of calculation for broader reach of influence and information gathering.  This is better for some purposes.  Worse for others.

The modern corporation is as intelligent as its leader, but has a learning/doing disability in areas such as __ {fill in areas looked after by least intelligent employees who have a free hand in decision making in those areas}. 

I know this isnt a perfect version, but I feel that some thought needs to go into judging the performance ability of different corporations. 

I dont think they resemble anything like an AI, or anyhting at all in the sense in which the phrase AI was originally coined, but it is sometimes useful to think of corporations as people. 

Legally speaking companies are treated as juristic people. This is true of my jurisdiction and my guess that it is so for most.

HA: Shouldn't the burden be on the people claiming a corporation is "superintelligent" to justify their claim? It's not the job of the rest of us to write preemptive refutations of every possible incorrect argument. It's the job of the people making the claims to justify their claims. So, for what value of "superintelligent" are corporations superintelligent, and why?

So, for what value of "superintelligent" are corporations superintelligent, and why?

They can achieve complex optimisations that no individual could do by themselves. So I suppose the value of 'superintelligent' would be 'a little bit'.

Eliezer, I fear you are dangerously close to being labeled a "logical atomist" for being so fond of distinctions.  :)

I agree with what you're saying.  But there is something to this "everything is connected" idea.  Almost every statistical problem I work on is connected to other statistical problems I've worked on, and realizing these connections has been helpful to me.

The problem with harping on everything is connected is that it is, but good systems are created bottom up instead of top down.  You didn't sit down and say "All statistical problems are governed by overarching concept X, which leads to the inference of methods a, b, and c, which in turn lead to these problems."  You said, "I have these problems, and certain similarities imply a larger system."
It's like biology, Linnaeus did not come up with his classification system out of thin air, he first studied many individual animals and their properties and only subsequently noticed similarities and differences which he could classify.
Narrowness is where we need to start, because it gives us the building blocks for broader ideas.

Seems to me the ideal way for understanding systems is to analyse and then synthesise.

Jeff Kottalam,
I'd also like to be directed to such claims and claim justifications (there's a protean claim justification on my blog). I'll resist the temptation of the thread-jacking bait that constitutes your last sentence, and encourage you -and Eliezer- to join me on my blog to continue the conversation on this topic.

I think the graph comparison isn't a completely valid metaphor. With the graph you describe the relationship between two nodes is binary, either it's present or absent. But between topics there are numerous types of connections, for sure the statement "everything is connected" conveys no useful information but I believe that it's very difficult to find two topics with no type of connection. For instance Wikipedia couldn't be considered an artificial intelligence but I would not be surprised if there are certain topics in artificial intelligence that could be applied to wikipedia (associations between topics could be a possibility though I don't know enough about AI to know if that would be useful). For instance simply drawing an edge from AI to Wikipedia tells little, but perhaps 3 unique edges describing the precise connections could be very informative. In this way one can achieve a connected graph that still is very informative.

I have little to contribute to furthering the discussion in the post, but the "importance of narrowness" leads me to an observation.

Thousands of litigators litigate tens of thousands of cases before juries and those litigators, and their specialized vendors, focus much of their attention on biases.  Billions of dollars are bet in this market, where highly intelligent people hotly contest one another in overcoming (or even better, seeding) bias and rationality (irrationality) among jurors, judges, media commentators and even scientific experts.  Litigators grasp the importance of narrowness in this websites subject matter.  Someone might look (or may already have looked) into that as a source of research material, although a lot of trade secrecy may need to be overcome.

Scientific experts might be a fertile area.  The law imposes a list of requirements for scientif evidence (guess if peer review is required) and litigators who discredit experts often expose biases.  The legal system, of course, has its own entrenched biases-  often judges prohibit expert testimony that eyewitness identifcation or finger printing have little credibility.  Lie detectors have been successfully tossed from the court room.  One odd development is that prosecutors have been hamstrung by, and defense attorneys taking advantage of, the expectations of jurors who watch lots of the procedure television shows.

Thats my brain dump. I hope someone enjoyed it.  Enjoy the website.

Eliezer: Excellent post, but I wonder if what you're saying is related to impressionist painting or the French Revolution? :-)

Seriously, I constantly meet people who ask me questions like: "could quantum algorithms have implications for biomechanical systems?"  Or "could neural nets provide insight to the P versus NP problem?"  And I struggle to get across to them what you've articulated so clearly here: that part of being a successful researcher is figuring out what isn't related to what else.

People who work on the theory of neural nets have created a lot of mathematical theorems. It's plausible that some of those theorems are helpful when you want to solve P versus NP.

Econophysics is a fairly established field. I think everyone involved understands that money is something different than atoms who interact with other atoms. That doesn't invalidate the field of Econophysics.

You can make a pretty decent living as scientifist by using insight generated in field A to solve the problems of field B.

Research into quantum algorithms is likely to produce knowledge that's useful for people who work in other fields such as biomechanical systems.

On reflection, the saying at the top of this post is not true.  The implicit assumption that fails is that the only thing one can say about all the apples in the world are things that are true of all those apples.  But there are many other things one can say about all of the apples in the world.  One can, for example, talk about the distribution of apple sizes, similar to the way one could talk about the size of a particular apple.  For any feature of an  apple we can talk about the distribution of that feature among all the apples of the world.

Robin, if you give a probabilistic distribution which describes apples in general, that distribution will have higher entropy than a deterministic description of one apple - it may legitimately be said to contain less information.

Eliezer, compare giving a probability distribution over the feature vector of a particular apple (giving a value for each feature), versus a probability distribution over the vector of vectors that describes the features of each apple in the set "all the apples in the world." Surely the second vector has more info, in an entropy or any other sense.

It certainly has more predictive power for future apples!

well, I googled superintelligence and corporations and this came up with the top result for an articulated claim that corporations are superintelligent:

http://roboticnation.blogspot.com/2005/07/understanding-coming-singularity.html#112232394069813120

The top result for an articulated claim that corporations are not superintelligent came from our own Nick Bostrom:

http://64.233.169.104/search?q=cache:4SF3hsyMvasJ:www.nickbostrom.com/ethics/ai.pdf+corporations+superintelligent&hl=en&ct=clnk&cd=4&gl=us

Nick Bostrom "A superintelligence is any intellect that is vastly outperforms the best human brains in practically every field, including scientific creativity, general wisdom, and social skills.1This definition leaves open how the superintelligence is implemented – it could be in a digital computer, an ensemble of networked computers, cultured cortical tissue, or something else."

If one is defining superintelligent as able to beat any human in any field, then I think it's reasonable to say that no corporations currently behave in a superintelligent manner. But that doesn't mean that the smartest corporations aren't smarter than the smartest humans. It may mean that it's just not rational for them to engage in those specific tasks. Anyways, the way corporations operate, one wouldn't attempt, as a unit, to be more socially skilled than Bill Clinton. It would just pay to utilize Bill Clinton's social skills.

So Nick's point is interesting, but I don't think it's an ending point, it's a starting or midway point in the analysis of networked groups of humans (and nonhuman computers, etc.) as potentially distinct intelligences, in my opinion.

Here are some more personal thoughts on this in a recent blog post of mine:

http://hopeanon.typepad.com/my_weblog/2007/08/do-archetypes-e.html

Robin, it is hopefully obvious to anyone who knows enough to ask the question, that I meant "more propositions are true of one apple than are true over all apples", rather than "one apple considered in individual detail contains more information than two apples considered in individual detail".  I have no objection to someone separately explaining natural selection and intelligence.

Humans are not monolithic egos.  We have inconsistent desires, weird internal structure in our motivational systems, competing neural processes (not just goals), etc, but we are FAR more monolithic and integrated than corporations are.  A corporation could probably hire Bill Clinton to do any of a fairly large space of tasks, but could it get perfectly solve the problem of organizing incentives in such a manner as to make him serve its goals as well as he serves his own?  If I recall, it seems to me that he served his own goals to the detriment of his party to a significant degree a decade or so back.  The Swiss patent office had some trouble a few years back motivating one of their clerks to be as productive for money as he was in following his own curiosity.

Scott wrote "Seriously, I constantly meet people who ask me questions like: 'could quantum algorithms have implications for biomechanical systems?' Or 'could neural nets provide insight to the P versus NP problem?' And I struggle to get across to them what you've articulated so clearly here: that part of being a successful researcher is figuring out what isn't related to what else."

But another part is looking at things from a different perspective -- sometimes, a researcher might ask herself a question such as: "What would it be like if biomechanical systems were governed by quantum algorithms?" Not because she thinks these things really must be related, but because anything that provides a new angle has the potential to spark a creative solution or insight.

Also... maybe they could be related! You don't want to rule it out too soon.

This is off-topic, but it might amuse some of the people here.

I am the very model of a Singularitarian (YouTube video)

The phrase "everything is connected", I agree, is too general to be helpful in anyway.

For example, say "Everything" implies all things. Then, "is connected," being any way that these things relate to one another. By thinking of any example "thing" it is then connected to any other "thing" by the simple fact you know about both of them.

Thus, "deep truths" (which I take to mean something that is a general truth and often hidden beneath some reality) are often just generalizations about truths we take for granted already. Thus, they really cease to be helpful.

Certainly most of the things that have been called "deep truths" are really just clever sayings. Often they are Dennettian deepities---trivial in one reading and absurd in another.

The topic here - the virtues of specificity - is compelling because so much contemporary discourse is conducted through analogy and metaphor.

The devil is in the details and those crucial details are lost in discussions that focus on words where common and specific definitions are not set out clearly at the beginning of the debate.

Although general analogies are a useful way of understanding a new concept, true understanding can only come specificity, as you say.

That said there is still value to looking at the bigger picture. The best thinkers combine several areas of deep expertise with a much greater range of general knowledge.

So I guess it's worth knowing a little about a lot and a lot about a little.

ALSO: At the risk of completely going against the advice of this article, is your statement here a similar idea to Popperian empiricism {you can only ever prove a theory to be false}:

"When you understand things in detail, you can see how they are not alike, and start enthusiastically subtracting edges off your graph."

So subtracting edges off the graph entails falsifying the hypothesis that there is a connection between two nodes...

Newton focused on forces and gravity.  Later physicists generalized newtonian mechanics, coming up with formalisms for expressing a host of different problems using a common approach (Lagrangian mechanics with generalized coordinates). They weren't losing precision or sacrificing any power to anticipate reality by having an insight that many apparently different problems can be looked at as being essentially the same problem.   A cylinder accellerating down a ramp as it rolls is the same problem as a satellite orbiting the L5 lagrangian point.  Another unification was Maxwell's equations for electrodynamics, which unified and linked a large number of earlier, more focused understandings (e.g. Ampere's law, Coulomb's law, the Biot-Savart law).

One more example: a physics-trained researcher studying the dynamic topology of the internet recognized a mathematical similarity between the dynamics of the network and the physics of bosons, and realized that the phenomenon of Google's huge connectedness is, in a very real sense, following the same mathematics as a Bose-Einstein condensate.  

Eliezer's post seemed to denigrate people's interest in finding such connections and generalizations.  Or did I miss the point? Are these sorts of generalizations not the kind he was referring to?

I would add as a counter-example that the problem of explaining mankind's nature and origin becomes solvable when the problem is extended to the problem of explaining the nature and origin of every species in the biosphere.  The problem of explaining Mary's illness may become easier if it is broadened to the problem of explaining the illness of the 20 people who became sick immediately after the company picnic.

To my mind narrowness should not be called a virtue.  Instead we have the tactic or heuristic of narrowing, which is frequently successful.  But a skilled pedagogue will present this tactic paired with the tactic of broadening, which is also frequently successful.  The trick, of course is to choose the right tactic.  Or perhaps to know when to switch tactics when the originally chosen one isn't working.

Agreed. Newton was in fact takign a broad view compared to his predecessors, who beleived that Earthly happenings and celestial behavour must have different explanations. The point of his lawof gravity is that it uniformally applies to both
moon and apple.

In point of fact, Isaac Newton did not "explain just gravity" - he also invented the calculus and developed important insights into the nature of light, among numerous other contributions to science.

During the same life (presumably as indivisible to him as mine seems to me - but that's another issue), he apparently wrote more on aspects of religiosity than he did on science (according to a lazy skim through the wikipedia entry), dabbled extensively in alchemical investigations, ran the Royal Mint (and as such was in fact deeply concerned with the "role of money in society" - to significant practical effect at the time), and became an MP.

Of course, this might not impact upon the point you are trying to make - you might just have selected a poor example.

However, casting about for a better example (immediately recognisable names who have made a singular contribution to science but did nothing else of note/had no significant, tangential side interests) - I find it hard to come up with one. Even if there is one, I think that s/he might well be an exception, rather than a rule.

I feel that your defence of narrowness is too narrow, and that your denunciation of "everything is connected" is too broad.

Everything is indeed connected - this is trivially true; philosophically, logically and physically. As you say, though, the statement only becomes interesting when we start to examine what the connections are; how they function, what the relationship of different connections is, what networks these connections form which can be recognised as recurring patterns that have real effects/can be affected.

In the context of these investigations, narrowness is just a question of perspective, and any notion that operating only at particular level of perspective is 'correct' seems fatuous. Even the suggestion that one level of perspective is generally to be preferred would need careful justification.

In a current, 'real-world' context, consider the designer of a functional aspect of, say, a transport system. We expect the designer to produce something efficient, safe, economical, and practical. We might say; that's it - you have no other responsibility. But each of those requirements can be viewed more or less narrowly.

For the last three hundred years or so, western culture has been tending to suggest to people that they should view the requirements of their task more and more narrowly. And this has appeared to be highly 'successful' - in terms of valuable and significant parameters such as mortality, increasing education, enlarged franchise, standard of living etc.  - so that the trend becomes reinforced.

However, it has become evident that this narrowness has led us to ignore the wider network within which we live - the ecosystem of the planet. Our transport designer should no longer consider environmental impacts as 'externalities' that can only distract from the task at hand.

It is becoming incumbent upon us to develop a range of perspectives, and to understand the usefulness and application of them, and how to change perspective while working on a single task. This is hard for an individual. For it to become a cultural mode is monumental.

Narrowness is an effective mode of operation only when it is appropriate. Opening our eyes wide and jumping into a sea of possible connections without prejudging them is another viable mode in appropriate circumstances.

As an architect, I find I need to employ a range of modes, from extreme breadth to extreme narrowness. One metric of an effective architect might well be to look at how well s/he judges what level of breadth/narrowness is appropriate in a given situation.

In point of fact, Isaac Newton did not "explain just gravity" - he also invented the calculus and developed important insights into the nature of light, among numerous other contributions to science.

Of course, this might not impact upon the point you are trying to make - you might just have selected a poor example.

However, casting about for a better example (immediately recognisable names who have made a singular contribution to science but did nothing else of note/had no significant, tangential side interests)...

Eliezer was not trying to give examples of people who made singular contributions but did nothing else.  Rather, he was trying to give examples of singular contributions that had a lot to say about some things, but nothing of note to say about other things.  His example was not Isaac Newton, but rather Newton's theory of gravity.

Inventing calclus could be said to be an integral element of Newton inventing his theory of gravity. 

But seriously, the role of calculus is kinda interesting because he did it all geometrically, apparently: http://en.wikipedia.org/wiki/Philosophi%C3%A6_Naturalis_Principia_Mathematica

In formulating his physical theories, Newton developed and used mathematical methods now included in the field of calculus. But the language of calculus as we know it was largely absent from the Principia; Newton gave many of his proofs in a geometric form of infinitesimal calculus, based on limits of ratios of vanishing small geometric quantities.

ran the Royal Mint (and as such was in fact deeply concerned with the "role of money in society" - to significant practical effect at the time)

This would be the precise point that immediately occurred to me too. So no, it's not just you.

Tyrrell seems correct about the point being made, but nevertheless this wasn't a great example.

It couldn't possibly be that your abysmal ignorance of modern evolutionary theory is so total that you can't tell the difference between a carburetor and a radiator.  That's unthinkable.  No, the other guy - you know, the one who's studied the math - is just too dumb to see the connections.

This is the point at which it became apparent that this is one of those EY essays where I think "so who annoyed him in this particular way?" It appears to be the sort of essay that's a reaction to (or, more generously, strongly inspired by) a particular incident or person, rather than a careful attempt to speak much more broadly. This does not make it incorrect or not useful; it is, however, important in trying to sufficiently duplicate the conditions in the writer's head to understand it properly.

It may be a particular incident or person in EY's head, but it's not a unique one. It was very reminiscent of a crank interviewed for a segment of This American Life, who evidently wasn't unique judging from the way physicists reacted to his communications. It's also reminiscent of at least one conversation I've had.

The last sentence doesn't read as well now as it did then.

This is silly.  Generalizations are important.  Generalizations that overlook important specific cases are a mistake.  Not exactly a "deep" thought here!

Specific cases' importance isn't based on a generalization itself. It's based on a generalization's use. That's the important thing. So one can't determine a specific case's importance by looking at it and the generalization alone.

I've found this to be true: there are lumpers, and there are splitters.

Sometimes, individually, in some fields, lumpers can be splitters. Sometimes, individually, in some fields, splitters can be lumpers. Mostly, though, lumpers default to lumping; and splitters default to splitting.

I'm a splitter. I don't like using generic terms. I like using specifics. My blood boils when people misuse terms (recently happened when someone used a term I use regularly, "cognitive dissonance", to describe someone not agreeing with someone else's opinion)

Many others I've butted heads and befriended have been lumpers. They group everything as much as possible, and seem to think that splitters are "too detail-oriented". 

I am so glad I stumbled across this site, btw. Great work!

The key, it seems to me, is to learn when to lump and when to split.

Sometimes generality is exactly what we need; other times precision and specificity are required. How we know which is which is a problem that I think is difficult, but not insoluble.

Exactly. Many people seem angry because lumpers lump when they should split. And in those cases I am angry as well. But one could write the complementary article complaining about spliters splitting when they should lump. I am also angry in those cases. Daniel Dennett makes a good point about this in his article "Real Patterns".

And what could be more virtuous than seeing connections?  Surely the wisest of all human beings are the New Age gurus who say "Everything is connected to everything else."  If you ever say this aloud, you should pause, so that everyone can absorb the sheer shock of this Deep Wisdom.

There is a trivial mapping between a graph and its complement.  A fully connected graph, with an edge between every two vertices, conveys the same amount of information as a graph with no edges at all.  The important graphs are the ones where some things are not connected to some other things.

When the unenlightened ones try to be profound, they draw endless verbal comparisons between this topic, and that topic, which is like this, which is like that; until their graph is fully connected and also totally useless. The remedy is specific knowledge and in-depth study. When you understand things in detail, you can see how they are not alike, and start enthusiastically subtracting edges off your graph.

Here's a way to visualize this. Write down a horizontal list of all the things. Write down a vertical list of all the things. Now draw columns and rows so you have a table of all the things with all the things. Now colour a square white if two things are connected, and colour a square black if two things aren't connected. So if all the things are connected, then you have a white canvas. And if all the things are unconnected, you have a black canvas.

Now these are opposites, but they're not opposites like apples and democracy, they're opposites like heads and tails. They're two sides of the same coin is what I'm saying. On the axis of total colour they're as far apart as possible, but in the space of information, where distance is proportional to the complexity of transformations you have to do to transform one set of information to another, they're right next to each other. You just invert that thing. So saying everything's connected is a lot like saying nothing's connected.

This metaphor can be extended to apply to some other Yudkowskian wisdom:

Suppose we draw a person's set of beliefs as a pattern on this canvas. And suppose the set of correct beliefs looks like a black-and-white picture of a cat. (Please quote that line out of context.) Now if you take an idiot, his beliefs don't look like a cat. But they also don't look like a picture of an anticat, the inversion of a cat, because to draw an anticat, he'd have to go to all the trouble of knowing exactly what the cat looks like and then getting everything precisely wrong. He'd have to be exactly right about what to be wrong about. He'd have to know exactly what a cat looks like, to draw something that looks exactly not like a cat. So what do the idiot's beliefs look like? They're like a badly-drawn cat. It might have a really big nose, or only three legs. But it's still a lot more like a cat than an anticat.

So if you just decide to believe the opposite of what the idiot believes, you just invert his badly-drawn cat. What you get won't be a well-drawn cat. It'll be a badly-drawn anticat, with three badly-drawn antilegs and an antinose that's too big. The only way to get a better drawing is to actually look at the Canonical Cat and draw Her well. (Obviously, the Canonical Cat symbolizes reality.)

Now I have a picture of a badly-drawn cat, and I want to maximize the number of pixels that are the same as they are in Omega's picture of the Canonical Cat. So I pick a few random pixels and flip them. Does this get me closer to a picture of Her furry-pawed splendour?

Well, maybe. If I started out with more pixels opposite to the Canonical Cat than pixels that truly reflect Her feline glory, then randomness will boost me closer to having half my pixels right. But if I started out with a picture that looks more like the Canonical Cat than like Her nemesis, the Anticanonical Anticat, then randomizing is bad, for it moves my picture further from an accurate representation of Her whispy whiskers and closer towards the hairball-choked darkness of the dread Anticat.

But since most people are closer to the Cat's light than to the darkness of Her nemesis, randomizing doesn't work. It only works to boost you back if were originally dwelling in the valley of the shadow of the Anticat.

Her pixels are so radiant and Her light so blinding that no mortal can truly gaze upon the Canonical Cat. So we don't know which pixels would be black and which would be white in a faithful portrayal of Her furry visage. (The Anticanonical Anticat is likewise shrouded in darkness.) In fact, we mortals are so weak before the Divine Pixels, their light so bright beyond our vision and their mysterious ways so far, so very far beyond our comprehension, that we know not the colour of a single pixel with absolute certainty.

The best that mortals such as we can do is to guess at how likely each pixel is to be white or black, and then colour the pixel grey with a value indicative of how confident our best felinosophers are that a white pixel there would be an accurate indication of Her eternal beauty, rather than one of the Marks of the Anticat. And in so doing, we may form a picture of Her, even if, being the work of mere mortals, it is a bit blurry and unclear. And we must be careful to not paint the Canonical Cat too darkly, for else She will smite us for our insolence. And neither may we colour the darkness of the Anticat too brightly, lest we see the hideous horrors that hide in His depths.

But some, seeing that not a single pixel has been coloured absolutely, now shout, as if they were the bearers of some new and deep wisdom, that all our pixels are the same, for they are all shades of grey! And, so steeped are they in wickedness, they do proclaim that, since no perfect image has ever been graven, all images are equally representative of the Canonical Cat (Her paws be praised). And they hold aloft their unholy tome, The Dog Delusion, and speak out against "The Doctrinal Dog, the Canonical Cat, and all other Orthodox Organisms". And so these heathens equate the Lady of the Light, Her holiness the Canonical Cat, with the Duke of Darkness, the Earl of Evil, the Anticat Himself! What blasphemy!, and O! what sacrilege!

Here's a way to visualize this. Write down a horizontal list of all the things. Write down a vertical list of all the things. Now draw columns and rows so you have a table of all the things with all the things. Now colour a square white if two things are connected, and colour a square black if two things aren't connected. So if all the things are connected, then you have a white canvas. And if all the things are unconnected, you have a black canvas.

Wouldn't it make more sense to use a grey scale? :-)

As Alfred Korzybski said, the map is not the territory.  If you say Wikipedia is an "Artificial Intelligence" you have a map of Wikipedia that's not the standard map that people use to understand Wikipedia.

That map let's us see things in Wikipedia that might be interesting. If someone responds and argues that Wikipedia isn't an  "Artificial Intelligence"  that might lead to valuable insight into what it means to be an "Artificial Intelligence".

If you ask yourself on how well Wikipedia fulfills it's role as an "Artificial Intelligence" you get a list of things where Wikipedia fails. That list might be valuable if you want to further understand how to interact with Wikipedia. It can lead to creative thoughts. 

If you hire a janitor you won't expect him to do creative things like wishing the floor with window cleaner. On the other hand a modern artist might want to make a creative statement by wishing the floor on purpose with window cleaner.
Without knowing the context it's very hard to say that the artist who washes the floor on purpose with window cleaner is wrong.

To make his statement the artists has to know about the ideas that his audience has about floors and window cleaner. The artist is different from a person who simply knows nothing about floors or window cleaner. If you just know that someone washed the floor with window cleaner you don't know whether the person is simply stupid or whether they make a profound statement.

Wait, you criticize the fallaciousness of the ancient Greeks, and then follow up with a quote from Plato on the same subject? Doesn't that undermine your statement about them a bit?

He's taking a critical attitude to the position expressed in the quote, not quoting a passage from Plato which shares his criticism. 

Maybe I'm misunderstanding Plato, then? It seems to me that Plato's advocating that you can't learn about things outside by staring at the ceiling, but by interacting with them, which is Yudkowsky's position as well.

I think you are misunderstanding the Plato quote. He's not saying that you have to go and look at things outside rather than "staring at the ceiling," but that "staring at the ceiling" (making observations about things) isn't a true exercise of reason. He's arguing that only contemplation of that which cannot be perceived by the senses is truly exalting. 

I agree with your perspective. I've noticed that in this fast-paced culture (fast food, instant messaging, etc.) more and more people are using hasty generalizations in their speech. If they do not, they risk losing their audience.

An example of this is a young woman that a friend and I passed while walking. She was conversing with her companion and said, 'And like, 80% of the world knows ___ [I don't remember exact details but it was something about technology/texting].'

That's what society is producing! My friend studies statistics and had a good time talking about how she was wrong.

Saying 'everything is connected' has turned from being potentially wise to just another hasty statement used typically to sound profound in a discussion/gain a winning point. Which is disconcerting, considering the implications of such a statement. I wonder at how many of the people who make that claim spend their time connecting everything. Seems like a daunting task.

You do realize you're generalizing about "this fast-paced culture"? Not saying it's a hasty generalization, mind, but still.

Two vertices are connected if there exists a walk between them

Given this definition of connected, I believe "Everything is connected to everything else" is true.

Edit:  Wow, downvotes?  I wouldn't have expected that on this site.  My point relates to the absence of "floating" ideas in reality.  Everything really should be connected, because everything comes from reality.  If a thing wasn't based on reality in some way, where could it come from?  I thought this line of reasoning would be obvious though.  My other point, however, is that Eliezer's blog posts often seem to grossly misinterpret things people say and mean, for example his definition of "connected" above.

A fully connected graph, with an edge between every two vertices, conveys the same amount of information as a graph with no edges at all.  The important graphs are the ones where some things are not connected to some other things.

A graph with weighted vertices provides more information than both the above graphs. Also, "connected" in graph theory usually means "there is a path from every node to every other node", not "there are edges between every node". Of course when talking about real things connected to each other, it is usually more interesting to note in what way they are connected, rather than observe that there exists a connection -- and that does require narrowing one's focus.

Also, "connected" in graph theory usually means "there is a path from every node to every other node", not "there are edges between every node".

The word "fully" there is meant to be a significant qualifier, and he explains what he means immediately afterwards. If he had referred to it as a "complete" graph instead, I don't imagine that as many readers would have understood that sentence, though I probably would have put a "directly" in between "not" and "connected."

I totally, I agree that it is often better to study narrow and deep.

But this word policing is not net helpful, all things coincided.

Yudkovsky does not like when people call the invention of LSD a Singularity. Ok, I can see why. But I don't like Yudkovsky use of the word singularity, because that is absolutely not what the word means in physics or math. I used to be quite upset over the fact that AI people had generalized the word "singularity" to mean "exponential or super exponential growth". On the other hand, what ever. It is really not that big of a deal. I will have to say "mathematical singularity" some times, to specify what I mean, when ever it is not clear from the context. I can live with that compromise.

Different fields use the same word to mean different things. This some times leads to misunderstanding, which is bad. But the alternative would be for every field to make up their own strings of syllables for every technical word, which is just too unpractical.

Also, I happen to know, that when astrophysicists talk about the evolution of stars, they are not borrowing the word "evolution" from the biological use. They are using "evolution" in the more original meaning, which is "how something change over time", from the word "evolve". The evolution of a star is the process of how the star change over time, from creation to end. No one in the field thinks that they should borrow ideas from biology on the ground that biologists use the same word. Nether can I imagine anyone in evolutionary biology deciding to draw conclusions from theories of the evolution of starts, just because of the common word "evolution".

I can totally imagine someone how knows close to nothing about both stars and biology, being confused by this word "evolution" being used in different settings. Confusing the uneducated public is generally bad. More specifically it is uncooperative, since in most field, you yourself is part of the uneducated public. But there is also a trade-off. How much effort should we put on this? Avoiding otherwise useful use of words is a high cost. 

The Singularity, Quantum Cromodynamics, Neural networks, Tree (in graph theory), Imaginary numbers, Magic (as placeholder for the un-explained), Energy, etc.

The use of metaphors and other types of borrowed words in technical language is widespread, because it is so damned practical. Sometimes we use metaphors the same way as good poet, to lend the preciseness from one concept to another. But sometimes one just needs a label and reusing an old word is less effort than coming up with, and remember, an actual new sound. 

Back to the trade-off. How much would it help if different topics never borrowed language of each other? Would the general public be significantly less confused? For this tactic to work, everyone, not just scientists, has to stop borrowing words of each other. And we have to the restrict usage of hundreds (maybe thousands) of words that are already in use. 

But maybe there is a third way? Instead of teaching everyone not to borrow words, we could teach everyone that words can have different meanings in different context. This is also a huge project, but considerably smaller for several reasons.

My model of Yudkowsky (which is created solely from reading many of his LessWrong posts) now complains that my suggestion will not work, because of how the brain work. Using the same words causes our brain to use the same mental bucket, or something like that.

But I know that my suggestion works, at least it works for me. My brain have different mental settings for different topics and situations, where words can have different meaning in different settings. It does not mean that I have conflicting mental models of the world, just that I keep conflicting definitions of words. It is very much like switching to a different language. The word "bard" means shed in English, but it means child in my native language, Swedish, and this is not a problem. I would never even have connected the English::barn and Swedish::barn, if it was not pointed out to me in a totally unrelated discussion. 

Unfortunately I don't know how my brain ended up like this, so I can't show you the way. I can only testify that the destination exists. But if I where to guess, I would say that, I just gradually built up different sets of technical vocabulary, which sometimes had overlapping sounds. Maybe being bi-lingual helps? Not overly thinking in words probably helps too. 

Sometimes when a conversation is sliding from one topic to an other, maybe a physics conversation take a turn in to pure math, I will notice that my brain have switched language setting, because the sentence I remember just saying, does not make sense to me anymore.

This text smells like pretty much emotional rationalization (in the psychological sense) of a certain biased point of view.

Actually, I'm not an enemy of narrow questions, and in the same way, I'm not an enemy of the plurality of meanings. The focused, narrow, formal approach is of great power indeed, but it is also restricted and new theories are being constructed again and again - outside of a narrow framework and back to some new one.

Consider a man who just learned to drink from a certain brown glass. Then, he sees a steel mug. They are quite different objects, with different properties, different names, and meanings attached in different linguistic contexts. If he can not grasp that what is common, he won't be able to generalize the knowledge at all. 

But somehow this trivial observation (consequences of which play a role on every layer of abstraction in thinking) tends to be forgotten when dozens of layers of abstraction are being created, the definition starts to battle the actual meaning until the latter is completely lost and one starts to rationalize upon those layers of abstractions while common sense whispers: "It's damn meaningless, it doesn't help to understand anything". What happens then? Then comes the time to go back to the connected uncertain world.

There is more. A natural language contains a vast plurality of word meanings which actually help to look at things from different angles and to learn such commonalities by reading words in different contexts. If you will defy such a reality of natural language and human thinking you would risk becoming isolated in bubbles of extremely precise meanings that not understood by anyone other except Chosen Ones. It is already hard to extract meaning (you can read "ideas") from books with narrative formalized too much. So to make full use of people's knowledge It might be not useful to be biased towards narrowness which can disconnect people's knowledge and prevent understanding.

So to me personally it's not a virtue to put a narrow approach on a pedestal. Whatever thought trick humanity came up with and while it's working well - it's rational to me to use in the right situation. But you still can go deeper and be precise as much as you want if it proves to be worthy in (how ironically) a precise way.

I agree with the benefits of narrowness, but let's not forget there is a (big) drawback here: science and math are, in their core, built around generalizations. If you only ever study the single apple, or any number of apples individually, and not take the step of generalizing to all apples, or maybe all apples in a given farm, at least, you have zero predictive power. The same goes for Rationality, by the way. What good is talking about biases and Bayesianism, If I can only apply it to Frank from down the street?

I'm arrogantly confident you agree with me on this to some level, Eliezer, and just were not careful with your phrasing. But I think this is more than semantic nitpicking - there is a real, hard trade-off at play here between sticking to concrete, specific examples on which we can have all the knowledge we want, and applying ideas to as many problems as possible, to gain more predictive power and understanding of the Laws of Reality. I think a more careful formulation is to say "do not generalize irresponsibly". Don't abandon the specific examples, as they anchor you down to reality and details, but do try to find patterns and commonalities where they appear - and pinpoint them in precise, well defined, some-result-subspaces-excluding manners.

It was perfectly all right for Isaac Newton to explain just gravity, just the way things fall down—and how planets orbit the Sun, and how the Moon generates the tides—but not the role of money in human society or how the heart pumps blood.

This just reminds of the Unix software philosophy "do one thing and do it well"

And DON’T EVEN GET ME STARTED on people who think Wikipedia is an “Artificial Intelligence,”

With the invention of LLMs, this aged poorly. It turns out that most of the research that goes into developing artificial intelligence consists of cataloguing the world and writing it up on the internet.



Your Strength As A Rationalist

The following happened to me in an IRC chatroom, long enough ago that I was still hanging around in IRC chatrooms. Time has fuzzed the memory and my report may be imprecise.

So there I was, in an IRC chatroom, when someone reports that a friend of his needs medical advice. His friend says that he’s been having sudden chest pains, so he called an ambulance, and the ambulance showed up, but the paramedics told him it was nothing, and left, and now the chest pains are getting worse. What should his friend do?

I was confused by this story. I remembered reading about homeless people in New York who would call ambulances just to be taken someplace warm, and how the paramedics always had to take them to the emergency room, even on the 27th iteration. Because if they didn’t, the ambulance company could be sued for lots and lots of money. Likewise, emergency rooms are legally obligated to treat anyone, regardless of ability to pay.1 So I didn’t quite understand how the described events could have happened. Anyone reporting sudden chest pains should have been hauled off by an ambulance instantly.

And this is where I fell down as a rationalist. I remembered several occasions where my doctor would completely fail to panic at the report of symptoms that seemed, to me, very alarming. And the Medical Establishment was always right. Every single time. I had chest pains myself, at one point, and the doctor patiently explained to me that I was describing chest muscle pain, not a heart attack. So I said into the IRC channel, “Well, if the paramedics told your friend it was nothing, it must really be nothing—they’d have hauled him off if there was the tiniest chance of serious trouble.”

Thus I managed to explain the story within my existing model, though the fit still felt a little forced . . .

Later on, the fellow comes back into the IRC chatroom and says his friend made the whole thing up. Evidently this was not one of his more reliable friends.

I should have realized, perhaps, that an unknown acquaintance of an acquaintance in an IRC channel might be less reliable than a published journal article. Alas, belief is easier than disbelief; we believe instinctively, but disbelief requires a conscious effort.2

So instead, by dint of mighty straining, I forced my model of reality to explain an anomaly that never actually happened. And I knew how embarrassing this was. I knew that the usefulness of a model is not what it can explain, but what it can’t. A hypothesis that forbids nothing, permits everything, and thereby fails to constrain anticipation.

Your strength as a rationalist is your ability to be more confused by fiction than by reality. If you are equally good at explaining any outcome, you have zero knowledge.

We are all weak, from time to time; the sad part is that I could have been stronger. I had all the information I needed to arrive at the correct answer, I even noticed the problem, and then I ignored it. My feeling of confusion was a Clue, and I threw my Clue away.

I should have paid more attention to that sensation of still feels a little forced. It’s one of the most important feelings a truthseeker can have, a part of your strength as a rationalist. It is a design flaw in human cognition that this sensation manifests as a quiet strain in the back of your mind, instead of a wailing alarm siren and a glowing neon sign reading:

1 And the hospital absorbs the costs, which are enormous, so hospitals are closing their emergency rooms . . . It makes you wonder what’s the point of having economists if we’re just going to ignore them.

2 From McCluskey (2007), “Truth Bias”: “[P]eople are more likely to correctly judge that a truthful statement is true than that a lie is false. This appears to be a fairly robust result that is not just a function of truth being the correct guess where the evidence is weak—it shows up in controlled experiments where subjects have good reason not to assume truth[.]” http://www.overcomingbias.com/2007/08/truth-bias.html .

And from Gilbert et al. (1993), “You Can’t Not Believe Everything You Read”: “Can people comprehend assertions without believing them? [...] Three experiments support the hypothesis that comprehension includes an initial belief in the information comprehended.”

It's strange that it sounds like a rationalist is saying that he should have listened to his instincts.  A true rationalist should be able to examine all the evidence without having to rely on feelings to make a judgment, or would be able to truly understand the source of his feelings, in which case it's more than just a feeling.  The unfortunate thing is that people are more likely to remember the cases when they didn't listen to their feelings which ended up being correct in the end, than all the times when they were wrong.

a rationalist should acknowledge their irrationality, to do otherwise would be to irrational.

When people think of "emotion" and "rationality" as opposed, I suspect that they are really thinking of System 1 and System 2 - fast perceptual judgments versus slow deliberative judgments. Deliberative judgments aren't always true, and perceptual judgments aren't always false; so it is very important to distinguish that dichotomy from "rationality". Both systems can serve the goal of truth, or defeat it, according to how they are used.

"I should have paid more attention to that sensation of still feels a little forced."

The force that you would have had to counter was the impetus to be polite.  In order to boldly follow your models, you would have had to tell the person on the other end of the chat that you didn't believe his friend.  You could have less boldly held your tongue, but that wouldn't have satisfied your drive to understand what was going on.  Perhaps a compromise action would have been to point out the unlikelihood, (which you did: "they'd have hauled him off if there was the tiniest chance of serious trouble"), and ask for a report on the eventual outcome.

Given the constraints of politeness, I don't know how you can do better.  If you were talking to people who knew you better, and understood your viewpoint on rationality, you might expect to be forgiven for giving your bald assessment of the unlikeliness of the report.

You can assume the paramedics did not follow the proper procedure, and that his friend aught to go to the emergency room himself to verify that he is OK.  People do make mistakes.

The paramedics are potentially unreliable as well, though given the litigious nature of our society I would fully expect the paramedics to be extremely reliable in taking people to the emergency room, which would still cast doubt on the friend.  

Still, if you want to be polite, just say "if you are concerned, you should go to the emergency room anyway" and keep your doubts about the man's veracity to yourself.  No doubt the truth would have come out at that point as well.

Reminds me of a family dinner where the topic of the credit union my grandparents had started came up.

According to my grandmother, the state auditor was a horribly sexist fellow.  He came and audited their books every single month, telling everyone who would listen that it was because he "didn't think a woman could be a successful credit union manager."

This, of course, got my new-agey aunts and cousins all up-in-arms about how horrible it was that that kind of sexism was allowed back in the 60s and 70s.  They really wanted to make sure everyone knew they didn't approve, so the conversation dragged on and on...

And about the time everyone was all thoroughly riled up and angry from the stories of the mean, vindictive things this auditor had done because the credit union was run by a woman my grandfather decided to get in on the ruckus and told his story about the auditor...

Seems like the very first time the auditor had come through, the auditor spent several hours going over the books and couldn't make it all balance correctly.  He was all-fired sure this brand new credit union was up to something shady.  Finally, my grandfather (who was the credit union accountant... (read more)

In it's strongest form, not believing system 1 amounts to not believing perceptions, hence not believing in empiricism.  This is possibly the oldest of philosophical mistakes, made by Plato, possibly Siddhartha, and probably others even earlier.

Sounds like good old cognitive dissonance. Your mental model was not matching the information being presented.

That feeling of cognitive dissonance is a piece of information to be considered in arriving at your decision. If something doesn't feel right, usually either te model or the facts are wrong or incomplete.

"And this is where I fell down as a rationalist.  I remembered several occasions where my doctor would completely fail to panic at the report of symptoms that seemed, to me, very alarming.  And the Medical Establishment was always right.  Every single time.  I had chest pains myself, at one point, and the doctor patiently explained to me that I was describing chest muscle pain, not a heart attack.  So I said into the IRC channel, "Well, if the paramedics told your friend it was nothing, it must really be nothing - they'd have hauled him off if there was the tiniest chance of serious trouble.""

My own "hold on a second" detector is pinging mildly at that particular bit. Specifically, isn't there a touch of an observer selection effect there? If the docs had been wrong and you ended up dying as a result, you wouldn't have been around to make that deduction, so you're (Well, anyone is) effectively biased to retroactively observe outcomes in which if the doctor did say you're not in a life threatening situation, you're genuinely not?

A valid point, Psy-Kosh, but I've seen this happen to a friend too.  She was walking along the streets one night when a strange blur appeared across her vision, with bright floating objects.  Then she was struck by a massive headache.  I had her write down what the blur looked like, and she put down strange half-circles missing their left sides.

That point was when I really started to get worried, because it looked like lateral neglect - something that I'd heard a lot about, in my studies of neurology, as a symptom of lateralized brain damage from strokes.

The funny thing was, nobody in the medical profession seemed to think this was a problem.  The medical advice line from her health insurance said it was a "yellow light" for which she should see a doctor in the next day or two.  Yellow light?!  With a stroke, you have to get the right medication within the first three hours to prevent permanent brain damage!  So we went to the emergency room - reluctantly, because California has enormously overloaded emergency rooms - and the nurse who signed us in certainly didn't seem to think those symptoms were very alarming.

The thing is, of course, that non-doctors are legally prohib... (read more)

Also, of course, docs that habitually misdiagnose would presumably be sued or worse to oblivion by friends and family of the deceased. I was just unsure about the actual strength of that one thing I mentioned.

I think one would be the closest to truth by replying: "I don't quite believe that your story is true, but if it is, you should... etc" because there is no way for you to surely know whether he was bluffing or not. You have to admit both cases are possible even if one of them is highly improbable.

Doesn't any model contain the possibility, however slight, of seeing the unexpected? Sure this didn't fit with your model perfectly — and as I read the story and placed myself in your supposed mental state while trying to understand the situation, I felt a great deal of similar surprise — but jumping to the conclusion that someone was just totally fabricating is something that deserves to be weighed against other explanations for this deviation from your model.

Your model states that pretty much under all circumstances an ambulance is going to pick up a pat... (read more)

I don't see that you did anything at all irrational. You're talking to a complete stranger on the internet. He doesn't know you, and cannot have any possible interest in deceiving you. He tells you a fairly detailed story and asks for you advice. For him to make the whole thing up just for kicks is an example of highly irrational and fairly unlikely behavior. 

Conversely, a person's panicking over chest pains and calling the ambulance is a comparatively frequent occurrence. Your having read somewhere something about ambulance policies does not amount to hav... (read more)

You're talking to a complete stranger on the internet. He doesn't know you, and cannot have any possible interest in deceiving you.

There's plenty of evidence that some people (a smallish minority, I think) will deceive strangers for the fun of it.

I read somewhere that if spin about and click my heels 3 times I will be transported to the land of Oz. Does that qualify as a concrete reason to believe that such a land does indeed exist?

That indeed serves as evidence for that fact, though we have much stronger evidence to the contrary.

N.B. You do not need to sign your comments; your username appears above every one.

That indeed serves as evidence for that fact, though we have much stronger evidence to the contrary.

And not just because clicking the heels three times is more canonically (and more often) said to be way to return to Kansas from Oz. and not to Oz. 

An alternative explanation? You put your energy into solving a practical problem with a large downside (minimizing the loss function in nerdese). Yes, to be perfectly rational you should have said: "the guy is probably lying, but if he is not then...". 

It is a design flaw in human cognition that this sensation manifests as a quiet strain in the back of your mind, instead of a wailing alarm siren and a glowing neon sign reading "EITHER YOUR MODEL IS FALSE OR THIS STORY IS WRONG."

I wouldn't call it a flaw; blaring alarms can be a nuisance. Ideally you could adjust the sensitivity settings . . . hence the popularity of alcohol.

Thank you, Eliezer.  Now I know how to dissolve Newcomb type problems.
(http://lesswrong.com/lw/nc/newcombs_problem_and_regret_of_rationality/)

I simply recite, "I just do not believe what you have told me about this intergalactic superintelligence Omega".

And of course, since I do not believe, the hypothetical questions asked by Newcomb problem enthusiasts become beneath my notice; my forming a belief about how to act rationally in this contrary-to-fact hypothetical situation cannot pay the rent.

This sort of brings to my mind Pirsig's discussions about problem solving in ZATAOMM. You get that feeling of confusion when you are looking at a new problem, but that feeling is actually a really natural, important part of the process. I think the strangest thing to me is that this feeling tends to occur in a kind of painful way -- there is some stress associated with the confusion. But as you say, and as Pirsig says, that stress is really a positive indication of the maturation of an understanding. 

I'm not sure that listening to ones intuitions is enough to cause accurate model changes. Perhaps it is not rational to hold a single model in your head, as your information is incomplete. Instead one can consciously examine the situation from multiple perspectives, in this way the nicer (simpler, more consistent, whatever your metric is) model response can be applied. Alternatively you could legitimately assume that all the models you hold have merit and produce a response that balances their outcomes e.g. if your model of the medical profession is wrong ... (read more)

Considering that medical errors apparently kill more people than car accidents each year in the United States, I suspect the establishment is not in fact infallible. 

"According to legend, one night the students of Baron Cuvier (one of the founders of modern paleontology and comparative anatomy) decided to play a trick on their instructor. They fashioned a medley of skins, skulls and other animal parts (including the head and legs of a deer) into a credibly monstrous costume. One brave fellow then donned the chimeric assemblage, crept into the Baron's bedroom when he was asleep and growled "Cuvier, wake up! I am going to eat you!" Cuvier woke up, took one look at the deer parts that formed part of the costume and sniffed "Impossible! You have horns and hooves!" (one would think "what sort of animals have horns and hooves" is common knowledge). 

More likely he was saying "Impossible! You have horns and hooves (and are therefore not not a predator.)" The prank is more commonly reported as: "Cuvier, wake up! I am the Devil! I am going to eat you!" His response was "Divided hoof; graminivorous! It cannot be done." Apparently Satan is vegan. Don't comment that some deer have been seen eating meat or entrails, I occasionally grab the last slice of my bud's pizza but that doesn't classify me as a scavenger."

I feel really uncomfortable with this idea: "EITHER YOUR MODEL IS FALSE OR THIS STORY IS WRONG."

I think this statement suffers from the same limitations of propositional logic; consequently, it is not applicable to many real life situations. 

Most of the times, our model contains rules of this type (at least if we are rationalists): Event A occurs in situation B with probability C, where C is not 0 or 1. Also, life experiences teach us that we should update the probabilities in our model over time. So beside the uncertainty caused by the probabili... (read more)

This post frustrated me for a while, because it seems right but not helpful. Saying to myself, "I should be confused by fiction" doesn't influence my present decision.

First concertize. Let's say I have a high level world model. A few of them perhaps, to reduce the chance that one bad example results in a bad principle.

"My shower produces hot water in the morning."
"I have fresh milk to last the next two days."
"The roads are no longer slippery."

What do these models exclude? "The water will be cold", "t... (read more)

Your strength as a rationalist is your ability to be more confused by fiction than by reality.

Yet, when a person of even moderate cleverness wishes to deceive you, this "strength" can be turned against you.  Context is everything.  

As Donald DeMarco asks in "Are Your Lights On?",   WHO is it that is bringing me this problem?

Alas, belief is easier than disbelief; we believe instinctively, but disbelief requires a conscious effort.

Looking through Google Scholar for citations of Gilbert 1990 and Gilbert 1993, I see 2 replications which question the original effect:

Between the model and the information given, only Scenario 1 can be ruled false; Scenarios 2 and 3 are both possible. If Eliezer is going to beat himself up for not knowing better, it should be because Scenario 3 did n... (read more)

I see two senses (or perhaps not-actually-qualiatively-different-but-still-useful-to-distinguish cases?) of 'I notice I'm confused':

(1) Noticing factual confusion, as in the example in this post.
(2) Noticing confusion when trying to understand a concept or phenomenon, or to apply a concept.

Example of (2): (A) "Hrm, I thought I understood what, "Colorless green ideas sleep furiously" means when I first heard it; the words seemed to form a meaningful whole based on the way they fell together. But when I actually try to concretise what that co... (read more)

Was a mistake really made in this instance? Is it not correct to conclude 'there was no problem'? Yes, the author did not realise the story was fictional; but what of what he concluded implied the story was not fictional? 

Furthermore, is it good to berate oneself because one does not immediately realise something? In this case, the author did not immediately realise the story was fictional. But evidently the author was already working toward that conclusion by throwing doubt on parts of the story. And the evidence the author had was obviously inconclusive;... (read more)

This looks like an instance of the Dunning-Kruger effect to me. Despite your own previous failures in diagnosis, you still felt competent to give medical advice to a stranger in a potentially life-threatening situation.

In this case, the "right answer" is not an analysis of the reliability of your friend's account, it is "get a second opinion, stat". This is especially true seeing as how you believed the description you gave above.

If a paramedic tells me "it's nothing", I complain to his or her superiors, because that is not a ... (read more)

Of course, it's also possible to overdo it. If you hear something odd or confusing, and it conflicts with belief that you are emotionally attached to, the natural reaction is to ignore the evidence that doesn't fit your worldview, thus missing an opportunity to correct a mistaken belief.

On the other hand, if you hear something odd or confusing, and it conflicts with belief or assumption that you aren't emotionally attached to, then you shouldn't forget about the prior evidence in light of new evidence. The state of confusion should act as a trigger mechanism telling you to tally up all the evidence, and decide which piece doesn't fit.

Since I think evolution makes us quite fit to our current environment I don't think cognitive biases are design flaws, in the above example you imply that even if you had the information available to guess the truth, your guess was another one and it was false, therefore you experienced a flaw in your cognition.

My hypotheses is that reaching the truth or communicating it in the IRC may have not been the end objective of your cognitive process, in this case just to dismiss the issue as something that was not impor... (read more)

Is EY saying that if something doesn't feel right, it isn't? I've been working on this rationalist koan for weeks and can't figure out something more believable! I feel like a doofus!

" we believe instinctively, but disbelief requires a conscious effort" link not working

This article actually made me question „Wait, is this even true?“ when I read an article with weird claims; then I research whether the source is trustworthy and sometimes, it turns out that it isn‘t

I *knew* that the usefulness of a model is not what it can explain, but what it can’t. A hypothesis that forbids nothing, permits everything, and thereby fails to constrain anticipation.

I think what Yud means there is that a good model will break quickly. It only explains a very small set of things because the universe is very specific. So it's good that it doesn't explain many many things.

It's a bit like David Deutsch arguing that models should be sensitive to small changes.  All of their elements should be important.



Absence of EvidenceisEvidence of Absence

From Robyn Dawes’s Rational Choice in an Uncertain World:

In fact, this post-hoc fitting of evidence to hypothesis was involved in a most grievous chapter in United States history: the internment of Japanese-Americans at the beginning of the Second World War. When California governor Earl Warren testified before a congressional hearing in San Francisco on February 21, 1942, a questioner pointed out that there had been no sabotage or any other type of espionage by the Japanese-Americans up to that time. Warren responded, “I take the view that this lack [of subversive activity] is the most ominous sign in our whole situation. It convinces me more than perhaps any other factor that the sabotage we are to get, the Fifth Column activities are to get, are timed just like Pearl Harbor was timed . . . I believe we are just being lulled into a false sense of security.”

Consider Warren’s argument from a Bayesian perspective. When we see evidence, hypotheses that assigned a higher likelihood to that evidence gain probability, at the expense of hypotheses that assigned a lower likelihood to the evidence. This is a phenomenon of relative likelihoods and relative probabilities. You can assign a high likelihood to the evidence and still lose probability mass to some other hypothesis, if that other hypothesis assigns a likelihood that is even higher.

Warren seems to be arguing that, given that we see no sabotage, this confirms that a Fifth Column exists. You could argue that a Fifth Column might delay its sabotage. But the likelihood is still higher that the absence of a Fifth Column would perform an absence of sabotage.

Let E stand for the observation of sabotage, and ¬E for the observation of no sabotage. The symbol H1 stands for the hypothesis of a Japanese-American Fifth Column, and H2 for the hypothesis that no Fifth Column exists. The conditional probability P(E | H), or “E given H,” is how confidently we’d expect to see the evidence E if we assumed the hypothesis H were true.

Whatever the likelihood that a Fifth Column would do no sabotage, the probability P(¬E | H1), it won’t be as large as the likelihood that there’s no sabotage given that there’s no Fifth Column, the probability P(¬E | H2). So observing a lack of sabotage increases the probability that no Fifth Column exists.

A lack of sabotage doesn’t prove that no Fifth Column exists. Absence of proof is not proof of absence. In logic, (A ⇒ B), read “A implies B,” is not equivalent to (¬A ⇒ ¬B), read “not-A implies not-B .”

But in probability theory, absence of evidence is always evidence of absence. If E is a binary event and P(H | E) > P(H), i.e., seeing E increases the probability of H, then P(H | ¬ E) < P(H), i.e., failure to observe E decreases the probability of H . The probability P(H) is a weighted mix of P(H | E) and P(H | ¬ E), and necessarily lies between the two.1

Under the vast majority of real-life circumstances, a cause may not reliably produce signs of itself, but the absence of the cause is even less likely to produce the signs. The absence of an observation may be strong evidence of absence or very weak evidence of absence, depending on how likely the cause is to produce the observation. The absence of an observation that is only weakly permitted (even if the alternative hypothesis does not allow it at all) is very weak evidence of absence (though it is evidence nonetheless). This is the fallacy of “gaps in the fossil record”—fossils form only rarely; it is futile to trumpet the absence of a weakly permitted observation when many strong positive observations have already been recorded. But if there are no positive observations at all, it is time to worry; hence the Fermi Paradox.

Your strength as a rationalist is your ability to be more confused by fiction than by reality; if you are equally good at explaining any outcome you have zero knowledge. The strength of a model is not what it can explain, but what it can’t, for only prohibitions constrain anticipation. If you don’t notice when your model makes the evidence unlikely, you might as well have no model, and also you might as well have no evidence; no brain and no eyes.

1 If any of this sounds at all confusing, see my discussion of Bayesian updating toward the end of The Machine in the Ghost, the third volume of Rationality: From AI to Zombies.

Perhaps this criticism of the California governor assumes an over-naive probabilistic modelling, with only two events ("no acts of espionage" => "fifth column exists [or not]").  In reality, there existed some non-public information about an existing japanese spy network (MAGIC decodes; informants) that is unlikely to have been mentioned in a public hearing.

Perhaps the reasoning was more like this: "We know that they are already here.  We know that some fraction of the population sympathizes with the mother nation.  If the fifth column did not exist in an organized form, we might have seen some sabotage already.  Since there hasn't been any, maybe they are holding back for a major strike."

Frank: It is impossible for A and ~A to both be evidence for B. If a lack of sabotage is evidence for a fifth column, then an actual sabotage event must be evidence against a fifth column. Obviously, had there been an actual instance of sabotage, nobody would have thought that way- they would have used the sabotage as more "evidence" for keeping the Japanese locked up. It's the Salem witch trials, only in a more modern form- if the woman/Japanese has committed crimes, this is obviously evidence for "guilty"; if they are innocent of any wrongdoing, this too is a proof, for criminals like to appear especially virtuous to gain sympathy.

Lack of sabotage is obviously evidence for a fifth column trying to lull the government, given the fifth column exists, since the opposite - sabotage occuring - is very strong evidence against that.

However lack of sabotage is still much stronger evidence towards the fifth column not existing.

The takeaway is that if you are going to argue that X group is dangerous because they will commit Y act, you cannot use a lack of Y as weak evidence that X exists, because then Y would be strong evidence that X does not exist, and Y is what you are afraid X is going to do!

You would be much better off using the fact that no sabotage occurred as weak evidence that the 5th column was preventing sabotage.

If there is other evidence that suggests the 5th column exists and that they are dangerous, that is the evidence that should be used.  Making up non-evidence (which is actually counter evidence) is not the way to go about it.  There are ways of handling court cases that must remain confidential (though it would certainly make the court look bad, it is the right way to do it).

A and ~A are not each evidence for B, if B is "there is a fifth column active".  In some ways, as I said, they already knew B - it was true.  There were questions of degree - how organized? how ready? how many? - for which A and ~A each provide some hints at.

Earl Warren tumbled headlong into the standard conspiracy theory attractor with, I might add, no deleterious effect on his career. This man was later the 14th Chief Justice of the US Supreme Court and has probably had more lasting effect on US society than any single figure of the 20th century. Thanks for the post.

http://en.wikipedia.org/wiki/Japanese_American_internment#Was_the_internment_justified_by_military_necessity.3F

But that's not the point.  The point is that Earl Warren's reasoning was invalid.  It didn't matter what other evidence he had (Warren certainly did not know about the ultra-classified MAGIC decodes).  The particular observation of no sabotage was evidence against, and could not legitimately be worked into evidence for.

I suspect a part of the appeal of this saying comes from a mental unease with conflicting evidence. It is easier to think of the absence of evidence as not evidence at all, rather than as evidence against where the evidence in favor just happens to be much stronger. Perhaps it is a specific case of a general distaste for very small distinctions, especially those close to 0?

Ad hominem argumentation is another example of evidence which is usually weak, but is still evidence.

The particular observation of no sabotage was evidence against, and could not legitimately be worked into evidence for.

You are assuming that there are only two types of evidence, sabotage v. no sabotage, but there can be much more differentiation in the actual facts.

Given Frank's claim, there is a reasoning model for which your claim is inaccurate.  Whether this is the model Earl Warren had in his head is an entirely different question, but here it is:

We have some weak independent evidence that some fifth column exists giving us a prior probability of >50%.  We have good evidence that some japanese americans are disaffected with a prior of 90%+.  We believe that a fifth column which is organized will attempt to make a significant coordinated sabotage event, possibly holding off on any/all sabotage until said event.  We also believe that the disaffected who are here, if there is no fifth column would engage is small acts of sabotage on their own with a high probability.

Therefore, if there are small acts of sabotage that show no large scale organization, this is weak evidence of a lack of a fifth column.  If there is a significant sabotage event, this is strong evidence of a fifth... (read more)

I would agree that the lack of sabotage cannot be argued as support for accepting an increase in the probability of the existence of a fifth column.  But it may not be sufficient to lower the probability that there is a fifth column, and certainly may not be sufficient to lower a prior of greater than 50% to below 50%, even assuming that one is a Bayesian.

If sabotage increases the probability, lack of sabotage necessarily decreases the probability.

When you hear someone say "X is not evidence ...", remember that the Bayesian concept of evidence is not the only concept attached to that word. I know my understanding of the word evidence changed as I adopted the Bayesian worldview. My recollection of my prior use of the word is a bit hazy, but it was probably influenced a good deal by beliefs about what a court would admit as evidence.(This is a comment on the title of the post, not on Earl Warren's rationalization).

If sabotage increases the probability, lack of sabotage necessarily decreases the probability.

That's true in the averages, but different types of sabotage evidence may have different effects on the probability, some negative, some positive.  It's conceivable, though unlikely, for sabotage to on average decrease the probability.

This is all fine and good, but it does not address what "evidence" is.  I cannot gather evidence of extra solar planets (either evidence for or against existence) with my naked eyes.  So in this experiment, even though I see no "evidence" of extra solar planets by looking up into the sky, I still do not have evidence of absense, because in fact I have no evidence at all.

Evidence, from the aspect of probability theory, is only meaningful when the experiment is able to differential between existence and absence.

If all you have is some generic crime data, then more crime in a region can indicate that the Mafia is strong. On the other hand,  Mafias keep their own neighborhoods, and the Mafia sometimes can suppress police activity through corruption, so a very low crime rate can indicate that the Mafia is strong.

Of course, background details  would suggest which of these is indicated by the evidence

Hi Eliezer,
That's another great post, I very much enjoyed reading even though there are gaps in my understanding. I'm new here so I have lots to learn. I wonder if you could kindly explain what you mean by: "Your strength as a rationalist is your ability to be more confused by fiction than by reality; if you are equally good at explaining any outcome you have zero knowledge. "
Thanks,
Lou

Warren seems to be arguing that, given that we see no sabotage, this confirms that a Fifth Column exists.

This article makes a very good point very well.  If E would be evidence for a hypothesis H, then ~E has to be evidence for ~H.

Unfortunately, I think that it is unfair to read Warren as violating this principle.  (I say "Unfortunately" because it would be nice to have such an evocative real example of this fallacy.)

I think that Warren's reasoning is more like the following:  Based on theoretical considerations, there is a very high probability P(H) that there is a fifth column.  The theoretical considerations have to do with the nature of the Japanese–American conflict and the opportunities available to the Japanese.  Basically, there mere fact that the Japanese have both means and motive is enough to push P(H) up to a high value.

Sure, the lack of observed sabotage (~E) makes P(H|~E) < P(H).  So the probability of a fifth column goes down a bit.  But P(H) started out so high that H is still the only contingency that we should really worry about.  The only important question left is, Given that there is a fifth column, is it competent or incompetent?  Does the obse... (read more)

Warren stated in the quote that the lack of any subversive activity was the most convincing factor of all the evidence he has that the 5th Column would soon commit subversive activity.

I just don't see that in the quote.  Here is the Warren quote from the OP:

"I take the view that this lack [of subversive activity] is the most ominous sign in our whole situation. It convinces me more than perhaps any other factor that the sabotage we are to get, the Fifth Column activities are to get, are timed just like Pearl Harbor was timed... I believe we are just being lulled into a false sense of security."

His claim isn't that subversive activity will start soon.  The claim is that subversive activity will be "timed just like Pearl Harbor was timed".  I read this to mean that he anticipates a centrally-orchestrated, synchronized, large-scale attack, of the sort that could only be pulled off by a disciplined, highly-competent fifth column.

If they had seen small, piece-meal efforts at sabotage, then that would have been evidence against a competent fifth column.  That is, P(there is a competent fifth column | there has been piece-meal sabotage) < P(t... (read more)

I have to think that there is another question to be considered: What are the odds that Japanese-Americans would commit sabotage we could detect as sabotage?  If the odds are very high that detectable sabotage would occur, then the absence of sabotage would be evidence in favor of something preventing sabotage.  A conspiracy which collaborates with potential saboteurs and encourages them to wait for the proper time to strike then becomes a reasonable hypothesis, if such a conspiracy would believe that an initial act of temporally focused sabotage would be effective enough to have greater utility than all the acts of sabotage which would otherwise occur before the time of the sabotage spree.

The problem with this scenario, as presented, is that it assumes that "sabotage" is a binary variable. If that were the case, the pool of possibilities would consist of: (1) Fifth Column exists & sabotage occurs, (2) Fifth Column exists & sabotage does not occur, and (3) Fifth Column does not exist & sabotage does not occur (presuming that sabotage, as defined in the scenario, could only be accomplished by Fifth Column). In that case, necessarily, lack of sabotage could only reduce the probability of (1), and therefore could only redu... (read more)

If absence of proof is not proof of absence, but absence of evidence is evidence of absence, what makes proof different from evidence?

Example: we currently have no evidence supporting the existence of planets orbiting stars in other galaxies, because our telescopes are not powerful enough to observe them. Should we take this as evidence that no galaxy except ours has planets around its stars?

Another example: before the invention of the microscope, there was no evidence supporting the existence of bacteria because there were no means to observe them. Should've this fact alone been interpreted as evidence of absence of bacteria (even though bacteria did exist before microscopes were invented)?

Generally, the answer to your question is Bayes' Theorem. This theorem is essentially the mathematical formulation of how evidence ought to be weighed when testing ideas. If the wikipedia article doesn't help you much, Eliezer has written an in-depth explanation of what it is and why it works.

The specific answer to your question can be revealed by plugging into this equation, and defining "proof". We say that nothing is ever "proven" to 100% certainty, because if it were (again, according to Bayes' Theorem), no amount of new evidence against it could ever refute it. So "proof" should be interpreted as "really, really likely". You can pick a number like "99.9% certain" if you like. But your best bet is to scrap the notion of absolute "proof" and start thinking in likelihoods.

You'll notice that an integral part of Bayes' Theorem is the idea of how strongly we would expect to see a certain piece of evidence. If the Hypothesis A is true, how likely is it that we'll see Evidence B? And additionally, how likely would it be to see Evidence B regardless of Hypothesis A?

There is more discussion of this post here as part of the Rerunning the Sequences series.

A quick proof: http://blog.sigfpe.com/2005/08/absence-of-evidence-is-evidence-of.html

Another proof & discussion: http://kim.oyhus.no/AbsenceOfEvidence.html

I'm pretty sure you just used this as an rhetoric tool, but by bayesian theory, isn't it impossible to construct a hypothesis which allocates a probability of zero to an event?
But don't you say exactly that in your text?

even if the alternative hypothesis does not allow it at all

I mean allocating a probability of zero to an event implies that it doesn't matter what evidence is presented to you, the probability of that particular event will never become anything else than zero.
And as it is impossible to disprove something in the same way it is impossib... (read more)

A simple counter example (hopefully shorter and more clear than the other more in depth criticism by michael sullivan) is the scenario where warren had exactly equal priors for organized fifth column, unorganized fifth column, and no fifth column. 

If he was practically certain that an organized fifth column would wait to make a large attack, and a unorganized fifth column would make small attacks then seeing no small attacks his new probabilities would approximately be:

The video game Star Ocean: Til The End Of Time has a model of interstellar society that tries to solve Fermi's conundrum. Planets capable of interstellar travel form an accord that treats less advanced civilizations as nature preserves and agree not to contact or help them. This model does have several problems, such as communication wavelengths would still be visible to us (they have some undiscovered form of communication?) and sufficiently advanced societies should have an ethical dilemma with allowing intelligent species to go through dark ages and pro... (read more)

I disagree with the article for the following reason: if I have two hypotheses that both explain an "absence of evidence" occurrence equally well, then that occurrence does not give me reason to favor either hypothesis and is not "evidence of absence."

Example: Vibrams are a brand of toe-shoes that recently settled a big suit because they couldn't justify their claims of health benefits. We have two hypotheses (1) Vibrams work, (2) Vibrams don't work. Now, if a well-executed experiment had been done and failed to show an effect, that wou... (read more)

Warren's full speech is available at archive.org:
"Unfortunately, however, many of our people and some of our authorities and, I am afraid, many of our people in other parts of the country are of the opinion that because we have had no sabotage and no fifth column activities in this State since the beginning of the war, that means that none have been planned for us.  But I take the view that that is the most ominous sign in our whole situation. It convinces me more than perhaps any other factor that the sabotage that we are to get, the fifth column ac... (read more)

So is there ever a time where you can use absence of evidence alone to disprove a theory, or do you always need other evidence as well? Because is some cases absence of evidence clearly does not disprove a theory, such as when quantum physics was first being discovered, there was not a lot of evidence for it, but can the inverse ever be true will lack of evidence alone proves the theory is false?

More acuratly, "absence of evidence you would expect to see if the statement is true" is evidence of absence.

If there's no evidence you'd expect if the statement is true, absence of evidence is not evidence of absence.

For example, if I tell you I've eaten cornflakes for breakfast, no matter whether or not the statement is true, you won't have any evidence in either direction (except for the statement itself) unless you're willing to investigate the matter (like, asking my roommates). In this case, absence of evidence is n... (read more)

Hang on, the Japanese example is flawed. There IS an intelligence branch of the Japanese army; this would be well understood by any tactician. Seeing no evidence to their action, and inferring that this is due to their skill, not an irrational assumption.

The odds form of Bayes Theorem is particularly useful here

which can be intuitively understood as Posterior Odds = Likelihood Ratio × Prior Odds.

It shows us exactly how we should update our belief (prior odds -> posterior odds) based on the likelihood ratio, which is essentially "the odd of evidence appearing if the hypothesis is true vs. not true. It can be interpreted intuitively as "Evidence supports whatever makes it more likely".

In the context of this article, since "no sabotage" is more likely if there is no Fif... (read more)



Conservation of Expected Evidence

Friedrich Spee von Langenfeld, a priest who heard the confessions of condemned witches, wrote in 1631 the Cautio Criminalis (“prudence in criminal cases”), in which he bitingly described the decision tree for condemning accused witches: If the witch had led an evil and improper life, she was guilty; if she had led a good and proper life, this too was a proof, for witches dissemble and try to appear especially virtuous. After the woman was put in prison: if she was afraid, this proved her guilt; if she was not afraid, this proved her guilt, for witches characteristically pretend innocence and wear a bold front. Or on hearing of a denunciation of witchcraft against her, she might seek flight or remain; if she ran, that proved her guilt; if she remained, the devil had detained her so she could not get away.

Spee acted as confessor to many witches; he was thus in a position to observe every branch of the accusation tree, that no matter what the accused witch said or did, it was held as proof against her. In any individual case, you would only hear one branch of the dilemma. It is for this reason that scientists write down their experimental predictions in advance.

But you can’t have it both ways —as a matter of probability theory, not mere fairness. The rule that “absence of evidence is evidence of absence” is a special case of a more general law, which I would name Conservation of Expected Evidence: the expectation of the posterior probability, after viewing the evidence, must equal the prior probability.

P(H) = P(H)
P(H) = P(H,E) + P(H,~E)
P(H) = P(H|E)*P(E) + P(H|~E)*P(~E)

Therefore, for every expectation of evidence, there is an equal and opposite expectation of counterevidence.

If you expect a strong probability of seeing weak evidence in one direction, it must be balanced by a weak expectation of seeing strong evidence in the other direction. If you’re very confident in your theory, and therefore anticipate seeing an outcome that matches your hypothesis, this can only provide a very small increment to your belief (it is already close to 1); but the unexpected failure of your prediction would (and must) deal your confidence a huge blow. On average, you must expect to be exactly as confident as when you started out. Equivalently, the mere expectation of encountering evidence—before you’ve actually seen it—should not shift your prior beliefs.

So if you claim that “no sabotage” is evidence for the existence of a Japanese-American Fifth Column, you must conversely hold that seeing sabotage would argue against a Fifth Column. If you claim that “a good and proper life” is evidence that a woman is a witch, then an evil and improper life must be evidence that she is not a witch. If you argue that God, to test humanity’s faith, refuses to reveal His existence, then the miracles described in the Bible must argue against the existence of God.

Doesn’t quite sound right, does it? Pay attention to that feeling of this seems a little forced, that quiet strain in the back of your mind. It’s important.

For a true Bayesian, it is impossible to seek evidence that confirms a theory. There is no possible plan you can devise, no clever strategy, no cunning device, by which you can legitimately expect your confidence in a fixed proposition to be higher (on average) than before. You can only ever seek evidence to test a theory, not to confirm it.

This realization can take quite a load off your mind. You need not worry about how to interpret every possible experimental result to confirm your theory. You needn’t bother planning how to make any given iota of evidence confirm your theory, because you know that for every expectation of evidence, there is an equal and oppositive expectation of counterevidence. If you try to weaken the counterevidence of a possible “abnormal” observation, you can only do it by weakening the support of a “normal” observation, to a precisely equal and opposite degree. It is a zero-sum game. No matter how you connive, no matter how you argue, no matter how you strategize, you can’t possibly expect the resulting game plan to shift your beliefs (on average) in a particular direction.

You might as well sit back and relax while you wait for the evidence to come in.

One minor correction, Eliezer: the link to your essay uses the text "An Intuitive Expectation of Bayesian Reasoning."  I think you titled that essay "An Intuitive EXPLANATION of Bayesian Reasoning."  (I am 99.9999% sure of this, and would therefore pay especial attention to any evidence inconsistent with this proposition.)

I guess I was a Bayesian before I knew what it meant....

The expected change in probability is zero (for if you expected change you would have already changed).

Since P(E) and P(~E) are both positive, to maintain balance if P(H|E)-P(H) < 0 then P(H|~E)-P(H) > 0.  If P(E) is large then P(~E) is small, so (P(H|~E)-P(H)) must be large to counteract (P(H|E)-P(H)) and maintain balance.

Hey, sorry if it's mad trivial, but may I ask for a derivation of this? You can start with "P(H) = P(H|E)P(E) + P(H|~E)P(~E)" if that makes it shorter. 

Never mind, I just did it. I'll post it for you in case anyone else wonders. 

1} P(H) = P(H|E)P(E) + P(H|~E)P(~E)    [CEE]
2} P(H)P(E) + P(H)P(~E)  = P(H|E)P(E) + P(H|~E)P(~E)   [because ab + (1-a)b = b]
3} (P(H) - P(H))P(E) + (P(H) - P(H))P(~E)  = (P(H|E) - P(H))P(E) + (P(H|~E) - P(H))P(~E)  [subtract P(H) from every value to be weighted]
4} (P(H) - P(H))P(E) + (P(H) - P(H))P(~E) = P(H) - P(H) = 0   [because ab + (1-a)b = b]
(conclusion)
5} 0 = (P(H|E) - P(H))P(E) + (P(H|~E) - P(H))P(~E)   [by identity syllogism from lines 3 and 4] 

One reason is Cox's theorem, which shows any quantitative measure of plausibility must obey the axioms of probability theory.  Then this result, conservation of expected evidence, is a theorem.

What is the "confidence level"?  Why is 50% special here?

"Of course you are assuming a strong form of Bayesianism here. Why do we have to accept that strong form?"

Because it's mathematically proven. You might as well ask "Why do we have to accept the strong form of arithmetic?"

"So, if some evidence slightly moves the expectation in a particular direction, but does not push it across the 50% line from wherever it started, what is the big whoop?"

Because (in this case especially!) small probabilities can have large consequences. If we invent a marvelous new cure for acne, with a 1% chance of death to the patient, it's well below 50% and no specific person using the "medication" would expect to die, but no sane doctor would ever sanction such a "medication".

People seem to have a little arrow in their heads saying whether they "believe in" or "don't believe in" a proposition. If there are two possibilities, 50% is the point at which the little arrow goes from "not believe" to "believe".

Fortunately, it is the happy case that, to the best of my knowledge, no experiments thus far contradict Bayesianism, and not for the lack of trying, which is as much proof as physically possible.

Foundational issues like Bayesianism run into the old philosophy of science problems with a vengeance: which part of the total assortment of theory and observation do you choose to throw out? If someone proves a paradox in Bayesianism, do you shrug and start looking at alternatives - or do you 'defy the evidence' and patiently wait for an E.T. Jaynes to come along and explain how the paradox stems from taking an imprior limit or failing to take into account prior information etc.?

Bayes' Theorem has its limits.  The support must be continuous, the dimensionality must be finite.  Some of the discussion here has raised issues here that could be relevant to these kinds of conditiosn, such as fuzziness about the truth or falsity of H.  This is not as straightforward as you claim it is.

Furthermore, I remind one and all that Bayes' Theorem is asymptotic.  Even if the conditions hold, the "true" probability is approached only in the infinite time horizon.  This could occur so slowly that it might stay on the "wrong" side of 50% well past the time that any finite viewer might hang around to watch.

There is also the black swan problem.  It could move in the wrong direction until the black swan datum finally shows up pushing it in the other direction, which, again, may not occur during the time period someone is observing.  This black swan question is exactly the frame of discussion here, as it is Taleb who has gone on and on about this business about evidence and absence thereof.

you can't possibly expect the resulting game plan to shift your beliefs (on average) in a particular direction.

But you can act to change the probability distribution of your future beliefs (just not its mean). That's the entire point of testing a belief. If you have a 50% belief that a ball is under a certain cup, then by lifting the cup, you can be certain than your future belief will be in the set {0%,100%} (with equal probability for 0 and 100, hence the same mean as now).

Getting the right shape of the probability distribution of future belief is the whole skill in testing a hypothesis.

But you can't have it both ways - as a matter of probability theory, not mere fairness.

You've proved your case - but there's still enough wriggle room that it won't make much practical difference. One example from global warming, which predicts higher temperature on average in Europe - unless it diverts the gulf stream, in which case it predicts lower average temperatures. Consider the two statements:
1) If average temperatures go up in Europe, or down, this is evidence for global warming.
2) If average temperatures go up in Europe, and the gulf stream isn't diverted, or average temperatures go down, while the gulf stream is diverted, this is evidence of global warming.

1) is nonsense, 2) is true. Lots of people say statements that sound like 1), when they mean something like 2). Add an extra detail, and the symmetry is broken.

This weakens the practical power of your point; if an accused witch is afraid, that shows she's guilty; if she's not afraid, in a way which causes the inquisitor to be suspicious, she's also guilty. That argument is flawed, but it isn't a logical flaw (since the similar statement 2) is true).

Then we're back to arguing the legitimacy of these "extra details".

Stuart, if the extra details are observable and specified in advance, the legitimacy is clear-cut.

Barkley, I'm an infinite set atheist, all real-world problems are finite; and you seem to be assuming that priors are arbitrary but likelihood ratios are fixed eternal and known, which is a strange position; and in any case what does that have to do with something as simple as Conservation of Expected Evidence?  If anyone attempts to make an infinite-set scenario that violates CEE, it disproves their setup by reductio ad absurdum, and reinforces the ancient wisdom of E. T. Jaynes that no infinity may be assumed except as the proven limit of a finite problem.

I do not  necessarily believe that likelihood ratios are fixed for all time.  The part of me that is Bayesian tends to the radically subjective form a la Keynes.

Also, I am a fan of nonstandard analysis.  So, I have no problem with infinities that are not mere limits.

a more general law, which I would name Conservation of Expected Evidence

I thought it was pretty clear that I was coining the phrase.  I'm certainly not the first person to point out the law.  E.g. Robin notes that our best estimate of anything should have no predictable trend.  In any case, I posted the mathematical derivation and you certainly don't have to take my word about anything.

Barkley, it looks to me like Eli derived it using the sum and product rules of probability theory.

What Peter said.  Barkley, do you question that P(H) = P(H,E) + P(H, ~E) or do you question that P(H,E) = P(H|E)*P(E)?

Barkley, you don't realize that Bayes's Theorem is precisely what describes the normative update in beliefs over time?  That this is the whole point of Bayes's Theorem?

Before black swans were observed, no one expected to encounter a black swan, and everyone expected to encounter another white swan on occasion.  A black swan is huge evidence against, a white swan is tiny additional evidence for.  Had they been normative, the two quantities would have balanced exactly.

I'm not sure what to say here.  Maybe point to Probability Theory: The Logic of Science or A Technical Explanation of Technical Explanation?  I don't know where this misunderstanding is coming from, but I'm learning a valuable lesson in how much Bayesian algebra someone can know without realizing which material phenomena it describes.

"no one expected to encounter a white swan, and everyone expected to encounter another black swan on occasion. A white swan is huge evidence against, a black swan is tiny additional evidence for."
I presume you meant the reverse of this?

The set of potential multicolored variations of Swans is infinite (purple, brown, grey, blue, green, etc).  We can not prove any one of them do not exist.  But every day that proceeds where we don't see these swans gives us a higher probability they do not exist. It never equals 1, but it's darn close.

The problem with the Black Swan parable is not that it's untrue, but rather unimportant.  The set of things we have no evidence of is infinite.  To then pounce across an unexpected observation (eg, a Black Swan, that Kevin Federline is a re... (read more)

This is about to scroll off, but, frankly, I do not know what you mean by "normative" in this
context.  The usual usage of this term implies statements about values or norms.  I do not
see that anything about this has anything to do with values or norms.  Perhaps I do not
understand the "wholel point of Bayes' Theorem."  Then again, I do not see anything in your
reply that actually counters the argument I made.

Bottom line: I think your "law" is only true by assumption.

What I mean, Barkley, is that the expression P(H|E), as held at time t=0, should - normatively - describe the belief about H you will hold at time t=2 if you see evidence E at time t=1.  Thus, statements true in probability theory about the decomposition of P(H) imply the normative law of Conservation of Expected Evidence, if you accept that probability theory is normative for real-world problems where no one has ever seen an infinite set.

If you don't think probability theory is valid in the real world, I have some Dutch Book trades I'd like to make with y... (read more)

Eliezer Yudkowsky,
The word "normative" has stood in the way of my understanding what you mean, at least the first few times I saw you use it, before I pegged you as getting it from the heuristics and biases people. It greatly confused me many times when I first encountered them. It's jargon, so it shouldn't be surprising that different fields use it to mean rather different things.

The heuristics and biases people use it to mean "correct," because social scientists aren't allowed to use that word. I think there's a valuable lesson about academics, institutions, or taboos in there, but I'm not sure what it is.
As far as I can tell, they are the only people that use it this way.

My dictionary defines normative as "of, relating to, or prescribing a norm or standard." It's confusing enough that it carries those two or three meanings, but to make it mean "correct" as well is asking for trouble or in-groups.

This post was one of the most helpful for me personally, but I recently realized this isn't true in an absolute sense: "There is no possible plan you can devise, no clever strategy, no cunning device, by which you can legitimately expect your confidence in a fixed proposition to be higher (on average) than before."

Suppose the statement "I perform action A" is more probable given position P than given not-P. Then if I start planning to perform action A, this will be evidence that I will perform A. Therefore it will also be evidence for p... (read more)

Um, no, if a study shows that people who chew gum also have a gene GXTP27 or whatever, which also protects against cancer, I cannot plan to increase my subjective probability that I have gene GXTP27 by starting to chew gum.

See also: "evidential decision theory", why nearly all decision theorists do not believe in.

Here's an example which doesn't bear on Conservation of Expected Evidence as math, but does bear on the statement,

"There is no possible plan you can devise, no clever strategy, no cunning device, by which you can legitimately expect your confidence in a fixed proposition to be higher (on average) than before."

It's called the Cable Guy Paradox; it was created by Alan Hájek, a philosopher the Australian National University. (I personally think the term Paradox is a little strong for this scenario.)

Eliezer - what if the presence of the gene was decided by an omnipotent being called Omega? Then you'd break out the Spearmint, right?

I'll modify my advice. If the probability that "I do action A in order to increase my subjective probability of position P" is greater given P than given not P, then doing A in order to increase my subjective probability of position P will be evidence in favor of P.

So in many cases, there will such a plan that I can devise. Let's see Eliezer find a way out of this one.

Actually, the Omega situation is a perfect example. Someone facing the two boxes would like to increase his subjective probability that there is a million in the second box, and he is able to do this by deciding to take only the second box. If he decides to take both, on the other hand, he should decrease his credence in the presence of the million, even before opening the box.

Fantastic heuristic!  It's like x=y·(z/y)+(1-y)·(x-z)/(1-y) for the rationalist's soul :)

It's worth noting, though, that you can rationally expect your credence in a certain belief "to increase", in the following sense:  If I roll a die, and I'm about to show you the result, your credence that it didn't land 6 is now 5/6, and you're 5/6 sure that this credence it about to increase to 1.  

I think this is what makes people feel like they can have a non-trivial expected value for their new beliefs: you can expect an increase or expect a decrease, but quantitatively the two possibilities exactly cancel each out in the expected value of your belief.

I have a theory that I will post this comment. By posting the comment, I'm seeking evidence to confirm the theory. If I post the comment, my probability will be higher than before.

Similarly, in Newcomb's problem, I seek evidence that box A has a million dollars, so I refrain from taking box B. There was money in box B, but I didn't take it, because that would give me evidence that box A was empty.

In short, there's one exception to this: when your choice is the evidence.

There is more discussion of this post here as part of the Rerunning the Sequences series.

((P(H|E) > P(H)) if and only if (P(H) > P(H|~E))) and
((P(H|E) = P(H)) if and only if (P(H) = P(H|~E)))

So, if some statement is evidence of a hypothesis, its negation must be evidence against. And if some statement's truth value is independent of a hypothesis, then so is that statements negation. 

This is implied by the expectation of posterior probabilities version. Since P(E) + P(~E) = 1, that means that P(H|E) and P(H|~E) are either equal, or one is greater than P(H) and one is less than. If they were both l... (read more)

Hi, I'm new here but I've been following the sequences in the suggested order up to this point.

I have no problem with the main idea of this article. I say this only so that everyone knows that I'm nitpicking. If you're not interested in nitpicking then just ignore this post.

I don't think  that the example given bellow is a very good one to demonstrate the concept of Conservation of Expected Evidence:

If you argue that God, to test humanity's faith, refuses to reveal His existence, then the miracles described in the Bible >must argue against the existen

Is this the same as Jaynes' method for construction of a prior using transformation invariance on acquisition of new evidence? 

Does conservation of expected evidence always uniquely determine a probability distribution? If so, it should eliminate a bunch of extraneous methods of construction of priors. For example, you would immediately know if an application of MaxEnt was justified.

Therefore, for every expectation of evidence, there is an equal and opposite expectation of counter-evidence.

Eliezer, isn't the "equal" part untrue? I like the parallel with Newton's 3rd law, but the two terms P(H|E)*P(E) and P(H|~E)*P(~E) aren't numerically equal - we only know that they sum to P(H).

For a true Bayesian, it is impossible to seek evidence that confirms a theory.  There is no possible plan you can devise, no clever strategy, no cunning device, by which you can legitimately expect your confidence in a fixed proposition to be higher (on average) than before.  You can only ever seek evidence to test a theory, not to confirm it.

Old post, but isn't evidence that disconfirms the theory X equal to confirming ~X?  Is ~X ineligible to be considered a theory?

The hyperlink "An Intuitive Explanation of Bayesian Reasoning" is broken. The current location of that essay is here: http://yudkowsky.net/rational/bayes

Mantel cox log rank tests compare observations and expectations too...

Can someone tell me if I understand this correctly :  He is saying that we must be clear before hand what constitutes evidence for and what constitutes evidence against and what doesn't constitute evidence either way?  

Because in his examples it seems that what is being changed is what counts as evidence.  It seems that no matter what transpires (in the witch trials for example) it is counted as evidence for.   This is not the same as changing the hypothesis to fit the facts.  The hypothesis was always 'she's a witch'.  Then the evidence is interpreted as supportive of the hypothesis no matter what.

I was wondering if I've interpreted this correctly:

'For a true Bayesian, it is impossible to seek evidence that confirms a theory.  There is no possible plan you can devise, no clever strategy, no cunning device, by which you can legitimately expect your confidence in a fixed proposition to be higher (on average) than before.  You can only ever seek evidence to test a theory, not to confirm it.'

Does this mean that it is impossible to prove the truth of a theory? Because the only evidence that can exist is evidence that falsifies the theory, or... (read more)

Closely related is the law of total expectation: https://en.wikipedia.org/wiki/Law_of_total_expectation

I do not understand the validity of this statement:

Given a temporal proposition A among a set of other mututally exclusive temporal propositions {A, B, C...}, demonstrating B, C, and other candidates do not meet the evidence so far while A meets the evidence so far does raise our confidence in the proposition *continuing to hold*. This is standard Bayesian inferenc... (read more)

Criticism of this article was found at a talk page at RationalWiki.

The Sequences do not contain unique ideas, and they present the ideas they do contain in misleading ways using parochial language. The "Law of Conservation of Expected Confidence" essay, for instance, covers ideas that are often covered in introductory philosophical methods or critical thinking courses. There is no novelty either in the idea that your expected future credence must match your current credence (otherwise, why not update your credence now?), nor in the idea that if E is eviden

If you claim that “a good and proper life” is evidence that a woman is a witch, then an evil and improper life must be evidence that she is not a witch.


To clarify for myself and/or others: my understanding is that the specific issue with the witch-hunter reasoning isn’t that they treated both of the opposing observations as confirmation (which might be implied to some readers); the issue is that there were no alternatives to either of those two opposing observations, and as a result, their hypothesis was not falsifiable.



Hindsight Bias

Hindsight bias is when people who know the answer vastly overestimate its predictability or obviousness, compared to the estimates of subjects who must guess without advance knowledge.  Hindsight bias is sometimes called the I-knew-it-all-along effect.

Fischhoff and Beyth (1975) presented students with historical accounts of unfamiliar incidents, such as a conflict between the Gurkhas and the British in 1814.  Given the account as background knowledge, five groups of students were asked what they would have predicted as the probability for each of four outcomes: British victory, Gurkha victory, stalemate with a peace settlement, or stalemate with no peace settlement.  Four experimental groups were respectively told that these four outcomes were the historical outcome.  The fifth, control group was not told any historical outcome.  In every case, a group told an outcome assigned substantially higher probability to that outcome, than did any other group or the control group.

Hindsight bias matters in legal cases, where a judge or jury must determine whether a defendant was legally negligent in failing to foresee a hazard (Sanchiro 2003). In an experiment based on an actual legal case, Kamin and Rachlinski (1995) asked two groups to estimate the probability of flood damage caused by blockage of a city-owned drawbridge. The control group was told only the background information known to the city when it decided not to hire a bridge watcher. The experimental group was given this information, plus the fact that a flood had actually occurred. Instructions stated the city was negligent if the foreseeable probability of flooding was greater than 10%. 76% of the control group concluded the flood was so unlikely that no precautions were necessary; 57% of the experimental group concluded the flood was so likely that failure to take precautions was legally negligent. A third experimental group was told the outcome andalso explicitly instructed to avoid hindsight bias, which made no difference: 56% concluded the city was legally negligent.

Viewing history through the lens of hindsight, we vastly underestimate the cost of effective safety precautions.  In 1986, the Challenger exploded for reasons traced to an O-ring losing flexibility at low temperature.  There were warning signs of a problem with the O-rings.  But preventing the Challenger disaster would have required, not attending to the problem with the O-rings, but attending to every warning sign which seemed as severe as the O-ring problem, without benefit of hindsight.  It could have been done, but it would have required a general policy much more expensive than just fixing the O-Rings.

Shortly after September 11th 2001, I thought to myself, and now someone will turn up minor intelligence warnings of something-or-other, and then the hindsight will begin.  Yes, I'm sure they had some minor warnings of an al Qaeda plot, but they probably also had minor warnings of mafia activity, nuclear material for sale, and an invasion from Mars.

Because we don't see the cost of a general policy, we learn overly specific lessons.  After September 11th, the FAA prohibited box-cutters on airplanes—as if the problem had been the failure to take this particular "obvious" precaution.  We don't learn the general lesson: the cost of effective caution is very high because you must attend to problems that are not as obvious now as past problems seem in hindsight.

The test of a model is how much probability it assigns to the observed outcome.  Hindsight bias systematically distorts this test; we think our model assigned much more probability than it actually did.  Instructing the jury doesn't help.  You have to write down your predictions in advance.  Or as Fischhoff (1982) put it:

When we attempt to understand past events, we implicitly test the hypotheses or rules we use both to interpret and to anticipate the world around us. If, in hindsight, we systematically underestimate the surprises that the past held and holds for us, we are subjecting those hypotheses to inordinately weak tests and, presumably, finding little reason to change them.

Part of the sequence Mysterious Answers to Mysterious Questions

Fischhoff, B. 1982. For those condemned to study the past: Heuristics and biases in hindsight. In Kahneman et. al. 1982: 332–351.

Fischhoff, B., and Beyth, R. 1975. I knew it would happen: Remembered probabilities of once-future things. Organizational Behavior and Human Performance, 13: 1-16.

Kamin, K. and Rachlinski, J. 1995. Ex Post ≠ Ex Ante: Determining Liability in Hindsight. Law and Human Behavior, 19(1): 89-104.

Sanchiro, C. 2003. Finding Error. Mich. St. L. Rev. 1189.

So the obvious solution is to write down forecasts in advance.  And of course in the particular cases where hindsight bias is larger, this will produce a large benefit.  But some might worry about hindsight bias in recommending advance forecasts, as it is not so easy to tell ahead of time which situations will have the worst hindsight bias.  How can we get an unbiased estimate of the value of overcoming hindsight bias with advance forecasts?

Chapter 11 of the 9/11 commission's report, available here, shows the commission was very wary of hindsight bias.  The failure to prevent the attacks is said to represent a "failure of imagination," meaning the intelligence community used the wrong model in evaluating terrorist threats.

If you note the study in the article, 56% of those told about the flood but warned to avoid hindsight bias stated the city was negligent, compared to 57% of those told about the flood but not warned to avoid the hindsight bias stated the city was negligent.

76% of the control group, without the benefit of hindsight, concluded the chances of failure were so remote the city could not be held negligent.

Just being aware that you have a potential hindsight bias is clearly meaningless if you have no method for removing the bias.

That said, the "failure of the imagination" sounds reasonable, but it's about as useful as my horoscope.  I.e. it's not.

This made me think of a specific instance of hindsight bias that always annoys me. Consider any game of chance where at some point the person is given the choice of whether to make a wager or not.

Once they see how the wager would have turned out one is almost guaranteed that if the wager would have won they'll say to make the wager would be the right decision and if the wager would have lost vice-versa. This holds even if they were already aware of the odds before hand.

Eliezer, I'm curious as to what you think of Feynman's take on the Challenger disaster. Do you think he was succumbed to hindsight bias in his judgments or recommendations?

It appears to me that Feynman did his best to talk about a general policy that would have been required to prevent all problems of the same level as seen without benefit of hindsight, rather than saying "Why didn't you fix the O-Rings, you idiots?" or setting up a Low Temperature Testing Board.

You write:  "I'm sure they had some minor warnings of an al Qaeda plot, but they probably also had minor warnings of mafia activity, nuclear material for sale, and an invasion from Mars."  I doubt they had credible warnings about an invasion from Mars.  But, yeah, I'd like the FBI etc. to do their best to stop Al Quaeda plots, Mafia activity, and nuclear material for sale.  I wonder if you're succumbing to a "bias-correction bias" where, because something could be explainable by a bias, you assume it is.  Groups of people do make mistakes, some of which could have been anticipated with better organization and planning.  I have essentially no knowledge of the U.S. intelligence system, but I wouldn't let them off the hook just because a criticism could be simply hindsight bias.  Sometimes hindsight is valid, right?

The notion being that following up on all warnings of equal then-apparent severity, without benefit of hindsight, would have been a prohibitively expensive general policy.  Especially since you would not have any information about "terrorism" being the pet problem of the '00s, rather than, say, an unpaid military officer launching a Russian ICBM, runaway greenhouse warming, a home biologist making superviruses, asteroids, unFriendly AI, etc.

It's all very well to talk about mistakes that could have been anticipated, yet somehow, they don't seem to be anticipated.

Of course it's always hard to know what truth is in situations like this, but there appears to be evidence that the people who were actually in charge of preventing terrorism were actively worried about something much like what actually happened, and were ignored by their superiors.

David, which other 50 things were they actively worried about?

Gallie, W. B.  Philosophy and the historical understanding.  London: Chatto & Windus, 1964.

Nowell-Smith, P. H. Historical explanation.  In H. E. Keifer & M. K. Munitz (Eds.), Mind, science and history. Albany, N. Y.: State University of New York Press, 1970.

Tawney, R. H. The agrarian problems in the sixteenth century.  New York: Franklin, 1961.

Fischhoff and Beyth (1975) presented students with historical accounts of unfamiliar incidents, such as a conflict between the Gurkhas and the British in 1814.

Fischhoff, B., and Beyth, R. 1975. I knew it would happen: Remembered probabilities of once-future things. Organizational Behavior and Human Performance, 13: 1-16.

I originally came across the same citation in Cognitive biases potentially affecting judgment of global risks. It refers to this paper, correct? Title, authors, publication and date appear to match.

I've looked at that PDF, and I don't see where the paper talks about an experiment with questions regarding a British-Gurkha conflict. The PDF is searchable. There's no full-text search matches for "Gurkha" or "British". "students" yields matches on exactly one page, and that's about an experiment using a different set of questions.
I haven't read the entire thing in any depth, so I may have missed a description of the British/Gurkha study. If so, where in the paper is it?

This looks like it might be helpful: http://sds.hss.cmu.edu/media/pdfs/fischhoff/HindsightEarlyHistory.pdf

Looks like that particular experiment was discussed in a different paper.

Hindsight ≠ foresight: the effect of outcome knowledge on judgment under uncertainty

Correspondence to:  B Fischhoff, Hebrew University of Jerusalem, Israel

One major difference between historical and nonhistorical judgment is that the historical judge typically knows how things turned out. In Experiment 1, receipt of such outcome knowledge was found to increase the postdicted likelihood of reported events and change the perceived relevance of event descriptive data, regardless of the likelihood of the outcome and the truth of the report. Judges were, however, largely unaware of the effect that outcome knowledge had on their perceptions. As a result, they overestimated what they would have known without outcome knowledge (Experiment 2), as well as what others (Experiment 3) actually did know without outcome knowledge. It is argued that this lack of awareness can seriously restrict one’s ability to judge or learn from the past.

A lark and a wren, perched on the top of a tall tree, were conversing once about the dangers of cuckholdry.

Said the lark, “My sister was fooled by a cuckoo only last year; in her nest were three eggs, one unlike the others. That vile chick ate all the food that she could supply, until it was ready to burst from gluttony.”

“What a fool is your sister!” said the wren. “One egg was not like the others. The deception is surely obvious. I should not have made such a mistake.”

A cuckoo, overhearing, sped fast away to the wren’s nest, where she found three small eggs. Pushing two over the side, she laid her own pair of eggs next to the wren’s remaining one.

Returning, and thinking herself wise, the wren pushed her one egg out of the nest and settled down to warm the remaining two.

In the first example of this article (Gurkha x British prediction), doesn't having the data of the outcome change your ex-ante estimate of what the probability was? Since it's a data point you now have and you can't erase it from your mind, it's rational to update your estimates no? 
The bias in my mind would be if you OVERLY adjust your probability distribution based on the outcome. 

No. That's exactly the problem. Updating after the fact for what might be likely in that sort of situation is ok. The problem as discussed in the article is that people are then convinced that it really should have been obvious to someone without that data point. 

This post didn't say anything new to us. We knew it all along.

A third experimental group was told the outcome andalso explicitly instructed to avoid hindsight bias, which made no difference

I am very interested as to what would've happened if there was a 4th experimental group (or a new experiment) which is told the outcome, told to avoid hindisght bias and told that in previous experiments being told to avoid hindsight bias did nothing to acctually reduce the effect of hindsight bias.

I was taught in my history classes at school that WWI was known to be coming, that Europe was divided into two camps and that it was just a matter of time until someone lit the fuse, etc. In fact, I grew up believing that everyone in Europe knew this at the time. 

More recently, I read Taleb's summary of Niall Ferguson's study on bond prices, which showed that Europe's bond markets did not assign a  high probability to the chance of war. So investors, at least, did not predict a war was coming. 

NB I haven't read the full study [55 pages], only a summary.

"I was taught in my history classes at school that WWI was known to be coming, that Europe was divided into two camps and that it was just a matter of time until someone lit the fuse, etc."

"In fact, I grew up believing that everyone in Europe knew this at the time." In contrast, I was taught that one big problem was that many of the alliances that led to escalation from local to global conflict were secret. Each nation in turn declared war to protect its allies, which drew opposition allies into the war, etc., but no nation in advance had a complete accounting of who had made what military promises to whom. Governments or wealthy, well-connected citizens might have suspected, but not in great detail and it was probably not something they dwelt on - after all those treaties were for mutual defense, how could they be a bad thing (my speculation on one possible pre-hindsight view)? 

I've seen several references to a latter study by Fischhoff called "Perceived informativeness of facts" which supposedly found that asking participants for arguments in support of the result that didn't happened can reduce hindsight bias.  Unfortunately, since I can't access the original article I don't know how practical the effect is.   Similarly, "Considering the Opposite: A Corrective Strategy for Social Judgment" indicates that asking people to consider how they would interpret different results found using the same methodology leads to less biased interpretations of studies.  It also suggests that explaining explaining the details of how biased cognition happens is a more effective intervention that just telling people about the end result.

Thank you for bothering to comment on a 2007 article 5 years later. I just scanned thorough all the comments looking specifically for information on how to avoid hindsight bias, and yours was the only one.

After being supplied this information, I would tentatively speculate that it may be explained by the degree of thought we give to certain narratives. If we are given the outcome, our brain automatically spins a narrative that results in that outcome. When asked how likely that outcome is, we find it easy to simply recall that narrative, but much more difficult to spin a new narrative, especially when it contradicts the known outcome, forcing us to consciously ignore information we already have. In effect, we've been primed with one narrative.

If, however, we deliberately spend a couple seconds or minutes imagining another scenario, then we quickly get to a point of diminishing returns with imagining that narrative, too. When we try to estimate the probabilities, however, we judge them on more equal footing.

I got to apply this principle in life a few days ago!

A friend of mine joked about the lack of female scientists.
I jokingly protested the case of Madam Curie.
He accused her of being over-hyped, because, after all, she foolishly went and got herself exposed to dangerous radiation.
Ah, but she knew not, I noted.
But she should have known better than to fiddle carelessly with the unknown, he responded.

And immediately leapt into my mind the explanation that to apply such a policy before hand would have required an equal defense against all possible unknown dangers, a prohibitively costly policy.

To his credit, he asked for the technical explanation, accepted its good sense, and explained that he hadn't really meant any of it in the first place.

So that's why people with intuitive understandings of concept X so often fail to adequately convey concept X to a person who lacks an intuitive understanding. That is: the person on the receiving end 'understands' it because once they're given an explanation, they must have, and the person teaching backs off. Could also be that they're signalling attentiveness, only adding to the problem.



Hindsight Devalues Science

This essay is closely based on an excerpt from Meyers’s Exploring Social Psychology; the excerpt is worth reading in its entirety.

Cullen Murphy, editor of The Atlantic, said that the social sciences turn up “no ideas or conclusions that can’t be found in [any] encyclopedia of quotations . . . Day after day social scientists go out into the world. Day after day they discover that people’s behavior is pretty much what you’d expect.”

Of course, the “expectation” is all hindsight. (Hindsight bias: Subjects who know the actual answer to a question assign much higher probabilities they “would have” guessed for that answer, compared to subjects who must guess without knowing the answer.)

The historian Arthur Schlesinger, Jr. dismissed scientific studies of World War II soldiers’ experiences as “ponderous demonstrations” of common sense. For example:

How many of these findings do you think you could have predicted in advance? Three out of five? Four out of five? Are there any cases where you would have predicted the opposite—where your model takes a hit? Take a moment to think before continuing . . .

In this demonstration (from Paul Lazarsfeld by way of Meyers), all of the findings above are the opposite of what was actually found.1 How many times did you think your model took a hit? How many times did you admit you would have been wrong? That’s how good your model really was. The measure of your strength as a rationalist is your ability to be more confused by fiction than by reality.

Unless, of course, I reversed the results again. What do you think?

Do your thought processes at this point, where you really don’t know the answer, feel different from the thought processes you used to rationalize either side of the “known” answer?

Daphna Baratz exposed college students to pairs of supposed findings, one true (“In prosperous times people spend a larger portion of their income than during a recession”) and one the truth’s opposite.2 In both sides of the pair, students rated the supposed finding as what they “would have predicted.” Perfectly standard hindsight bias.

Which leads people to think they have no need for science, because they “could have predicted” that.

Hindsight will lead us to systematically undervalue the surprisingness of scientific findings, especially the discoveries we understand—the ones that seem real to us, the ones we can retrofit into our models of the world. If you understand neurology or physics and read news in that topic, then you probably underestimate the surprisingness of findings in those fields too. This unfairly devalues the contribution of the researchers; and worse, will prevent you from noticing when you are seeing evidence that doesn’t fit what you really would have expected.

We need to make a conscious effort to be shocked enough.

1 Paul F. Lazarsfeld, “The American Solidier—An Expository Review,” Public Opinion Quarterly 13, no. 3 (1949): 377–404.

2 Daphna Baratz, How Justified Is the “Obvious” Reaction? (Stanford University, 1983).

Ouch. I had vague feelings that something was amiss, but I believed you when you said they were all correct. I knew that sociology had a lot of nonsense in it, but to proclaim the exact opposite of what actually happened and sound plausible is crazy (and dangerous!).

I certainly agree. Most of those I instantly believed, and I had a bit of doubt for the one about southern blacks preferring southern to northern white officers (or maybe that is belief as attire, or hindsight bias) but as you said it is crazy that the opposite of what is true is believable when told it is correct.

These examples emphasize the benefit of frequently taking calibration tests, where we assign probabilities to answers and then checks those answer for calibration errors.  Perhaps someone could create a website where we could do this regularly?   Just collect a large list of questions like the ones above, questions with true answers but where we have intuitions about what the answer might be, and then have us answer those questions with probabilities, and then show us a calibration chart for the last X questions.  Yes, collecting the good questions will be most of the work.

What if I were to try to create such a web app. Should I take 5 minutes every lunchbreak asking friends and colleagues to brainstorm for questions? Maybe write a LW post asking for questions? Maybe there could be a section of the site dedicated to collecting and curating good questions (crowdsourced or centrally moderated).

CFAR has 2 apps you might find interesting; I was able to find them on apple store easily.
http://rationality.org/apps/

Are those apps only available on Apple products/smartphones? No way to access them on a Windows PC?

The calibration game is also available for Android and was available for Windows but I think the original website is down.

The Credence Calibration game is also available for Windows. Links to download it in the various formats are here.

As a lack of known causes fear, hindsight bias delivers us the comfort we desire at all times, the easy model that we build, rather than the unexpected unknown that causes anxiety.  In that way we learn -- some might prefer this unenlightened state, as hindsight bias smoothes their mental ships away from the scholes of uncertainty and self-doubt.

Eliezer, I don't have any contribution to make to the conversation.  I just want to tell you that the last 10 or so posts from you have absolutely blown me out of my socks.  Without a doubt, some of the most impactful and insightful stuff I've read in my 10+ years on the web.

And yes, I realize there's an irony to professing what is really a byline bias on this site.  :-)

Frankly none of the five examples strikes me as something I could have predicted, nor ever struck me as such. Nevertheless, social science may indeed produce few significant results which are not predictable. How is that possible given the examples above? Simple: the examples may have been cherry picked to make the point. In particular, their significance (to us now) is seriously damaged by the fact that they are not general statements but are statements about a time and place. While they may be generalizable to the present day while preserving their truth, they may not be. We just do not know. So, as they stand, they are not that useful to us now.

Social science almost certainly produces many insignificant results which are not predictable. It is easy enough to come up with questions which we can then methodically answer by gathering data. What percentage of Massachusetts residents like Fig Newtons? Is it higher or lower than the percentage of New York residents who like Fig Newtons? This is certainly a question that can be asked, and one whose answer I do not know. I could obtain a grant and then spend the grant money studying this question. But it is not a significant question, and learning its answer does not advance human knowledge in a significant way.

But what about significant results? Here's a much more important question: in general, does extreme lack of sleep tend to have any significant negative impact? This is important because if it does not tend to have any significant negative impact, then many people will find this highly useful knowledge. Many people will sleep much less.

But notice something: it is not only an important question, it is also a question which people know the answer to. And this is no coincidence. It is often hard to hide important truths about people, from people.

This is not true of all social facts. Economic facts are facts about large numbers of people interacting, sometimes very indirectly, and so are a kind of fact which people have a hard time seeing, since they only encounter small numbers of other people at any given time, so they do not see the whole.

"But it is not a significant question, and learning its answer does not advance human knowledge in a significant way." 

Unless you work at a large grocery chain or for the company that makes Fig Newtons.

Constant, it's odd you should choose the sleep example. What with the prospects of modafinil, which supresses the desire for sleep and aids concentration, being used as an enhancement drug, and with people practicing polyphasic sleep, (admittedly with more limited success,) where you sleep 15 min at a time six times a day, the question of what the effects of this lack of regular sleep causes is actually a very open, and very interesting one. Of course, without these modifications, lack of sleep has obvious ill effects.

Let us grant the two points you have made (of which I am, of course, well aware, as is pretty much anyone who knows what "Digg" or "Reddit" is). In fact let's go further. Suppose that polyphasic sleep lets you do away with sleep entirely (you just blink once every four hours). Suppose furthermore that a single dose of the new drug lets you do completely without sleep without any ill effects for the rest of your life. Now look at this question and try to answer it:

"in general, does extreme lack of sleep tend to have any significant negative impact?"

The correct answer is still "yes", because even if you add up the people who have taken the drug and who practice polyphasic sleep, they make up a small minority of the whole population. Since the statement begins with, "in general", it fails to be contradicted by a small minority.

As for polyphasic sleep and the drug, you can of course prove me wrong but as far as I know, the field of social science gets little if any credit for the discovery and ongoing investigation of polyphasic sleep. From what I have read, the main investigation seems to be done by individual self-experimenters. At least, that's what's made it to the social sites. Similarly, drugs are developed by and large by scientists in the fields of biology, chemistry, biochemistry, etc., not social science, and clinical trials are performed by and large by doctors, not social scientists.

Eliezer, I don't have any contribution to make to the conversation. I just want to tell you that the last 10 or so posts from you have absolutely blown me out of my socks.

I agree - very impressive series of articles. Still just about clinging to my own socks, but they're definitely trying to get away.

What's with the nitpicking, Constant? Of course the general question has the same answer, and I'm not sure what you're trying to prove by asserting your own familiarity with the phenomena I mentioned. And I don't really have any interest in the relationship between polyphasic sleep and the social sciences--why would you think I did?

The reason I thought it odd is that there are other obvious questions that are not even close to being associated with interesting open issues in science, and yet you chose this one. Probably you weren't even thinking of those complications--they weren't relevant to your point.

Thirded - Eliezer, your posts on this blog are some of the most impressive work I've ever read. The world needs more like you.

"What's with the nitpicking, Constant? [...] they weren't relevant to your point"

I had - mistakenly as it turns out - assumed that you were obeying Grice's maxims. You were, by your own eventual admission, disobeying the maxim of relevance. That is why I misunderstood you.

Out of curiosity, which time was Yudkowsky actually telling the truth? When he said those five assertions were lies, or when he said the previous sentence was a lie?
I don't want to make any guesses yet. This post broke my model; I need to get a new one before I come back.

You might find it a worthwhile exercise to decide what your current model is, first. 

That is, how likely do you consider those five statements?

Once you know that, you can research the actual data and discover how much your model needs updating, and in what directions. That way you can construct a new model that is closer to observed data.

If you don't know what your current model is, that's much harder.

But, if you have to know the facts, it is easy enough to click on the provided link to the Meyer article and find out.  Which, I suppose, is another process lesson.

Hm, when I first read those findings, I found the first three to be as expected, the fourth to be surprising (why would blacks want racist officers?), and for the fifth I found the result to make sense but considered that I would have though the same if the opposite result had been found (soldiers don't want to abandon their friends in combat, but want to leave together afterwards). So this would seem to indicate a problem with my model, given that the findings were all false.

But, is it possible that in that demonstration, those specific findings were selected specifically because they were opposite to what people would expect? If that is the case, then my model still isn't really in error, because when examining the statements I had no real reason to believe that they were meant to fool me. 

2 and 5 struck me as common sense. I see reasons for 5 to be reversed now that I know the result [yeah...], but I still don't understand why 2 is wrong. Not really the point of the question, but I do wonder...

Maybe because Southeners were used to hot weather and didn't put any real effort into actively combatting the hot weather the way Northeners had to?

I found four of the findings surprising (because they were either non-obvious, or a bit strange/implausible - education generally makes you more resilient, and why would black people want to hang out with racists who learned the wrong handling lessons, and while being discriminated against makes you less confident to ask for a promotion, you are likely to want it more until you see this working out badly for group members), but I 100 % bought the Southerners dealing better with the heat, and am deeply baffled that they did not.

You'd expect them to have a better biological resistance through prior hardening, more awareness of the danger, and more importantly, more knowledge on what to do. 

When we had a heat wave in Northern Europe, we had immense loss of life, despite the fact that such temperatures are regularly exceeded in other countries without such consequences - because people had no idea that heat was dangerous, or how to deal with it. They had no AC installed. They did not know whether to keep windows open or closed. They did not adjust their water and salt intake. They had no adequate clothing. They had an imperfect understanding of ventilation and shade. They did not recognise signs of heat stroke or low blood pressure. They weren't concerned for babies and elderly people. They did not own sun screen. Their work hours were set to work through lunch time. Etc. etc. Even if I were more scared of the tropical heat as a Northener, I would still bet on Southeners doing much better.

Then again, maybe the high humidity turned it into an environment that acted differently than expected, so that the people learning about a new environment learned the right lessons, while those who thought it was familiar already were mal-adapted in some ways, so it evened out?

I could not swallow the weather example either. 
Eventually, I looked it up in the article from Meyers: 
"Southerners were not more likely than Northerners to adjust to a tropical climate."

It sounds like the Northerners were not addapting better, but, rather, there was no difference between groups. If so, the word "opposite" is not fair in this context.

In which case, TraderJoe and Rixie, good job at being appropriately confused!

This prompted a memory of something I read in one of my undergrad psychology books a few years ago, which is probably  referencing the same study, though using two different examples and one the same as the above example (though the phrasing is slightly different). Here is the extract:

Many people erroneously believe that psychology is nothing more than common sense. "I knew that all along!" or "They had to do a study to find that out?" are common responses to some psychological research. For example, decades ago a New York Times book reviewer criticized a report titled The American Soldier (Stouffer et al., 1949a,1949b), which summarized the results of a study of the attitudes and behavior of U.S. soldiers during World War II.  The reviewer blasted the government for spending a lot of money to "tell us nothing we don't already know."

Compared to White soldiers, Black soldiers were less motivated to become officers.

During basic training, soldiers from rural areas had higher morale and adapted better than soldiers from large cities.

Soldiers in Europe were more motivated to return home while the fighting was going on than they were after the war ended.

You should have no difficulty explaining these results. Typical reasoning might go something like this: (1) Due to widespread prejudice, Black soldiers knew that they had little chance of becoming officers. Why should they torment themselves wanting something that was unattainable? (2) It's obvious that the rigors of basic training would seem easier to people from farm settings, who were used to hard work and rising at the crack of dawn. (3) Any sane person would have wanted to go home while bullets were flying and people were dying.

Did your explanations resemble these? If so, they are perfectly reasonable. There is one catch, however. The results of the actual study were the opposite of the preceding statements. in fact, Black soldiers were more motivated than White soldiers to become officers, city boys had a higher morale than farm boys during basic training, and soldiers were more eager to return home after the war ended than during the fighting. When told these actual results, our students quickly found explanations for them. In short, it is easy to arrive at reasonable after-the-fact explanations for almost any result.

Source:Pass, M. W. & Smith, R.E. (2007) Psychology:The Science of Mind and Behavior (Third Edition). McGraw HIll: Boston, pages 31-32

In hindsight, I guess I must have known that it would be a good idea to hang on to my undergrad textbooks. Or did I?

I smelled a rat immediately and decided to evaluate all five statements as if they had been randomly replaced with their opposites, or not. All five sounded wrong to me, I could think of rationalizations on each side but the rationalizations for the way they were actually presented sounded more forced.

I believed the first two, one out of personal experience and the other out of System 1. I guessed that as a soft, water-fat intellectual, I'd have more trouble adjusting to a military lifestyle than someone who's actually been in a fight in his life. And that people from warmer climes deal with warmer temperatures more easily, well, I guess I believe people adapt to their circumstances. People from a warmer climate might sweat more and drink more water, or use less energy to generate less heat, whereas a man in Siberia might move more than is strictly necessary to keep his body temperature stable.

The other three are in subjects I know nothing about, and therefore I couldn't have predicted them. A wise man knows his limits...

I've had a nagging sense of wrongness about #1, not so much about #5, which were the two that I knew the truth about.

While it might be true that intelectuals have trouble adapting to military lifestyle, actual combat is a whole different animal in that respect. It is also different from the type of fighting that goes on in typical civilian life.

Other than that, why would you assume that intelectuals wouldn't be better predisposed to figguring out what they're supposed to do to stay alive and accomplish the mission? Particularly as they're more used to thinking than the average guy.

New here, so hoping for (a) an answer, even though it's been a long time and (b) some mercy if I'm completely wrong... :)

Correct me if I'm wrong, but no theory based on known materials could predict what would happen to a completely new material with unknown qualities.
If someone would design Kryptonite, which under the same conditions turns into water, this theory would completely fail to predict this.

Of course, you could update your theory to include Kryptonite, but it still would not include Zeptonium, which under the same conditions gives out gamma-rays.

Ridiculous, yes, but no more so than the conditions which would lead Eliezer to believe 2+2=3...

After getting miffed by your plethora of retractions, I figure that someone, at some point, left out some statistical significance values.   

number 2 is the only one i'd currently be willing to bet on being correct-but now I'm thinking about how soldiers go through boot camp, weakening the effect, and maybe whoever set up the study forgot to make sure the observers didn't know whether they were observing a southern soldier or a norther soldier....

I read a few of the sequences now (including this one), and started to find that:

A: They were very interesting to read.
B: They seemed a bit obvious, like common sense.

This was somewhat confusing, as things which really are obvious are very familiar and predictable, and thus, not so interesting to experience.

It's only my second time reading this (and first time reading the italics Exploring Social Psychology italics excerpt italics, that I've come to appreciate a link between sufficient explanation and illusion of obviousness.

So keep on dropping in hyper-links to previous sections like you do, they're really helpful.

p.s. The help tables' section on italics was not quite so good, as I've refrained from editing the result in order to demonstrate.

First time around (with hindsight bias) I answered F, T, F?, T, T

Second time around (without hindsight bias) I answered F, T, T?, T, F

Educated people are more likely to agree with authority, because they have spent more time being conditioned to obey teachers. I generalized that they might also take orders easier in the military, and conform to the circumstances easier, despite "rough and tumbled" blue collar stereotypes.

I thought be difficult to measure, but that there would be some small but probably measurable advantage.

I couldn't really tell. At first my guess was based on the idea that repressed people are more motivated and fight harder. When I reversed my decision, it was because I put a higher weight on the situation being similar to women in business, where men are more likely to rock the boat and ask for a higher salary or promotions than women are. In retrospect, both of these are attempts to confirm a hypothesis, rather than to disprove it.

People often favor members of their own group. Unless a majority of southern blacks dislike a majority of southern whites, rather than just being indifferent, I hypothesized that they would relate to them more easily as fellow southerners.

Initially, I presumed what I thought was the simple and obvious answer, that people would avoid stress. After that, I recalled that adrenalin, deep bonds of sharing an experience, and a sense of purpose are play a big part, and that boredom may actually be a bigger factor since soldiers wouldn't want to abandon their countrymen.

It's hard to describe the different sensations of the two thought processes. I think it was harder to put in as much effort when I was actively suspending my disbelief. I was just going through the motions. The second time, I was really unsure, and took a deeper look. Or maybe I would have taken a deeper look if I had reexamined it under some other pretense.

I wasn't sure whether the recession statement was true. I believe it is, but I'm not sure it would be for a full scale depression, since if people are earning less then they won't be able to be more thrifty, because they will always need to eat and afford the basic necessities.

I "got" 2/5 of the above, before reading they were inverted.

When I took a psychology survey course in college, Dr. John Sabini gave a lot of attention to social psychology experiments, and much of the class was very surprised at their results; they didn't say they "would have predicted them." Of course Sabini may have been cherry-picking results that were likely to surprise. But I've seen it claimed elsewhere that social psychologists in the '60s were largely preoccupied with producing results that would grab a lot of attention by being counterintuitive.

This hurts my image of Freud. Of course, after I have a dream about skyscrapers, he can explain that it's connected to my love of my phallus, but could he predict my love of my phallus based on a dream about skyscrapers?

It seems to me that the paraphrasing in parentheses is also preying on the Conjunction Bias, by adding additional detail.

The link to Meyer's excerpt has been dead for two years, here's an archived link: https://web.archive.org/web/20170801042830/http://csml.som.ohio-state.edu:80/Music829C/hindsight.bias.html

Strongly believed the reverse on 1 and 4, and had very little belief either way on the rest. But it was enough that I began to suspect they were all false, perhaps also the big white space beneath it tipped off my subconscious to such a possibility. Can't find the paper on sci-hub. What are the answers?

Interesting experience: I attempted to read the sequences ~10 years ago but kept getting sidetracked and put out of order by clicking all the links. This time, I decided to try again, but forced myself to read each post in order.
All this to say that I read this post chronologically close to after reading "your strength as a rationalist". I can't evaluate how relevant this fact is, but I had alarm bells ringing in my head when reading the statements 3, 4, and 5.
4 especially was so incoherent to my model that I immediately thought there had to be a trick.
Basically, my model:

I'm not certain of how I did the first time I read this post, but I'm quite certain I didn't do as well. So I'm wondering if I've gotten stronger or if it's due to the reading order.



Fake Explanations

Once upon a time, there was an instructor who taught physics students. One day the instructor called them into the classroom and showed them a wide, square plate of metal, next to a hot radiator. The students each put their hand on the plate and found the side next to the radiator cool, and the distant side warm. And the instructor said, Why do you think this happens? Some students guessed convection of air currents, and others guessed strange metals in the plate. They devised many creative explanations, none stooping so low as to say “I don’t know” or “This seems impossible.”

And the answer was that before the students entered the room, the instructor turned the plate around.1

Consider the student who frantically stammers, “Eh, maybe because of the heat conduction and so?” I ask: Is this answer a proper belief? The words are easily enough professed—said in a loud, emphatic voice. But do the words actually control anticipation?

Ponder that innocent little phrase, “because of,” which comes before “heat conduction.” Ponder some of the other things we could put after it. We could say, for example, “Because of phlogiston,” or “Because of magic.”

“Magic!” you cry. “That’s not a scientific explanation!” Indeed, the phrases “because of heat conduction” and “because of magic” are readily recognized as belonging to different literary genres. “Heat conduction” is something that Spock might say on Star Trek, whereas “magic” would be said by Giles in Buffy the Vampire Slayer.

However, as Bayesians, we take no notice of literary genres. For us, the substance of a model is the control it exerts on anticipation. If you say “heat conduction,” what experience does that lead you to anticipate? Under normal circumstances, it leads you to anticipate that, if you put your hand on the side of the plate near the radiator, that side will feel warmer than the opposite side. If “because of heat conduction” can also explain the radiator-adjacent side feeling cooler, then it can explain pretty much anything.

And as we all know by this point (I do hope), if you are equally good at explaining any outcome, you have zero knowledge. “Because of heat conduction,” used in such fashion, is a disguised hypothesis of maximum entropy. It is anticipation-isomorphic to saying “magic.” It feels like an explanation, but it’s not.

Suppose that instead of guessing, we measured the heat of the metal plate at various points and various times. Seeing a metal plate next to the radiator, we would ordinarily expect the point temperatures to satisfy an equilibrium of the diffusion equation with respect to the boundary conditions imposed by the environment. You might not know the exact temperature of the first point measured, but after measuring the first points—I’m not physicist enough to know how many would be required—you could take an excellent guess at the rest.

A true master of the art of using numbers to constrain the anticipation of material phenomena—a “physicist”—would take some measurements and say, “This plate was in equilibrium with the environment two and a half minutes ago, turned around, and is now approaching equilibrium again.”

The deeper error of the students is not simply that they failed to constrain anticipation. Their deeper error is that they thought they were doing physics. They said the phrase “because of,” followed by the sort of words Spock might say on Star Trek, and thought they thereby entered the magisterium of science.

Not so. They simply moved their magic from one literary genre to another.

1 Joachim Verhagen, Science Jokes, 2001, http://web.archive.org/web/20060424082937/http://www.nvon.nl/scheik/best/diversen/scijokes/scijokes.txt

Well, one difference between "heat conduction" and "phlogiston" is that the former carries some additional information with it - heat conduction is a well-understood mechanism by which energy is transferred from place to place. Maybe it does apply in that situation and maybe it doesn't - in the example given, it doesn't, there's no heat-conduction mechanism to transfer heat from one side to the other - but the fact that there's actually a mechanism behind the words separates it, qualitatively, from an explanation like "phlogiston." It has equations behind it which can then be written down and tested for agreement with reality.

Really, I can quite understand the students... if you say "I don't know" you have a zero percent chance of getting the explanation right. If you say "that seems impossible," then you're guaranteed to get it 100% wrong - since it DID happen,  and thus it must be possible. The best course of action in the situation is to think of all the hypotheses you can, and then guess at one of them - whichever one has the highest chance of being right, given what they know about physics.

Now, I certainly hope that the student... (read more)

Everyone agrees that the physics students are just doing what they've been incentivized to do in class after class. It's just worth pointing out that the behavior they've been trained to do is not at all like doing science, and that nobody seems to know or worry about this.

AC, what you're describing here is a severe case of déformation educationnelle.

Really, I can quite understand the students... if you say "I don't know" you have a zero percent chance of getting the explanation right.

If you say "I don't know" you have a zero percent chance of getting a gold star in the idiot damned school system.  But it is still the rational thing to say when, in fact, you don't know.  You can easily do worse than maximum entropy if you guess at random.

Furthermore, "getting it right" by guessing the verbal phrase the teacher has in mind, even if the school system gives you a gold star for it, does not necessarily mean that you possess any anticipation-controllers.  All you got right was a string of words, like guessing the passphrase to the teacher's login.

"Heat conduction" is a verbal phrase which may, for someone who knows the equations, invoke genuinely explanatory equations from memory.  And for someone who knows the equations, it should be obvious that the equations do not predict the further side being warmer.

If you don't know the equations, then "heat conduction" is a verbal phrase invoking magic from the Sta... (read more)

[Saying "I don't know"] is still the rational thing to say when, in fact, you don't know.

Saying "I don't know" may be, to a large degree, the true state of your belief when you use probability theory. But in this case it's not the rational thing to say when you use decision theory. "I don't know" is true, but it is a non-answer to the question, and doesn't get you points. It's a different matter whether this point system is effective or moral, but as long as it's there, that's what you play by.

You can easily do worse than maximum entropy if you guess at random.

If you base your guess correctly on an incomplete model of reality, which you've constructed correctly from past observations, you can never do worse, on average, than maximum entropy. More evidence can never lead to less information (as per the Data Processing Inequality).

Furthermore, "getting it right" [...] does not necessarily mean that you possess any anticipation-controllers.

On the contrary, it mean exactly that. Being rewarded for predictive powers improves your model of the world, whereas "I don't know" is an e... (read more)

I agree with AC...you're being too hard on the students.  I doubt very much they were stating anything with confidence.  It's quite possible that some of them didn't really care about understanding physics and were just trying to get the right answer to please the teacher, but others were probably just thinking out loud.  Thinking "maybe it's heat conduction" might just be the first step to thinking "no, it can't be heat conduction," or even to realizing "I don't really understand heat conduction," and there is nothing wrong w... (read more)

I think that EY's problem with this point of view is a typical one that I find here at LW: a consideration of the rational thinker as loner in heroic mode, who is expected to ignore all contexts (social, environmental, whatever) that are not explicitly stated as part of the problem presentation.
On the other hand, these students were in a physics class, and the question is obviously not part of normal conversation. 

Ed, the student's response may be due to something he needs to unlearn as discussed in the following earlier post:

http://lesswrong.com/lw/i2/two_more_things_to_unlearn_from_school/

If it's not the case, that is, if he doesn't need to unlearn anything he may still be incorrect in his understanding. In that case, this post tells one of the reasons why he may be incorrect and be aware of it.

I think this is worse compared to the behaviour addressed in the earlier post.

but that was entirely rational because the professor set them up to believe that.

They were rational, but not unbiased. They wanted to maximise their chances of pleasing the prof., not maximise their chances of understanding the world.

I think this teaching approach was great, and I might use something similar myself (there are mathematical equivalents of the above situation). Learning science means that you have to learn a boatload of facts, and learn the scientific method. Since the boatload of facts has to be accepted without question (for the whole of your early career), this undermines the teaching of the method (when it is taught at all). A few sessions like this (properly exploited by the instructor) would do a world of good.

Great post, Eliezer, and I agree with Stuart. There should be no valor in stating an uncertain guess as a certain statement -one should at least express one's level of uncertainty.

Incidentally, this is an area where legal instruction is superior to scientific instruction at the graduate/pre-thesis level.

"They wanted to maximise their chances of pleasing the prof., not maximise their chances of understanding the world."

I don't know that I buy this. If the students make a guess that's wrong, one would expect that to kickstart a process of the professor helping them to understand why it's wrong. (Student: "Um... because of heat conduction?" Teacher: "OK, what does heat conduction suggest should happen in this situation?"...) This seems more likely to result in learning than just sitting there and saying "I don't know". If anything, I think it's often a bigger problem from a learning perspective, when people are too afraid of being wrong to put out tentative ideas.

"I don't know" is a rational response to this situation if you are sure enough of your understanding of all the potential principles involved that you know they can't explain the phenomenon (and you don't happen to guess that the professor is messing with you). But it's fairly clear the students aren't in that situation, so starting to generate hypotheses about what's going on seems perfectly sensible. Of course, they should be actual hypotheses, and Eliezer's perfectly right... (read more)

Is there any way to set up a classroom (or an educational system) so that these students would get the right answer? Alternatively, is it even desirable?

If you teach students to think this way, you're saying "The world is governed by comprehensible scientific laws -- which is irrelevant, because people are constantly screwing with you." This experiment might be useful in a physics class for lawyers (who would probably catch on) or conspiracy theorists (who would, at least, have more entertaining hypotheses).

A compromise might be for the teacher t... (read more)

I should note that I read about this scenario in the Canonical List of Science Jokes but I have no idea whether it was a note from someone's experience.  If anyone tries this, I'd love to know the result - my guess is that in real life, at least one student in the class would guess it, which is why I'd suggest having students write down their best suggestions on paper; followed by the teacher asking "How could you falsify your theory?" and writing that down as well.

Explaining things by magic has been the default state of human existence for far longer than science ever existed.  Anyone using fancy words must be assumed to be invoking magic by default.

The training of a rationalist must be strict!  No human can be unfair enough; you have to match swords against Nature to develop the requisite skills.

I would like to re-emphasize Eliezer's point that "I don't know" (not an uneducated guess) is the proper answer to any question where, in fact, a student (or person in general) does not know the right answer, with the addition of "but I will find out."  On my exams a (fully) incorrect answer gets zero points while "I don't know but I will find out" gets one-half credit.  You still fail if you don't know anything, but at least you are not in an idiot damned school system.  Rewarding students for data dumps when they don't know an answer cannot be healthy.  Or maybe I'm just biased because my approach makes exam grading significantly easier....

Bob, Unless guessing is part of finding out. (This clearly isn't the case in an exam, but often is in a classroom situation.)

Eliezer, I hope you are considering writing a book based on this excellent series of essays you have been writing.

Conchis, the problem is guessing passphrases instead of anticipation-controllers.

Robin, I am indeed considering it, it will depend on how much raw material I can generate.

A student who said it was done by magic would,
of course, have been correct. Because it was
done by magic.

The teacher moved the plate when the audience
wasn't looking. That is one of the ways
magicians perform their tricks.

If they had used words such as "supernatural,"
"miracle," or "paranormal," then they would
not have been discussing physics.

But good magicians are the best practical
physicists.

Eliezer, are you also considering giving free copies of the book to people who frequent this blog? :-)

The larger experiment seems to me to be the teacher's looking for someone with an answer to the ENTIRE 'experiment' which includes a 'false' set up. This isn't about 'physics,' it's about overall discernment, much the same way a truly observant participant will 'see through a magic trick,' no mean feat. So, for me, "I don't know" is the only honest and complete answer. It denotes an empty glass which (at least) can be filled and restricts that answwer to a particular observer and does not make 'unknowable" a universal state.  Answers which a... (read more)

I find it difficult to believe that none of the students would have guessed that the plate was turned around.

At one of the websites I frequent the first paragraph of this article was posted.

I guessed the teacher had set up the plate and turned it around.

As a student of the theatre I am somewhat versed in the arts of "Illusion". There was one show where we set off a smoke bomb and lowered the lights at the end of the first act. We then had intermission At the beginning of the second act we set of a smoke bomb and raised the lights. It's amazing how many people wrote about how we made the prop appear out of nowhere on the stage. They edited the intermission out of their remembrance of the story.

This story quickly sprang to my mind and I realized that if you can fool someone into forgetting an intermission you can fool someone that had no idea what was done before they came into the room in the first place.

Eliezer, I have to disagree with some of what you wrote. The question was phrased as to give what you thought would be an answer. In such a setting "I don't know" would not be something to say -- silence would be the result. Additionally, if someone said "heat conductance?" they're not saying they DO know, but it's clearly a guess... and possibly without the question mark in their tone, they really are throwing it out as a guess with little or no confidence, while not believing with any confidence that it's the reason. Additionally, the... (read more)

Phew. This is just an 'ask a stupid question, get a stupid answer' situation.

Questions 'why' and 'what is' are metaphysical or semantic and have nothing whatsoever to do with science. The only reason why those are prevalent in education is that education sucks. Science is not a search for answers to "why X happens", even though it is popularized as such.

My school physics wasn't like this at all (eastern Europe here). I would have a problem to solve - how many watts of heating are required to maintain uniform temperature of 20 degrees Celsius in a... (read more)

Interestingly enough, my teacher, Chris. Alexander (author of A Pattern Language), recounts his entrance test for a physics degree at Cambridge. The applicants were asked to experimentally determine the magnetic field of the earth.
He performed the experiment, and came up with an answer he knew to be wrong. Wrong by too large a margin to put down to experimental error. A smart chap, he had time to repeat the key part of the experiment, and recalculate - got the same answer. He used the last part of his time to write down his hypothesis for having achieved such a result. And, alone among the students, he was right. A massive electro-magnet was being used on the floor below as part of another experiment.

I believe the advice offered to me as an 18yr old physics student encountering similar circumstances was simply to show my workings and the incorrect result, and to add that I knew this was not the 'right' answer.

I have a bad memory for isolated facts (like names or past events), and comparatively poor ability to guess intended meaning of things people are talking about in real time. When I was younger, I would just randomly guess possible answers to patch over the gaps in my mental picture (with little chance for actual success) in situations where it was expected of me to know the answer. Generation of random explanations that have nothing to do with actually explaining the observations might sometimes be motivated by a similar psychological pressure to give some... (read more)

I not so sure that when the student suggests "because of heat conduction", they are attempting to provide a full explanation.

I model their internal thinking more along the lines of "Well, I don't know for sure what's going on here, this is an obscure effect I've not come across before, but it seems plausible to me that it will be in some way connected with conduction, so I'll suggest that as a first step, and hope someone else can fill in the mathematical details for me."

It is closer to the situation when a company owner says to her man... (read more)

I heard this in the popular 'Oxbridge Interview Question' genre, a long time ago. It actually makes great sense there, as a 1960s don would have had a coal fire burning in winter, when the interviews are done, and be able to turn the plate round between interviews. And the interviewer would be expecting everyone to know all the relevant laws, and be looking for exactly the right level of bewildered confusion and hypothesis generation that you're hoping for.

The point is not to guess the right answer (that's essentially random inspiration and the ability to ... (read more)

Unless I misunderstand, this story is a parable. EY is communicating with a handwaving example that the effectiveness of a code doesn't depend on the alphabet used. In the code used to describe the plate phenomenon, “magic” and “heat conduction” are interchangeable symbols which formally carry zero information, since the coder doesn't use them to discriminate among cases.

I’m sincerely confused as to why comments center on the motivations of the students and the professor. Isn't that irrelevant? Or did EY mean for the discussion to go this way? Does it matter?

"Because of heat conduction" is the correct answer-heat from the radiator conducts to the plate-heat from the plate conducts to the air regardless of which side is being examined. The teacher asked "Why does this happen?" not "Why is the closest side to the radiator cold and the distant side hot?"-the question which is assumed to be implied by the actual one. The answer to THAT question would be "because of magic" since the professor was performing an illusion that was prepared ahead of time. The data points necessar... (read more)

Many different things can be deduced from this story, as previous comments have illustrated. The step that I question is "carries no information" = "magic". I prefer Karl Popper's account, in which [to paraphrase "Conjectures & Refutations" Chapter 1] "carries no predictive information" = "metaphysical" but "metaphysical" does not mean "unscientific". Rather, science involves two activities, hypothesis creation and hypothesis testing. It is the hypothesis testing that has to be exclu... (read more)

If you say "heat conduction", what experience does that lead you to anticipate?  Under normal circumstances, it leads you to anticipate that, if you put your hand on the side of the plate near the radiator, that side will feel warmer than the opposite side.

Would you consider "black energy" as a fake explanation for the expansion of the universe?

These are students, so they don't have perfect understanding of science.  Even if they understand how to calculate what some theories predict, they don't know exactly when to apply those theories or what confounding effects might occur.

So unlike someone with perfect understanding, they don't know with 100% certainty that any specific theory applies.  Asking what caused X to happen is really asking "what theory, among the ones you know, has the highest probability of having caused this result". 

I have seen this example before. I actually do not blame the students at all for the following reasons (some taken from other comments)

1) They are thinking out loud, so seeing that some aspects points it could be heat conduction(after all that would be the typical reason for most temperature discrepancies withing an item) then they scream "heat conduction" as an invitation for closer look which is a valid (as pointed by other commentors) method of thinking

2) They are screaming the highest probable answer they can think of. Magic and heat conducti... (read more)

I was just re-reading the sequences, and I have to say that as a teacher I really think you're misjudging what is happening here. 

Much of learning, it seems, is building up a mental framework, starting from certain concepts and attaching new concepts to them so that they can easily be recalled later and so you can use the connections between concepts to develop your own thinking later..

From my point of view, it looks like the student (perhaps as long as a year ago) had successfully created a new concept node in their mind, "heat conduction".   Th... (read more)

I can't find the quoted joke in scijokes.txt, can anyone help?

When you are presented with a very unlikely outcome you have to accept it.

Had the teacher shown a dozen dice all showing the same number and asked how he did it, there would have been two answers:

Had the teacher presented a dozen of dice all showing the same number and asked how this could have happened they would have been wiser.
But the situation is similar. In pure theory this could happen naturally, in that case doubting it would be a case of gamblers fallacy or not knowing the Anthropic principle.

If you encounter the impossible you should check your assumptions, but to say that a human like entity has caused this outcome is dangerous.

Perhaps it's worth distinguishing between two types of "I don't know":

Perhaps teachers should encourage students to replace "I don't know" with "my mental model predicts A, but I observe B", which communicates that the student is thinking correctly about the problem.

Note that the nearer side feeling colder than the farther side is be completely possible.

 The key is that they didn’t check the temperatures of each side with a thermometer, but with their hands. And your hands don’t feel temperature directly, they feel heat conduction. If you have a cake and a baking tin that are the same temperature, the metal will feel hotter because it is more conductive.

If I wanted to achieve the effect described here without flipping trickery, I might make the side near the radiator out of a very nonconductive plastic (painted to look like metal), and the side further away out of a very thermally conductive metal. It seems entirely plausible to me that once everything is in thermal equilibrium, the plastic would feel cooler than the metal, despite having a higher temperature. Of course, this would depend on the actual temperatures, conductivities, etc involved. But in principle it seems completely possible. 

Suddenly the physics students don’t look so foolish. In fact, in this scenario, both the heat conduction guy and the “strange metals in the plate” guy are on the right track! (even the convective guy could have a point, if that's the primary meth... (read more)

There are a few key aspects to consider here:
1 The instructor is an authoritative figure. Students assume the question posed by the instructor is one with merit and that he isn't playing tricks on them.
2 This is a physics class, not a philosophy class? If it was the second one, students may be inclined to think outside the box. But nobody expects a physics teacher to be playing tricks on the experiments.
3 Students will always try to give their best guess if they're pressed for an answer.  "I don't know" is rarely an acceptable answer by any teacher. 

The radiator story might be real, apparently. I was reading a random review of an Astounding issue (November 1944) and was surprised to see this part:

"Time for a Universe" by R. S. Richardson looks at how the age of the universe has been calculated by various means (expansion of the universe, uranium clock, dynamics of clusters, and statistics of binaries) and the differences in the results.

There is also a good anecdote about the necessity of being cautious about data:

There is a story told about Robert lvirchoff [presumably Gustav Kirchhoff, with whom Bunsen worked], the physicist, and Wilhelm von Bunsen, inventor of the Bunsen burner, that is worth repeating. The two were strolling across the campus of the University of Heidelberg one sunny afternoon deep in conversation upon some abstruse subject. As they passed a silver-coated globe set on the lawn as an ornament Bunsen absent-mindedly ran his fingers over the reflecting surface. To his amazement the side exposed directly to the sun was cooler than the side in shadow.

Immediately the two stopped and began excitedly to investigate this anomalous heating effect. Here perhaps was a new phenomenon in heat conduction involving som

Question is ambiguous:
Why do you think this happens
"This happens" could mean why is the plate different temperatures.  Heat conduction is the cause of the change in temperature.
Also, "happens" and "happened" aren't the same thing.  
Happens: why does the plate have different (or changes) temperatures?  Heat conduction.
Happened: why is the rad-facing side cooler?  I'm trying to trick you.



Guessing the Teacher's Password

When I was young, I read popular physics books such as Richard Feynman’s QED: The Strange Theory of Light and Matter. I knew that light was waves, sound was waves, matter was waves. I took pride in my scientific literacy, when I was nine years old.

When I was older, and I began to read the Feynman Lectures on Physics, I ran across a gem called “the wave equation.” I could follow the equation’s derivation, but, looking back, I couldn’t see its truth at a glance. So I thought about the wave equation for three days, on and off, until I saw that it was embarrassingly obvious. And when I finally understood, I realized that the whole time I had accepted the honest assurance of physicists that light was waves, sound was waves, matter was waves, I had not had the vaguest idea of what the word “wave” meant to a physicist.

There is an instinctive tendency to think that if a physicist says “light is made of waves,” and the teacher says “What is light made of?” and the student says “Waves!”, then the student has made a true statement. That’s only fair, right? We accept “waves” as a correct answer from the physicist; wouldn’t it be unfair to reject it from the student? Surely, the answer “Waves!” is either true or false, right?

Which is one more bad habit to unlearn from school. Words do not have intrinsic definitions. If I hear the syllables “bea-ver” and think of a large rodent, that is a fact about my own state of mind, not a fact about the syllables “bea-ver.” The sequence of syllables “made of waves” (or “because of heat conduction”) is not a hypothesis; it is a pattern of vibrations traveling through the air, or ink on paper. It can associate to a hypothesis in someone’s mind, but it is not, of itself, right or wrong. But in school, the teacher hands you a gold star for saying “made of waves,” which must be the correct answer because the teacher heard a physicist emit the same sound-vibrations. Since verbal behavior (spoken or written) is what gets the gold star, students begin to think that verbal behavior has a truth-value. After all, either light is made of waves, or it isn’t, right?

And this leads into an even worse habit. Suppose the teacher asks you why the far side of a metal plate feels warmer than the side next to the radiator. If you say “I don’t know,” you have no chance of getting a gold star—it won’t even count as class participation. But, during the current semester, this teacher has used the phrases “because of heat convection,” “because of heat conduction,” and “because of radiant heat.” One of these is probably what the teacher wants. You say, “Eh, maybe because of heat conduction?”

This is not a hypothesis about the metal plate. This is not even a proper belief. It is an attempt to guess the teacher’s password.

Even visualizing the symbols of the diffusion equation (the math governing heat conduction) doesn’t mean you’ve formed a hypothesis about the metal plate. This is not school; we are not testing your memory to see if you can write down the diffusion equation. This is Bayescraft; we are scoring your anticipations of experience. If you use the diffusion equation, by measuring a few points with a thermometer and then trying to predict what the thermometer will say on the next measurement, then it is definitely connected to experience. Even if the student just visualizes something flowing, and therefore holds a match near the cooler side of the plate to try to measure where the heat goes, then this mental image of flowing-ness connects to experience; it controls anticipation.

If you aren’t using the diffusion equation—putting in numbers and getting out results that control your anticipation of particular experiences—then the connection between map and territory is severed as though by a knife. What remains is not a belief, but a verbal behavior.

In the school system, it’s all about verbal behavior, whether written on paper or spoken aloud. Verbal behavior gets you a gold star or a failing grade. Part of unlearning this bad habit is becoming consciously aware of the difference between an explanation and a password.

Does this seem too harsh? When you’re faced by a confusing metal plate, can’t “heat conduction?” be a first step toward finding the answer? Maybe, but only if you don’t fall into the trap of thinking that you are looking for a password. What if there is no teacher to tell you that you failed? Then you may think that “Light is wakalixes” is a good explanation, that “wakalixes” is the correct password. It happened to me when I was nine years old—not because I was stupid, but because this is what happens by default. This is how human beings think, unless they are trained not to fall into the trap. Humanity stayed stuck in holes like this for thousands of years.

Maybe, if we drill students that words don’t count, only anticipation-controllers, the student will not get stuck on “Heat conduction? No? Maybe heat convection? That’s not it either?” Maybe then, thinking the phrase “heat conduction” will lead onto a genuinely helpful path, like:

If we are not strict about “Eh, maybe because of heat conduction?” being a fake explanation, the student will very probably get stuck on some wakalixes-password. This happens by default: it happened to the whole human species for thousands of years.

"Then you may think that "Light is arglebargle" is a good explanation, that "arglebargle" is the correct password.  It happened to me when I was nine years old - not because I was stupid, but because this is what happens by default. This is how human beings think, unless they are trained not to fall into the trap.  Humanity stayed stuck in holes like this for thousands of years."

Okay, but there's one innocent interpretation even here. People learn language, and when we learn language we copy the verbal behavior of other people. Maybe "arglebargle" is a synonym for light in some language, or maybe it's a supercategory of light (a category that includes light among other things). Maybe the teacher is still in the process of explaining to us what arglebargle means and the first step is to say that light is arglebargle - later on the teacher will tell us what else is arglebargle so that we will gradually build a good concept of it but initially we need to retain the point that light is arglebargle while not yet knowing what arglebargle is, because this is a step in learning what arglebargle is. In that case, we're learning new language when we le... (read more)

This reminds me of my own experience as a student who loved chemistry. We were told a series of useful untruths about what matter is as we went through the system. 

No, that was an approximation - atoms are made of nuclei and electrons which can be visualised as little planetary systems.

No, that was an approximation - electrons, protons, neutrons are more usefully considered as probability functions.

I didn't do science at university level, so I never got to the next level, but quantum theory was waiting for me there.

I did start an electronic engineering course, and there we learned another useful half-truth - the equations that describe the behaviour of a transistor. Only they don't. They describe a manageable function which is something like the behaviour of a transistor - the real-world behaviour is non-linear and discontinuous (truly horrible - I didn't finish the course...).

All of these useful untruths are like passwords - they allow us to reliably accomplish things in the world, but they do not give us real power over or understanding of the domain they address. Nevertheless, it would be hard to do without them.

Given how much got accomplished with prior models of the atom, I wouldn't say these are necessarily good examples of passwords. They also weren't approximations so much as older models. It's sort of like learning the geocentric model first, and then later updating to the heliocentric model, and then finally learning that the sun actually revolves around the center of the universe as well.

I'm honestly a bit puzzled as to why we insist on teaching so many older models in science, without appropriately labeling them. Perhaps the math is easier to learn, and perhaps it's just much easier to teach the models you grew up with originally.

90% of anything is crud, including schools and perhaps the scholarly motivation of most students, but the better schools don’t teach the better students by rote learning.

The magic words, as you point out at the bottom of your essay, are helpful for getting one’s thoughts into the right part of science.  Most people would have a train of thought that is not quite as reflective as what you described, something a bit more confused like:

You touch into a topic that is all too common in the first half, and that is the problem of definitions. It is not unusual to find people having an argument over something, without first doing a clear definition of the question.

For example, what is intelligence, and what is conscience? There are lots of discussions about the possibility or impossibility to create artificial versions of these, without first having a common definition. Such an argument is almost a waste of time, except for the situation where it may lead to better understanding of definition... (read more)

I think of politics here: trying to guess the electorate's password.  An elected official is rewarded for giving the answer that will get him the most votes.  If that happens to be a well-conceived policy decision, that is a happy coincidence.

The hard part about teaching students not to guess the password is teaching teachers not to accept password guesses, and how to distinguish verbal behavior from thought.

Unless my memory decives me very badly, Richard Feynman has made a closely related point in the opening chapter of "Surely you're joking Mr.Feynman" (when his father told him that things move because of the sun, while he learns in school that things move because of "energy").

There's a lovely bit in Egan's Diaspora showing the viewpoint character understanding a concept from physics by applying it in various contexts.

More generally, I don't know if much is known about how people get from input to understanding.

Possibly of interest: Mathsemantics, which grew out of a project to find employees who understood what numbers mean. The book (about a questionaire for the purpose) is very interesting, the articles listed mostly look minor except for the one about grokduelling (you win if you understand the other side better), and they're looking for research ideas.

Okay, but there's one innocent interpretation even here. People learn language, and when we learn language we copy the verbal behavior of other people.

This is not innocent!  Just because everyone does it, doesn't make it okay.  You can't trust your instincts!  Humanity stayed stuck in a thirty-thousand-year trap because of this - because we took everything confusing, and found we could imitate verbal behaviors about it just as well as we could imitate verbal behaviors about anything else.

Too many trick questions, and students will never learn the laws of t... (read more)

"Need they have such limited brainpower?" -perhaps. I'm interested in our energy/environmentally constrained limits, past, present, and future, on our ability to model reality, etc. We do apparently have limited brainpower, and sloppy routes to the accumulation of knowledge. It's worth examining the most efficient paths (even if they may have irrational elements) to the accumulation of best models of reality.

On the other hand, if techers make first-graders intuitively predict what 2+2 equals, they'll never get around to making them anticipate who it was that discovered America. There are a lot of passwords. Plus, the kids just won't work that hard.

"This is not innocent! Just because everyone does it, doesn't make it okay."

That's not what I said. I said it is okay, directly. Not because everyone does it, but because it is a legitimate aspect of some kinds of valuable learning. But there's probably a miscommunication here about exactly what "it" refers to. My point was to try to draw a distinction between a couple of things which you seem to have missed in your reply.

Constant, just because something is part of how humans learn language, does not make it okay.  We know that something is arglebargle without knowing what arglebargle is, but, this is not labeled as "a hint about someone else's mental associations to a word", it is labeled as knowing that something is arglebargle.  That's the error, right there: a floating, non-anticipation-controlling belief that feels like ordinary knowledge, and is not labeled as a hint about someone else's word-associations.  Just because this is part of how human minds learn language, still doesn't make it okay.  The human mind has a crappy design.  That's what blogs like Overcoming Bias are for.

"Constant, just because something is part of how humans learn language, does not make it okay."

Learning the passwords is okay in the context of learning language (I think). Take it away and you impede the ability to learn language. More generally, I think that learning empty slogans isn't wrong, it's merely incomplete. Part of learning is unintelligent aping, where we first learn to go through some of the motions without necessarily understanding them. You have to start somewhere. Understanding is complex and so necessarily requires passage throu... (read more)

In shop class if the pieces didn't fit together,
weren't sanded down smooth, or the contraption
didn't work, you flunked the course.

In chemistry lab, if you didn't measure the pH right,
same problem.

In physics if your measurements of waves or
acceleration down the inclined plane were wrong
down went your grade.

Here's Feynman criticizing the Brazilian educational system (in the late 1940s
and early 1950s), but
I get the impression from his writing that he thought this was a widespread
problem that was particularly bad in Brazil.  (See for instance the stuff about
American textbooks later "Surely You're Joking".)

Then I held up the elementary physics textbook they were using. "There are no
experimental results mentioned anywhere in this book, except in one place
where there is a ball, rolling down an inclined plane, in which it says how
far the ball got after one second, two seconds, three seconds, and so on. The
numbers have 'errors' in them -- that is, if you look at them, you think
you're looking at experimental results, because the numbers are a little
above, or a little below, the theoretical values. The book even talks about
having to correct the experimental errors -- very fine. The trouble is, when
you calculate the value of the acceleration constant from these values, you
get the right answer. But a ball rolling down an inclined plane, if it is
actually done, has an inertia to get it to turn, and 

To expand on my point, I think there is not enough testing in schools, and what testing there is is too associated with grades. Suppose that you are teaching a child to ride a bike, but suppose that each time he falls you give him a bad grade. At the end of it he knows how to ride a bike really well, and any honest assessment of him should be, "great, he learned well, he's done". Unfortunately, that is not what happens in school. Instead, all his stumbles on the way to learning are summarized and then put into the report card that his parents see.

Once the child has learned, why should it matter how many times he failed in the process of learning? What should matter is whether he knows now.

Because children are keen not to get poor grades, they are worried about never stumbling even once in any of the tests of their knowledge, because they know that each stumble will make it into their permanent record. In order to make it at least possible for students never to stumble, the tests must be designed so that with enough preparation students will not stumble. This limits what can be tested.

The test of getting on a bike and trying to ride will invariably result in stumble after ... (read more)

W Edwards Deming pointed out in the 1950s, in his books about quality management, the folly of combining measuring for the purpose of improvement with measurement for the purpose of remunerating people. If you do this, the whole measurement process is corrupted - "you get what you measure". Almost invariably however the two forms of measurement are combined because it seems more efficient. As I speak, ambulances are waiting for many hours idle outside my local hospital for a spare bed for their patients, because if the hospital tells them to go to another hospital the hospital gets demerits for failing to have a bed available. If they make them wait, no such demerits are given.

Later, psychologists found that when you externally reward and punish people for doing things, any other intrinsic rewards from the activity tend to be extinguished. Thus (in part) the contrast between the 5 year old who is brimming with enthusiasm for learning and the resentful 14 year old who does as little at possible at school.

Maria Montessori found that if you place children consistently at the sweet spot of learning, where they have to make some effort but it is not discouragingly difficult, they remain enthusiastic and learn rapidly. Micro-tests occur all the time in Montessori classrooms to assess progress. Mainly the tests involve a self-assessment that this activity is boring now so I will move to the next one.

Some of the critics of Eliezer's point are falling in the trap of justifying a functional system rather than looking how to optimize it. I think Constant's point that we often regurgitate on the path to understanding. But still, I think primacy should be given to figuring out how to optimize these learning processes, rather than justify the functional elements of the learning processes we currently have.

"I think primacy should be given to figuring out how to optimize these learning processes, rather than justify the functional elements of the learning processes we currently have."

Part of the problem may be that a lot of the educational system simply has no proper criterion of success. What, after all, is a successful class in (say) physics? The teacher's success is measured by the students' success, but the students' success is measured by their performance on the exams, and the exams are written by the teacher, so the teacher is indirectly eval... (read more)

Uh, Eliezer, when you were 9, had you seen a wave? Did you have a sense that a wave was different in several ways from other kinds of things, even from other kinds of fluid behaviors -- different from a current, say?

Now, when you were 9, had you seen an arglebargle? Did you have a sense of how arglebargles differed from other things? (If so, how?)

And are there ways in which the characteristics you did recognize in waves, when you were 9, also do in fact apply to light? On the other hand, are there ways in which the characteristics you recognize in arglebar... (read more)

Disagreeing with the original post is a bit like disagreeing with the statement that there's too much crime.  What I find remarkable, though, is how useful password knowledge is.  I mean you might think it would have zero use, but it doesn't.  For instance, all knowledge of geography is password knowledge, unless you have actually been to the place.  Yet, most people will argue that knowledge of geography is a good thing because it makes you form little mental boxes that are useful for organizing future knowledge (e.g. there are some people from a place called China, and they're probably very different from people from a place called Botswana).

When you are presented with a new concept, the first step is to "mechanically" learn it. At that point, you are able to solve only questions that closely match what you were taught.

The next step is to really understand the meaning of the concept, in a deeper sence. In school, this is usually achieved by providing excercises that are progressively harder and harder. Harder in this case means that the questions diverges more from the learnt material and more and more requires deeper understanding of the concept.

If you only go so far as learning the... (read more)

Some of this is becuase school is more about testing than about teaching.  It is easier to test for the words.

"Imagine a bike riding course in which children are taught the theory of bike riding but not actually placed on a bike until the end of the semester. In fact, to ensure that at least some students will pass the test, even the final exam cannot place them on a bike, but will instead need to be a form where they regurgitate the bike riding theory they learned."

You think that passage is a joke, but it's an exact description of my high school's driver's education unit.

For example, what is intelligence, and what is conscience?

Great essay!  As someone who has taught physics off and on for decades, I couldn't agree more!

See the discussion of Cognitive Instruction, Math Modeling at the ASU Modeling Physics Instruction site, http://modeling.asu.edu/CIMM.html, for an approach to math teaching founded on this insight.  Verbal behavior and symbol construction, which is nearly all of what is taught in mathematics classes after 4th grade (excepting Geometry) do not represent conceptual understanding, and indeed aren't really mathematics.  No wonder students hate it and most can't really learn it!

But, brooksfoe. When you say "Yes", you could then expand, refine and add new information to your child.

You could say, "Yes, but it's a very special kind of burning. It's called fusion. It's what happens when lots of pressure makes a gas called hydrogen turn into another gas called helium, giving off lots of heat and light!"

I remember discovering this secret through a few related events. The one that comes forefront is my brother and I laughing at a magazine advert showing a sumo wrestler ski jumping. I made the comment, "Ha, he's going to fall like a rock!" My father was there and asked why? Didn't I know that the weight of the object doesn't determine its falling speed? Apparently, whenever that concept was taught to me it didn't stick and so I wasn't using it to make predictions. But based on the tone of his voice I knew I was supposed to know this and, even though I had no clue what he was talking about, I immediately responded by saying, "Because of drag!"

This was stupid of me. It got my dad off my back and so I had correctly guessed the teacher's password and the rest of the day I tried to figure out why the weight of an object wouldn't make it fall faster. It wasn't until years later that I saw proof in a science museum experiment and I accepted the theory as fact.

The event caused me to notice, however, that I had switched theories to try explaining my prediction. I made a bad prediction, but instead of saying oops I started desperately grabbing for evidence that backed up my result. How evil of my younger self. But now that I noticed I was doing this I was able to stop it. It also caused me to start seeing this happen in others. I am still surprised at how often people do this and never think that they could be doing something wrong.

"If you aren't using the diffusion equation - putting in numbers and getting out results that control your anticipation of particular experiences -  then the connection between map and territory is severed as though by a knife.  What remains is not a belief, but a verbal behavior."

I'm surprised noone's commented on this before, but I think this is overly restrictive. If I'm familiar with the process of diffusion, I intuitively know what's going to happen, without actually plugging in numbers. I don't need to do math to reach the right conclusion,... (read more)

It seems to me that passwords and placeholders occupy about the same space, and probably look fairly similar when they're first being taught. Knowing that light, sound, and matter are all waves tells me they have something in common. It means once I learn what a wave is, I ought to be able to predict some behaviors of all three based on this new information. If I also know that some things are not waves, I'll have a decent foundation for when to apply the wave equation, once I learn it.

Indeed, "password" itself seems to be a password for the conc... (read more)

When I was a kid I had this book called "Thinking Physics", which was basically a book of multiple choice physics questions (such as "an elephant and a feather are falling, which one experiences more air resistance ?", or "Kepler and Galileo made telescopes around the same time and Kepler's was adopted widely, why ?") aimed to point out where our natural instincts or presuppositions go against how physics actually work, and explaining, well, how physics actually work.

Really, the simple idea that physics are a habit of thought ... (read more)

Although this is an old article I came to it from the Theory of Knowledge article (link below).  I'm commenting because this crystallizes my objections to a repeated theme at LW:  that irrationality comes from unquestioned cached thoughts, and that modern education systems exacerbate this tendency.  In other words, I'm questioning whether password-guessing and memorization in education are actually avoidable, even at the highest levels of optimization, and whether this isn't in fact the result of the expansion of knowledge and the limits of human cognition... (read more)

"But concise is not always precise, and without precision, concision is just vague at best, and misleading at worst. Several years ago, a student wanted to contest the scoring of one of his test answers in my introductory psychology course. The test question was something to the effect of “What is the primary advantage of an experimental study over a correlational study?” and an example sufficient answer would have been, “Causal conclusions may be drawn from an experiment, but not from a correlational study.”

I've just bumped into a fun link about guessing the teachers password. It is only 184 words so here it is:

I do a game called k9 nosework with my corgi. You take a qtip dipped in certain scents and hide it in boxes in the beginning then progressing to furniture and outside areas. The game is for the dog to find the qtip and identify; there's even a contest / sport. If you decide to do the sport, the handler has to read the dog and decide if the dog is identifying a given bit of car or whatever as the location of the goal scent or if the dog is just sniffing. The point of this rambling is even the plain trainers that do k9 nosework know that the handler has to go blind and can't know where the scent is or the dog will learn to read the handler instead of learning to use its nose to find the scent. The idea that the police are unaware of this is ludicrous, since this sport grew out of nose training for police dogs, and it's a major training obstacle.

The meat of the comment is "the handler has to go blind". It took me a while to work out what is being said here. My understanding: 

You take up the sport. You hide the scented qtip yourself. You train your dog to sniff it out... (read more)

This is no doubt a good way to control the problem, but I'm not grasping whether or not de-emphasizing the use of "passwords" would be the ideal thing to do. After all, language was invented so that people could effectively and easily communicate their understanding with others. It hardly helps to NOT drill in the common language to students, otherwise we'd be dealing with people using long, complicated circumlocution to describe what should be a very simple concept.

But this article is correct. Technical knowledge: asking HOW something works, and... (read more)

In 1990, after seven years of teaching at Harvard, Eric Mazur, now Balkanski professor of physics and applied physics, was delivering clear, polished lectures and demonstrations and getting high student evaluations for his introductory Physics 11 course, populated mainly by premed and engineering students who were successfully solving complicated problems. Then he discovered that his success as a teacher “was a complete illusion, a house of cards.”

The epiphany came via an article in the American Journal of Physics by Arizona State professor David Hestenes. He had devised a very simple test, couched in everyday language, to check students’ understanding of one of the most fundamental concepts of physics—force—and had administered it to thousands of undergraduates in the southwestern United States. Astonishingly, the test showed that their introductory courses had taught them “next to nothing,” says Mazur: “After a semester of physics, they still held the same misconceptions as they had at the beginning of the term.”

The students had improved at handling equations and formulas, he explains, but when it came to understanding “what the real meanings of these things are, they basically 

This is kind of like in the (fantastic) (children's) book The Myserious Benedict Society. In the book, a bad person invents a machine that uses TV and radio broadcasts to control people's minds. They project words into every broadcast, so that people are subliminally affected. The good guy builds a machine that allows him to hear the words directly. He gets gibberish. Things like, "poison apples, poison worms."
He sends in a group of four children to investigate. They are to go to the school set up by the bad person and attempt to gather more kno... (read more)

I should give me two cents in here, but know that I am new here, and may not be completely accurate as of now. I read this over, and a few comments, and took into consideration most of your views

To me this is a relevent piece. Me being in class I am paying attention to the Educator before me and wondering why Xe Just gives out the meaning. Then it hit me. The teacher was not going into detail about [why] its relevent. Im currently in Geometry, and she was talking about major, and minor arks; however Xe was not going into what could be used in the situation... (read more)

An interesting little demonstration is to pose the "How old is the shepherd?" word problem / riddle to kids at school: http://robertkaplinsky.com/how-old-is-the-shepherd/

Is the claim that this is a school thing or a life thing? I can see how this behavior might happen if a student is more interested in getting good grades than in actual learning. In such a situation "learning the teachers password" might be a short cut to get to your actual goals.

If the claim is that this is a life thing, could some one give me some more non-classroom example? Organized religion counts as classroom.

When I fist heard that light is a wave, then I interpreted that sentence in my brain an gav... (read more)

For abstract concepts we need to drill down to relate them to empirical testing

We shouldn’t be satisfied with just saying the keywords, but seek to genuinly understand what’s going on.

The human brains tends to value what it gives social approval than which it matches physical reality.

One thing I have noticed relating to this in school is that on tests sometimes I put down an answer on a quiz that I know is wrong because the teacher will give me points if I put that. For example, on a Physical Education quiz the teacher briefly talked about how sugar affects the human body. One of the questions was multiple choice and it said "Sugar is a..." and I selected carbohydrate even though I knew it was wrong because that is what we were taught.

Here's what you actually wanted to link to for "looking back"

I was fortunate enough throughout my K-12 schooling to be very gifted within my classes and to always have the opportunity to try to understand concepts, rather than just guess passwords. However, I've become increasingly disenchanted with being stuck in a system that rewards things like password guessing. I've found a huge problem at my own university to be the related "password list rote memorization." The examination system very strongly rewards remembering things only for 4-ish weeks at a time (the approximate length of time between exams) and then imm... (read more)

I read this when I was at high school (or early university) and now a decade or more later I dug up for it to read it again because of this stupid course I am taking at work and I wanted to make sure I stay sane.

I'd like to suggest an alternative learning model view, one less concerned with getting immediately an intimate and "true" understanding of the reality, and more focused on with progress through stages.

The first stage is awareness. When we are exposed to light theories, particle theory, wave theory, and later quantum theory, we clearly don't know what a light particle is, so we attach verbal labels to ideas. This is not perfect, but allows us to learn the concepts and start thinking about it. Part of this process is "guessing the teacher password". When we... (read more)

Patrick McKenzie (@patio11) posts on Twitter about applying Guessing the Teacher's Password: 

It occurs to me that I have explicitly explained to my children that teachers respond well to guessing their password and that a rule of the game is you aren’t supposed to explicitly say that is what you are doing.

“Remember this is just game, not all games have the same rules.” [emphasis mine]

I certainly did not grow up thinking “Ahh yes, core expectations for a dad imparting culture on early elementary schools include the B

Archive link: 
https://web.archive.org/web/20070822013154/http://www.math.utah.edu/~pa/math/polya.html



Science as Attire

The preview for the X-Men movie has a voice-over saying: “In every human being . . . there is the genetic code . . . for mutation.” Apparently you can acquire all sorts of neat abilities by mutation. The mutant Storm, for example, has the ability to throw lightning bolts.

I beg you, dear reader, to consider the biological machinery necessary to generate electricity; the biological adaptations necessary to avoid being harmed by electricity; and the cognitive circuitry required for finely tuned control of lightning bolts. If we actually observed any organism acquiring these abilities in one generation, as the result of mutation, it would outright falsify the neo-Darwinian model of natural selection. It would be worse than finding rabbit fossils in the pre-Cambrian. If evolutionary theory could actually stretch to cover Storm, it would be able to explain anything, and we all know what that would imply.

The X-Men comics use terms like “evolution,” “mutation,” and “genetic code,” purely to place themselves in what they conceive to be the literary genre of science. The part that scares me is wondering how many people, especially in the media, understand science only as a literary genre.

I encounter people who very definitely believe in evolution, who sneer at the folly of creationists. And yet they have no idea of what the theory of evolutionary biology permits and prohibits. They’ll talk about “the next step in the evolution of humanity,” as if natural selection got here by following a plan. Or even worse, they’ll talk about something completely outside the domain of evolutionary biology, like an improved design for computer chips, or corporations splitting, or humans uploading themselves into computers, and they’ll call that “evolution.” If evolutionary biology could cover that, it could cover anything.

Probably an actual majority of the people who believe in evolution use the phrase “because of evolution” because they want to be part of the scientific in-crowd—belief as scientific attire, like wearing a lab coat. If the scientific in-crowd instead used the phrase “because of intelligent design,” they would just as cheerfully use that instead—it would make no difference to their anticipation-controllers. Saying “because of evolution” instead of “because of intelligent design” does not, for them, prohibit Storm. Its only purpose, for them, is to identify with a tribe.

I encounter people who are quite willing to entertain the notion of dumber-than-human artificial intelligence, or even mildly smarter-than-human artificial intelligence. Introduce the notion of strongly superhuman artificial intelligence, and they’ll suddenly decide it’s “pseudoscience.” It’s not that they think they have a theory of intelligence which lets them calculate a theoretical upper bound on the power of an optimization process. Rather, they associate strongly superhuman AI to the literary genre of apocalyptic literature; whereas an AI running a small corporation associates to the literary genre of Wired magazine. They aren’t speaking from within a model of cognition. They don’t realize they need a model. They don’t realize that science is about models. Their devastating critiques consist purely of comparisons to apocalyptic literature, rather than, say, known laws which prohibit such an outcome. They understand science only as a literary genre, or in-group to belong to. The attire doesn’t look to them like a lab coat; this isn’t the football team they’re cheering for.

Is there any idea in science that you are proud of believing, though you do not use the belief professionally? You had best ask yourself which future experiences your belief prohibits from happening to you. That is the sum of what you have assimilated and made a true part of yourself. Anything else is probably passwords or attire.

Even if biological evolution would allow one-generation mutation for "Storm abilities", it would not equal that evolution doesn't explain anything. Even if everything "is possible" in evolution, there can still be different probabilities for different outcomes. The probability for "Storm ability mutation" is non-zero.

The probability for anything is non-zero.  But when we see something to which our hypothesis assigns a sufficiently infinitesimal probability, we call it falsified - because even maximum entropy does better.

I expect the problem is not that you are wrong (that's more or less open), but that there has been similar discussion in many places (one is here) on this site and building another tree with pretty much the same starting point doesn't really make sense.

I'd be willing to assign zero probability to mathematical falsehoods, such as "2+2=5".

Apparently, a lot of people really don't understand biological evolution.

(Many people don't really understand what a physicist means by a "wave", either, but they tend to be familiar with examples.)

http://lesswrong.com/lw/jr/how_to_convince_me_that_2_2_3/

I'd be adverse to assigning zero probability even to mathematical falsehoods :)

(Edit: Okay, finally checked the math. A zero probability means "I absolutely refuse to update this belief regardless of the evidence." I can see situations where I can't imagine ever running in to evidence against, but not anything where I'd refuse to update my belief even in light of evidence...)

I find it amusing that you responded to a comment from August 2007 by linking to a post from September 2007.

If only Doug_S. had bothered to read that post before making that comment, there wouldn't have been any confusion!

Eliezer said:  "I encounter people who are quite willing to entertain the notion of dumber-than-human Artificial Intelligence, or even mildly smarter-than-human Artificial Intelligence.  Introduce the notion of strongly superhuman Artificial Intelligence, and they'll suddenly decide it's "pseudoscience"."

It may be that the notion of strongly superhuman AI runs into people's preconceptions they aren't willing to give up (possibly of religious origins).  But I wonder if the 'Singularians' aren't suffering from a bias of their own.  Our cu... (read more)

A small caveat: the word 'evolution' doesn't have to refer to the scientific theory of biological evolution.  The word existed long before the theory; otherwise, the theory would have become attached to a different word.  Since the word itself means "incremental change over time," then it is perfectly appropriate to refer to a new computer chip design, or a corporate reorganization as evolution.  Make your own guesses about whether something totally different, such as uploading a personality, can be called "evolution."

i can't help but see a few interesting ironies in this post.

the "mutants" in the world of the x-men are people who all have one and only one common "genetic" mutation. and that mutation is the ability to mutate, as you put it, "in one generation". that is itself the essential mutation that is common to all "mutants". the fact that they can move from normal human to super powered mutant in the space of one generation (their own lifetime) is exactly the point.

in other words, "control over lightning" is not th... (read more)

"I'd be willing to assign zero probability to mathematical falsehoods, such as "2+2=5"."

You might be willing to, Doug S., but that doesn't mean that it's optimally rational for you to do so. I don't know as much about bayesian reasoning as I'd like to, but my understanding is that would not be bayesian of you.

Gray Area, the objections you list are objections from within a model.  This is right and proper.  A lot of people don't reason the same way you do, though.  Quick replies:  (1)  We know from sheerly physical considerations that you can build a brain at least a million times as fast as a human brain, which gives us many interesting results of itself.  (2, 3)  Barring a specific model of cognitive science one cannot disprove a magical upper bound which lies exactly above human intelligence, even though raw evolution encountered no apparent difficulty in accidentally building humans out of chimps using only a threefold increase in brain and a sixfold increase in prefrontal cortex.  But the principle of mediocrity weighs heavily against such an arbitrary presumption, as well as the general notion that evolution doesn't build optimal systems, plus all the known flaws we talk about on Overcoming Bias.  Furthermore my own, specific model of cognitive science is already suggesting that we can go beyond human purely on the basis of writing better software, but this is too complex to justify in detail here - the common sense of this should be apparent, though.

belief as scientific attire, like wearing a lab coat.
Science (unlike religion) has proved its myths - by putting men on the moon, mobile phones in people's pockets, and curing diseases. It's payed its dues to reliability. So unless I am willing to look into it myself, I should, as a default, believe most things scientists claim. And, unless I'm willing to study the press extensively, I should defer to uncontradicted press stories about scientific claims, especially if they're repeated. This makes science into a litterary genre, but it's the only real opti... (read more)

See, this is exactly the sort of thing I have a problem with.  Science is not just magic that works.  People are learning science as though it were merely a true religion: passwords, attire, professions, and all.

The press has reports with things like "scientists attack creationist teachings", but I've never seen "scientists attack common misconceptions about evolutionary theory".

I'd add... speech, empathy... superior social skills to the list

I wasn't aware that speech, empathy, and social skills were functions of the kidneys rather than the brain.

"I wasn't aware that speech, empathy, and social skills were functions of the kidneys rather than the brain. "

We know empathy and social skills don't require general intelligence; plenty of mammals show empathy and social skills. If the definition of "intelligence" is "whatever occurs in the brain", then a 4004 CPU shows "intelligence" every time it adds two hex digits.

I have noticed that since using the word "progress" has become unseemly, many use "evolution" in its stead. Quite often in the sense of "incremental change", sometimes in the slightly biology-analogous sense of "the effect of broad trial and error learning" - but hiding the teleological assumption progress was at least open about.

It has been scientifically proven that people use science attire to make their views sound more plausible :-) Throw in some neuroscience, statistics or a claim by a Ph.D. in anything and you... (read more)

I second Stuart's awful sentence. I'm not seconding the opinion that it is awful, just that it resembles my thoughts.

Unfortunately, you picked the only member of the x-men who turned out to be a goddess and not a mutant (can't remember what story arc). How disturbing.

I think people should be more careful about the word "science."
Here are some meanings I see attached to it:

I feel compelled to add that what I mean by "the scientific method" is that observation should drive belief and that we can put effort into obtaining useful observations (experiments, stamp collecting).
Also, it may be useful to distinguish between institutio... (read more)

Unfortunately, you picked the only member of the x-men who turned out to be a goddess and not a mutant

Ha!  I knew someone was going to say that!  (Because I looked up the Wikipedia entry, thank you very much.)  That's why I invoked the movie version of Storm, who is a mutant!  So there!

(http://en.wiktionary.org/wiki/evolution
general: a gradual process of development
biology: change in the genetic composition of a population over time)

It seems that when we talk about "evolution by natural selection" as opposed to "Lamarckian evolution," evolution is the explanandum, and evolutionary theory attempts to provide the explanans.

"I encounter people who very definitely believe in evolution, who sneer at the folly of creationists.  And yet they have no idea of what the theory of evolutionary biology permits and p... (read more)

The general sense of the word 'evolution' outside of biology is established in English, and some of the people who use it to describe phenomena like 'the evolution of technology' do understand evolutionary theory.

Okay, but there's also people who say, "Corporations split - therefore they reproduce - therefore they evolve."  These are the people I'm talking about.

Eliezer, are you unaware of the fact that biological evolution is only a subset from general evolution?

Science (unlike religion) has proved its myths
See, this is exactly the sort of thing I have a problem with. Science is not just magic that works. People are learning science as though it were merely a true religion: passwords, attire, professions, and all.

And I agree, that's terrible. Maybe I wasn't clear in my post: it's a disaster for people to learn science as magic. But for people who won't learn it, for whatever reason, then "science as magic that works" is a sensible view that gives them a cheap tool to assess scientific claims.

Damn the double post! Sorry for that; my incompetence is to blame.

"Science (unlike religion) has proved its myths - by putting men on the moon, mobile phones in people's pockets, and curing diseases. It's payed its dues to reliability. So unless I am willing to look into it myself, I should, as a default, believe most things scientists claim."
Stuart, this in my opinion is an awful sentence, and I'm surprised to read it by an overcomingbias contributor.

It lacks something of the pithiness of "Veni, vedi, Vinci", I'll admit. But I stand by what I was trying to say; hopefully my more recent post articulates it better.

"Corporations split - therefore they reproduce - therefore they evolve."

anonymous, I think we have good empirical evidence that Eliezer is not "unaware of the fact that biological evolution is only a subset from general evolution".

Eliezer and Kyle, name names of serious or influential people who posit in a mockworthy "Corporations split - therefore they reproduce - therefore they evolve."

If you're just throwing up a foil so we have a smug sense of in-groupedness, are you wasting our time on an overcomingbias blog?

There is no "general evolution".  There is biological evolution.  Period.  Saying "small incremental changes over time" is not a causal model, it is a surface effect to be explained.  If you are talking about the realm of causal forces, of underlying processes, then biological evolution is all there is in science.  Natural selection IS NOT a special case of some deeper principle that also explains change in toaster ovens any more than gravity is a special case of a deeper principle that also makes the stock market "fall".

HA:  Not that I have anything against the guy, but, Kevin Kelly.

Eliezer, you seem to be making a science vs. engineering distinction. You're obviously aware of how evolution is used in engineering (as described in the wikipedia entry on evolution).

Took a look at Kevin Kelly's site. Instead of occasional foilicious potshots, how about a serious critique of the error of these ideas. Let's not manufacture a dialectic, I think that's going to get in the way of building the best models of reality.

HA, I don't remember where all the fallacies I encounter come from.  I have a difficult enough time remembering someone's name after speaking to them for four hours.  But before you accuse me of manufacturing strawmen, spend eleven years in my shoes putting up with the likes of this:

http://science.slashdot.org/comments.pl?&sid=191964

Eliezer, I understand the need to contest the wrong-but-influential, but not the wrong-but-insignificant. Kevin Kelly is definitely influential. I just think you have real, worthy opponents (the ultimate one, our apparently pending mortality), I don't like to see limited energy get sucked up on hack, performed disagreements. I'd rather you get your representational privilege the most useful way to us --solving the hard problems we face, as quickly as possible, not performing 1/2 of various dialectics.

HA, most influential folks are far beyond persuading.  It is the hearts and minds of the unconvinced, who are often novices, for which I fight.

Influential usually implies higher status.  Status makes people effectively stupid, as it makes it harder for them to update their public positions without feeling that they are loosing face.

Why this?
"because they want to be part of the scientific in-crowd"

Why would everybody want to be part of the "scientific" in-crowd? That wouldn't leave much for the rest of the world.

Or even worse, they'll talk about something completely outside the domain of evolutionary biology, like an improved design for computer chips, or corporations splitting, or humans uploading themselves into computers, and they'll call that "evolution".  If evolutionary biology could cover that, it could cover anything.

That seems unfair. Do they mean evolutionary biology when they say evolution? What if they just mean heredity, variation, and selection? I use "evolution" to describe how technologies spread throughout culture, because i... (read more)

I hate how movies promote fake 'science' like that and then completely disregard actual science that can be used in an exciting movie. For example: we had the awful, fancy-looking cryptographic thinger in Skyfall that leaked its own key! What?! It leaked its own key!! Meanwhile, an action/heist movie based around Shamir's secret sharing basically writes itself! There are k shares and we must travel around the world to collect them! That masked man is running away with one of them, chase him! Oh wait, it fell into the river and then exploded! Now we must journey into the mountains to find the other one! But then we shoot this dying man as he is saying there were really k+1 shares! Dramatic ending!

Actually, now that I think about it, that's exactly what Voldemort did. 

Many people can’t judge the difference between plausible and implausible scientific explanations, for them it’s just ‘science’

Science as a new authority to explain things (similar to religion)

Much deeper than attire, it's folk religion. "Science" is to our time what the One Church Catholic and Universal was to the fourteenth century — the source of cosmology, explainer of existence, consoler for mortality, generator of culture. The people you cite are analogous to those buying saints' amulets, genuflecting in church on Sundays, hanging a cross over their bed, reflexively repeating the prayers. They do not have the profound understanding of the "theologians" -- the scientists. (How many peasants do you think could explain transubstantiation?) In fact, they have all kinds of wild and superstitious misunderstandings. 

In general, when I first read the question about the abilities of the storm, I was so distracted by the fact that I had no idea how it was physically possible that I did not pay attention to the actual mutations and the impossibility from the point of view of the theory of evolution, for me it sounded like Access to Magic and  The Atlantean Genetic Marker, which no longer looked so implausible to me.



Fake Causality

Phlogiston was the eighteenth century’s answer to the Elemental Fire of the Greek alchemists. Ignite wood, and let it burn. What is the orangey-bright “fire” stuff? Why does the wood transform into ash? To both questions, the eighteenth-century chemists answered, “phlogiston.”

. . . and that was it, you see, that was their answer: “Phlogiston.”

Phlogiston escaped from burning substances as visible fire. As the phlogiston escaped, the burning substances lost phlogiston and so became ash, the “true material.” Flames in enclosed containers went out because the air became saturated with phlogiston, and so could not hold any more. Charcoal left little residue upon burning because it was nearly pure phlogiston.

Of course, one didn’t use phlogiston theory to predict the outcome of a chemical transformation. You looked at the result first, then you used phlogiston theory to explain it. It’s not that phlogiston theorists predicted a flame would extinguish in a closed container; rather they lit a flame in a container, watched it go out, and then said, “The air must have become saturated with phlogiston.” You couldn’t even use phlogiston theory to say what you ought not to see; it could explain everything.

This was an earlier age of science. For a long time, no one realized there was a problem. Fake explanations don’t feel fake. That’s what makes them dangerous.

Modern research suggests that humans think about cause and effect using something like the directed acyclic graphs (DAGs) of Bayes nets. Because it rained, the sidewalk is wet; because the sidewalk is wet, it is slippery:

From this we can infer—or, in a Bayes net, rigorously calculate in probabilities—that when the sidewalk is slippery, it probably rained; but if we already know that the sidewalk is wet, learning that the sidewalk is slippery tells us nothing more about whether it rained.

It feels like an explanation. It’s represented using the same cognitive data format. But the human mind does not automatically detect when a cause has an unconstraining arrow to its effect. Worse, thanks to hindsight bias, it may feel like the cause constrains the effect, when it was merely fitted to the effect.

Interestingly, our modern understanding of probabilistic reasoning about causality can describe precisely what the phlogiston theorists were doing wrong. One of the primary inspirations for Bayesian networks was noticing the problem of double-counting evidence if inference resonates between an effect and a cause. For example, let’s say that I get a bit of unreliable information that the sidewalk is wet. This should make me think it’s more likely to be raining. But, if it’s more likely to be raining, doesn’t that make it more likely that the sidewalk is wet? And wouldn’t that make it more likely that the sidewalk is slippery? But if the sidewalk is slippery, it’s probably wet; and then I should again raise my probability that it’s raining . . .

Judea Pearl uses the metaphor of an algorithm for counting soldiers in a line. Suppose you’re in the line, and you see two soldiers next to you, one in front and one in back. That’s three soldiers, including you. So you ask the soldier behind you, “How many soldiers do you see?” They look around and say, “Three.” So that’s a total of six soldiers. This, obviously, is not how to do it.

A smarter way is to ask the soldier in front of you, “How many soldiers forward of you?” and the soldier in back, “How many soldiers backward of you?” The question “How many soldiers forward?” can be passed on as a message without confusion. If I’m at the front of the line, I pass the message “1 soldier forward,” for myself. The person directly in back of me gets the message “1 soldier forward,” and passes on the message “2 soldiers forward” to the soldier behind them. At the same time, each soldier is also getting the message “N soldiers backward” from the soldier behind them, and passing it on as “N + 1 soldiers backward” to the soldier in front of them. How many soldiers in total? Add the two numbers you receive, plus one for yourself: that is the total number of soldiers in line.

The key idea is that every soldier must separately track the two messages, the forward-message and backward-message, and add them together only at the end. You never add any soldiers from the backward-message you receive to the forward-message you pass back. Indeed, the total number of soldiers is never passed as a message—no one ever says it aloud.

An analogous principle operates in rigorous probabilistic reasoning about causality. If you learn something about whether it’s raining, from some source other than observing the sidewalk to be wet, this will send a forward-message from [Rain] to [Sidewalk Wet] and raise our expectation of the sidewalk being wet. If you observe the sidewalk to be wet, this sends a backward-message to our belief that it is raining, and this message propagates from [Rain] to all neighboring nodes except the [Sidewalk Wet] node. We count each piece of evidence exactly once; no update message ever “bounces” back and forth. The exact algorithm may be found in Judea Pearl’s classic Probabilistic Reasoning in Intelligent Systems: Networks of Plausible Inference.

So what went wrong in phlogiston theory? When we observe that fire is hot and bright, the [Fire Hot and Bright] node can send backward-evidence to the [Phlogiston] node, leading us to update our beliefs about phlogiston. But if so, we can’t count this as a successful forward-prediction of phlogiston theory. The message should go in only one direction, and not bounce back.

Alas, human beings do not use a rigorous algorithm for updating belief networks. We learn about parent nodes from observing children, and predict child nodes from beliefs about parents. But we don’t keep rigorously separate books for the backward-message and forward-message. We just remember that phlogiston is hot, which causes fire to be hot. So it seems like phlogiston theory predicts the hotness of fire. Or, worse, it just feels like phlogiston makes the fire hot.

Until you notice that no advance predictions are being made, the non-constraining causal node is not labeled “fake.” It’s represented the same way as any other node in your belief network. It feels like a fact, like all the other facts you know: Phlogiston makes the fire hot.

A properly designed AI would notice the problem instantly. This wouldn’t even require special-purpose code, just correct bookkeeping of the belief network. (Sadly, we humans can’t rewrite our own code, the way a properly designed AI could.)

Speaking of “hindsight bias” is just the nontechnical way of saying that humans do not rigorously separate forward and backward messages, allowing forward messages to be contaminated by backward ones.

Those who long ago went down the path of phlogiston were not trying to be fools. No scientist deliberately wants to get stuck in a blind alley. Are there any fake explanations in your mind? If there are, I guarantee they’re not labeled “fake explanation,” so polling your thoughts for the “fake” keyword will not turn them up.

Thanks to hindsight bias, it’s also not enough to check how well your theory “predicts” facts you already know. You’ve got to predict for tomorrow, not yesterday. It’s the only way a messy human mind can be guaranteed of sending a pure forward message.

I just wanted to say that this is the best damn blog I've read. The high level of regular, insightful, quality updates is stunning. Reading this blog, I feel like I've not just accumulated knowledge, but processes I can apply to continue to refine my understanding of how I think and how I accumulate further knowledge.

I am honestly surprised, with all the work the contributors do in another realms, that you are able to maintain this high level of quality output on a blog.

Recently I have been continuing my self-education in ontology and epistemology. Some sources are more rigorous than others. Reading Rand, for example, shows an author who seems to utilize "phlogiston" like mechanics to describe her ethical solutions to moral problems. Explanations that use convincing, but unbounded turns of phrase instead of a meaningful process of explanation. It can be very challenging to read and process new data and also maintain a lack of bias (or at least an awareness of bias, that can be accounted for and challenged). It requires a very high level of active, conscious information processing. Rereading, working exercises, and thinking through what a person is saying and why they are saying it. This blog has provided me lots of new tools to improve my methods of critical thinking.

I feel like I've not just accumulated knowledge, but processes I can apply to continue to refine my understanding of how I think and how I accumulate further knowledge.

Great post and I agree with Brandon. Eliezer, I recommend you admin a message board (I've been recommending an overcomingbias message board for a while) but I think in particular you'd thrive in that environment due to your high posting volume and multiple threads of daily interest. I think you're a bit constrained intellectually, pedagogically, and speculatively by this format.

I think I've said this before, but there is some defense that can be made for the phlogiston theorists. Phlogiston is like an absence of oxygen in modern combustion theory. The falsifiable prediction that caused phlogiston to be abandoned was that phlogiston would have mass, whereas an absence of oxygen (what it was in reality) does not.

Could evolution be a fake explanation in that it doesn’t predict anything?  I’m no creationist but what your explaining in regards to phlogiston seems to have a lot of similarity to evolution.  Seems to me like no matter what the data is you can put the tag of evolution on it. Now I’m no expert on evolution so don’t flame me.  Just a question on how evolution is different.

Since the Theory of Evolution is in the business of explaining the past and present rather than predicting the future, it certainly runs the risk of deluding itself.  But running a risk is not the same thing as failing.  And whenever individual biologists succumb to hindsight bias, there are other biologists ready to point out their mistakes.  

Evolutionary biology is a remarkably introspective discipline with plenty of remora-like philosopher-commensals waiting to devour any sloppy thinking that gets generated.   See, for example, the wikipedia article on "The Spandrels of Sam Marco" or on G. C. Williams's book "Adaptation and Natural Selection".  Or, check the high level of scorn in which practitioners of unfalsifiable "Evolutionary Psychology" are held by other evolutionary scientists.

Evolutionary biology is (in part) a historical science in which hypotheses about the past are used to explain features of the present.  So too is geology and much of astro-physics.  This class of scientific disciplines certainly seems to run afoul of the deprecation which Eliezer dispenses in the final paragraph of his posting.   But, no problem.  Other philosophers are... (read more)

I think the key is that theories don't predict the future at all.

Because of my model, I expect to see X under the given conditions.  If I test for X, and I do not find it, this is evidence that my model is wrong.  If I test for X and find it, this is evidence that my model is correct.

This says nothing about the future or past, only what you have and have not observed yet, and what you expect to observe next (which can be about the future or past, it doesn't matter).

What TGGP said.  Also, would an AI really be better at determining the falsifiability of a theory?  It seems to me that, given a particular theory, an algorithm for determining the set of testable predictions thereof isn't going to be easy to optimize.  How does the AI prove that one algorithm is better than another?  Test it against a set of random theories?

Phlogiston is not necessarily a bad thing. Concepts are utilized in reasoning to reduce and structure search space. Concepts can be placed in correspondence with multitude of contexts, selecting a branch with required properties, which correlate with its usage. In this case active 'phlogiston' concept correlates with presence of fire. Unifying all processes that exhibit fire under this tag can help in development of induction contexts. Process of this refinement includes examination of protocols which include 'phlogiston' concept. It's just not a causal model, which can rigorously predict nontrivial results through deduction.

Eliezer, we need more posts from you elucidating the importance of optimizing science, etc., as opposed to the current, functional elements of it. In my opinion people are wasting significant comment time responding to each of your posts by saying "hey, such-and-such that you criticized actually has some functionality".

An analogous principle operates in rigorous probabilistic reasoning about causality. ... We count each piece of evidence exactly once; no update message ever "bounces" back and forth.  The exact algorithm may be found in Judea Pearl's classic "Probabilistic Reasoning ...

Actually, Pearl's algorithm only works for a tree of cause/effects.  For non-trees it is provably hard, and it remains an open question how best to update. I actually need a good non-tree method without predictable errors for combinatorial market scoring rules.

In response to Hopefully Anonymous, I think there is a real difference between unfalsifiable pseudosciences and genuine scientific theories (both correct and incorrect). Coming up with methods to distinguish the two will be helpful for us in doing science. It is easy in hindsight to say how obviously wrong something is, it is another to understand why it is wrong and whether its wrongness could have been detected then with the information available as this could assist us later when we do not have all the information we would wish to.

Robin:  Yes indeed.  If you can find a cutset for the tree, or cluster a manageable set of variables, all is well and good.  I suspect this is what happens with most real-life causal models.

But in general, finding a good non-tree method is not just NP-hard but AI-complete.  It is the problem of modeling reality itself.

Robin Hanson said: "Actually, Pearl's algorithm only works for a tree of cause/effects. For non-trees it is provably hard, and it remains an open question how best to update. I actually need a good non-tree method without predictable errors for combinatorial market scoring rules."

To be even more precise, Pearl's belief propagation algorithm works for the so-called 'poly-tree graphs,' which are directed acyclic graphs without undirected cycles (e.g., cycles which show up if you drop directionality).  The state of the art for exact inference in bay... (read more)

Very interesting.  In computer networking, we deal with this same information problem, and the solution (not sending the information from the forward node back to the forward node) is referred to as Split Horizon.

Suppose that Node A can reach Network 1 directly - in one hop.  So he tells his neighbor, Node B, "I can get to Network 1 in one hop!".  Node B records "okay, I can get there in two hops then."  The worry is that when Node A loses his connection to Network 1, he asks Node B how to get there, and Node B says "don't worry, I... (read more)

Thanks for the link Davis but it does not address the issue that is brought up in the original post.  The examples given in your link were "retrodictions".  To quote the original post...

“Thanks to hindsight bias, it's also not enough to check how well your theory "predicts" facts you already know.  You've got to predict for tomorrow, not yesterday.  It's the only way a messy human mind can be guaranteed of sending a pure forward message.”

I’m not arguing that evolution is pseudoscience.  I’m just saying that evolution as an explanation could makes us think we understand more than we really do. Again I am no creationist, the data clearly does not fit the creationist explanation.

Prediction doesn't have to mean literally predicting future events; it can mean predicting what more we will discover about the past.

E by NS holds that there is one tree of life (at least for complex organisms), just like a family tree. That is a prediction. It means that we won't find a human in the same fossil stratum and dating to the same time period as a fishlike creature that's supposed to be our great-to-the-nth-power grammy. So that's a prediction about our future discoveries, one that has been borne out. That's one example from a non-expert.

Another suberb post.  I learn so much from your writings.

Is phlogiston theory so much worse than dark matter?  Both are place-holders for our ignorance, but neither are completely mysterious, nor do they prevent further questions or investigation into their true nature.  If people had an excellent phenomenological understanding of oxygen, but called it phlogiston and didn't know about atoms or molecules, I wouldn't discount that.  Similarly, it can be very useful to use partial, vague and not-completely-satisfactory models, like dark matter.

I'm not sure this that this is fair to phlogiston or the scientists who worked with it. In fact, phlogiston theory made predictions. For example, substances in general were supposed to lose mass when combusting. The fact that metals gain mass when rusting was a data point that was actively against what was predicted by phlogiston theory.  The theory also helped scientists see general patterns. So even if the term had been a placeholder, it allowed scientists to see that combustion, rust and metabolism were all ultimately linked procedures. The very fact that these shared patterns and that phlogiston predicted changes in mass (and that it failed to predict the behavior of air rich in oxygen and carbon dioxide (although those terms were not used until late)) in the wrong direction helped lead to the rejection of phlogiston theory. There are classical examples of theories with zero or close to zero predictive value. But phlogiston is not one of them. 

Edit: Said lost mass when meant gain mass. Metals gain mass when rusting they don't lose mass. Phlogiston said they should lose mass but they actually gain mass. Also, fixed some grammar issues. 

Maybe phlogiston is also magic, thus witches were imbued with it. This might explain some things.

So.. How precisely would I go about doing this? I mean, let's say I really thought that phlogiston was the reason fire was hot and bright when it burns. Something that today, we know to be untrue. But if I really thought it was true, and I decided to test my hypothesis, how would I go about proving it false? 

What I think the point is about, is that if I already believe that phlogiston was the reason fire is hot and bright, and I observe fire being both hot and bright, then I think this proves that phlogiston is the reason fire is hot and bright. When actua... (read more)

I really enjoyed reading this post, especially its connection with the Pearl's belief propagation algorithm in bayesian networks.Thank you Eliezer!

This is a great layperson explanation of the belief propagation algorithm.

However, the phlogiston example doesn't show how this algorithm is improperly implemented in humans. To show this, you need an example of incorrect beliefs drawn from a correct model, i.e. good input to the algorithm resulting in bad output. The phlogiston model was clearly incorrect. As other commenters have pointed out, contemporary scientists were painfully aware of this, and have eventually abandoned the model. Bad output from bad input doesn't demonstrate a bug in implementation... (read more)

Sadly, we humans can't rewrite our own code, the way a properly designed AI could.

Sure we can!
In fact, we can't stop rewriting our own code.

When you use the word "code" to describe humans, you take a certain degree of semantic liberty. So we first need to understand what is meant by "code" in this context.

In artificial computing machines, code is nothing more than a state of a chunk of memory hardware that causes the computation hardware to operate in a certain way (for a certain input). Only a tiny subset of the possible states of a... (read more)

Another interesting (and sad) example: during the conversation between Deepak Chopra and Richard Dawkins here, Deepak Chopra used the words "quantum leap" as an "explanation" for the origin of language, the origin of life, jumps in the fissile record, etc. 

There's a fair amount of hindsight bias going on with this critique of phlogiston. Phlogiston sounds plausible on the surface. It's a reasonable conjecture to make given the knowledge at the time and certainly worth investigation. Is it really any less absurd to postulate some mystery substance in the air that essentially plays the same role? If they'd chosen the latter, we'd be lauding them for their foresight.

It's perfectly feasible to draw up tables of the presumed phlogiston content of various materials and use this to deduce the mass of the residue af... (read more)

Does Phlogiston make the fire hot the same way CO2 makes the climate change?

The phlogiston theory gets a bad rap. I 100% agree with the idea that theories need to make constraints on our anticipations, but i think you're taking for granted all the constraints phlogiston makes. 

The phlogiston theory is basically a baby step towards empiricism and materialism.  Is it possible that our modern perspective causes us to take these things for granted to the point that the steps phlogiston ads aren't noticed?  In another essay you talk about walking through the history of science, trying to imagine being in the perspective of someone taken in by a new theory, and i found that practice particularly instructive here. I came up with a number of ways in which this theory DOES constrain anticipation. Seeing these predictions may make it easier to help raise new predictions for existing theories, as well as suggest that theories don't need to be rigorous and mathematical  in order to constrain the space of anticipations.

The phlogiston theory says "there is no magic here, fire is caused by some physical property of the substances involved in it". By modern standards this does nothing to constrain anticipation further, but from a space of total ig... (read more)



Semantic Stopsigns

A: I chipped it off the big boulder, at the center of the village.

A: It probably rolled off the huge mountain that towers over our village.

A: The same place as all stone: it is the bones of Ymir, the primordial giant.

Q: Where did the primordial giant, Ymir, come from?

Q: Where did the great abyss, Ginnungagap, come from?

Consider the seeming paradox of the First Cause. Science has traced events back to the Big Bang, but why did the Big Bang happen? It’s all well and good to say that the zero of time begins at the Big Bang—that there is nothing before the Big Bang in the ordinary flow of minutes and hours. But saying this presumes our physical law, which itself appears highly structured; it calls out for explanation. Where did the physical laws come from? You could say that we’re all a computer simulation, but then the computer simulation is running on some other world’s laws of physics—where did those laws of physics come from?

What could possibly make anyone, even a highly religious person, think this even helped answer the paradox of the First Cause? Why wouldn’t you automatically ask, “Where did God come from?” Saying “God is uncaused” or “God created Himself” leaves us in exactly the same position as “Time began with the Big Bang.” We just ask why the whole metasystem exists in the first place, or why some events but not others are allowed to be uncaused.

My purpose here is not to discuss the seeming paradox of the First Cause, but to ask why anyone would think “God!” could resolve the paradox. Saying “God!” is a way of belonging to a tribe, which gives people a motive to say it as often as possible—some people even say it for questions like “Why did this hurricane strike New Orleans?” Even so, you’d hope people would notice that on the particular puzzle of the First Cause, saying “God!” doesn’t help. It doesn’t make the paradox seem any less paradoxical even if true. How could anyone not notice this?

Jonathan Wallace suggested that “God!” functions as a semantic stopsign—that it isn’t a propositional assertion, so much as a cognitive traffic signal: do not think past this point.1 Saying “God!” doesn’t so much resolve the paradox, as put up a cognitive traffic signal to halt the obvious continuation of the question-and-answer chain.

Of course you’d never do that, being a good and proper atheist, right? But “God!” isn’t the only semantic stopsign, just the obvious first example.

The transhuman technologies—molecular nanotechnology, advanced biotech, genetech, artificial intelligence, et cetera—pose tough policy questions. What kind of role, if any, should a government take in supervising a parent’s choice of genes for their child? Could parents deliberately choose genes for schizophrenia? If enhancing a child’s intelligence is expensive, should governments help ensure access, to prevent the emergence of a cognitive elite? You can propose various institutions to answer these policy questions—for example, that private charities should provide financial aid for intelligence enhancement—but the obvious next question is, “Will this institution be effective?” If we rely on product liability lawsuits to prevent corporations from building harmful nanotech, will that really work?

I know someone whose answer to every one of these questions is “Liberal democracy!” That’s it. That’s his answer. If you ask the obvious question of “How well have liberal democracies performed, historically, on problems this tricky?” or “What if liberal democracy does something stupid?” then you’re an autocrat, or libertopian, or otherwise a very very bad person. No one is allowed to question democracy.

I once called this kind of thinking “the divine right of democracy.” But it is more precise to say that “Democracy!” functioned for him as a semantic stopsign. If anyone had said to him “Turn it over to the Coca-Cola corporation!” he would have asked the obvious next questions: “Why? What will the Coca-Cola corporation do about it? Why should we trust them? Have they done well in the past on equally tricky problems?”

Or suppose that someone says, “Mexican-Americans are plotting to remove all the oxygen in Earth’s atmosphere.” You’d probably ask, “Why would they do that? Don’t Mexican-Americans have to breathe too? Do Mexican-Americans even function as a unified conspiracy?” If you don’t ask these obvious next questions when someone says, “Corporations are plotting to remove Earth’s oxygen,” then “Corporations!” functions for you as a semantic stopsign.

Be careful here not to create a new generic counterargument against things you don’t like—“Oh, it’s just a stopsign!” No word is a stopsign of itself; the question is whether a word has that effect on a particular person. Having strong emotions about something doesn’t qualify it as a stopsign. I’m not exactly fond of terrorists or fearful of private property; that doesn’t mean “Terrorists!” or “Capitalism!” are cognitive traffic signals unto me. (The word “intelligence” did once have that effect on me, though no longer.) What distinguishes a semantic stopsign is failure to consider the obvious next question.

1 See Wallace’s “God vs. God” (http://www.spectacle.org/yearzero/godvgod.html) and “God as a Semantical Signpost” (http://www.spectacle.org/1095/stop1.html).

Interesting post.  It strikes me that semantic stopsigns join adoration of mystery and non-falsification as survival tricks acquired by story memes when curiosity -- and other stories -- threatened their existence.

Oops, that should be "non-falsifiability," not "non-falsification."

Because the human brain -- like many simpler programs -- generally finds basic beliefs more practical than an infinite regress?

Infinite regress is still a semantic stopsign. If all chickens came from eggs, and all eggs came from chickens, the obvious next question is "Why is there an infinite regress of chickens and eggs?"

There are certainly possible infinite regressions that don't exist, so it can't exist simply because of an infinite regress.

There might be more of these than we think. Two candidates:

Aesthetics. People have a lot of understandable preferences: they prefer bigger houses to smaller ones, longer vacations to shorter ones, air conditioned rooms to hot and humid ones, and so on. What these have in common is that we can easily understand and explain the preferences. Aesthetic preferences, however, are generally characterized by it being hard, maybe impossible, to explain what it is about one thing that makes it more aesthetically pleasing than another. This suggests when we say "aesthetically pleasing", we almost mean, "pleasing, but if you asked why I wouldn't really be able to give you a satisfactory explanation."

Intelligence. Many have observed that each new success in reproducing, in machinery, the capabilities of the human mind, has in turn led to a narrowing of what is considered "intelligent" - a narrowing that excludes whatever it is that machines can now do. This phenomenon is explained if "intelligent behavior" is a subclass of some larger class of behavior (a larger class that includes the things that we have gotten machi... (read more)

Constant, good points both - though no word is a stopsign of itself, the question is whether one uses it that way.  There are definitely people out there who use "aesthetic" and "intelligent" as stopsigns.

Doug, "Never ask that question" is an Ambassador Kosh quote.

Programming. Its all in the program.
Why do we think time is linear?
Here in the States we control movement with stopsigns.
Elsewhere they use round-a-bouts.

I can think of a few semantic roundabouts as well.  Postmodernism comes to mind.

The entire function of God seems to be as a multi-purpose philosophical semantic stop sign. It isn't just the horror of thinking about the beginning of the universe he protects us from. Consider for instance morality (an atheist's morality is empty if they just make it up, so where does God get his morality from?), and free will (can't see how a material being can have free will? It's controlled by an eternal soul with God-given free will. How does a soul - or for that matter a God - have free will? Still any aspect of its behaviour which is not related to... (read more)

Even so, you'd hope people would notice that on the particular puzzle of the First Cause, saying "God!" doesn't help.  It doesn't make the paradox seem any less paradoxical even if true.  How could anyone not notice this?

Thinking well is difficult, even for great philosophers. Hindsight bias might skew our judgment here.

"About two years later, I became convinced that there is no life after
death, but I still believed in God, because the "First Cause" argument
appeared to be irrefutable. At the age of eighteen, however, shortly
befo... (read more)

Another semantic stopsign often used, unfortunately: "that's biased".

Hear, hear! One of the most baffling things I've had a theist say to me is 'I don't really know where existence came from, but I need to believe something so I believe in God.' If you can't stand to say "I don't know", that's a serious bug.

From one point of view, all metaphysics is a semantic stopsign. I've always been sympathetic to the basic anti-metaphysics argument of Ayer, i.e. that if it's outside of the verifiable then discussion of the subject is literally meaningless, since we have no language or medium for such a discussion. I suppose Eliezer would say that belief in God is a proposition that does not control expectations, i.e. the God that explains everything is a God that explains nothing.

I hope that pre-Big Bang history doesn't remain a (literally) metaphysical subject. I'd really like to know how all this happened.

From one point of view, all metaphysics is a semantic stopsign.

Not that I necessarily disagree, but, what is the obvious next question which metaphysics prevents you from asking?

I think some theists would say that the "who made God" question is a semantic stop sign, but that this is OK.  That is, they would say that they are not capable in probing into the question any further, but that the leaders of their religion (with the help of the sacred texts) are capable of doing so, and they bring back from the other side the answer that the religion is true and everything is OK.

As for liberal democracy, it's clearly an error to assert without further argument that liberal democracy will solve all future problems.  But it is no... (read more)

Hmm... "Love" is also often used as a semantic stopsign, which may contribute to the cynicism with which some people regard it.

And "I love you, but..." is the start of an argument.

David J. Balan, you write: "But it is not a mistake to say that it is far and away the most successful thing that humans have ever come up with, and so that it is the best framework in which to try to address future problems."

That sounds like a contestible claim. There often seems to be a "no true scotsman" element to arguments buttressing that claim.

"What distinguishes a semantic stopsign is failure to consider the obvious next question."

I disagree.  The distinguishing event is a refusal (not just a failure) to consider it, for reasons other than something like "I don't have the time right now."  One cannot ask all questions in an average 70+ year lifetime, so one picks which avenues of questioning to pursue most fervently.  Sometimes, one simply has to say "I choose to avoid thinking too much about what came before the big bang, because I have to spend more time thinking abou... (read more)

Before the Big Bang is beyond the universe. Beyond the universe are other laws of physics. Which laws? All self-consistent laws. What are sets of laws of physics? They're mathematics. What is mathematics? Arbitrary symbol manipulation. And there you've reached a final stopping point. Because it isn't even intelligible to ask why there are symbols or why there is mathematical existence. They are meta-axiomatic, and there is nothing beyond or beneath them. More importantly, there is no meta-level above them because they are their own meta-level.

This is merely a semantic stop-sign; it appears wise because it uses modern vocabulary. The structure of the argument is identical to the structure of a neo-Platonist argument that most LW readers would instantly reject:

Before God's Creation is beyond the universe. Beyond the universe are other Creations. Which Creations? All Creations that God created. What are God's Creations? They are instantiations of God's will. What is God's will? Arbitrary manipulation of Form. And there you've reached a final stopping point. Because it isn't even intelligible to ask why there is Form or why God wills one thing and not another. Form and Will are eternal, and there is nothing beyond or beneath them. More importantly, there is no form from which they derive their pattern because they are their own perfect Form.

Can we even ask the question about what comes before the big bang and hope for a scientific answer? We can see light from the universe that took about 14 billion years to reach us, but that doesn't mean we see the beginning. If it took that light so long to reach us, then we cannot say definitively whether or not there is light that is 15 billion years old which has not yet reached us. We don't even know the shape of the universe or where we are in that shape. Are we in the middle? On the edge? Is there even an edge? I doubt we will ever be able to answer these questions. I'd say the only answer we could really give to the question of "What came before the big bang?" is "I don't know."

This is a disingenuous (though not uncommon among modern theists) interpretation of the first cause argument. The justification for stopping with God is that, supposedly, his existence is necessary. If a creative God had to exist, then this explains why there is so much stuff about when seemingly, there might not have been.

This is a defence that does not rest easily in the theists hands though, for it relies upon there being an argument that gods existence is necessary, and it is difficult enough to make out what that claim amoutns to let alone what reason, if any, there is for believing it true.

It's still a semantic stop sign, because it attempts to stop you from asking the next question, which you mentioned:

The point is to never stop asking.  You might be stuck at "I don't know", but that just means you need to find more information.  

A "stop sign" is any answer that automatically causes you to stop asking the next question.  It can be "God", but it can just as easily be "the big bang" or "evolution".  If your intent in making the statement is to prevent further questions, it's a stop sign statement in that case.

If you believe there must be a God, there isn't really anything wrong with that as long as you aren't using the idea of God to keep you from asking the next question.   I find the belief ridiculously hard to maintain though.

By the way, Eliezer, I think I have to officially recognize my atheism.  I've been clinging to the last vestiges of my monotheistic upbringing up until now, but this post hits the nail on the head, so to speak.  

Regarding the Big Bang, I don't know, you really don't know what you're talking about. The scientific estimate of the age of the universe is not based on how long light took to reach us. Nor is it based on whether there are parts of the universe which are not visible to us; it is assumed (reasonably) that there are.

C'mon, no theist arrives at God after 5 questions regarding existence.  Nor after 4 or 6.  It happens when we realize that there's an infinite number of existential questions before we can know God.  We believe in God because we see there IS NO semantic stop sign.

For a metaphor, review your integral calculus.  Belief is the Riemann sum of the existential questions as they approach infinity.

Religion is not a search for truth.  It's a way to short-circuit the search.

Eliezer: partway through your essay you make the claim that when someone hits their semantic stopsign (eg, starts to say "God" or "Liberal Democracy", full-stop), that their statement at that point is better classified as a statement of tribal membership (or, perhaps, a tribal ritual to ward off discomfort?) than as an actual semantic statement addressing the question at hand.

Or, rephrased, if I ask "from whence came those physical laws" and you say "from God!", then under this theory the fairest re-statement of the ... (read more)

I wonder if a religious bulletin board linked to this page or something?  Clearly a lot of commenters here who haven't read anything else on Overcoming Bias.

Passing Through, Sam Harris discusses this in The End of Faith - even when beliefs are tribal, they can still act as beliefs and control behavior.  E.g. suicide bombers.

Why would we need to postulate new laws of physics to avoid a beginning?

IMO we extend (scientific) enquiry by ignoring questioning taboos - e.g. the 'Copernican revolution.' For me a stop-sign is usually a direct display of power (sometimes it's indirect, when the speaker is deferring to 'its' authority.) i.e. the difference between 'As a close personal friend of Herr Furrer, I know he will not be pleased with your question' AND 'God, what would the Furrer think if he heard you say that?'

The obvious next question is, why should we care what people believe so long as they conform to act within the range of behavior standards agreed upon by our now-global tribe?  E.g. not suicide bombers.

The obvious next question, somewhat after that, is, is there an end to next questions?

N.B. not sarcastic here, seriously asking both questions.  Forgive me if I've not done enough coverage of this site to encounter such discussion.   Pointers welcome.

From the Bṛhadāraṇyaka Upanishad (~6-700 BC), Olivelle translation:

Then Gargi Vacaknavi began to question him. 'Yajnavalkya', she said, 'tell me - since this whole world is woven back and forth on water, on what, then, is water woven back and forth?
'On air, Gargi.'
'On what, then, is air woven back and forth?'
'On the worlds of the intermediate region, Gargi.'
'On what, then are the worlds of the intermediate region woven back and forth?'
'On the worlds of the Gandharvas, Gargi.'
'On what, then, are the worlds of the Gandharvas woven back and forth?'
'On the worlds of the sun, Gargi.'
'On what, then, are the worlds of the sun woven back and forth?'
'On the worlds of the moon, Gargi.'
'On what, then, are the worlds of the moon woven back and forth?'
'On the worlds of the stars, Gargi.'
'On what, then, are the worlds of the stars woven back and forth?'
'On the worlds of the gods, Gargi.'
'On what, then, are the worlds of the gods woven back and forth?'
'On the worlds of Indra, Gargi.'
'On what, then, are the worlds of Indra woven back and forth?'
'On the worlds of Prajapati, Gargi.'
'On what, then, are the worlds of Prajapati woven back and forth?'
'On the worlds of brahman, Gargi.'
'On what, then, a

Eliezer writes: "What distinguishes a semantic stopsign is failure to consider the obvious next question."

I think that you are being unfair here, because you are not reading the fine print.  The signs actually read "Stop, then proceed with caution."  The subtext is that if you proceed beyond this point, you are going to need a different kind of explanation than the one which has served so far.  Ask an atheist where life today came from and he will tell you that it came from past life (and definitely from more than 6000 years ago).  Pursue the chain of causality and eventually you will come to a stop sign.  "Abiogenesis" says the smart atheist.  "Prebiotic soup" catechises the stupid one.  These are stop signs, but they are necessary stop signs.  They don't so much fail to consider the obvious next question as warn that the obvious next question may be a misleading question.  What is going on in the vicinity of the stop sign may be completely different in kind from the kind of thing you are familiar with.  Or so claims the stop-sign poster.  It is not an explanation, to be sure.  But it is something of a hypothesis.  Like a notation in the une... (read more)

What’s the alternative? Say I can’t solve something, like I couldn’t solve 3n+1 (aka Collatz conjecture).

1) Accept that this is something I can’t solve, and give up? Should I live with the frustration of an open question, rather than take comfort in deferring to a semantic stopsign?

2) Try to figure it out on the off chance that I can do better than the 6.5 billion living people plus the scholars of the past? (Almost drove myself mad with 3n+1).
There’re other problems that I want to tackle, ones I CAN possibly solve, ones with greater applicability to real... (read more)

I must say I resent  the allegation that all readers of this blog must be atheist - is it not permitted for me to be interested in rationality just because I am one of these 'obviously deluded' religious types.

And should you not, as a rationalist, accept the explanation that God created the universe, which is an explanation that fits the facts, and makes predictions about the future (even if  you do not believe that the results can be observed), than accept that something happened (the Big Bang) which your worldview has no explanation for?

And why is God creating the universe paradoxical?  Outside of this universe, with the physical laws that require causality, why does He require a beginning?

I find most of this article extremely enlightening on the foundation of many problems with modern life.  I also, however, have issues with your examples concerning government and other semantic stop signs.  Liberal democracy is not necessarily a stop sign.  It is easily countered by asking what that has to do with anything, as no current country in the world has a true democracy.  They have republics due to the sheer size of countries rendering direct democracy pointless.  Also, governments are reliant on the intelligence of their leaders and on those who ... (read more)

So the logical conclusion is that there is no beginning to time. *nods*

People like God as an answer because they dislike uncertainty and thinking. It's useful precisely because it predicts nothing, but explains everything. "God did it" acts as a Finish Line more than a Stop Sign. It says the race is done, and grants license to stop running.

Am I the only one who thinks of those Family Circus cartoons with the ghostly "Not Me" and "I Dunno" anytime someone says that "God did it"? 

You know, that First Cause problem really is kinda a big one. Maybe we should be working on that?

Okay, there needs to be a semantic stop-sign after "But why doesn't s/he like me?" taught to all children in middle school.

Why wouldn't you automatically ask, "Where did God come from?"

I asked that a long time ago, in Sunday School. I don't think anyone has a good answer to that (at the time I came up with a recursive answer that relied on time travel; I have not yet found a better answer).

Speaking for a moment as a discourse analyst rather than a philosopher, I would like to point out that much talk is social action rather than reasoning or argument, and what is said is rarely all, or even most, of what is meant. Does anyone here know of any empirical discourse research into the actual linguistic uses of semantic "stopsigns" in conversational practice? 

Another thing that can act as a semantic stopsign is not just a word, but sometimes an image. What I mean is actually something quite similar to the emergence phenomenon. 

For example, I am just learning the basics of Economics. I just came across the rules of Supply and Demand. Instead of analysing and observing how these play out in the real world, I am just content to form an image in my head of prices moving up and down (based on moving graphs and numbers), and deciding that I know all there is to know and not bother finding out more for myself. 

Q:  Where did the great abyss, Ginnungagap, come from?

In reading these Sequences, I am noting that it is sometimes difficult to tell when you are building on an older body of work and when you are unaware of the older body of work and are independently deriving an equivalent concept.  Semantic stopsigns is a particularly good example of this.  Are you aware of the existence of another term for this: the thought-terminating cliché?  (Sometimes thought-stopping cliché.)  There is some fascinating literature on the subject of their use in cults, which may be directly applicable to understanding Dark Side techniq... (read more)

Someone on another website posted a link to this interesting blog of yours. Of course you've always had an interesting perspective on things, esp. AI. But I will confine my comments to this thread.

As far as I can tell this entire thread assumes 'facts not in evidence'.

People who assume an entity like God created everything try to solve the problem of First cause by claiming God had no beginning.

Of course people searching for First Cause ignore the fact the the universe itself may have had no beginning.

First cause is an assumption like God. We have no evidence of either.

In a couple of Paul Graham's essays about neural network computing he suggests that Semantic Stopsigns are a necessary part of the design for general-purpose, parallel-computing intelligences to keep them from getting stuck in infinite loops attempting to solve infeasibly large problems.

The key is learning to recognize it as an "overflow error" flag and not a "this problem is solved" flag.  Internally they feel almost the same.

"What distinguishes a semantic stopsign is failure to consider the obvious next question."
Why does one fail to consider the obvious next question ? I believe it is often due to fear.

Fear of the unknown is allayed by tricking the mind into believing a societal explanation, "God", which is less scary than "I don't know".

Fear of looking like an idiot is allayed by tricking the mind into believing what "everyone knows". It reminds me of a quote attributed to George Leonard:

“Man”, he said, “you are a learner. Tell me. How can I be a learner?” 
“It’s simple. To be a learner, you’ve got to be willing to be a fool.”

unconstrained by the semantic stop sign, where would one stop in unguided inquiry? It feels like its just system 1 kicking in to stop the spiralling usage of system 2, or perhaps just system 1 finding a reason to cut its own sloppy output. I suppose you could just say 'i don't know', but within a social context where some inquiry does occur spontaneously there are incentives that guide the usage of semantic stop signs, in many cases to the short term benefit of the participants. In casual discussion I try to constrain the discussion to rational principles but enforcing this can be a social net negative for me or anyone in a similar position. 



Mysterious Answers to Mysterious Questions

Imagine looking at your hand, and knowing nothing of cells, nothing of biochemistry, nothing of DNA. You’ve learned some anatomy from dissection, so you know your hand contains muscles; but you don’t know why muscles move instead of lying there like clay. Your hand is just . . . stuff . . . and for some reason it moves under your direction. Is this not magic?

It seemed to me then, and it still seems to me, most probable that the animal body does not act as a thermodynamic engine . . . The influence of animal or vegetable life on matter is infinitely beyond the range of any scientific inquiry hitherto entered on. Its power of directing the motions of moving particles, in the demonstrated daily miracle of our human free-will, and in the growth of generation after generation of plants from a single seed, are infinitely different from any possible result of the fortuitous concourse of atoms[.]1

[C]onsciousness teaches every individual that they are, to some extent, subject to the direction of his will. It appears, therefore, that animated creatures have the power of immediately applying, to certain moving particles of matter within their bodies, forces by which the motions of these particles are directed to produce desired mechanical effects.2

Modern biologists are coming once more to a firm acceptance of something beyond mere gravitational, chemical, and physical forces; and that unknown thing is a vital principle.3

This was the theory of vitalism ; that the mysterious difference between living matter and non-living matter was explained by an Élan vital or vis vitalis. Élan vital infused living matter and caused it to move as consciously directed. Élan vital participated in chemical transformations which no mere non-living particles could undergo—Wöhler’s later synthesis of urea, a component of urine, was a major blow to the vitalistic theory because it showed that mere chemistry could duplicate a product of biology.

Calling “Élan vital” an explanation, even a fake explanation like phlogiston, is probably giving it too much credit. It functioned primarily as a curiosity-stopper. You said “Why?” and the answer was “Élan vital!”

When you say “Élan vital!” it feels like you know why your hand moves. You have a little causal diagram in your head that says:

But actually you know nothing you didn’t know before. You don’t know, say, whether your hand will generate heat or absorb heat, unless you have observed the fact already; if not, you won’t be able to predict it in advance. Your curiosity feels sated, but it hasn’t been fed. Since you can say “Why? Élan vital!” to any possible observation, it is equally good at explaining all outcomes, a disguised hypothesis of maximum entropy, et cetera.

But the greater lesson lies in the vitalists’ reverence for the Élan vital, their eagerness to pronounce it a mystery beyond all science. Meeting the great dragon Unknown, the vitalists did not draw their swords to do battle, but bowed their necks in submission. They took pride in their ignorance, made biology into a sacred mystery, and thereby became loath to relinquish their ignorance when evidence came knocking.

The Secret of Life was infinitely beyond the reach of science! Not just a little beyond, mind you, but infinitely beyond! Lord Kelvin sure did get a tremendous emotional kick out of not knowing something.

But ignorance exists in the map, not in the territory. If I am ignorant about a phenomenon, that is a fact about my own state of mind, not a fact about the phenomenon itself. A phenomenon can seem mysterious to some particular person. There are no phenomena which are mysterious of themselves. To worship a phenomenon because it seems so wonderfully mysterious is to worship your own ignorance.

Vitalism shared with phlogiston the error of encapsulating the mystery as a substance. Fire was mysterious, and the phlogiston theory encapsulated the mystery in a mysterious substance called “phlogiston.” Life was a sacred mystery, and vitalism encapsulated the sacred mystery in a mysterious substance called “Élan vital.” Neither answer helped concentrate the model’s probability density—helped make some outcomes easier to explain than others. The “explanation” just wrapped up the question as a small, hard, opaque black ball.

In a comedy written by Molière, a physician explains the power of a soporific by saying that it contains a “dormitive potency.” Same principle. It is a failure of human psychology that, faced with a mysterious phenomenon, we more readily postulate mysterious inherent substances than complex underlying processes.

But the deeper failure is supposing that an answer can be mysterious. If a phenomenon feels mysterious, that is a fact about our state of knowledge, not a fact about the phenomenon itself. The vitalists saw a mysterious gap in their knowledge, and postulated a mysterious stuff that plugged the gap. In doing so, they mixed up the map with the territory. All confusion and bewilderment exist in the mind, not in encapsulated substances.

This is the ultimate and fully general explanation for why, again and again in humanity’s history, people are shocked to discover that an incredibly mysterious question has a non-mysterious answer. Mystery is a property of questions, not answers.

Therefore I call theories such as vitalism mysterious answers to mysterious questions.

These are the signs of mysterious answers to mysterious questions:

1 Lord Kelvin, “On the Dissipation of Energy: Geology and General Physics,” in Popular Lectures and Addresses, vol. ii (London: Macmillan, 1894).

2 Lord Kelvin, “On the Mechanical action of Heat or Light: On the Power of Animated Creatures over Matter: On the Sources available to Man for the production of Mechanical Effect,” Proceedings of the Royal Society of Edinburgh 3, no. 1 (1852): 108–113.

3 Silvanus Phillips Thompson, The Life of Lord Kelvin (American Mathematical Society, 2005).

But Kelvin (in your quote) qualified it with "... hitherto entered on". Whether or not "infinitely" is fitting, doesn't this imply that Kelvin did not think that future scientific inquiry could not succeed?

(b) "Its power of directing the motions of moving particles, in the demonstrated daily miracle of our human free-will, and in the growth of generation after generation of plants from a single seed, are infinitely different from any possible result of the fortuitous concurrence of atoms"

Could it not also have been partly due to earlier scientists underestimating the degree to which qualitative phenomena derive from quantitative phenomena? Their error, then, was in tending to assume this quality was immune to study, rather than in assuming the quality itself.

Since you can say "Why? Elan vital!" to any possible observation, it is equally good at explaining all outcomes, a disguised hypothesis of maximum entropy, etcetera.

But you say earlier 'Elan vital' was greatly weakened by a piece of evidence. In that light, it's hypothesis could be stated "the mechanisms of living processes are of a different kind than the mechanisms of non-living processes, so you will not be able to study them with chemistry". This is false, but I don't think it's entirely worthless as a hypothesis, since biochemistry is noticeably different from non-living chemistry.

I think 'elan vital' makes some sense, even in a modern light. Most of the reactions in our body would not occur without enzymes, and enzymes are a characteristic feature of life. So perhaps we can say that 'elan vital' is enzymes! There is at least one experiment I can think of that could have been interpreted to show this too: I believe it involved fermentation being carried out with yeast-water (no living yeast, but clearly having their enzymes).

I like your list of signs of a curiosity stopper. I don't necessarily think that "elan vital" meets those requirements (as Roy points out), but perhaps it did for many people or at some times.

I like the list because my brain feels a little more limber and a little more powerful, having pondered it. The list is a curiosity ENHANCER, and an anticipation SHARPENER.

But you say earlier 'Elan vital' was greatly weakened by a piece of evidence

Heh.  A fair point!  Every mysterianism, though it may fail to predict details and quantities, is ultimately vulnerable to the one experience in all the world that it does prohibit - the discovery of a non-mysterious explanation.

These are the signs of mysterious answers to mysterious questions:
Anothe good sign is that the mysterious answer is always in retreat. Suddenly, people explain some phenonmena, previously thought  to be explainable only by "elan vitale" or "god" or "the influence of platonic Ideals". And the mysterious answer retreats to a smaller realm. And that realm just keeps on shrinking...

And to continue the thread of Roy's comment as picked up by Eliezer, it might have been a fairly reasonable conjecture at the time (or at some earlier time).  We have to be wary about hindsight bias.  Imagine a time before biochemistry and before evolution theory.  The only physicalist "explanations" you've ever heard of or thought of for why animals exist and how they function are obvious non-starters...

You think to yourself, "the folks who are tempted by such explanations just don't realize how far away they are from really explaining this stuff; they are deluded." And invoking an elan vital, while clearly not providing a complete explanation, at least creates a placeholder.  Perhaps it might be possible to discover different versions of the elan vital; perhaps we could discover how this force interacts with other non-material substances such as ancestor spirits, consciousness, magic, demons, angels etc.  Perhaps there could be a whole science of the psychic and the occult, or maybe a new branch of theological inquiry that would illuminate these issues.  Maybe those faraway wisemen that we've heard about know something about these matters that we don't know.  ... (read more)

We don't need to imagine. We are in exactly this position with respect to consciousness.

People with the benefit of hindsight failing to realize how reasonable vitalism sounded at the time is precisely why they go ahead and propose similar explanations for consciousness, which seems far more mysterious to them than biology, hence legitimately in need of a mysterious explanation.  Vitalists were merely stupid, to make such a big deal out of such an ordinary-seeming phenomenon as biology - consciousness is different.

This is precisely one of the ways in which I went astray when I was still a diligent practitioner of mere Traditional Rationality, rather than Bayescraft.  The reason to consider how reasonable mistakes seemed without benefit of hindsight, is not to excuse them, because this is to fail to learn from them.  The reason to consider how reasonable it seemed is to realize that not everything that sounds reasonable is a good idea; you've got to be strict about things like yielding increases in predictive power.

Eliezer:  It doesn't seem to me that you really engaged with Nick's point here.  Also, I have pointed out to you before that there were lots of philosophers who believed that consciousness was unique and mysterious but life was not long before science rejected vitalism.

The influence of animal or vegetable life on matter is infinitely beyond the range of any scientific inquiry hitherto entered on. Its power of directing the motions of moving particles, in the demonstrated daily miracle of our human free-will, and in the growth of generation after generation of plants from a single seed, are infinitely different from any possible result of the fortuitous concurrence of atoms... Modern biologists were coming once more to the acceptance of something and that was a vital principle.

Given what we know now about the vastly compl... (read more)

I just read "The Profession of Faith of the Savoyard Vicar" in Emile by Jean Jacques Rousseau. He's responsible for intelligent design (that annoying "who made this watch?" story), and an early "who caused the big bang? GOD did!" argument. I think this falls into your "mysterious answer" category. Positing a supernatural being doesn't really answer anything, it just moves the mystery into a new, man-made construct.

I don't think "elan vital" needed to be a curiousity stopper. It could be a description.

Some things are alive. Some are not. Live things are different, they do things that dead things do not. It's a difference that's worth noticing. If "elan vital" is a synonym for "alive" and not an explanation, then it's useful. It doesn't have to stop you from asking what the difference is.

Urea is not alive. That was a red herring. But it suggested a new idea, one that will probably be realised someday soon. In theory there's nothing about ... (read more)

I think Kelvin gets a bit of a raw deal in the way people often quote him: "[life etc.] is infinitely beyond the range of any scientific inquiry".

By cutting off the quote there it sounds like he is claiming that science will never be able to understand life.  However, as you show above, he continues with, "... hitherto entered on."  Thus, the sentence is making a claim about the power of science up to the time of his writing to understand life.  This is a far more reasonable claim.

I am wondering what kind of force it is that causes ones shoes to come off during a forceful impact.

2) Like a few people have mentioned, using a life force as an explanation isn't necessarily a bad thing. It depends what you have in mind. You could believe in the life force but not be breaking any of the four curiosity stoppers. It would be interesting to know how many people used life force as a curiosity stopper when it was popular. I would guess that most people did use it as a curiosity stopper. Sounds like a good job for those experimental philosophers to show they do more than just polls about intuitions.

Phlogiston exists. We call it "absence of oxygen". Nobody acted like positive charge wasn't real when they found out it was the absence of electrons.

"But ignorance exists in the map, not in the territory."  

"To worship a phenomenon because it seems so wonderfully mysterious, is to worship your own ignorance."

"Every mysterianism, though it may fail to predict details and quantities, is ultimately vulnerable to the one experience in all the world that it does prohibit - the discovery of a non-mysterious explanation."

Wow!  Certainly no shortage of great insights and quotable aphorisms in this posting and commentary.  Yet I will still claim that mysterious answers can be rende... (read more)

Am I the only one who, while reading this post, thought “why doesn’t the same apply to anything else we ever discover”?

Elan vital (and phlogiston and luminiferous aether etc.) were particles/substances/phenomena postulated to try to explain observations made. How are quarks, electrons and photons any different? Just because we recognise these as the best available theory today, I am not sure I understand how one is a curiosity-stopper any more than the other.

The real curiosity-stopper is the suggestion that something is forever beyond our understanding and... (read more)

The difference between electrons and elan vital is that the former come with equations that let you predict things. If you said "electricity is electrons" that would be a curiosity-stopper, but if you said "electricity is electrons, and by the way they obey the Lorentz force equation [F = ...] and Maxwell's laws [del E = ...]" that would be an explanation.

I wouldn't call the luminiferous aether a curiosity-stopper, because it was an actual theory that did make predictions (it was essentially falsified in one experiment).

While I understand how there are some questions that cannot be completely answered, I feel as though you have chosen to ignore the fact that science at that time was inadequate to really understand the underlying science.  Even today there is no complete understanding of any field, just educated guesses based on experiments and observations.  Elan vital was just one theory of attempting to describe why life happens, and it was based on the fact that life had something more than un-living matter.  However, further experiments altered this theory.  Would you... (read more)

'Elan vital' seems to predict that there won't be things that are sort-of alive, like viruses; from what I've read about it it suggests that aliveness is all-or-nothing. It may also predict that things that are dead shouldn't be able to be made to move by electrical stimulation of the nerves.

In contrast, "elan vital" doesn't make any predictions. It doesn't drive curiosity because there's no way to test it and get results that we can then try to understand better.

Honestly, how much direct familiarity do you have with the actual historical vitalist theories, as opposed to third- or fourth-hand strawman accounts peppered with a few convenient soundbites, such as the one presented in the original post here? 

One of the worst tendencies often seen on LW is the propensity to thrash these ridiculous strawmen instead of grappling with the real complexity of the history of ideas. Yes, historical scientific theories like vitalism and phlogiston have been falsified, but bashing people who held them centuries ago as dimwits who sought to mysticize the questions instead of elucidating them is sheer arrogant ignorance. 

Even the original post itself lists an example where vitalism (i.e. its strong version) made concrete predictions that could be falsified, and which were indeed falsified by Woehler's experiments. Another issue where (weaker) vitalism made falsifiable predictions that lead to hugely important insight was the question of the spontaneous generation of micro... (read more)

The problem is that the "parable" is presented as an account of the actual historical vitalist theories. As such, it seriously misrepresents them and attributes to them intellectual errors of which they were not guilty in reality. It's similar with other LW articles that use phlogiston as a whipping horse. If you look at a real historical account of these theories, you'll see that they implied plenty of anticipated experiences, and were abandoned because they made incorrect predictions, not because they were empty of predictive power and empirical content. 

As for "deserved pride," if an exposition of your insight requires setting up strawmen to knock down, instead of applying it to real ideas actually held by smart and accomplished people, past or present, then something definitely seems fishy. Not to mention that pride is hardly a suitable emotion to feel just because you happen to live at a time in which you were able to absorb more knowledge than in earlier times -- especially if this means feeling superior to people whose work was the basis and foundation of this contemporary knowledge, and their theories that provided decisive guidance in this work. Yes, you do know more than they did, but while they made decisive original contributions, what have you done besides just passively absorbing the existing knowledge?  

But I am superior to them. I have a better understanding of the world. 

Also, it is questionable if our supposedly better individual understanding of the world would survive any practical tests outside of our narrow domains of expertise. After all, these days you only need to contribute some little details in a greatly complex system built and maintained by numerous others, of which you understand only a rough and vague outline, if even that. How much actual control over the world does your knowledge enable you to exert, outside of these highly contrived situations provided by the modern society? 

One could argue that a good 19th century engineer had a much better understanding of the world judging by this criterion of practical control over it. These people really knew how to bootstrap complex technologies out of practically nothing. Nowadays, except perhaps for a handful of survivalist enthusiasts, we'd be as helpless as newborn babes if the support systems around us broke down. Which makes me wonder if our understanding of the world doesn't involve even more "mysterious answers" for all practical purposes outside of our narrow domains of expertise. Yes, you can produce more technically correct statements about reality than anyone in the 19th century could, but what can you accomplish with that knowledge? 

I'm new to reading this blog and am slowly going through the sequences. Eliezer, I'm enjoying your writings a lot and they are really helping to change my way of thinking. 

A thought I had while reading this and figured I'd ask for other thoughts:

" To worship a phenomenon because it seems so wonderfully mysterious, is to worship your own ignorance."

I know people who are perfectly content to "worship their own ignorance." Why do you think they don't value knowing enough to go further? Is it just because they have hit a semantic roadblock and don't realize it? 

(Also, I have no idea how to correctly quote a post or a comment. Help?) :)

I'm new to reading this blog and am slowly going through the sequences. Eliezer, I'm enjoying your writings a lot and they are really helping to change my way of thinking.

A thought I had while reading this and figured I'd ask for other thoughts:

To worship a phenomenon because it seems so wonderfully mysterious, is to worship your own ignorance.

I know people who are perfectly content to "worship their own ignorance." Why do you think they don't value knowing enough to go further? Is it just because they have hit a semantic roadblock and don't realize it?

Your hand is just... stuff... and for some reason it moves under your direction. Is this not magic?

Yeah, I think it is. The one model we start with is the model of ourselves. Our hand moves because we will it to do so. If that were the only model I had, that's how I'd interpret the universe - every event was the result of the will of some being. 

And stopping at "The Wizard Did It" makes perfect sense. We experience our own decisions as sufficient causes for our own actions. 

I wonder how long it took for the concept of mechanism to take hold. 

I would like to suggest that the concept of "beauty" in art, relationships and even evolutionary biology seems to satisfy EY's criteria of being a mysterious answer.  

If I ask, "how does the male peacock attract female peacocks" and one answers "because his tail is big and beautiful", haven't they failed to answer my question?  Beauty in this response is a 1- curiosity stopper, 2- has no moving parts, 3- Is often uttered by people with a great deal of pride (the painting is so beautiful!), and 4- leaves the phenomenon a mystery (In the case of the peacock, I still don't really know why female peacocks like big colorful tails).  

I understand why elan vital is a mysterious answer, but what makes the question mysterious?  Isn't the question "why does living matter move?" a perfectly intelligible one, and the point is simply that we can do a lot better in answering it than "elan vital"?

What would you have had these biologists use instead? Would you prefer they had no model? It seems clear to me, though I may be wrong, that these scientists had a model (elan vital), and when later evidence came along (modern biology?), they discarded it in favor of a different model. Would you have them instead have picked a different model in the first place? Or have no model at all?

For all the posts implying that people who came up with the concepts of phlogiston and elan vital were just using science without the benefit of today's education is missing the point. 

Today's scientists come up with ideas like string theory or dark energy, but they don't stop there: they are frantically trying to find evidence for them and so far failing. So they are just neat ideas that might explain a lot if shown to be true,, but not much more than that.  General relativity goes on providing evidence supporting it, including the new evidence for "... (read more)

My mother's husband professes to believe that our actions have no control over the way in which we die, but that "if you're meant to die in a plane crash and avoid flying, then a plane will end up crashing into you!" for example.

After explaining how I would expect that belief to constrain experience (like how it would affect plane crash statistics), as well as showing that he himself was demonstrating his unbelief every time he went to see a doctor, he told me that you "just can't apply numbers to this," and "Well, you shouldn't tempt fate." 

My question to the LW community is this:
How do you avoid kicking people in the nuts all of the time?

Think of them as 3-year-olds who won't grow up until after the Singularity.  Would you kick a 3-year-old who made a mistake?

Another example: during the conversation between Deepak Chopra and Richard Dawkins, Deepak Chopra thinks that our lack of a very good understanding for the origin of language or jumps in the fissile record for example means that an actual discontinuity happened.

If a phenomenon feels mysterious, that is a fact about our state of knowledge, not a fact about the phenomenon itself.

I completely accept and (I think) understand this, however there are some phenomena that cannot, by their nature, be known.

A typical example is Cantor's proof that it is impossible to prove that there are "mid-sized infinities. More generally, Godel's incompleteness theorems prove that some things are ever unknowable. (If I'm misunderstanding or misrepresenting, enlighten me. I'm no mathematician.) 

Desiring a mysterious explantion is like wanting to be in a room with no people inside. Once you explain it it's not mysterious any more. The property depends on your actions: emptyness is destroyed by you entering, mysticism is destroyed by you explaining it. Just an alternative to the map-territory way of putting it

How is "elan vital" different from, lets say "higgs bozon" in physics ? Both are hypothetical parts of reality, which needs further confirmation, and more detailed description.

My summary:  A mysterious answer is a fake explanation that acts as a semantic stop sign. Signs for mysterious answers:

Explanation acts as curiousity-stopper rather than anticipation-controller

Hypothesis is a black box (no underlying principles to derive from)

Social indication that people cherish their ignorance

According to the internet, "elan vital" was coined by Henri Bergson, but his "Creative Evolution" book is aware of this critique of vitalism, and asserts that the term "vital principle" is to be understood as a question to be answered (what distinguishes life from non-life?). He gives the "elan vital"/"vital impetus" as an answer to the question of what the vital principle is.

Roughly speaking[1], he proposes viewing evolution as an entropic force, and so argues that natural selection does not explain the origin of species, but that rather the origin of spe... (read more)

[C]onsciousness teaches every individual that they are, to some extent, subject to the direction of his will. It appears, therefore, that animated creatures have the power of immediately applying, to certain moving particles of matter within their bodies, forces by which the motions of these particles are directed to produce desired mechanical effects.2

The question, "Can animated creatures set matter in motion in virtue of an inherent power of producing mechanical effect ?" must be answered in the ne

I hated this post because it called me out on a fundamental level. I suppose i worship a degree of mystery, despite being determinist, I think that the world is far to large in its totality for any given human or singular communicating group of humans to fully comprehend ( and always will be due to the constraints of our biology and collective behaviour). As such, the humbling blows that consistently come out of ones blind spot, to me are beautiful and worthy of awe. Despite my best efforts and my objective progress in those efforts, I will always be humbl... (read more)



The Futility of Emergence

The failures of phlogiston and vitalism are historical hindsight. Dare I step out on a limb, and name some current theory which I deem analogously flawed?

I name emergence or emergent phenomena—usually defined as the study of systems whose high-level behaviors arise or “emerge” from the interaction of many low-level elements. (Wikipedia: “The way complex systems and patterns arise out of a multiplicity of relatively simple interactions.”)

Taken literally, that description fits every phenomenon in our universe above the level of individual quarks, which is part of the problem. Imagine pointing to a market crash and saying “It’s not a quark!” Does that feel like an explanation? No? Then neither should saying “It’s an emergent phenomenon!”

It’s the noun “emergence” that I protest, rather than the verb “emerges from.” There’s nothing wrong with saying “X emerges from Y,” where Y is some specific, detailed model with internal moving parts. “Arises from” is another legitimate phrase that means exactly the same thing. Gravity arises from the curvature of spacetime, according to the specific mathematical model of General Relativity. Chemistry arises from interactions between atoms, according to the specific model of quantum electrodynamics.

Now suppose I should say that gravity depends on “arisence” or that chemistry is an “arising phenomenon,” and claim that as my explanation.

The phrase “emerges from” is acceptable, just like “arises from” or “is caused by” are acceptable, if the phrase precedes some specific model to be judged on its own merits.

However, this is not the way “emergence” is commonly used. “Emergence” is commonly used as an explanation in its own right.

I have lost track of how many times I have heard people say, “Intelligence is an emergent phenomenon!” as if that explained intelligence. This usage fits all the checklist items for a mysterious answer to a mysterious question. What do you know, after you have said that intelligence is “emergent”? You can make no new predictions. You do not know anything about the behavior of real-world minds that you did not know before. It feels like you believe a new fact, but you don’t anticipate any different outcomes. Your curiosity feels sated, but it has not been fed. The hypothesis has no moving parts—there’s no detailed internal model to manipulate. Those who proffer the hypothesis of “emergence” confess their ignorance of the internals, and take pride in it; they contrast the science of “emergence” to other sciences merely mundane.

And even after the answer of “Why? Emergence!” is given, the phenomenon is still a mystery and possesses the same sacred impenetrability it had at the start.

A fun exercise is to eliminate the adjective “emergent” from any sentence in which it appears, and see if the sentence says anything different:

Another fun exercise is to replace the word “emergent” with the old word, the explanation that people had to use before emergence was invented:

Does not each statement convey exactly the same amount of knowledge about the phenomenon’s behavior? Does not each hypothesis fit exactly the same set of outcomes?

“Emergence” has become very popular, just as saying “magic” used to be very popular. “Emergence” has the same deep appeal to human psychology, for the same reason. “Emergence” is such a wonderfully easy explanation, and it feels good to say it; it gives you a sacred mystery to worship. Emergence is popular because it is the junk food of curiosity. You can explain anything using emergence, and so people do just that; for it feels so wonderful to explain things.

Humans are still humans, even if they’ve taken a few science classes in college. Once they find a way to escape the shackles of settled science, they get up to the same shenanigans as their ancestors—dressed up in the literary genre of “science,” but humans are still humans, and human psychology is still human psychology.

Hmm, interesting. I've never actually realized that people used "emergent behavior" as a model or an explanation for anything. In that context, I'd always treated it as just a description, with the meaning that an "emergent phenomenon" is a "complex or seemingly complex phenomenon arising from interactions of a large number of very simple subparts," or something of the sort. Never thought of it as a model or an explanation, but just as a reasonable descriptive word. But if it is used as an attempted explanation to end discussion, then it's just functioning as a curiosity-stopper and should be questioned further.

What are phenomena that aren't "emergent"? I guess Eliezer is right when he says "a single quark". I think Eliezer makes a good case that the word is overused, and doesn't enlighten the discourse.

It might be more useful to describe things in reverse " X are the components of phenomenon Y". Such as "Neurons firing are the known components of intelligence". Because when we observe something, it can be useful to ask "what are its components"?

It contrast, everything observed IS the component of some bigger system, but it can be also useful to ask, what is the next biggest ordered system it is a part of, etc. That's where "emergent phenomena" might legitmately come in. Because an ant colony might be the next biggest ordered system that an individual ant is a part of, and that does seem like useful information.

Okay, but that's really not how I have understood emergence. It delineates a subject matter, and does so in an abstract way that includes many specific examples which are purportedly alike in some important way. But I don't think this use necessarily implies that the explanation has thereby been given. It is, rather, usually an attempt to delineate a subject matter which can be further investigated. I believe that the hope is that a general theory of emergence is possible, though my impression is that there isn't even a generally agreed-upon definition of it, let alone a commonly accepted theory.

One common element that I have sometimes noticed is that an emergent phenomenon can be idealized and a simplified mathematical model constructed of it, which is not precisely correct but which is a very good approximation. The existence of such simple and very good models is remarkable and extremely lucky for us.

For example, an actual fluid such as water is really made up of molecules that interact, but there is a simple mathematical model for fluids which treats fluids as absolutely continuous and smooth all the way down, not composed of atoms but fluid at every scale. As I vaguely recall,... (read more)

In line with previous comments, I'd always understood the idea of emergence to have real content: "systems whose high-level behaviors arise or 'emerge' from the interaction of many low-level elements" as opposed to being centrally determined or consciously designed (basically "bottom-up" rather than "top-down"). It's not a specific explanation in and of itself, but it does characterise a class of explanations, and, more importantly, excludes certain other types of explanation.

I would think that something like "life/intelligence is an emergent phenomenon" means "you don't need intelligent design to explain life/intelligence".

I remember when Warren Spector & Harvey Smith were going on about emergence in videogames. I think their definition was something like "a non-obvious [it may even surprise the designers] outcome of a system of rules rather than something scripted". That's a rather subjective definition but it seems to fit as well for the things that are described as "emergent" in real life. Since life is not actually a videogame but has universally valid rules, it would not be a very useful concept for that domain. I think Wolfram has written a lot ... (read more)

I'm getting the feeling that Eliezer is starting to get overly eager to attack semantic stopsigns. I recommend magic oil in the evening and emergent phenomena in the morning.

My impression of "emergence" was that it's closely related to pattern recognition. You have atoms A, B..ZZZZZZZZZZ, and you recognize that these atoms form a certain pattern. So you say that a supercluster of galaxies/bar stool/intelligence "emerges" from a bunch of atoms.

I once had a prolonged debate with an anticognitivist. He, as usual, argued that no matter what... (read more)

Aren't superconductivity and ferromagnetism perfect examples of emergent phenomena?  I'm not saying that calling something an emergent phenomenon adds any deeper understanding of it.  But I think there certainly are phenomena that can be fairly called as emergent.

Aren't superconductivity and ferromagnetism perfect examples of emergent phenomena?

Yes.  So are non-superconductivity and non-ferromagnetism.  That's the problem.

Uh.  No.  Non-superconductivity is not usually considered as an example of
emergence.  Because the non-superconductive system is composed of smaller
subsystems which are themselves non-superconductive.  Same goes for non-ferromagnetism.  Not "emergent" because nothing new is emerging from the collective that was not already present in the components.

And even if what you wrote were true it would be a problem only if emergence were being used as an explanation.  But, outside of the philosophy literature, it almost never is used that way.  You are tilting at windmills here.

I don't buy the analogy between emergence and phlogiston or vitalism.  Offering up "emergence!" as an explanation of a phenomenon is a category mistake, to be sure, and is a semantic stopsign when misunderstood this way.

As other commenters have noted, however, there is a proper understanding of emergence that is useful.  (In philosophy, for instance, it's an admittedly sloppy but still useful term to classify different kinds of explanations of consciousness).  This doesn't seem true of explanations that appeal to phlogiston or vitalism.  Vitalist explanations aren't category mistakes.  They're simply vacuous explanations, full stop.

Creeping into his soul, he felt the first faint tinges of despair.

After all these posts on how the strength of an idea is what it excludes, forbids, prohibits, people are still citing positive examples as proof of the power of emergence?  Tell me what it isn't!

Here is David Chalmer's short philosophical stab at what emergence is and ain't.

What isn't emergence? Well, on a trivial level, everything observable is a consequence of physics. So, is there anything observable that does not fall into the category of "physics", and does that make the category meaningless?

I think I can come up with some things that "emergence" is not.

If X is not "emergent", then:
a) X does not have a cellular automata-like model; there are no readily identifiable components of X that follow relatively simple, computable rules which generate the observed behavior of the system. (The... (read more)

"Black holes, dark matter and dark energy seem to pretty much fit this description. They are, after all, inventions tacked on to calculations, in order to make theory and calculation fit observations."

See http://en.wikipedia.org/wiki/Bullet_cluster for dark matter.

There are a few examples of non-emergence.  For example, if we tessellate many small equilateral triangles to create a larger equilateral triangle, the resulting figure will not show any emergent properties.

Outside of mathematics, though, the concept is vague and I can't see much use for it as applied to specific phenomena.

For example, if we tessellate many small equilateral triangles to create a larger equilateral triangle, the resulting figure will not show any emergent properties.

On the contrary - the large shape emerges from all the small shapes!  Isn't it wonderful?  You can even get the same behavior on the higher level as on the lower level, only this time, it's emergent!

...is what an emergence advocate would say, if they wanted to claim yet more territory for their ever-growing kingdom.

If we take EY's example of a market crash, the non-emergent hypothesis is that of a random process. In other words, price action is like the action of gas molecules, or Brownian motion. To say that a market crash is an emergent phenomenon is to say that it displays more order than gas molecules bouncing off one another, which do not display emergent properties. That is not an empty distinction, as far as I can see.

Eliezer: I generally like your posts, but I disagree with you here.  I think that there's at least one really useful definition of the word emergence (and possibly several useless ones).

It's true, of course (at least to a materialist like me), that every phenomenon emerges from subatomic physics, and so can be called 'emergent' in that sense.  But if I ask you why you made this post, your answer isn't going to be, "That's how the quarks interacted!"  Our causal models of the world have many layers between subatomic particles and perceived phenomena. Emergence refers to the relationship between a phenomenon and its immediate cause.

So, for instance, suppose I'm on the interstate and I get caught in a traffic jam.  I might wonder why there's a huge jam on the road.  It's possible that there's a simple, straightforward explanation: "There's a ten-car pileup a mile further on, and five of the six lanes are shut down.  That's why there's a traffic jam."  Obviously we could get far more reductionist— both in terms of "why is there a pileup" and "why does a pileup cause a traffic jam"—but for the conceptual level we're operating on, the pileup is a f... (read more)

"Even better: A colony is made of ants. We can successfully predict some aspects of colony behavior using models that include only individual ants, without any global colony variables, showing that we understand how those colony behaviors [emerge] from ant behaviors."

Emerge and arise are synonyms. I'll agree with your desire to quell the potential overuse of "emergent," however as is well outlined above there is a specific testable model being proposed when emergent is used closer to correctly. That is that there is no system-wide varia... (read more)

In most of the contexts in which I have seen the word "emergent used", it has signified a lack of understanding of the underlying causes of the phenomenon being described but rather than acting as a semantic stop-sign seemed to be used as its exact oppposite - as a marker for an area sufficiently interesting to be deserving of further research with a view to eventual full explanation. But perhaps I've been misunderstanding the intent of the authors.

"After all these posts on how the strength of an idea is what it excludes, forbids, prohibits, people are still citing positive examples as proof of the power of emergence? Tell me what it isn't!"

I thought I did. (Even if Jadagul expressed what I was grasping towards much better than I did.)

I'm pretty ignorant on this, but I always thought that the phrase related to complex outcomes that result from surprisingly simple systems, so that the complexity is "emergent".

One example is chaos. One can have chaotic non-linear dynamic systems and non-chaotic non-linear dynamic systems.

Jadagul's example seems to me to be a clear place where the term emergence is useful.  Phil Goetz has given others in the past.  OTOH, it still seems that in most of the cases where emergence is used as a synonym for "magic" much too often.  'Emerges from' seems to be less strong evidence for a legitimately useful term than than 'emergent', as 'chaotic' seems to be a perfect synonym for the latter.

Even in the case of 'chaotic', the tendency to use the term as a stop-sign is serious.  A great deal of understanding of chaotic systems is possible (t... (read more)

We can successfully predict some aspects of colony behavior using models that include only individual ants, without any global colony variables, showing that we understand how those colony behaviors arise from ant behaviors.

But that is just what is meant to be conveyed by the claim that intelligence emerges from the interaction of neurons.  Of course that is trivially true.  But, the original AI theory was that neurons were the building blocks of a universal computer (and how the universal computer was built of neurons wasn't particularly interesting).  Th... (read more)

I'll go with TGGP's domain (video games), since that is what we blog about at Kill Ten Rats.  The gaming blogosphere uses the term "emergent gameplay" more or less as TGGP defines it.  Going back to my first online game, Asheron's Call, an example of what is not "emergent" gameplay is characters slaying monsters and leveling up.  Monsters have the same code, but rarely win, so they rarely level; an example of emergent play was having characters sacrifice themselves to bunnies, who would gradually level ... (read more)

The examples I gave, superconductivity and ferromagnetism, are example of phase transitions, which only happen when there are large number of components interacting.  I wouldn't call phenomena that can be explained by one or few components as emergent.  So, I wouldn't call a black hole as emergent.  I wouldn't call an electron and a proton making up a hydrogen atom as emergent.  I wouldn't call two hydrogen atoms and an oxygen atom forming a water molecule as emergent.  But liquid that is formed by a large number of water molecules is an emergent phenomenon to me.  Jagadul's example of traffic jam is also a good one.

I'm pretty out of my depth here, but I'll echo what some people have said above.  Before people started scientifically doing either one, would it have been obvious that a simple model would be very successful at predicting the behavior of, say, subatomic particles but would be very unsuccessful at predicting the weather?  That is, it seems like there really are some phenomena where it is more true and others where it is less true that predictions can be generally and successfully made using straightforward intuitive models.  It seems like the label "emergent" is just a (useful) label for the stuff where this can't be done.

http://www.holoscience.com/news.php?article=stb9s0ye

BJK is on to something: the non-emergent description of a market crash is something like "IF the Fed is raising rates and the economy is slowing down and investors are too leveraged and ... ... ... then the market will crash," while the emergence theory might define investor behavior and note that it will result in periodic booms and crashes, without special rules to govern either. That's the essence of emergence: simple universal rules rather than complex specific rules.

It might feel like junk science because it crosses disciplinary borders, but that doesn't make it invalid.

Don't y'all find it a little suspicious that so many people think "emergence" is a useful concept, yet have different definitions of what it is?  (Though more important is what it isn't.)

Next stage in the gauntlet:  Why is this a useful concept?  Why does it increase your understanding of the universe, and your predictive power?  Can you force me to talk about emergence or a concept isomorphic to it?

I disagreed Rip's opinion that black holes etc. are examples of emergent phenomena, but other than that I don't really see much disagreement about what emergence is in the comments here.

I like Zubon's description "the whole is not predictable from the parts" and "No cell in your brain understands Chinese,..., but the system as a whole does."

Why can it be useful?  I can think of two possible reasons.  There is a certain reductionist tendency (although I don't think being reductionist per se is bad) to assume that we get better and better... (read more)

The concept of emergence is useful as a guard against certain errors, such as, for example, conspiratorial theories which explain phenomena as the product of intentions (malign or benevolent). Order does not always arise from intention. If society is lawful, that is not necessarily because there is some commander dictating that it be lawful. The lawfulness of society may be a phenomenon with a mostly dispersed, decentralized cause (e.g., lawfulness may be in large part enforced by ostracism of transgressors and thus enforced by all members of society rathe... (read more)

There is no such thing as proof. See http://www.acceleratingfuture.com/tom/?p=11.

Mainstream astronomers' predictive abilities are shoddy at best. It seems as if every new observation is "surprising," or "shocking," or "baffling."

Yet there are still no direct observations of dark matter.

How deep can biases run? Could it have poisoned the very foundation of modern science? I think it's something to investigate, especially considering the vast sums of money that are at stake if some mainstream theories turn out to be wrong or pointless.

"It seems as if every new observation is "surprising," or "shocking," or "baffling." "

Surely the underlying reality of this "seeming" is that a large fraction of new newsworthy observations is "baffling" etc.

I ll try a silly info-theoretic description of emergence:

Let K(.) be Kolmogorov complexity.  Assume you have a system M consisting of and fully determined by n small identical parts C.  Then M is 'emergent' if M can be well approximated by an object M' such that K(M') << n*K(C).

The particulars of the definition aren't even important.  What's important is this is (or can be) a mathematical, rather than a scientific definition, something like the definition of derivative.  Mathematical concepts seem more about description, representation, and modeling ... (read more)

I don't have any direct quotes or statistics available at hand, but I think however that it is not disputed that our understanding of the universe is nowhere near complete. And with so many newsworthy observations that don't fit mainstream theory, then surely that must suggest a problem with the theory.

The shape of galaxies could not be explained with visible matter. As a result, the theory wasn't scrapped; they instead simply added enough matter to the equation to make it work -- hence dark matter (which has to have much more mass than visible matter... (read more)

Eliezer: "Don't y'all find it a little suspicious that so many people think "emergence" is a useful concept, yet have different definitions of what it is?"

That's a non sequitur. Different people define intelligence differently, so what? The fact that they don't understand intelligence doesn't mean that it isn't a useful concept.

When people actually can't agree on the meaning of a word, the signnal to noise ratio drops from using it. But in that case, instead of discarding the word, people just need to standardize it.

Emergence is an annoyingly vague concept, but that doesn't mean it's an empty one.

One meaning of emergence is "decentralized control".  In a free market economy, prices and other properties are emergent from a large set of transactions among distributed agents, in contrast to a centrally planned and controlled economy. So there's something that is not emergent, or less emergent. Similarly, it used to be thought that a bee colony was controlled by the queen, but now we know that its activity is also the result of the work of distributed agents.  I... (read more)

"Let K(.) be Kolmogorov complexity. Assume you have a system M consisting of and fully determined by n small identical parts C. Then M is 'emergent' if M can be well approximated by an object M' such that K(M') << n*K(C)."

"One common element that I have sometimes noticed is that an emergent phenomenon can be idealized and a simplified mathematical model constructed of it, which is not precisely correct but which is a very good approximation."

I didn't, by the way, intend this as a definition of emergence, though it or something thereabouts might qualify.

Eliezer: Here's another example similar to ones other people have raised, a story I heard once, that might explain why I think it's an important and useful concept.

Supposedly, in the early nineties when the Russians were trying to transition to a capitalist economy, a delegation from the economic ministry went to visit England, to see how a properly market-based economy would work.  The British took them on a tour, among other things, of an open-air fresh foods market.  The Russians were shown around the market, and were appropriately impressed.  Afterward... (read more)

In line with previous comments, I'd always understood the idea of emergence to have real content: "systems whose high-level behaviors arise or 'emerge' from the interaction of many low-level elements" as opposed to being centrally determined or consciously designed (basically "bottom-up" rather than "top-down"). It's not a specific explanation in and of itself, but it does characterise a class of explanations, and, more importantly, excludes certain other types of explanation.

This comment hits the bullseye. The general idea of... (read more)

In line with previous comments, I'd always understood the idea of emergence to have real content: "systems whose high-level behaviors arise or 'emerge' from the interaction of many low-level elements" as opposed to being centrally determined or consciously designed (basically "bottom-up" rather than "top-down"). It's not a specific explanation in and of itself, but it does characterise a class of explanations, and, more importantly, excludes certain other types of explanation.

This comment hits the bullseye. The general idea of... (read more)

By "the theory" you mean general relativity, which is one of the most well-confirmed theories in all of physics. You can't just come up with a slightly modified version of GR to accommodate weird observations; the Einstein field equation is a unique solution because of all the demands placed on any reasonable theory of gravity. If you assume:

Eliezer, I wonder whether the reason you think "emergence" isn't a useful concept is just that it seems so obvious to you that every phenomenon must fit the proposed definition that it doesn't exclude anything that's meaningful for you. (This seemed to be implied in your original post.) Even so, it can still be a useful concept as long as some people think that there could be non-emergent phenomena.

And yes, the proposed definitions of emergence are vague, but, as has already been pointed out, that doesn't imply the concept is worthless.

"Don't y'all find it a little suspicious that so many people think "emergence" is a useful concept, yet have different definitions of what it is?"

I think "bias" is a useful concept, despite the tendency for people to disagree over what regions of failurespace count as "bias."  (Uh, ahem).

Some other vague concepts people disagree on:  'cause,' 'intelligence,' 'mental state,' and so on.

I am a little suspicious of projects to 'exorcise' vague concepts from scientific discourse.  I think scientists are engaged in a healthy enough enterprise that eventually they will be able to sort out the uselessly vague concepts from the 'vague because they haven't been adequately understood and defined yet'.

I do think there is a good deal of commonality among the reasonable comments about what emergence is and also feel the force of Eliezer's request for negative examples.  

I'll try to summarize (and of course over-simplify).

When we have a large collection of interacting elements, and we can measure a property of the collection as a whole, in some cases we'd like to call that property emergent, and in some cases we wouldn't.  

You do seem to be rising to the challenge.  So here's the next questions:

1)  Is the property you've described objective or subjective?  Are you talking about the thing itself, or a perspective you have on it?

2)  If subjective, does the perspective describe ignorance, or knowledge?

3)  You can define the set of left-handed red-haired Canadian women, but this set probably does not have any interesting properties that can be inferred from it beyond the definition itself.  What can you infer once you say that something is emergent?


	Is the property objective or subjective?  The coarse grained property is objective -- e.g. the largest connected component in percolation.  The meta-property that a coarse-grained property is emergent is as objective as the entropy of a configuration.  It is model dependent, but in most cases we can't come up with a model that makes it go away.


	To the extent "emergentness" is subjective, it is because it is relative to a model.  So in some cases it could possibly be the result of ignorance of a better mo
... (read more)
Eliezer, although the comments did eventually get better, don't despair for the early comments on this post.  Remember yourself, all you are finding in the comments is evidence confirming the belief that no one reading this blog is learning anything.  I conjecture that those who have learned something just don't get excited enough to post because they don't disagree with you strongly enough or aren't sufficiently surprised  to thank you publicly.

Of course, I still suspect, as you probably do, from years of experience that most readers of this blog believe ... (read more)

This thread appears to be missing references to support the notions that "emergence is commonly used as an explanation in its own right" and "many people think emergence is a useful concept, yet have different definitions of what it is".

"Intelligence is an emergent phenomenon" is a valid response to Searle-followers - who ask questions about how brains can be intelligent when no neuron is intelligent.  AFAIK, the response doesn't pretend to be a complete theory about how brains work.


The word 'emergence' is an accent, not an explanation. It shifts focus to the idea that the system itself contains enough power or complexity to produce the effects wanted, when the mistake is to assume that the system doesn't have it. Let's show a simplistic example with ant colonies:

Ant colonies exhibit intelligence.

Ant colonies exhibit intelligent emergent behavior.

In the first statement, there is an easily ambiguated idea that intelligence is part of the ant colonies. This could mean one of many possible things in common speech:

- The ants themselves ... (read more)

The example of emergence that comes to my mind most readily is a simple observation that Douglas Hofstadter made in Godel, Escher, Bach -- a book which definitely does not use "emergent" as a synonym for "magical":

In a game of Go, once there are two separate open spaces -- "eyes" -- in the middle of a connected group of stones, that group becomes invincible (because the opponent can't fill both holes with one move).  There's no official rule in Go that says "Patterns with two eyes can't be captured", the rule just sa... (read more)

I just came from a debate with a friend of mine about emergence, so here's a simple example of what emergence is and isn't that I just told to him. (That he rejected anyway.)

Let's take, as an example, a car. Motion is an emergent property in cars. (I'm talking about motion on the level we live on that allows whole objects to move great distances.)

The pieces of the car, gathered into a pile, could not move. So motion was not a property in the parts making up the car. Motion emerges when the parts are built into the complex relationship that makes up the car... (read more)

Most of this is specific to videogames and probably will not be applicable anywhere else:

An emergent property in the context of videogames is one the designers of the game did not intend, [more strictly: yet is not a programming error].

Excluding the possibly, since this example is ambiguous using it:

In the game Super Smash Bros, jumping is not emergent, since the designers programmed it into the game specifically.

Wavedashing [dodging into the ground so that you will be able to move while attacking] (and in fact, every single bit of strategy for every chara... (read more)

Me: Well, I think I'll build an AI that understands Chinese this weekend.

Philosopher: That's impossible.  Searle proved it.  NAND gates don't understand Chinese, even a little.  So a collection of lots of NAND gates can't understand Chinese either.

Me: Huh? Searle and you don't get it.  The understanding of Chinese is going to be an emergent property of the whole complex system.

In other words, I don't consider "emergence" as an inoculation against curiosity.  I consider it an inoculation against stupidity.  It is a claim by a reductionist that a
high level phenomenon can be constructed from low-level machinery which is different in kind.  

You will have to forgive me, as i am over three years late to get here since inception, and about six months late since the last comment, but surely rationality waits for all.  I seek the help of rationalists more advanced then me because something still seems very flawed with the argument when I account for my previous understanding of emergence.  As I understood it, emergence most recently came about when psychology hit a serious recursive (is that the right word?) question, that is namely "where is consciousness located in the mind?".  To fram... (read more)

You will have to forgive me, as i am over three years late to get here since inception, and about six months late since the last comment, but surely rationality waits for all.  I seek the help of rationalists more advanced then me because something still seems very flawed with the argument when I account for my previous understanding of emergence.  As I understood it, emergence most recently came about when psychology hit a serious recursive (is that the right word?) question, that is namely "where is consciousness located in the mind?".  To fram... (read more)

You use quarks as your one example of something that is not emergent.  However, how can you prove that quarks are not a system of smaller interacting particles?  String theory seems to propose that quarks can be broken into smaller pieces which are strings.  Maybe its the interaction of the strings that cause the overall action of the quark?
As for emergence, the way I understand Emergence based on this post and the comments is that emergence is a result of the parts of a system interacting with one another, possibly limited to those event that were not pre... (read more)

Well, I agree that that fake explanation is used too often, and that it only gets any cred because it's from the right literature genre.  But I don't think the whole of work in emergence can really be reduced to a mystery to worship. Certainly "emergence" is a stupid noun, just like "Red-hood" is a stupid noun. And that's a wonderful exercise to shut up the anti-reductionist movement based around emergence. 

But "emergently arising" and "arising" can be given useful different meanings without stretching things too far... (read more)

that description fits every phenomenon in our universe above the level of individual quarks...

What do you know, after you have said that intelligence is "emergent"?  You can make no new predictions.

It is true that I can make no new predictions, and you can make no new predictions, but other people do make new predictions from the explanation "emergence".

If a religious person learns only that a set of phenomena is the world is explained by naturalism, that pe... (read more)

The term "emergence" doesn't mean anything in and of itself, but it does mean something very particular when applied to specific systems. For example, one could say that oscillating patterns with a period of four generations and lateral motion of 1/2 cell per generation are an emergent phenomenon of cellular automata on a randomly filled square grid with 3/23 rules (gliders in Conway's game of life). You don't know whether any given cell is alive or dead, but it's a very good guess that given a modestly large board, there is a glider somewhere on that board. That's what I take "emergent phenomenon" to mean.

I believe I first came across the term emergence in relation to Langton's Ant, in a book section loosely centered on game theory. In the book, the patterns formed by the progression of Langton's Ant were termed 'emergent' because they could not be predicted except by running the program. One could not, with full knowledge of the simple rules that governed the Ant's world, predict what the pattern would look like after x iterations, or where the ant would be.
 Given this, I would not call the location of a dropped object at time t after the drop an 'emergen... (read more)

As Eliezer requested, I offer my view on what emergence isn't: emergence is not an explanation. When I say that a phenomenon is emergent, I am using a shorthand to say that I understand the basic rules, but I can't form even a simple model of how they result in the phenomenon. 

Take, for example, Langton's Ant. The ant crawls around on an infinite grid of black and white squares, turning right at the centre of each white square and left ant the centre of each black square, and flipping the colour of the square it's in each time it turns. 

The first few hundred steps create simple patterns that are often symmetric, but after that the patterns Langton's Ant produces become pseudorandom. If left to run for around 10000 steps, the Ant builds a highway - that is, it falls into a pattern of 104 of steps, and at the end of each cycle, it has moved diagonally and the cycle repeats. After millions of steps, the grid has a diagonal streak across it. As far as we know, the Ant always builds a highway. 

Highways are emergent by the definition I use - that is, I know exactly how Langton's Ant works, and therefore, in theory, know why it builds a highway, but I can't form a model of its behaviour t... (read more)

I was under the impression that a property x was emergent if it wasn't determined by the set of property states of the components. IE, gravity isn't emergent since the gravity generated by something is the addition of the gravity of the parts. Intelligence isn't, because even if I know the intelligence of each of your neurons, I don't know your intelligence.

An excellent example of a published paper against reductionism, using "emergence" in exactly this way such that it is indiscernible from "magic", is here:

http://philsci-archive.pitt.edu/3866/1/Tilburg_submission_fin.pdf

"Emergent" is just an adjective describing an attribute. Other examples are complex, simple, generic, unique, random, predictable, valuable, politically inconvenient, unexpected, widely-known, and a few others. For example, saying "The behavior of the ant colony is the widely-known outcome of the interactions of many individual ants.", won't tell you much new about the ant colony itself, nor will it let you model it. It will tell you that ant colonies aren't successfully secretive, nor too complex for humans to understand, which technic... (read more)

I would suggest reading "More is Different", an excellent paper on the topic of emergent phenomena and the limits of reductionism. (http://www.ph.utexas.edu/~wktse/Welcome_files/More_Is_Different_Phil_Anderson.pdf).

The "More is Different" approach essentially notes that even when the basic bottom-up rules are known, they cannot be efficiently used to predict large-scale interactions. Those behaviours have to be studied as though they have their own set of rules (ie, the laws of chemistry), even though they emerge from a more fundamental... (read more)

In summary: emergence is sometimes an observation but never an explanation.

Whilst I appreciate the validity of criticism offered here of the use of the word emergence (by itself) as if were an explanation sufficient unto itself - I think it a little harsh. To call it "futile" is almost acting as semantic stop sign itself for the term.

We need to take a little time to properly understand what is meant by emergence when used properly.

First that it is an observation rather than an explnation.  But an observation with useful descriptive power since it observes that the phenomena under consideration is a process with properti... (read more)

Wolfram has done a lot of fantastic work on emergent mathematical phenomena. (TED talk given to a non-technical audience, but still worth watching.) One of the highly counter-intuitive things that he has worked on is computational irreducibility. Irreducible functions are ones where you have to physically run the function to find it's outcomes, and the emerging patterns. For this class of function, the emergent patterns cannot be predicted in advance.

There seems like the next step to build on older work on the halting problem, which states that some types ... (read more)

This is very curious. I never thought of emergent as an explanation but as a property. I roughly understood it to mean that the emergent quality was transferable. That is, intelligence is a product of neurons firing but it need not have been, it could also have been generated from transistors or whatever else. 

This is roughly the opposite of your ant example. Something is emergent if it can be explained/predicted with no knowledge of the lower level. A lot of properties of turing machines do not depend on the actual formalism of the turing machine.

Edit: After browsing the other comments, I realize this is something that has been brought up before. My 2 cents for whatever it is worth, I guess... 

An important point that I think this raises is that answers which are otherwise not mysterious can be made mysterious if they are used as such. One good example is the way that some laypeople use "quantum mechanics" interchangeably with "magic". This doesn't invalidate quantum mechanics in its correct usage. The same could be said of emergence, which, given the comments below, seems to at least be disputed as a mysterious answer in and of itself.

EDIT: Also, this is my first post (reading through the Sequences, getting acquainted with the basics, etc.), so feedback is appreciated. I hope my contribution, well, contributes!

This is the species that thought lightning had a personality.  We need a word for things happening for a bunch of tiny, seemingly unrelated reasons.

"Intelligence is an emergent phenomenon!" means that intelligence didn't happen on purpose, or that intelligence doesn't need to be intentional in order to happen.  Emergence as a term doesn't add a reason for a thing, but it does rule some out.

You can also add the adjective 'emergent' into any sentence, and the product will be comparative garbage.

Saying "X is emergent" is conveying some information, if there is someone in the room that does not already know this fact. Here is an example:

This is not an explanation though. It is more like a anti-explanation. I just claimed that there is an underlying explanation to quarks, and then stopped. I told you to make space for an explanation, in you mental world model, and then I left you with that space empty. If you believed my statement, and if you don't already know how quarks emerges and from what, I just made an explanatio... (read more)

Is it ok to still post a question here?  (I only discovered this blog recently.  Not sure if anyone will see this.)  Accepting that "emergence" is the wrong term, could someone tell me the right term for what I thought emergence referred to?  

Someone mentioned water.  Even if we knew a lot (everything?) about hydrogen and oxygen atoms, we would not be able to deduce fluid dynamics.  There is something about water -- it's properties and behaviors -- that isn't reducible to its constituent parts in isolation, right?  Scientific reductioni... (read more)

I thought “emergence” talked about properties of a system which could not be localized to any of its parts.

It's possible that the notion of "emergence" arose as a reaction to a hard-core positivist view that there is no way for us to understand, say, biology, until we can deduce it from the behavior of individual quarks. So, possibly, the notion of "emergence" may have been invented just to say that it's actually ok to study biology even if you don't entirely understand how quarks combine into a mitochondrion. The fact that you don't have a perfect a model of how quarks lead to a mitochondrion does not forbid you to study... (read more)

Unmitigated reductionism has had a detrimental effect on drug discovery and vaccine development

We simply can't anticipate or compute some interactions and effects due to the sheer complexity of living organisms in thermodynamic interaction with their environment. For instance, the experience of pain can alter human behaviour, but the lower-level chemical reactions in the neurons that are involved in the perception of pain are not the cause of the altered behaviour, as the pain itself has causal efficacy. According to the principles of emergence, the n... (read more)

I think you're missing the point. To say, "life emerges from the activities of cells" or that "intelligence emerges from non-intelligence" is not simply to make empty statements devoid of meaning. The first is an assertions that "life" isn't a *thing* which one should seek to find somewhere, materially, in nature--like some yet-to-be-cataloged bird of paradise. It's a property of complex cellular processes. There are people who think that brain contains a "core self," as if it were a kind of organ. It ... (read more)

"Taken literally, that description fits every phenomenon in our universe above the level of individual quarks, which is part of the problem."

Is it a good description then? I can't even find the quote you use from Wikipedia (not exactly a top notch citation in the first place). That certainly doesn't seem like a good description at all. It doesn't really even describe what emergence theorists talk about. If your entire point is going to hinge on one description, maybe shop around for a good one. Just saying.

"Now suppose I should say that gravity depends on ... (read more)

This is so refreshing to read. I've been bothered by the "emergent phenomenon" hand waving for a while, and this post does a really satisfying job of explaining what is wrong with the term and its blind usage.



Say Not "Complexity"

This is a story from when I first met Marcello, with whom I would later work for a year on AI theory; but at this point I had not yet accepted him as my apprentice. I knew that he competed at the national level in mathematical and computing olympiads, which sufficed to attract my attention for a closer look; but I didn’t know yet if he could learn to think about AI.

I had asked Marcello to say how he thought an AI might discover how to solve a Rubik’s Cube. Not in a preprogrammed way, which is trivial, but rather how the AI itself might figure out the laws of the Rubik universe and reason out how to exploit them. How would an AI invent for itself the concept of an “operator,” or “macro,” which is the key to solving the Rubik’s Cube?

At some point in this discussion, Marcello said: “Well, I think the AI needs complexity to do X, and complexity to do Y—”

I said, “Complexity should never be a goal in itself. You may need to use a particular algorithm that adds some amount of complexity, but complexity for the sake of complexity just makes things harder.” (I was thinking of all the people whom I had heard advocating that the Internet would “wake up” and become an AI when it became “sufficiently complex.”)

And Marcello said, “But there’s got to be some amount of complexity that does it.”

I closed my eyes briefly, and tried to think of how to explain it all in words. To me, saying “complexity” simply felt like the wrong move in the AI dance. No one can think fast enough to deliberate, in words, about each sentence of their stream of consciousness; for that would require an infinite recursion. We think in words, but our stream of consciousness is steered below the level of words, by the trained-in remnants of past insights and harsh experience . . .

I said, “Did you read ‘A Technical Explanation of Technical Explanation’?”1

“Okay,” I said. “Saying ‘complexity’ doesn’t concentrate your probability mass.”

“Oh,” Marcello said, “like ‘emergence.’ Huh. So . . . now I’ve got to think about how X might actually happen . . .”

That was when I thought to myself, “Maybe this one is teachable.”

Complexity is not a useless concept. It has mathematical definitions attached to it, such as Kolmogorov complexity and Vapnik-Chervonenkis complexity. Even on an intuitive level, complexity is often worth thinking about—you have to judge the complexity of a hypothesis and decide if it’s “too complicated” given the supporting evidence, or look at a design and try to make it simpler.

But concepts are not useful or useless of themselves. Only usages are correct or incorrect. In the step Marcello was trying to take in the dance, he was trying to explain something for free, get something for nothing. It is an extremely common misstep, at least in my field. You can join a discussion on artificial general intelligence and watch people doing the same thing, left and right, over and over again—constantly skipping over things they don’t understand, without realizing that’s what they’re doing.

In an eyeblink it happens: putting a non-controlling causal node behind something mysterious, a causal node that feels like an explanation but isn’t. The mistake takes place below the level of words. It requires no special character flaw; it is how human beings think by default, how they have thought since the ancient times.

What you must avoid is skipping over the mysterious part; you must linger at the mystery to confront it directly. There are many words that can skip over mysteries, and some of them would be legitimate in other contexts—“complexity,” for example. But the essential mistake is that skip-over, regardless of what causal node goes behind it. The skip-over is not a thought, but a microthought. You have to pay close attention to catch yourself at it. And when you train yourself to avoid skipping, it will become a matter of instinct, not verbal reasoning. You have to feel which parts of your map are still blank, and more importantly, pay attention to that feeling.

I suspect that in academia there is a huge pressure to sweep problems under the rug so that you can present a paper with the appearance of completeness. You’ll get more kudos for a seemingly complete model that includes some “emergent phenomena,” versus an explicitly incomplete map where the label says “I got no clue how this part works” or “then a miracle occurs.” A journal may not even accept the latter paper, since who knows but that the unknown steps are really where everything interesting happens?2

And if you’re working on a revolutionary AI startup, there is an even huger pressure to sweep problems under the rug; or you will have to admit to yourself that you don’t know how to build the right kind of AI yet, and your current life plans will come crashing down in ruins around your ears. But perhaps I am over-explaining, since skip-over happens by default in humans. If you’re looking for examples, just watch people discussing religion or philosophy or spirituality or any science in which they were not professionally trained.

Marcello and I developed a convention in our AI work: when we ran into something we didn’t understand, which was often, we would say “magic”—as in, X magically does Y”—to remind ourselves that here was an unsolved problem, a gap in our understanding. It is far better to say “magic” than “complexity” or “emergence”; the latter words create an illusion of understanding. Wiser to say “magic,” and leave yourself a placeholder, a reminder of work you will have to do later.

1 http://lesswrong.com/rationality/a-technical-explanation-of-technical-explanation

2 And yes, it sometimes happens that all the non-magical parts of your map turn out to also be non-important. That’s the price you sometimes pay, for entering into terra incognita and trying to solve problems incrementally. But that makes it even more important to know when you aren’t finished yet. Mostly, people don’t dare to enter terra incognita at all, for the deadly fear of wasting their time.

No we don't. Apparently you do, though. No reason to believe otherwise. :)

Please keep up these postings! They are very enjoyable.

Going back to "explaining" something by naming it (from a couple of your earlier posts):

e.g. Q: Why does this block fall to the floor when I let go of it? ... A: Gravity!

I always thought that such explanations were common side-effects of thinking in words. Sort of like optical illusions are side-effects of how the visual system works. Perhaps not. One does not need to use words to think symbolically. There are, after all, other ways to do lossy compression than with symbols.

Anyway, I'll still assert that it's easier to fall for such an "explanation" if you think in words. ... An easy assertion, given how hard it is to count the times one does it!

Aren't we understating the role of labels in brevity here?

Where the labelled thing is understood well enough by the labeller and listener or of trivial importance to the problem domain, don't labels contribute to cognitive economy?

I'd have said when you need to get things done, fear of wasting time is desirable rather than deadly.

Actually, the "emergence" and "complexity" pseudo-causal explanation are much worse than Felix's "gravity" example: the answer "Gravity!" does explain the fact that the block falls to the floor by noting that it is a specific instance of a general phenomenon for which we have very precise information on how it works (attraction force is constant x m1 x m2 /d^2). We may not know why gravity exists, but that is a different (higher level?) problem.

In the case of "emergence" and "complexity", we just don't know.

P.S.
I do think that "emergence" is a useful concept to describe situations where modelling is more conveniently done at a (more) aggregate level, but that's yet another story.

I don't think these parable posts convey information efficiently to the overcomingbias audience, but I like your point at the end. Specifically, I agree it's better to use placeholders that make lack of knowledge/understanding clear, rather than placeholders that seem to cover up such lack of knowledge/understanding.

I wonder if memetics would serve as a good candidate for the category of things that satisfy without explaining or predicting anything, along with phlogiston, emergence, and complexity. The analogy to biology seems interesting and fun, but is it more useful than as just a way to re-formulate our perspective?

I don't know where you get the idea that memetics doesn't explain or predict things from.

We know a lot about what factors influence cultural virulence.  Marketing and advertising folk make use of that knowledge on a daily basis.  They know which jingles are catchy, which catchphrases are likely to be repeated, which images are more likely to be shared - and so on.  We know which ideas play well with which other ones well enough to know that we should not target our condom commercials at the catholic demographic.

Check out Dan Zarella for some of the recent material: http://danzarrella.com/

He views his work as being memetics: http://danzarrella.com/what-is-a-meme.html

In computer science there is a saying 'You don't understand something until you can program it.'  This may be because programming is not forgiving to the kind of errors Eliezer is talking about.  Interestingly, programmers often use the term 'magic' (or 'automagically') in precisely the same way Eliezer and his colleague did.

Step 1: Steal Underpants
Step 2: ?????
Step 3: Profits!!!!

Programming is not forgiving to the kind of errors Eliezer is talking about.

But it's a lot better to be unforgiving of yourself than to wait for reality to hit you over the head with it.  It's better to notice in 10 seconds that you don't understand something, than to realize this only after 20 people spend 5 years and $10 million of venture capital and the "emergent behavior" you pinned your hope on fails to materialize.  It's all too easy to program "chaos", "complexity", or "emergence", so long as you tell yourself that you need to program more of it before you reach Step 3 and Profit.

"That was when I thought to myself, "Maybe this one is teachable.""

How many people have asked you about becoming an AGI designer? It sounds like you have a good deal of experience with rejection, even after weeding out the obvious crackpots.

Well, this is partly a matter of what discipline one is dealing with.  So, sure, for AI or computer science more generally, Kolmogorov or Chaitin or Rissanen measures are more useful and reasonably well defined.  For other disciplines, other definitions may be more suitable.  Thus for economics, I have (following Richard Day) defined complexity in a dynamic way based on erratic dynamics appearing endogenously out of the system (with "erratic" defined more specifically).  I laid this out in a paper in 1999 in the Journal of Economic Perspectives, and have a more recent paper up on my website ("Computational and Dynamic Perspectives on Economic Complexity") comparing the two approaches, at http://cob.jmu.edu/rosserjb.

As a current student, I can confirm your suspicions about a seemingly complete paper being preferred over one that addresses all information about the topic.  "I don't know" still is not an acceptable answer in many circles and I regard it as an unfortunate phenomenon.

In my second year uni course, I have an outline for writing lab reports that says 'include in your discussion anything you feel is out of place, or that you don't understand in this experiment. You will not be marked down for such admissions'.
 And I thought 'NO-ONE is going to take you up on that.'. I hate having to bullshit science papers - I tend to compromise, with a hashed together explanation that I express doubt in, and take the marks hit. Bullshitting is great fun in English courses, but in science it feels like shooting myself in the foot.

Gray Area wrote, "You don't understand something until you can program it."  As somewhat of an aside, Randy MacDonnell has written about APL and J (http://facilitatedsystems.com/weblog/2007/07/if-you-can-say-it-its-done.html), "If you can say it, it's done."

On a different note, I took a pair of summer high school mathematics courses sponsored by the NSF years ago at the University of Miami.  One professor, a Dr. Hermann, I seem to recall, said he often imagined himself wearing "worry beads" and fingering them as he spoke.  If he fingered the beads nearer his neck, he was speaking more precisely; if he fingered those nearer his waist, he was speaking less precisely.  In reality, he wore no beads, but he did, on occasion, finger imaginary beads as he was explaining certain concepts.

Perhaps the same thing can be adapted here to indicate the level of magic in claims we make.  If we finger imaginary beads near our necks, we claim we know what's going on; if we finger those nearer our waists, we admit there's magic here.

Forgive me for latching onto the example, but how would an AI discover how to solve a Rubik's cube?  Does anyone have a good answer?

I think it would need some genetic algorithm in order to figure out about how "close" it is to the solution, then make a tree structure where it figures out what happens after every combination of however many moves, and it does the one that looks closest to the solution.

It would update the algorithm based on how close it is to the closest solution. For example, if it's five moves away from something that looks about 37 moves away from finishing, then it's about 42 moves away now.

The problem with this is that when you start it, it will have no idea how close anything is to the solution except for the solution, and there's no way it's getting to that by chance.

Essentially, you'd have to cheat and start by giving it almost solved Rubik's cubes, and slowly giving it more randomized ones. It won't learn on its own, but you can teach it pretty easily.

A less cheating-ish solution is to use some reasonable-seeming heuristic to guess how close you are to a solution. For example, you could just count the number of squares "in the right place" after a move sequence.

(First post, bear with me.. find the site very interesting :)

But actually I would model the problem with what is known in some circles as a closed-loop controller, and specifically with a POMDP. Then apply RealTime Dynamic Prog. by embedding an heuristic without having to visit all the states in order to compute the rough but optimal h*.

Another way could be done by means of a graphical model, and more specifically a DAG would be quite nicely suited to the problem. Apply a simulated annealing approach (Ising model!) and when you reach "thermal equilibrium" by having minimized some energy functional you get the solution. Obviously this approach would involve learning the parameters of the model, instead of modelling the problem as in my first proposed approach.

Exactly the difficulty of solving a Rubik's cube is that it doesn't respond to heuristics.  A cube can be 5 moves from solved and yet look altogether a mess, whereas a cube with all but one corner correct is still some 20 moves away from complete (by the methods I looked up at least).  In general, -humans- solve a Rubik's cube by memorizing sequences of moves with certain results, and then string these sub-solutions together.  An AI, though, probably has the computational power to brute force a solution much faster than it could manipulate the cube.

The more interesting question (I think) is how it figures out a model for the cube in the first place.  What makes the cube a good problem is that it's designed to match human pattern intuitions (in that we prefer the colors to match, and we quickly notice the seams that we can rotate through), but an AI has no such intuitions.

Exactly the difficulty of solving a Rubik's cube is that it doesn't respond to heuristics. A cube can be 5 moves from solved and yet look altogether a mess, whereas a cube with all but one corner correct is still some 20 moves away from complete (by the methods I looked up at least).

I don't know the methods you used, but the only ones I know of have certain "steps" where you can easily tell what step it's on. For example, by one method, anything that's five moves away will have all but two sides complete.

Wouldn't the AI have to discover that it is something to be solved, first? Give a kid such a puzzle and she's likelier to put it in her mouth then even try.

You're right, and I think that this is a mistake a lot of people make when thinking about AI - they assume that the fact that they're intelligent means they also know a lot.  Like the child, their specific knowledge (such as the fact that there is something to solve), is something they have to learn, or be taught, over time.

Curiosity could be built-in, I don't see the problem with that.

It seems to be built-in for humans - we don't learn to be curious, though we can learn not to be.

It could be built in. I agree. But the child is curious about it's texture and taste than how the pieces fit together. I had to show my child a puzzle and solve it in front of her to get her to understand it.

But the child is curious about it's texture and taste than how the pieces fit together.

But as you see, there was an initial curiosity there.  They may not be able to make certain leaps that lead them to things they would be curious about, but once you help them make the leap they are then curious on their own.

Also, there are plenty of things some people just aren't curious about, or interested in.  You can only bring someone so far, after which they are either curious or not.  

It would be very interesting to do the same thing with an AI, just give it a basic curiosity about certain things, and watch how it develops.

What's "curiosity"? I don't think we can just say "just" yet, when we can't even explain this concept to a hypothetical human-minus-curiosity. (Wanting to learn more? What does it mean to actively learn about something?)

Consider how this could be tested. One would write a program that generates a virtual rubik's cube, and passes this on to the AI to be solved (this avoids the complexity of first having to learn how to control robotic hands). It can't just randomly assign colours to sides, lest it end up with an unsolveable cube. Hence, the preparatory program starts with a solved cube, and then applies a random sequence of moves to it.

This will almost certainly be done on the same computer as the AI is running on. A good AI, therefore, should be able to learn to inspect its own working memory, and observe other running threads on the system - it will simply observe the moves used to shuffle the cube, and can then easily reverse them if asked.

It is possible, of course, for test conditions to be altered to avoid this solution. That would, I think, be a mistake - the AI will be able to learn a lot from inspecting its own running processes (combined with the research that led to its development), and this behaviour should (in a known Friendly AI) be encouraged.

the problem with this is the state space is so large that it cannot explore every transition, so it can't follow transitions backwards in a straight forward manner as you've proposed. It needs some kind of intuition to minimize the search space, to generalize it.

Unfortunately I'm not sure what that would look like. :(

I wasn't suggesting that the AI might try to calculate the reverse sequence of moves. I was suggesting that, if the cube-shuffling program is running on the same computer, then the AI might learn to cheat by, in effect, looking over the shoulder of the cube-shuffler and simply writing down all the moves in a list; then it can 'solve' the cube by simply running the list backwards.

I'd like to see someone make this AI, I want to know how it could be done.

I'm not 100% sure of the mechanism of said observations, but I'm assuming a real AI would be able to do things on a computer that we can't - much as we can easily recognise an object in an image.

You're assuming the AI has terminal access. Just because our brains are implemented as neurons doesn't mean we can manipulate matter on a cellular scale.

Update: Rubik's cube solved http://news.cnet.com/8301-17852_3-20013666-71.html

I think I just thought of an insanely over-simplified analogy.

Say I'm not invited to my best friend's sleepover and I don't understand why. I call her, and the answer she gives me is: "It's complicated."

The situation might indeed be complicated, but the word complicated is just a fake explanation... :D Amiright, guys? 

That sounds to me more like a reason not to explain. If it's complicated, it will take a while.

I've been working my way through the sequences in order for the last few weeks and trying to read all of the links. I love this blog and tell people about whenever I can. 

Reading these entries has helped me realize some of the ways in which I tend to think incorrectly, and I hope I am taking it slow enough to reflect enough and make myself think better. :)

I suppose I should comment about at least one thing relevant to this article in particular. Posted at 4:22 am?! When do you sleep, Eliezer? 

I think Many of the commanders have misread her question; it's not, how would you make a program to solve a rubiks cube (which is brute forceable as there are a finite number of states for a rubiks cube), but how do you program an ai so it can work out how to do so. The ai has to study the cube and determine the possible states of the cube (and how to write them down mathematically) and the operators available to change the state of the cube. This means it has to know what a state and an operator are (if not by name). It then has to work out how to combine the operators to change the state to a predetermined state, which we happen to call a solved cube. The ai has to be able to do this with you never having coded into the ai anything specific to do with a rubiks cube, or any methods to solve the rubiks cube. The next step would be to code an ai where it ha to work out for itself that it must combine operators to change the state of the cube. I don't think I could manage to code the simpler version; for it to have been coded well, it must be able to solve any problem, not just the rubiks cube. 

That's a nice bit of semantic hygiene. I hope to remember it.

To solve Rubik's cube, you can just do hill climbing, with breadth-first-ish search for the higher hill point (i.e. you find higher point even if it is several moves away). This discovers the sequences. Cache the sequences.

It's a very general problem solving method, hill climbing with N move look-ahead. One does try maximizing various metrics, that are maximal in the final state, and finds one that works for you without getting you stuck in local maximum for too long. You also try various orders of iterating the moves (e.g. one could opt for repetitive sequences).

This works for chess as well, and for pretty much all puzzles. This is how I solve puzzles when I get a puzzle for first time, except of course I have terabytes worth of tricks that I can try, and 10^15 - ish operations per second; parallel, of course, but parallel works. Pre-generating sequences is not necessary. You arrive at them when hill climbing with breadth-first search, and cache them. You also tell them to other people whom you want to make into rubik-cube-solvers. The important thing that can't be stressed enough - try to figure out a good metric to climb. Some sides of hill are smoother than others. 

One could hill climb some sort of complexity metric - evolution did that to arrive at humans, even though the bacteria is a better solution to 'reproduction'. You only need a comparator for climbing. Comparators are easy. You can make agents fight (or you can make agents cooperate). You don't need mapping to real number. You can do evolutionary hill climbing with n-move look ahead. 
edit: note that you do NOT need good ordering for hill climbing either. If sometimes a>b and b>c and c>a it is okay if you remember where you already been and avoid looping. That may still get you to the top of the hill. 

One could hill climb some sort of complexity metric - evolution did that to arrive at humans, even though the bacteria is a better solution to 'reproduction'.

I can't understand what you mean. Surely you don't mean that natural selection rewarded something besides inclusive genetic fitness.

It of course didn't reward anything other than fitness. And the universe is not made of anything other than quarks etc (or smaller yet things). Hello fake-reductionist nihilism. 

It, however, so happened that rewarding it resulted in growing complexity of behaviours of most complex organisms. You can hill climb by pouring liquid into a valley, if all you care for is some liquid on the top of the hill; liquid behaves in a very complicated way, minimizing a very complicated metric, such that it ends up on the tops of the hills by surface tension even though most of it is in the valleys, and a single molecule would be seeking valleys. The evolution doesn't just lead to mankind. The evolution, for the most part, leads to better bacteria. Mankind is a side effect from niche-filling. Remove all bacteria and single celled organisms, and they will re-evolve from a human (the canine infectious cancer was once a dog).

I think it would be less misleading to say that many of our complex characteristics were instrumental goals for the evolutionary process as it hill-climbed the inclusive genetic fitness metric.

It's hard to put it in a non misleading way. If you simulate evolution as is you are wasting almost all of your time on bacteria. Evolution didn't as much hill climb as just flooded the entire valley. edit: or rather, it predominantly wasn't going towards human. If you want to optimize, you look at how it got to human, and think how you avoid doing the rest of it.

To clarify: are you actually suggesting that simulating just that subset of the evolutionary process that evolved humans and not the subset that evolved bacteria is a worthwhile strategy to explore towards achieving some goal? (If so, what goal?) Or do you mean this just as an illustration of a more general point?

As illustration, with a remark on practical approach. Seriously, the thing about the evolution, it doesn't "reward fitness" either. 

The agents compete, some are eliminated, some are added after modification; it's a lousy hill climbing, with really lousy comparator (and no actual metric like 'fitness' - just a comparator which aren't even climbing properly - where A may beat B, B beat C, and C beat A), but it makes for a variety, where the most complex behaving agent behaves in more and more complex ways all the way until it starts inventing puzzles and solving them. When one has a goal in mind, one can tweak the comparator to get to it more efficiently. The goal can be as vague as "complex behaviour" if you know what sort of "complex" you want or have an example. Problem solving doesn't require defining stuff very precisely first. 

Agreed that given a process for achieving a goal that involves a comparator with that goal as a target, one can often start with a very fuzzy comparator (for example, "complex behavior") and keep refining it as one goes. That's especially true in cases where the costs of getting it not-quite-right the first time are low relative to the benefits of subsequently getting it righter... e.g., this strategy works a lot better for finding a good place to have dinner than it does for landing a plane. (Though given a bad enough initial comparator for the former, it can also be pretty catastrophic.)

I infer that you have a referent for 'fitness' other than whatever it is that gets selected for by evolution. I have no idea what that referent is. 

I think it's misleading to refer to evolution having a comparator at all. At best it's true only metaphorically. As you say, all evolution acts on is the result of various competitions.

You seem to be implying that evolution necessarily results in extremely complex puzzle-inventing systems. If I've understood that correctly, I disagree.

'Mercury's gravitational pull has long since been destroyed by solar flares, which is why is has no atmosphere'. 
 Something I read today- seems appropriate. Apparently they'd been watching a documentary, and I think they put the components of the explanation together incorrectly in their head.

I think when your friend was talking about "complexity" he didn't mean the word literally. He may have meant that you would have to create a complicated solution, as opposed to finding a nice and elegant solution. The difference is you try to hammer out every detail and special case, one at a time, and adding "complexity" as you go, as opposed to just thinking about a single solution which would handle every case.

This is what I think most people mean when they talk about "complexity" as a solution to their problem. They don't literally mean that adding more complexity will solve the problem. It is just a different approach to problem solving. And sometimes that approach is easier and gets things done, even if it is more messy. Sometimes it is not.

Different approaches to solving problems is an interesting subject in itself. I've seen it create huge divisions in both artificial intelligence and politics. I tend to prefer nice elegant solutions. But when the problem seems complicated, it's tempting to run to the complexity side of things. There is no guarantee you will ever find an elegant solution, but if you just handle special case after special case, you can make progress over time for sure.

I suspect that counts as a useful thinking-tool. Whenever I notice incomplete steps in my reasoning, I'll say "by magic!" and then I can worry less about fooling myself.

A thinking-tool needs a name in order to properly install it into memory. "Magic-markers" could work.

"Technical explanation of technical explanation" link is broken. 

Here's a working one: http://www.yudkowsky.net/rational/technical/

This one goes down as one of the truly great essays on the sequences for me. Recognizing the gaps in my map is what has lead me to understand many things even though when I was not consciously noticing those kind of gaps. Now I'll do it consciously and I'm happy about that.

What's more, the sequences seem to be repetitive at surface-level, but they are not; they hammer-in the concepts. It was this specific essay that truly conveys to me the importance of not doing the "skip-overs", this was the one essay which leads me to think that I also might be teachable.

In my work I additionally find it useful to break "magic" itself down into categories:

magic:  It's part of the tool's intended problem domain, but you can't use it this way without a thorough understanding of precisely how it functions.

black magic:  This is not part of the tool's intended problem domain, but your thorough understanding of both the problem and the tool's internals lets you use it for this.  (Playing music on a floppy drive for example)

voodoo:  It's not what the tool was made for, you don't know why or how it works, you have no idea what range of inputs will produce acceptable outputs.  You just know that having the clock open in the top right corner of your screen keeps your word processor from crashing...

The fact that there is no "real" magic reminds people that there is a rational explanation, and the categories convey information about how deep the pond is likely to be to anyone considering diving for answers.



Positive Bias: Look Into the Dark

I am teaching a class, and I write upon the blackboard three numbers: 2-4-6. “I am thinking of a rule,” I say, “which governs sequences of three numbers. The sequence 2-4-6, as it so happens, obeys this rule. Each of you will find, on your desk, a pile of index cards. Write down a sequence of three numbers on a card, and I’ll mark it ‘Yes’ for fits the rule, or ‘No’ for not fitting the rule. Then you can write down another set of three numbers and ask whether it fits again, and so on. When you’re confident that you know the rule, write down the rule on a card. You can test as many triplets as you like.”

At this point the student wrote down their guess at the rule. What do you think the rule is? Would you have wanted to test another triplet, and if so, what would it be? Take a moment to think before continuing.

The challenge above is based on a classic experiment due to Peter Wason, the 2-4-6 task. Although subjects given this task typically expressed high confidence in their guesses, only 21% of the subjects successfully guessed the experimenter’s real rule, and replications since then have continued to show success rates of around 20%.

The study was called “On the failure to eliminate hypotheses in a conceptual task.” Subjects who attempt the 2-4-6 task usually try to generate positive examples, rather than negative examples—they apply the hypothetical rule to generate a representative instance, and see if it is labeled “Yes.”

Thus, someone who forms the hypothesis “numbers increasing by two” will test the triplet 8-10-12, hear that it fits, and confidently announce the rule. Someone who forms the hypothesis X-2X-3X will test the triplet 3-6-9, discover that it fits, and then announce that rule.

In every case the actual rule is the same: the three numbers must be in ascending order.

But to discover this, you would have to generate triplets that shouldn’t fit, such as 20-23-26, and see if they are labeled “No.” Which people tend not to do, in this experiment. In some cases, subjects devise, “test,” and announce rules far more complicated than the actual answer.

This cognitive phenomenon is usually lumped in with “confirmation bias.” However, it seems to me that the phenomenon of trying to test positive rather than negative examples, ought to be distinguished from the phenomenon of trying to preserve the belief you started with. “Positive bias” is sometimes used as a synonym for “confirmation bias,” and fits this particular flaw much better.

It once seemed that phlogiston theory could explain a flame going out in an enclosed box (the air became saturated with phlogiston and no more could be released). But phlogiston theory could just as well have explained the flame not going out. To notice this, you have to search for negative examples instead of positive examples, look into zero instead of one; which goes against the grain of what experiment has shown to be human instinct.

For by instinct, we human beings only live in half the world.

One may be lectured on positive bias for days, and yet overlook it in-the-moment. Positive bias is not something we do as a matter of logic, or even as a matter of emotional attachment. The 2-4-6 task is “cold,” logical, not affectively “hot.” And yet the mistake is sub-verbal, on the level of imagery, of instinctive reactions. Because the problem doesn’t arise from following a deliberate rule that says “Only think about positive examples,” it can’t be solved just by knowing verbally that “We ought to think about both positive and negative examples.” Which example automatically pops into your head? You have to learn, wordlessly, to zag instead of zig. You have to learn to flinch toward the zero, instead of away from it.

I have been writing for quite some time now on the notion that the strength of a hypothesis is what it can’t explain, not what it can—if you are equally good at explaining any outcome, you have zero knowledge. So to spot an explanation that isn’t helpful, it’s not enough to think of what it does explain very well—you also have to search for results it couldn’t explain, and this is the true strength of the theory.

So I said all this, and then I challenged the usefulness of “emergence” as a concept. One commenter cited superconductivity and ferromagnetism as examples of emergence. I replied that non-superconductivity and non-ferromagnetism were also examples of emergence, which was the problem. But be it far from me to criticize the commenter! Despite having read extensively on “confirmation bias,” I didn’t spot the “gotcha” in the 2-4-6 task the first time I read about it. It’s a subverbal blink-reaction that has to be retrained. I’m still working on it myself.

So much of a rationalist’s skill is below the level of words. It makes for challenging work in trying to convey the Art through words. People will agree with you, but then, in the next sentence, do something subdeliberative that goes in the opposite direction. Not that I’m complaining! A major reason I’m writing this is to observe what my words haven’t conveyed.

Are you searching for positive examples of positive bias right now, or sparing a fraction of your search on what positive bias should lead you to not see? Did you look toward light or darkness?

I think something else is going on with the 2 4 6 experiment, as described. Many of the students are making the assumption about the set of potential rules. Specifically, the assumption is that most pairs of rules in this set have the following mutual relationship: most of the instances allowed by one rule, are disallowed by the other rule. This being the case, then the quickest way to test any hypothetical rule is to produce a variety of instances which conform with that rule, to see whether they conform with the hidden rule.

I'll give you an example. Suppose that we are considering a family of rules, "the third number is an integer polynomial of the first two numbers". The quickest way to disconfirm a hypothetical rule is to produce instances in accordance with it and test them. If the rule is wrong, then the chances are good that an instance will quickly be discovered that does not match the hidden rule. It is much less efficient to proceed by producing instances not in accordance with it.

I'll give a specific example. Suppose the hidden rule is c = a + b, and the hypothesized rule being tested is c = a - b. Now pick just one random instance in accordance with the hypothesized rule. I will suppose a = 4, b = 6, so c = -2. So the instance is 4 6 -2. That instance does not match the hidden rule, so the hypothesized rule is immediately disconfirmed. Now try the following: instead of picking a random instance in accordance with the hypothesized rule, pick one not in accordance with it. I'll pick 4 6 8. This also fails to match the hidden rule, so it fails to tell us whether our hypothesized rule is correct. We see that it was quicker to test an instance that agrees with the hypothetical rule.

Thus we can see that in a certain class of situations, the most efficient way to test a hypothesis is to come up with instances that conform with the hypothesis.

Now you can fault people on having made this assumption. But if you do, then it is still a different error from the one describe. If the assumption about the kind of problem faced had been correct, then the approach (testing instances that agree with the hypothesis) would have been a good one. The error, if any, lies not in the approach per se but in the assumption.

Finally, I do not think one can rightly fault people for making that assumption. For, it is inevitable that very large and completely untested assumptions must be made in order to come to a conclusion at all. For, infinitely many rules are consistent with the evidence no matter how many instances you test. The only way ever to whittle this infinity of rules consistent with all the evidence down to one concluded rule is to make very large assumptions. The assumption that I have described may simply be the assumption which they made (and they had to make some assumption).

Furthermore, it doesn't matter what assumptions people make (and they must make some, because of the nature of the problem), a clever scientist can learn what assumptions people tend to make and then violate those assumptions. So no matter what people do, someone can come along, construct an experiment in which those assumptions are violated, and then say, "gotcha" when the majority of his test subjects come to the wrong conclusions (because of the assumptions they were making which were violated by the experiment).

 In the situation you described, it would be necessary to test values that did and didn't match the hypothesis, which ends up working an awful lot like adjusting away from an anchor.
 Is there a way of solving the 2 4 6 problem without coming up with a hypothesis too early?

 In the situation you described, it would be necessary to test values that did and didn't match the hypothesis, which ends up working an awful lot like adjusting away from an anchor.
 Is there a way of solving the 2 4 6 problem without coming up with a hypothesis too early?

Sooo many double posts! This new interface is buggy as @#$!

Come up with several hypotheses in parallel, perhaps?

The problem is not that they come up with a hypothesis too early, it's that they stop too early without testing examples that are not supposed to work. In most cases people are given as many opportunities to test as they'd like, yet they are confident in their answer after only testing one or two cases (all of which came up positive).

The trick is that you should come up with one or more hypotheses as soon as you can (maybe without announcing them), but test both cases which do and don't confirm it, and be prepared to change your hypothesis if you are proven wrong.

If it requires a round-trip of human speech through a professor (and thus the requisition of the attention of the entire class) then you can hardly say they are given as many opportunities to test as they'd like.  A person of functioning social intelligence certainly has no more than 20 such round-trips available consecutively, and less conservatively even 4 might be pushing it for many.

Give them a computer program to interact with and then you can say they have as many opportunities to test as they'd like.

 Following what Constant has pointed out, I am wondering if there is, in fact, a way to solve the 2 4 6 problem without first guessing, and then adjusting your guess.

 Following what Constant has pointed out, I am wondering if there is, in fact, a way to solve the 2 4 6 problem without first guessing, and then adjusting your guess.

The problem is not that they are trying examples which confirm their hypothesis it's that they are trying only those examples which test their hypothesis. 

The article focuses on testing examples which don't work because people don't do this enough. Searching for positive examples is (as you argue) a neccessary part of testing a hypothesis, and people seem to have no problem applying this. What people fail to do is to search for the negative as well. 

Both positive and negative examples are, I'd say, equally important, but people's focus is completely imbalanced.

Another serious problem is that the students must make the necessary assumption that the rule be simple. In the context of school, simple is generally "most trivial to figure out". 

This is a necessary assumption because there could be rules that would not be possible to determine by guessing. For example, you'd have to spend the lifetime of the universe guessing triplets to correctly identify that the rule is  "Ascending integers except sequences containing the 22nd Busy Beaver number", and then you still wouldn't know if there's some other rider.

If it was said, "It will require several more guesses to figure out the rule, but not more than a couple dozen, and the sequences you have don't fully tell you what the rule is", the exercise would be a lot more sane. At worst, the only mistake the students made was assuming that the exercise was supposed to be too simple. Which is like asking them to be mind readers: I'm thinking of a problem; on a scale of 1-10, please guess how difficult it is to solve.

I meant that first comment to be more speculative than definite. I was speculating about an alternative explanation of the observed behavior, which locates the fault elsewhere.

Through playing various games of this sort, people develop a prior on the space of rules which has a lot of mass around rules of the type "X,X+2,X+4" or "X,2X,3X".

Why is it that I suspect Constant didn't guess the rule properly?

Isn't it the entire point of the post that confirmation bias is the tendency NOT TO CHECK ASSUMPTIONS?

Are you searching for positive examples of positive bias right now, or sparing a fraction of your search on what positive bias should lead you to not see?  Did you look toward light or darkness?

Your hypothesis is that positive biases are generally bad. It is thus my duty to try and disprove your idea, and see what emerges from the result.

Let's take your example, but now the sequences are ten numbers long and the initial sequence is 2-4-6-10-12-14-16-18-20-22 (the rule is still the same). Picking a sequence at random from a given set of numbers, we have only one chance in 10! = 3628800 of coming up with one that obeys the rule. Someone following the approach you recommended would probably fist try one instance of "x,x+2,x+4..." or "x,2x,3x,...", then start checking a few random sequences (getting "No" on each one, with near certainty). In this instance, disregarding positive bias doesn't help (unless you do a really brutal amount of testing). This is not just an artifact of "long" sequences - had we stuck with the sequence of three numbers, but the rule was "all in ascending order, or one number above ten trillion", then finding the right rule would be just as hard. What gives?

Even worse, suppose you started with two assumptions:
1) the sequence is x,2x,3x,4x,5x,... 10x
2) the sequence is x, x+2, x+4,... x+18

You do one or two (positive) tests of 1). They comes up "yes". You then remember to try and disprove the hypothesis, try a hundred random sequences, coming up with "no" every time. You then accept 1).

However, had you just tried to do some positive testing of 1) and 2), you would very quickly have found out that something was wrong.

Analysis:
Testing is indeed about trying to disprove a hypothesis, and gaining confidence when you fail. But your hypothesis covers uncountably many different cases, and you can test (positively or negatively) only a very few. Unless you have some grounds to assume that this is enough (such as the uniform time and space assumptions of modern science, or some sort of nice ordering or measure on the space of hypotheses or of observations), then neither positive nor negative testing are giving you much information.

However, if you have two competing hypothesis about the world, then a little testing is enough to tell which one is correct. This is the easiest way of making progress, and should always be considered.

Verdict: Awareness of positive bias causes us to think "I may be wrong, I should check". The correct attitude in front of these sorts of problems is the subtly different "there may be other explanations for what I see, I should find them". The two sentiments feel similar, but lead to very different ways of tackling the problem.

I think the Wason selection task with cards is an even more direct demonstration of the tendency to seek confirmatory, but not disconfirmatory, tests of a hypothesis.

Stuart, you do have a "nice ordering measure" - simpler hypotheses ("all ascending") have a higher prior probability than complex ones ("all ascending OR one over ten trillion" or randomness). Positive testing of contradictory, high-prior-probability hypotheses is still negative testing of your original hypothesis, no?

This experiment isn't up to the usual standards of an economics experiment.  When economists do such an information experiment, we give subjects some indication of the distribution that the hidden truth will be drawn from, and then we actually draw from that distribution.  You can always make subjects look like fools if you give them an example that is rare given their prior expectations.

Robin, I observe that Nature also fails to live up to the usual standards of an economics experiment.

Stuart and Constant, in AI/machine learning we have a formal notion of "strictly more general concepts" as those with a strictly greater set of positive examples, and symmetrically for strictly more specific concepts.  (This is not usually what I mean when I say "concept" but this is the term of art in machine learning.)

Positive bias implies that people look at a set of examples and a starting concept, and try to envision a strictly more specific concept: for example, "ascending by 2 but all numbers positive".  We seem to focus less on finding a strictly more general concept, such as "separated by equal intervals" or "in ascending order" or "any sequence not ending in 2".

Why do we only look in the more-specific direction and see only half the universe of concepts?  Instinct, one might simply say, and be done with it it.  One might try a Bayesian argument that any more general concept would concentrate its probability mass less, and do a poorer job of explaining the positive examples found - for it seems that 10-12-14 is an unlikely thing to see, if the generator is "any sequence" than "any sequence separated by intervals of 2".  But this is an invalid argument if you are the one generating the examples!  As for the initial example being misleadingly specific, heck, people read nonexistent coincidences into Nature all the time.  It may not be fair of the experimenter but it is certainly realistic as a test of a rationalist's skill.

If you are testing examples in an oracle, "positive" and "negative" are symmetrical labels.  This point alone should make it very clear that, from the standpoint of probability theory, we are dealing strictly with a bizarre quirk of human psychology.

Flynn, you write, "Isn't it the entire point of the post that confirmation bias is the tendency NOT TO CHECK ASSUMPTIONS?"

You simply can't check all your assumptions in finite time in this task, which is a problem, because you must complete the task in a finite time. That is not your fault - that is intrinsic in the challenge. Therefore some of your assumptions will necessarily go untested - and they will necessarily be enormous assumptions. The reason for this is that the set of possible rules is too large - it's infinite - and remains infinite no matter how much testing you do.

See also Stuart's comment and Robin's comment. I think they express major points I was trying to make, more clearly than I did.

Eliezer, yes sometimes nature includes rare events, but only rarely. We should evaluate human inference abilities on average across the kinds of cases humans face, and not just for rare surprising events.

The plethora of incorrect hypothesis compared to the relatively few correct (so far) theories seem to speak against this.

I'm not sure I buy the whole 'subverbal' thing -- it seems to me that misleading phrasing is a big part of the problem.  If asked to find the "rule" which "governs" a sequence of three numbers, I'd (incorrectly ...) assume that the questioner was thinking of some simple rule that can be used to generate all of the valid sequences.  Given the examples, I'd guess it was something like 'x x+2 x+4' or '2x 2(x+1) 2(x+2).'  Now, after I started typing this I realized that you could map all ascending 3 integer sequences to the whole numbers, so there is a "rule" that could be used to generate the solution, but nobody would look at the solution in these terms naturally -- instead, we think of the solution as the set of sequences with the "property" of being in ascending order.  If the questioner said that he was thinking of "a property which sequences of 3 numbers either have or lack," rather than a "rule" which "governs" the sequences, I suspect more folks would discover the correct solution.

Robin, I suspect that Eliezer has a different perspective on that, given his line of work.  Availability bias on which biases to overcome?  The creation of a seed AI is an event so rare that is has never happened (so far as we can tell), but failure to get it right on the first try could eliminate all life in the solar system.  There is perhaps room for discussing average and better inference abilities with respect to common and rare events, although we would do well to be clear on exactly what we are arguing.

Constant made an important point: infinitely many rules are consistent with the evidence no matter how many instances you test.  Therefore any guess you make must be influenced by prior expectations.  And like lusispedro said, based on experience students probably put a lot more weight on rules based on simple equations than rules based on inequalities.

I'm sure I could get the percentage of people who guess correctly down to 0% by simply choosing the perfectly valid rule:  "sequences (a,b,c) such that EITHER a less than b less than c OR b is a multiple of 73."

Why?  Because rules of that sort are given low weight in subjects' priors.

It seems very normal to expect that the rule will be more restrictive or arithmetic in nature.  But if I am supposed to be sure of the rule, then I need to test more than just a few possibilities.  Priors are definitely involved here.

Part of the problem is that we are trained like Monkeys to make decisions on underspecified problems of this form all the time.  I've hardly ever seen a "guess the next [number|letter|item] in the sequence problem that didn't have multiple answers.  But most of them have at least one answer that feels "right" in the sense of being simplest, most elegant or most obvious or within typical bounds given basic assumptions about problems of that type.

I'm the sort of accuracy-minded prick who would keep testing until he was very close to certain what the rule was, and would probably take forever.

An interesting version of this phenomenon is the game: "Bang! Who's dead".  one person starts the game, says "Bang!", and some number of people are metaphorically dead, based on a rule that the other participants are supposed to figure out (which is, AFAIK, the same every time, but I'm not saying it here).  The only information that the starter will give is who is dead each time.

Took me forever to solve this, because I tend to have a much weaker version of the bias you consider here.  But realistically, most of my mates solved this game much faster than I did.  I suspect that this "jump to conclusions" bias is useful in many situations.

After seeing the four examples (including one that didn't fit) given, it didn't even occur to me that someone could think the first one indicated a X-2X-3X pattern. It's hard to tell what will confirm and what will disconfirm in such a broad space of possibilities.

A bit off topic but after numerous incidents of mocking Eliezer, Mencius Moldbug has launched a full-scale assault on Bayesianism. He hasn't shown any inclination to post his critiques here, but perhaps some of the luminaries here could show him the error of his ways.

That is a good link, Ambitwistor.  The last paragraph refers to an interesting psychological hypothesis, which I'd like to expand on in an example related to the "Look Into the Dark" post.  Let's rephrase EY's proposition to give it more of a social "plot".

"You're a smuggler in a strange foreign land, where they only allow exports of goods in certain combinations of quantities, so as to keep their domestic lobby groups happy.  [Yes, it's a convulated example, but governments can be convoluted.]  Trouble is, everyone knows the rule except you and your gang of smugglers, and if you ask, you become a suspect.  Furthermore, you don't actually know what you're smuggling, since your fence always seals them in the standard export containers, which are numbered ordinally "First", "Second", and "Third".

Since you're an amoral smuggler boss, in charge of a lot of obedient "mule" underlings, you can send as many people through customs as you want and no matter how many get arrested, you won't be a suspect.  Also, you have an infinite number of empty export containers with the usual "First", "Second" or "Third" labels.  If your mule gets arrested with an empty container, he'll be released immediately.  So basically, you can test the rule all you want, since you'll witness any arrest that happens.

Just as you and your team of criminals arrives at the customs checkpoint, a man goes into customs with 2 "First" boxes, 4 "Second" boxes, and 6 "Third" boxes.  You can start making a tidy profit as soon you determine what the rule is.  What is your next move?"

Granted, it is a convoluted example and I'm worried that in its current form it would just confuse too many test subjects.  Perhaps someone would think of a more straightforward equivalent.  The point, though, is to make the test sound less like the sort of rule we are familiar with from math class.  As several posters have alluded, usually a rule in math class is much stricter and requires some arithmetic.  A bureaucratic rule, convoluted though it may be, will often be mathematically simpler.  E.g., "The extremely powerful pineapple lobby has pushed through a law requiring that no other fruit (papaya or mango) be exported in greater numbers than pineapples.  Exports from the politically weak mango industry must not exceed papaya exports.  Pineapples are labelled Third; papayas labelled Second; mangos labelled First."

My hypothesis is that people will come up with this rule faster than they would when faced with the phrasing from the original post.  (Of course, the "domestic lobby groups happy" phrasing is sort of a giveaway ... maybe it should be replaced with a more neutral explanation, or none at all.)

We're playing a game in which you, the player, start with a number sequence. There is a rule governing which number comes next, and whoever determines the rule will recieve $10. Any one can play, but I tagged the people who i think will be most interested.

If you guess a number, I will tell you if it is correct, and if so, I will add it to the existing sequence. Please only guess one number each day. Please only guess one number at a time, dont try and fill in a section of the sequence.

If you guess the rule, I will tell you if you are correct or incorrect. If correct, you win $10. If incorrect, you may not guess the rule again for 3 days.

2, 4, 6, 10, 18, 30, 50, 82, 134, 218, 354, 622, 623, 630
47 comments
Updated about a month ago

Craig Fleischman (Indiana) wrote
at 7:44pm on July 13th, 2007
10?
Message - Delete

Dan Margolis (Japan) wrote
at 8:31pm on July 13th, 2007
7
Message - Delete

Jeff Borack wrote
at 1:03am on July 14th, 2007
10 yes, 7 no
Delete

Dan Margolis (Japan) wrote
at 9:52am on July 14th, 2007
Its like fibonacci sequence except starting at 2. The next digit is the sum of the two previous digits. So it would be 2, 4, 6, 10, 16, 26, 42, 68, 110...

So... X0 = 2, X1 = 4, Xn = (Xn-1 + Xn-2)
Message - Delete

Jeff Borack wrote
at 12:16pm on July 14th, 2007
Incorrect
Delete

Dan Margolis (Japan) wrote
at 12:38pm on July 14th, 2007
Worth a shot...I can't deduce much from so few numbers...
Message - Delete

Elliot Alyeshmerni wrote
at 7:06pm on July 14th, 2007
im gonna go with 18
Message - Delete

Jeff Borack wrote
at 8:24pm on July 14th, 2007
a job well done
Delete

Yvette Monachino wrote
at 8:08pm on July 15th, 2007
30
Message - Delete

Jeff Borack wrote
at 10:47am on July 16th, 2007
30 works
Delete

Yvette Monachino wrote
at 11:06am on July 16th, 2007
50
Message - Delete

Jeff Borack wrote
at 11:35am on July 16th, 2007
good
Delete

Elliot Alyeshmerni wrote
at 2:25pm on July 16th, 2007
82, still havent gotten the sequence down so this is a bit of a guess
Message - Delete

Jeff Borack wrote
at 2:33pm on July 16th, 2007
good
Delete

Elliot Alyeshmerni wrote
at 3:19pm on July 16th, 2007
i think we all got this sequence now..
Message - Delete

Jeff Borack wrote
at 3:36pm on July 16th, 2007
i dont think anyone has it. but i welcome you to guess. If your right, $10. If your wrong, at least you'll save yvette! Good luck.
Delete

Peter Dahlke wrote
at 7:31pm on July 16th, 2007
134 next?
Message - Delete

Jeff Borack wrote
at 8:07pm on July 16th, 2007
yup
Delete

Elliot Alyeshmerni wrote
at 10:49pm on July 16th, 2007
218
Message - Delete

Jeff Borack wrote
at 11:15pm on July 16th, 2007
218
Delete

Victor Baranowski wrote
at 10:16am on July 17th, 2007
IDK where it started, but assuming we started with 2, 4, 6 the sequence is:

Xn = X (n-1) + [(X(n-1) - X(n-2)) + (X(n-2)-X(n-3))]

Jeff Borack wrote
at 10:26am on July 17th, 2007
Interesting guess, I thought people were gonna say Xn = X(n-1)+X(n-2)+2, but both are wrong. Sorry Vic. The more interesting question is: why did it take so long for someone to guess? Is the reward for guessing the correct answer to low or is the penalty to high?
Delete

Jeff Borack wrote
at 10:45am on July 17th, 2007
I'm changing the rule of 1 rule guess/week. You can now guess once every three days. Numbers are still once a day even though elliot broke that rule and i accepted the number.
Delete

Elliot Alyeshmerni wrote
at 11:43am on July 17th, 2007
this a answer works for every number except 6 and 18, but i'll put it down anyway

Victor Baranowski wrote
at 12:22pm on July 17th, 2007
Ya, that was similar to mine. Why the sequence goes from 10 to 18 is the tricky part of this whole thing, which makes me think the equation is going to be pretty ugly or wierd... maybe jeff made a mistake :P
Message - Delete

Victor Baranowski wrote
at 12:23pm on July 17th, 2007
Oh, and I might as well guess 354...
Message - Delete

Jeff Borack wrote
at 2:19pm on July 17th, 2007
a) the solution is beutiful
b) i didn't make any mistakes yet
c) 354 is good
Delete

Victor Baranowski wrote
at 2:46pm on July 17th, 2007
Can I cite a) in response to your b) ?
Message - Delete

Jeff Borack wrote
at 8:20pm on July 17th, 2007
Hmmmm, I'm not sure. It depends on when you think the mistake was made. Technically it did come before b), but i could also argue that the mistake what made when i clicked the "Add your comment" button.

a) the solution is... very nice and good
b) i didn't make any mistakes in the number sequence yet.
c) web browsers and AIM should have spell checkers. this isn't the 20th century anymore.
Delete

Tait Kowalski wrote
at 3:48pm on July 18th, 2007
Sequence goes x(n) = x(n-1)+2*x(n-3)

Jeff Borack wrote
at 4:41pm on July 18th, 2007
Welcome Tait! That is the wrong rule, but ill accept your guess at the next number.
Delete

Elliot Alyeshmerni wrote
at 6:28pm on July 19th, 2007
the next number is fuck you jeff, just give us the answer lol
Message - Delete

Jeff Borack wrote
at 6:47pm on July 19th, 2007
Sorry elliot, want me to call the Whaaaaaaaaaaaaaaaambulance?
Delete

Victor Baranowski wrote
at 4:29pm on July 22nd, 2007
is the next number 620?
Message - Delete

Jeff Borack wrote
at 7:23pm on July 22nd, 2007
hmm strange guess. 620 is not a number
Delete

Victor Baranowski wrote
at 8:46am on July 23rd, 2007
howabout 623?
Message - Delete

Jeff Borack wrote
at 12:40pm on July 23rd, 2007
: ) 623 is the next number
Delete

Craig Fleischman (Indiana) wrote
at 12:55pm on July 23rd, 2007
630?
Message - Delete

Jeff Borack wrote
at 12:59pm on July 23rd, 2007
630 is good
Delete

Victor Baranowski wrote
at 1:51pm on July 23rd, 2007
Solution: the next number is whatever number is guessed, as long as it is higher than the previously guessed number.
Message - Delete

Jeff Borack wrote
at 2:28pm on July 23rd, 2007
hahaha, yup. it took a lot of time but not a lot of guesses. i expected the guessing to to into the hundreds of thousands. do you accept paypal?
Delete

Victor Baranowski wrote
at 2:35pm on July 23rd, 2007
no, i accept shots and beers the next time we hang out.
Message - Delete

Yvette Monachino wrote
at 4:10pm on July 27th, 2007
that is the dumbest sequence i have ever heard of
Message - Delete

Jeff Borack wrote
at 5:08pm on July 27th, 2007
It's about thinking outside the box, yvette, something i wouldnt expect most MATH majors to understand! : p Victory for the engineers!!!
Delete

Yvette Monachino wrote
at 2:08pm on July 30th, 2007
aw thats a cute remark, knowing that you don't actually know what real math is i won't take that as an insult, and the only victory you accomplished is adding yourself to the long list of pompous engineers, so congrats :)
Message - Delete

Jeff Borack wrote
at 2:52pm on July 30th, 2007
While I might be pompous, I unfortunately can't be considered much of an engineer. I did bioengineering, which certainly doesnt count, and i've never actually engineered anything. Neither has vic, hes in law school.

It is true that i don't know what real math is (although i would love for you to teach me). However, I would imagine that real math does involve thinking outside the box on occasion. In this particular example, it required you to test a number you thought was not part of the sequence. If you believed you had found the sequence, and contintued to test numbers that fit that sequence, you would never derive the answer. By simply testing a number that does not appear to fall into the sequence, such as 2 million, it's easy to find the solution.

Does this sound like any 'real' math problems you have ever encountered?

I just want to summarize what I learned in this thread in order to ensure that I understand it. As I understand, the steps for determining the rule should be something like this:

Quite a bit more laborious than blurting out "n[i] = n[i-1]+2", I have to admit.

You need to do a lot more to demonstrate irrationality than this.  Obviously, as other commenters have pointed out, there are an infinite number of rules that agree with any given finite sequence of experimental results so obviously you can never conclusively demonstrate that your rule is indeed the correct one.  Moreover, you can't even be 'bias free' in the sense of assigning all possible rules the same probability unless you want to assign each rule probability 0.

Now you might be tempted to just give up at this point but this is exactly the same problem we face when doing science.  We have an infinite number of possible rules that extend the results we have seen so far and we need to guess which is most likely.  Amazingly we do it pretty well but justifying it seems impossible, it's the classical philosophical problem of induction.

In short it's not clear anyone is 'wrong'.  Maybe they have a good initial probability distribution for what sorts of rules people normally pick.  Heck it's not even clear what it means to be 'wrong' in this sense, i.e., having an implausible a priori probability distribution

I have two observations, one personal and one general:

Once, I tried to apply artificial neural nets on the task to evaluate positional situations in the game of Go. I did a very basic error, which was to train the net only on positive examples. The net quickly learned to give high scores for these, but then I tested on bad situations it still reported high scores. Maybe a little naive mistake, but you have to learn sometimes.

A very common example is testing of software. Usually, people pay much attention on testing the positive cases, and verifying that they work as they should. Less time is spent on testing things that should not work, sometimes resulting in programs that generates answers when it should not. The problem here is that testing the positive cases usually consists of a limited set, while the negative cases are almost infinite.

Anyone who finds the game described at the top of the article interesting, check out Zendo, a game based upon a similar idea. I've found Zendo handy when explaining the concept in the OP and the various other ideas of experimental design and inductive investigation. Plus, it's lots of fun. :-)

Zendo is my go-to exercise for explaining just about any idea in inductive investigation.  (But it's even more useful as a tool for reminding myself to do better.  After years, the number of Zendo games I lose due to positive bias is still far higher than I'd like... even when I think I've taken steps to avoid that.)

As my group's usual Zendo Master, I have a lot of players fall into this trap. I like to train new players with one easy property like "A Koan Has The Buddah Nature If (and only if) it contains a red piece." Once they understand the rules, I jump to something like "A Koan Has The Buddah Nature Unless It contains exactly two pieces." 

Switching from a positively-marked property (there is a simple feature which all these things have) to a negatively-marked property (there is a simple feature which all these things lack) can be pretty eye-opening.

I showed Zendo to a math professor once who fell smack into the 2-4-6 trap and tried to build as many white-marked koans as possible. He even asked why the game didn't punish people for just making the same koan over and over again, since it would be guaranteed to "follow the rule." I eventually managed to convey that the object of the game is to be able to tell me, in words, what you think the rule is. Since then I've been more explicit that "part of the game involves literally just saying, out loud, what you think defines the property." People always seem to think that the zendo is a sort of a silent lecture, when really it's more of a laboratory class.

He even asked why the game didn't punish people for just making the same koan over and over again, since it would be guaranteed to "follow the rule." I eventually managed to convey that the object of the game is to be able to tell me, in words, what you think the rule is.

Maybe this provides some insight into the nature of positive bias. In the game, the only goal is to find the rule; there is no punishment for asking a wrong sequence. But I guess the real life is not like this. In real life, especially in the ancient environment, making a wrong guess is costly; and our cognitive algorithms were optimized for that.

For example, imagine that the rule is some taboo, punishable by death. It is better to avoid the punishment, than to find the boundaries precisely. Avoiding a superset of the taboo also has some cost, but that cost is probably cheaper than being stoned to death. If you know that the sequence "2-4-6" does not get you killed (unlike some other sequences, not explicitly known which ones), it may be wise to guess "2-4-6" over and over again.

One thing that helped me really get this one is testing software upgrades. It's insanely tedious. Most stuff just keeps working. But if you don't test, you're just asking for something to come back and bite you in the backside.

e.g. recent work example: upgrading Tomcat 6.0.16 to 6.0.29. Minor point release from the Apache Software Foundation, computer scientists famous for their dedication to engineering stability. I so didn't want to bother testing this at all - days and days of tedium. Then this bit us - someone decided the letter of the spec beat mountains of real-world code in a stable branch maintenance release. And it's in mountains of real-world code because of this. My opinion of Apache slipped somewhat. But my systems stayed up.

I still hate lining up testing, but a few of these and you start to expand your map of chances large enough to mess you up. Sysadmins know that computers are evil and out to get them, and that the only way around this is not to give them the opportunity.

A friend of mine has a similar story involving why he never allows code-changes after code freeze dates, even if X, even if Y, even if Z. His story, however, involves avatars in a video game sorting their layers in strange ways on obscure video cards to cause breastplates to unexpectedly sort below breasts, which is why I still remember it. 

It's like backups or freedom 0. Approximately no-one gets it until they've been bitten in real life. (I am particularly bad at learning without direct application of forehead to concrete, but am attempting to think more clearly.)

Funny, "three numbers in ascending order" was the first hypothesis that popped in my mind.

I think most people would come up with the correct answer 'with extension'. Such as 'increasing by 2 in ascending order' where the correct answer 'ascending order' is the basis that they have then specified further. In my eyes they have then given a partially correct answer and should not strive so hard to 'avoid this mistake' in the future. My reasoning is that you might then 'dismiss out of hand' a partially correct answer and by default do the same to the 'fully correct answer'.
 It is better then, to make a habit out of breaking down a hypotheses before dismissing it.
 Or you could just use up all your energy on convincing yourself that nothing should be believed, ever. Since belief means to know without proof.

I'd say you should read the Sequences, but that's clearly what you're doing :D. I'd suggest going ahead and introducing yourself over here.

I agree with you that some people might come up with the rule, but with unnecessary additions. The point of looking into the dark is that people may tend to add on to those extensions, when they should really be shaving them down to their core. And they can only do so (Or at least do so more effectively.) by looking into the dark.

Also, that's not exactly the commonly accepted definition of "Belief" around here. For what most would think of when you refer to "belief" check out here, here, and the related The Simple Truth article, and really the entire Map and Territory sequence

Thought experiment.  Suppose you have two oracles, and your task is to find out whether or not they have the same rule.  If each oracle is considered as "A lookup table produced by a coin flip for each possible input, except that there's a 50% chance that the second is just a copy of the first" then of course any input is as likely as any other to exhibit a difference, and you can easily compute the probability of no difference after n tests fail to exhibit one.  But if you have an assumption that simpler rules are more likely (eg. your prior is 2^-complexity) then what's your optimal strategy?

A plausible strategy is to follow the same strategy as you would if you had to find the rule of a single oracle; you always send the input that gives you the most bits about Oracle A's rule.  That way, you maximise the probability of exhibiting a difference given that one exists.  So if you can generate an input which, under your current model of the space of A's possible rules (and the probability of each), has exactly a 50% chance of matching A, then it also has a 50% chance of matching B; moreover these probabilities are independent, so you have 25%+25%=50% chance of exhibiting a difference.  If instead you picked an input with a 30% chance of matching A, your chance of exhibiting a difference is 21%+21%=42%.

It seems much of our cognitive architecture was developed in the context of social situations.  Indeed, the standard experiments on checking modus ponens and modus tollens understanding show sharp increases in ability when they are presented as social rules (e.g. http://en.wikipedia.org/wiki/Wason_selection_task checking whether someone is violating the "minor drinking alcohol" rules, rather than cards gives much higher performance).  Testing whether you understand a social rule by deliberately violating your current understanding can be a very, very expensive test.  It seems plausible that this cost has led to the human default ways for testing implicit rules to avoid seeking out these negatives, even when the cost would be low.

We're good at reasoning with social situations, and bad with more abstract situations. As such, we can't be doing them the same way. Something that helps in social situations is unlikely to cause a bias in more abstract situations.

In other words, our current architecture was developed in the context of social situations, and the fact that we do significantly better in those situations shows that it's the only time we use it. Otherwise, we use different, lousy architecture that won't exhibit the same biases.

Are you searching for positive examples of positive bias right now, or sparing a fraction of your search on what positive bias should lead you to not see?

Isn't what positive bias should lead you to not see a positive example of positive bias?
Or am I explaining the joke?

I intuitively wanted to see if the combination 8-6-4 or 6-4-2 would be acceptable, without actually making a guess at the rule. I looked at the two acceptable answers and the one unacceptable answer and thought, okay, but that doesn't prove a rule. The rule the experiment wants you to think about is a pattern like 2-4-6-8-10, so let's see if something disproves that pattern. Would 6-4-2 be acceptable? Obviously, it wouldn't. If I wasn't under the influence of hindsight bias I might continue on to try and see if different intervals were not acceptable I.e. 2-2-2 until I could differentiate between ascending order and the intervals, but knowing me and the likelihood of anyone actually guessing the rule I would put that as a very low probability. Still, this strikes me as the kind of thing where it's best to avoid bringing up a solution-- get more information, and study and discuss the information, and then try to solve it. If people did this perhaps they would come closer to getting it right?

Haha... And before I read this blog I thought I was irrational. Probably still am. 

I wonder why noone cares to mention Ockham's Razor in this situation. As already a couple of times mentioned, there are infinite rules possible to describe a finite set of numbers. thereby we can only start at the least restricting rule possible and work our way farther in until we get to a point where we are not able to find a set of numbers working for our rule, but not for the rule to find within a certain interval of time. thereby i start by saying its all numbers. obviously ill find a couple of pairs not matching the correct rule. ill then start trying whole numbers. after that i might try ascending numbers or at least a>b or b>c... the only important thing to do here is to find the simplest solution still possible. 

So i actually wouldnt try finding anything thats not fitting my assumptions, since there would be way more sets not fitting my assumption and not fitting the solution. 

If I was advising an AI on how to solve this question, I might recommend guessing many sets of three random numbers, and just looking at the ratio of 'yes' to 'no'.   A result of 1/6 yes, could then be matched against various rules and there ratios.  This would greatly reduce the solution set, and ordering would likely jump to the front as a likely possibility.

If I were answering the question for myself, I would likely try to break it, by that I mean get you to either add a new rule, or to say 'I don't know'.  { e, i, pi }

Software design: if you are using a logic test, check on either side of the logic test, and also random answers.

is X > 5?
if X is:
4: no
5: no
6: yes
5.00001: no
5.999999: yes
-1: error error error
"tomato": error error error

taught me to always double check the hypothesis is not just a good fit, but a good enough fit for the purpose.  If you never encounter a tomato, or decimals or negative numbers, then the test works fine.  if you expect occasional tomatoes, and your test is looking for a positive integer.  Maybe its time for a new test.

I think there is a simple approach to handling these problems. First define a number than no one knows anything about. Say BB(10) where BB is the busy beaver function. No one knows anything much about the size of this number, whether its odd or even, etc. Then if someone yes yes to:

BB(10), BB(10) + 2, BB(10) + 4 you can infer they probably really are using rule: n, n+2, n+4. 

If its not this rule they may need to say they can't tell if the sequence follows the rules or not. 

Unless they are using very general and hard to guess rules this method seems effective. An example of an absurdly hard to guess rule would be. "All numbers are less than BB(100)"

This doesn't solve the problem. If you think the rule is n,2n,3n you could try BB(10), 2BB(10), 3BB(10) but then the rule might really be: n,kn,(k+1)n for some k. But again this method seems to me like it would give you a way to check most "easy" rules. Or at least something like this is useful in testing your theories. 

I wonder if this can not be partially explained by people wanting to answer quickly. The teacher says you can make as many guesses as you like, but we still instinctively feel like we do better if we do it faster.

Imagine the same test, but now with the last line reading: "You can make as many guesses as you like, but you get graded on how fast you get the right result". With the rule it is a lot more rational to not spend too much time on verification of your hypothesized rule. I have no idea what the best strategy is, I guess it depends on your priors about the rule-space, but it probably does not involve spending a lot of questions on falsification.

My guess is that many people approach the problem as if it is of the above variety, even though it isn't. So while positive bias no doubt plays a part, I think a desire to answer quickly also factors hugely.

This is testable. Give people a 10 dollar reward for giving the correct answer, and explicitly tell them that the number of guesses does not affect this reward. I hypothesize that the fraction of people getting  the correct answer will go up significantly.

(I know this is a very old thread, but this sequence still features prominently on the site, so I have some hopes that people still read this occasionally :P)

Teacher: 'In 'Beast and Man in India' John Kipling describes a custom of how gypsies ransomed crows to Hindus. A gypsy would catch a crow, peg it on the ground spread-eagled so that it cannot escape, and when another bird would fly to attack it, the first one, defending itself, catches it with her legs. When the gypsy has enough crows, he goes to a shop of some rich Hindu and offers to let them go, for a price, or eat them for dinner. The Hindu pays one or two paisas for a bird. Let the p of the crow not flying away when it is pegged down be 90%, p of it catching another one be 95%. If by the end of the day the gypsy has 16 paisas, what is the least number of birds that will have been on the ground?' ...and the correct answer is zero:)

Is my idea correct why this is in Mysterious Answers?: Due to positive bias you don’t try to falsify a theory -- and if a theory does not predict anything for the negative case, then it does not have any predictive value and thus is a mysterious answer.

How could phlogiston theory have explained the flame not going out? It seems pretty straightforward : as the air absorbs phlogistion from the substance being burnt, it eventually becomes saturated. If the flame didn't go out, this would disprove the theory.

I am really curious what would happen if a test was performed where the inverse rule was used (flip all yeses to noes). You are told 2-4-6 does NOT obey a rule. If this changes the outcome then it suggests the asymmetry is less in the logic people are applying and more in an asymmetry in how the perceive the words yes and no.

I have read the condensed version of "The Sequences" in order and this is my favorite one so far.  It motivates me to deepen the emphasis I put on how the discomfort of the possibility of being proven wrong contributes to the comfort of feeling that I'm probably right.  Updating working assumptions can give us a very pleasant experience after a while because we start to see that we rarely have to do it, but that only works if we create a lot situations in which we might have to do it.

This cognitive phenomenon is usually lumped in with “confirmation bias.” However, it seems to me that the phenomenon of trying to test positive rather than negative examples, ought to be distinguished from the phenomenon of trying to preserve the belief you started with. “Positive bias” is sometimes used as a synonym for “confirmation bias,” and fits this particular flaw much better.

Subtle distinction I almost missed here. Worth expanding.



My Wild and Reckless Youth

It is said that parents do all the things they tell their children not to do, which is how they know not to do them. 

Long ago, in the unthinkably distant past, I was a devoted Traditional Rationalist, conceiving myself skilled according to that kind, yet I knew not the Way of Bayes. When the young Eliezer was confronted with a mysterious-seeming question, the precepts of Traditional Rationality did not stop him from devising a Mysterious Answer. It is, by far, the most embarrassing mistake I made in my life, and I still wince to think of it.

What was my mysterious answer to a mysterious question? This I will not describe, for it would be a long tale and complicated. I was young, and a mere Traditional Rationalist who knew not the teachings of Tversky and Kahneman. I knew about Occam’s Razor, but not the conjunction fallacy. I thought I could get away with thinking complicated thoughts myself, in the literary style of the complicated thoughts I read in science books, not realizing that correct complexity is only possible when every step is pinned down overwhelmingly. Today, one of the chief pieces of advice I give to aspiring young rationalists is “Do not attempt long chains of reasoning or complicated plans.”

Nothing more than this need be said: even after I invented my “answer,” the phenomenon was still a mystery unto me, and possessed the same quality of wondrous impenetrability that it had at the start.

Make no mistake, that younger Eliezer was not stupid. All the errors of which the young Eliezer was guilty are still being made today by respected scientists in respected journals. It would have taken a subtler skill to protect him than ever he was taught as a Traditional Rationalist.

Indeed, the young Eliezer diligently and painstakingly followed the injunctions of Traditional Rationality in the course of going astray.

As a Traditional Rationalist, the young Eliezer was careful to ensure that his Mysterious Answer made a bold prediction of future experience. Namely, I expected future neurologists to discover that neurons were exploiting quantum gravity, a la Sir Roger Penrose. This required neurons to maintain a certain degree of quantum coherence, which was something you could look for, and find or not find. Either you observe that or you don’t, right?

But my hypothesis made no retrospective predictions. According to Traditional Science, retrospective predictions don’t count—so why bother making them? To a Bayesian, on the other hand, if a hypothesis does not today have a favorable likelihood ratio over “I don’t know,” it raises the question of why you today believe anything more complicated than “I don’t know.” But I knew not the Way of Bayes, so I was not thinking about likelihood ratios or focusing probability density. I had Made a Falsifiable Prediction; was this not the Law? 

As a Traditional Rationalist, the young Eliezer was careful not to believe in magic, mysticism, carbon chauvinism, or anything of that sort. I proudly professed of my Mysterious Answer, “It is just physics like all the rest of physics!” As if you could save magic from being a cognitive isomorph of magic, by calling it quantum gravity. But I knew not the Way of Bayes, and did not see the level on which my idea was isomorphic to magic. I gave my allegiance to physics, but this did not save me; what does probability theory know of allegiances? I avoided everything that Traditional Rationality told me was forbidden, but what was left was still magic. 

Beyond a doubt, my allegiance to Traditional Rationality helped me get out of the hole I dug myself into. If I hadn’t been a Traditional Rationalist, I would have been completely screwed. But Traditional Rationality still wasn’t enough to get it right. It just led me into different mistakes than the ones it had explicitly forbidden. 

When I think about how my younger self very carefully followed the rules of Traditional Rationality in the course of getting the answer wrong, it sheds light on the question of why people who call themselves “rationalists” do not rule the world. You need one whole hell of a lot of rationality before it does anything but lead you into new and interesting mistakes. 

Traditional Rationality is taught as an art, rather than a science; you read the biography of famous physicists describing the lessons life taught them, and you try to do what they tell you to do. But you haven’t lived their lives, and half of what they’re trying to describe is an instinct that has been trained into them.

The way Traditional Rationality is designed, it would have been acceptable for me to spend thirty years on my silly idea, so long as I succeeded in falsifying it eventually, and was honest with myself about what my theory predicted, and accepted the disproof when it arrived, et cetera. This is enough to let the Ratchet of Science click forward, but it’s a little harsh on the people who waste thirty years of their lives. Traditional Rationality is a walk, not a dance. It’s designed to get you to the truth eventually, and gives you all too much time to smell the flowers along the way. 

Traditional Rationalists can agree to disagree. Traditional Rationality doesn’t have the ideal that thinking is an exact art in which there is only one correct probability estimate given the evidence. In Traditional Rationality, you’re allowed to guess, and then test your guess. But experience has taught me that if you don’t know, and you guess, you’ll end up being wrong. 

The Way of Bayes is also an imprecise art, at least the way I’m holding forth upon it. These essays are still fumbling attempts to put into words lessons that would be better taught by experience. But at least there’s underlying math, plus experimental evidence from cognitive psychology on how humans actually think. Maybe that will be enough to cross the stratospherically high threshold required for a discipline that lets you actually get it right, instead of just constraining you into interesting new mistakes.

This is a good exercise for all of us - tell a story of when we made a serious inference mistake.

One of my mistakes was believing in Bayesian decision theory, and in constructive logic at the same time. This is because traditional probability theory is inherently classical, because of the axiom that P(A + not-A) = 1. This is an embarassingly simple inconsistency, of course, but it lead me to some interesting ideas.

Upon reflection, it turns out that the important idea is not Bayesianism proper, which is merely one of an entire menagerie of possible rationalities, but rather de Finetti's operationalization of subjective belief in terms of avoiding Dutch book bets. It turns out there are a lot of ways of doing that, because the only physically realizable bets are of finitely refutable propositions.

So you can have perfectly rational agents who never come to agreement, no matter how much evidence they see, because no finite amount of evidence can settle questions like whether the law of the excluded middle holds for propositions over the natural numbers.

One of my mistakes was believing in Bayesian decision theory, and in constructive logic at the same time. This is because traditional probability theory is inherently classical, because of the axiom that P(A + not-A) = 1.

0 And 1 Are Not Probabilities - there is no finite amount of evidence that allows us to assign a probability of 0 or 1 to any event. Many important proofs in classical probability theory rely on marginalising to 1 - that is, saying that the total probability of mutually exclusive and collectively exhaustive events is exactly 1. This works just fine until you consider the possibilty that you are incapable of imagining one or more possible outcomes. Bayesian decision theory and constructive logic are both valid in their respective fields, but constructive logic is not applicable to real life, because we can't say with certainty that  we are aware of all possible outcomes. 

Constructive logic preserves truth values - it consists of taking a set of axioms, which are true by definition, and performing a series of truth-preserving operations to produce other true statements. A given logical system is a set of operations defined as truth-preserving - a syntax into which semantic statements (axioms) can be inserted. Axiomatic systems are never reliable in real life, because in real life there are no axioms (we cannot define anything to have probability 1) and no rules of syntax (we cannot be certain that our reasoning is valid). We cannot ever say what we know or how we know it; we can only ever say what we think we know and how we think we know it. 

Are there any particular arguments in constructive logic that you formerly believed, and now no longer believe?

Or is this just a thing where you are forever doomed to say "minus epsilon" every time you say "1" but it doesn't actually change what arguments you accept?

there is no finite amount of evidence that allows us to assign a probability of 0 or 1 to any event.

To be more precise, there is no such finite evidence unless there already exist events to which you assign probability 0 or 1. If such events do exist, then you may later receive evidence that allows them to propagate.

Even if we have infinite evidence (positive or negative) for some set of events, we cannot achieve infinite evidence for any other event. The point of a logical system is that everything in it can be proven syntactically, that is, without assigning meaning to any of the terms. For example, "Only Bs have the property X" and "A has the property X" imply "A is a B" for any A, B and X - the proof makes no use of semantics. It is sound if it is valid and its axioms are true, but it is also only valid if we have defined certain operations as truth preserving. There are an uncountably infinite number of logical systems under which the truth of the axioms will not ensure the truth of the conclusion - the reasoning won't be valid. 

Non-probabilistic reasoning does not ever work in reality. We do not know the syntax with certainty, so we cannot be sure of any conclusion, no matter how certain we are about the semantic truth of the premises. The situation is like trying to speak a language you don't know using only a dictionary and a phrasebook - no matter how certain you are that certain sentences are correct, you cannot be certain that any new sentence is gramatically correct because you have no way to work out the grammar with absolute certainty. No matter how many statements we take as axioms,  we cannot add any more axioms unless we know the rules of syntax, and there is no way at all to prove that our rules of syntax - the rules of our logical sytem - are the real ones. (We can't even prove that there are real ones - we're pretty darned certain about it, but there is no way to prove that we live in a causal universe.)

Well, yes. If we believe that A=>B with probability 1, it's not enough to assign probability 1 to A to conclude B with probability 1; you must also assign probability 1 to modus ponens.

And even then you can probably Carroll your way out of it.

One of my mistakes was believing in Bayesian decision theory, and in constructive logic at the same time. This is because traditional probability theory is inherently classical, because of the axiom that P(A + not-A) = 1.

Classical logics make the assumption that all statements are either exactly true or exactly false, with no other possibility allowed. Hence classical logic will take shortcuts like admitting not(not(X)) as a proof of X, under the assumptions of consistency (we've proved not(not(X)) so there is no proof of not(X)), completeness (if there is no proof of not(X) then there must be a proof of X) and proof-irrelevance (all proofs of X are interchangable, so the existence of such a proof is acceptable as proof of X).

The flaw is, of course, the assumption of a complete and consistent system, which Goedel showed to be impossible for systems capable of modelling the Natural numbers.

Constructivist logics don't assume the law of the excluded middle. This restricts classical 'truth' to 'provably true', classical 'false' to 'provably false' and allows a third possibility: 'unproven'. An unproven statement might be provably true or provably false or it might be undecidable.

From a probability perspective, constructivism says that we shouldn't assume that P(not(X)) = 1 - P(X), since doing so is assuming that we're using a complete and consistent system of reasoning, which is impossible.

Note that constructivist systems are compatible with classical ones. We can add the law of the excluded middle to a constructive logic and get a classical one; all of the theorems will still hold and we won't introduce any inconsistencies.

Another way of thinking about it is that the law of the excluded middle assumes that a halting oracle exists which allows us to take shortcuts in our proofs. The results will be consistent, since the oracle gives correct answers, but we can't tell which results used the oracle as a shortcut (and hence don't need it) and which would be impossible without the oracle's existence (and hence don't exist, since halting oracles don't exist).

The only way to work out which ones are shortcuts is to take 'the long way' and produce a separate proof which doesn't use an oracle; these are exactly the constructive proofs!

Good post. I find your writing style a little overwrought for your audience (us overcomingbias readers) but the practical details and advice are gold.

I'm wondering about the build up to becoming a Bayesian.  Do you think it's necessary for a person to understand Traditional Rationality as a mode of thinking before they can appreciate Bayes?

Intuitively, I would suspect that an understanding and even appreciation of ol' fashioned either/or thinking is a necessary foundation for probabilities.

Sorry if this is out of left field.  My wife just left for work -- she's a pre-school teacher -- and I was thinking of how the lesson might be applied to her students (who are admittedly far too young for this sort of thing just yet.)

Do you think it's necessary for a person to understand Traditional Rationality as a mode of thinking before they can appreciate Bayes?

Good question!  I think it should be possible to start with Bayes, but I've never seen it done.  Lessons on Traditional Rationality appeal to built-in human intuitions, like "Reality is either a certain way or it's not", so you'd appeal to the same intuitions but use them to introduce probability principles like "Your probabilities shouldn't sum to more than 1.0."

I would be interested to hear what other members of the community think about this. I accidentally found Bayes after being trained as a physicist, which is not entirely unlike traditional rationality. But I want to teach my brother, who doesn't have any science or rationality background. Has anyone had success with starting at Bayes and going from there?

Great post, as always. I think you're a great writer.

I think the following should be added to the about page in some form:

Traditional Rationalists can agree to disagree.  Traditional Rationality doesn't have the ideal that thinking is an exact art in which there is only one correct probability estimate given the evidence.  In Traditional Rationality, you're allowed to guess, and then test your guess.  But experience has taught me that if you don't know, and you guess, you'll end up being wrong.

Until I read this exact paragraph I was always a little confused as to how any of this was terribly new or eye-opening. Putting everything that I have read in the last week into a perspective that includes this paragraph makes everything significantly more potent. If this nugget was in the previous posts I either missed it or forgot it. Either way, its impact did not match its importance.

One correct probability estimate of what? You are tacitly assuming that someone has mapped the ideaspace and presented you with a tidy menu of options. But no-one could have converged on relativity before Einstein because he hadn't thought of it yet. Guessing bad, hypothesing good. 

But my hypothesis made no retrospective predictions.  According to Traditional Science, retrospective predictions don't count - so why bother making them?

Not checking what your hypothesis would have meant doesn't like science as she is did to me. What is the example you were thinking of here? I am having difficulty reconstructing a picture in my head of what you are calling "Traditional Rationality" without using straw.

While reading through this I ran into a problem. It seems intuitive to me that to be perfectly rational you would have to have instances in which given the same information two rationalists disagreed. I think this because I presume that a lack of randomness leads to a local maxima. Am I missing something?

I'm thinking of being unable to reach a better solution to a problem because what you know conflicts with arriving at the solution.

Say your data leads you to an inaccurate initial conclusion. Everybody agrees on this conclusion. Wouldn't that conclusion be data for more inaccurate conclusions?

So I thought that there would need to be some bias that was put on your reasoning so that occasionally you didn't go with the inaccurate claim. That way if some of the data is wrong you still have rationalists who arrive at a more accurate map.

Tried to unpack it. Noticed that I seem to expect this "exact art" of rationality to be a system that can stand on its own when it doesn't. What I mean by that is that I seem to have assumed that you could built some sort of AI on top of this system which would always arrive at an accurate perception of reality. But if that was the case, wouldn't Elizer already have done it?

I feel like I'm making mistakes and being foolish right now, so I'm going to stop writing and eagerly await your corrections.

There's nothing in being a rationalist that prevents you from considering multiple hypotheses. One thing I've not seen elaborated on a lot on this site (but maybe I've just missed it) is that you don't need to commit to one theory or the other, the only time you're forced to commit yourself is if you need to make a choice in your actions. And then you only need to commit for that choice, not for the rest of your life. So a bunch of perfect rationalists who have observed exactly the same events/facts (which of course doesn't happen in real life) would ascribe exactly the same probabilities to a bunch of theories. If new evidence came in they would all switch to the new hypothesis because they were all already contemplating it but considering it less likely than the old hypothesis. 

The only thing preventing you from considering all possible hypotheses is lack of brain power. This limited resource should probably be divided among the possible theories in the same ratio that you're certain about them, so if you think theory A has a probability of 50% of being right, theory B a probability of 49% and theory C a probability of 1%, you should spend 99% of your efforts on theory A and B. But if the probabilities are 35%, 33% and 32% you should spend almost a third of your resources on theory C. (Assuming the goal is just to find truth, if the theories have other utilities that should be weighted in as well.)

The only thing preventing you from considering all possible hypotheses is lack of brain power. This limited resource should probably be divided among the possible theories in the same ratio that you're certain about them

Likelyhood is one consideration when determining how much to investigate a possible hypotheses but it isn't the only consideration. Quite often the ratio of attention should be different to the ratio of credibility.

I think even a perfect implementation of Bayes would not in and of itself be an AI.  By itself, the math doesn't have anything to work on, or any direction to do so.  Agency is hard to build, I think.

Would a "perfect implementation of Bayes", in the sense you meant here, be a Solomonoff inductor (or similar, perhaps modified to work better with anthropic problems), or something perfect at following Bayesian probability theory but with no prior specified (or a less universal one)? If the former, you are in fact most of the way to an agent, at least some types of agents, e.g. AIXI.

Well, I'm not personally capable of building AI's, and I'm not as deeply versed as I'm sure many people here are, but, I see an implementation of Bayes theorem as a tool for finding truth, in the mind of a human or an AI or whatever sort of person you care to conceive of / display, whereas the mind behind it is an agent with a quality we might called directedness, or intentionality, or simply an interest to go out and poke the universe with a stick where it doesn't make sense.  Bayes is in itself already math, easy to put into code, but we don't understand internally directed behavior well enough to model it, yet.

Traditional Rationalists can agree to disagree.  Traditional Rationality doesn't have the ideal that thinking is an exact art in which there is only one correct probability estimate given the evidence.

This is also true of Bayesians. The probability estimate given the evidence is a property of the map, not the territory (hence "estimate"). One correct posterior implies one correct prior. What is this "Ultimate Prior"? There isn't one.

Possibly, you meant that there's one correct posterior given the evidence and the prior. That's correct, but it doesn't prevent Bayesians from disagreeing, because they do have different priors.

Alternatively, one can point out that the "given evidence" operator is, in expectation, always non-expansive, and contractive when the priors disagree. This means that the beliefs of Perfect Bayesians with shared observations converge (with probability 1) into a single posterior. But this convergence is too slow for humans. Agreeing to disagree is sometimes our only option.

Incidentally, it's Traditional Rationalists who believed they should never agree to disagree: the set of hypotheses which aren't "ruled out" by confirmed and repeatable experiments, they argued, is a property of the territory.

http://wiki.lesswrong.com/wiki/Aumann%27s_agreement_theorem

I'm aware of this result. It specifically requires the two Beyesians to have the same prior. My point is exactly that this doesn't have to be the case, and in reality is sometimes not the case.

EDIT: The original paper by Aumann references a paper by Harsanyi which supposedly addresses my point. Aumann himself is careful in interpreting his result as supporting my point (since evidently there are people who disagree despite trusting each other). I'll report here my understanding of the Harsanyi paper once I get past the paywall.

The Harsanyi paper is very enlightening, but he's not really arguing that people have shared priors. Rather, he's making the following points (section 14):

It is worthwhile for an agent to analyze the game as if all agents have the same prior, because it simplifies the analysis. In particular, the game (from that agent's point of view) then becomes equivalent to a Bayesian complete-information game with private observations.

The same-prior assumption is less restrictive than it may seem, because agents can still have private observations.

A wide family of hypothetical scenarios can be analyzed as if all agents have the same prior. Other scenarios can be easily approximated by a member of this family (though the quality of the approximation is not studied).

All of this is mathematically very pleasing, but it doesn't change my point. That's mainly because in the context of the Harsanyi paper "prior" means before any observation, and in the context of this post "prior" means before the shared observation (but possibly after private observations).

Problem: "retrospective predictions" is undefined here.  Search does not locate this term anywhere on the LessWrong website, the LessWrong wiki or on Wikipedia, but it seems to be the crux of this piece that we have to make retrospective predictions.  Also, it's not clear what you mean by it because it sounds oxymoronic - you can't predict something that already happened.  My best guess about what you mean by "retrospective predictions" is: Say someone has a theory that humans are hairless because they evolved from aquatic monkeys.  That person should "predict" that there's past evidence of aquatic monkeys existing at the right place/time/circumstance/whatever and then go do some research to find out.

Retrospective prediction is an expansion of http://en.wikipedia.org/wiki/retrodiction

Oh, thank you, Gwern!  Ok, so retrodiction is more like this: There are facts that we currently know and phenomena that have already happened so you should consider whether your theory would have predicted them.  It's not "did something related precede this" but "If we had known this theory before realizing certain facts or making certain observations, would the theory have predicted or explained these?"

Hmm for examples... if there were an all-knowing, all-powerful, all-loving God, what would I predict?  If life on earth evolved, what would I predict?

What would God do?  Make something awesome or lounge around feeling enlightened.  I'm personifying here, and I know it... I have no idea what a God would do but I suspect that it would not be "Make a bunch of creatures knowing that a bunch of them will experience horrible suffering.  Demand that they have faith but confuse them with a bunch of different religions to choose from.  Create each of them knowing exactly how they'll reason and what they'll experience and what that combination will result in and demand certain beliefs that won't make sense to some of them."  

Whereas with evolution, I'd predict that various life forms would evolve, some would succeed, some would not, life would be more like a chaotic experiment than a harmonious symphony, the smartest life forms would be dreadfully confused for quite some time before having it together... 

Whereas with evolution, I'd predict that various life forms would evolve, some would succeed, some would not, life would be more like a chaotic experiment than a harmonious symphony, the smartest life forms would be dreadfully confused for quite some time before having it together...

I would expect most life to just end up as planets full of green goo (ie. like grey goo but natural). But I'd expect that in a tiny minority of cases things like Fisherian Runaway, complex signalling and just plain luck happen to throw some individual toward the 'general intelligence' path (and a bunch of other deal breaking to not happen on the way). I'd expect any intelligent agents to observe that they are on a planet, in a galaxy in an Everett Branch where life had evolved much like you said.

Hmm.  I notice that I was not as specific as you are.  I didn't say anything about what "most" life forms would be like or whether there would be lots of smart life forms.  I haven't really done a thorough retrodiction on evolution, to tell the truth.  But I am really liking this new imagination trick of "try to predict the past if the theory was true" (which is subtly different from my other tricks like "is there anything in the past that supports / refutes this?") and it's pleasant atheism-promoting effect on the remnants of my dead agnosticism phase.  I'm glad I asked this question and that Gwern helped.

Thinking it out, I do not agree with your green goo hypothesis.  I think that as long as there were mutations in the green goo's pattern (and stability in this pattern would be the exception not the rule due to the complexity of making a self-replicating, self-incarnating pattern, and due to environmental differences more complex and diverse than the green goo's pattern would be able to expect) and as long as there was always room for improvement (for something this complex that evolved randomly, perfection in the pattern would be the exception not the rule) it would have to change and mutate and new variations would inevitably emerge.

What would it take to have that kind of stability in life forms?  Other than a perfectly stable planet?  The life game is very, very complex.  

I think, perhaps, a drastic reduction in the number of physical laws (when you have all kinds of neat toys to play with from electricity to friction, room for improvement is immense), as well as the number of substances available (otherwise the goo will only expand and encounter new things which promote adaptations), it MIGHT result in a simple life form becoming "perfect" for it's environment and then stabilizing it's genes as a way of optimizing perfection.  

I think diversity and increasing improvement is more likely to result from evolution than perfect, stable green goo.

Hmm. I notice that I was not as specific as you are. I didn't say anything about what "most" life forms would be like or whether there would be lots of smart life forms.

We may also have meant different things by "if life on earth evolved". I read it as "conditional on self replicating things we could call 'life' emerged on earth, how would I expect things to proceed" where it could also have meant "conditional on intelligent life like we know it having been evolved, how would I expect that process to have gone".

What I was intending to convey was not so much that one stable form of goo would remain permanently but rather that there is a significant component of the great filter in the stages between life emerging and general-intelligence evolving as well as the component before life emerges at all. I expect that most planets where life evolves at all to not evolve general intelligence or even other lifeforms as interesting as what we consider lesser animals. I expect it to get stuck in local minima rather frequently.

I disagree. The incentivising force for continued adaptation is changes in your environment (including your fellow other species). Static goo - or uniformly adapting goo - cannot be optimal for all of a planet at once, leaving room to be outcompeted by diversifying dark-green goo, which may eventually evolve into goo-man (I mean, hu-man):

A planet filled with homogeneous green goo would still be subject to offering advantages based on adaptation on two major axes:

1) Planets universally offer different conditions for habitats, pole temperature versus equatorial temperature, seismic activities on active planets, surface versus underground habitats. The green goo would eventually split off into various types, each best suited to the environment. There is no such thing as an "optimal green goo for every environment", optimal refers to a specific set of conditions. Some tasks are hard for single-celled organisms to fulfill, which is probably why the uniform green goo that life developed as on earth diversified while spreading, and that bacteria, while ubiquitous, still aren't considered the dominant life form.

2) As a hypothetical, even a planet transformed into a uniform green goo blob in space would be an environment in itself, allowing for niches for different forms of life (as long as there's still some entropy to waste i.e. a mechanism for mutation). For a crude comparison, think of lava as goo on a different time scale.

Lastly, if you allow certain variations in your green goo, you could well argue that earth as it is now is an amalgam of various sorts of green goo - us. Especially from the vantage point of our basic goo unit - the gene. See the goo now?

(To me, the curious thing isn't the eventual appearance of memetic-temetic based adaptability (intelligence), but of subjective experience to go with it. Good fiction novel on that: Peter Watts’ Blindsight.)

I would expect most life to just end up as planets full of green goo (ie. like grey goo but natural).

One might compare this to ecosystems of reproducing known-number iterated prisoner's dilemma robots - the analogous idea is that these ecosystems will usually end up as "tit for tat goo."

Tit for tat is reliable.  Like algae in the sea of early earth, tit for tat can serve as a "background" for our ecosystem - cooperation is harvesting energy from the sun, defection is being a predator, but if everyone tries to be a predator everyone dies.  So algae reproduces.  But also like a sea full of algae, there are predatory / parasitic strategies that work really well once the plants are common, like defecting at the end, or eating plants.  If a tit for tat robot has the first mutant baby that defects at the end, that baby will only play against tit for tat robots, so it will defect successfully and have more babies than usual, eventually leading to a whole new strain.  The zooplankton of the ecosystem.  But then if that becomes common, it may be worth it to produce a parasite to the parasite - defecting twice from the end.  The bigger the possible rewards, the more layers of strategies will be viable.  Tit for tat goo is unstable - plants quickly grow herbivores, and herbivores can sometimes grow predators.

And that's just iterated prisoner's dilemma.  Add in more dimensions, multiple equilibria... things could get pretty complicated.

Yes, that's pretty much what retrodiction is. It's not as good as prediction since you can come up with theories over-fitted to exactly the past (a big problem with financial retrodiction: people routinely find some complex strategy or apparent arbitrage when running over the last 30 years of market data, which disappears the moment they tried to use it), but if predictions are unavailable, at least retrodiction keeps you concretely grounded.

I'm not sure I would use God as an example. Theists like Plantinga have done a good job showing that they can come up with a version of God + concepts like 'free will' which is logically consistent with any observation, so neither retrodiction nor prediction matters for their God.

I think I broke the free will God argument.   The idea that evil is evidence that God gives us free will is contradicted by the existence of evil.  What do you think?

In general, if someone thinks they've said something that is both new and valuable about the theodicy: they haven't.

Looking at your link, I have no idea what you're trying to say.

Well, I reworded my point as "The idea that evil is evidence that God gives us free will is contradicted by the existence of evil" but if you don't think it's going to be interesting, don't bother.

According to Traditional Science, retrospective predictions don't count—so why bother making them? 

Who told you that? Einstein's retrodiction of the perihelion shift of Mercury is an oft-quoted example from a century back.

Oh wow, I had sort of a feeling that accepting how wrong we can be was not the ultimate goal; of course, it cannot be. I'm interested in where this is going further.

Traditional Rationality doesn’t have the ideal that thinking is an exact art in which there is only one correct probability estimate given the evidence.

The ideal process applies Bayes' rule to the evidence and the prior probabilities to get the (posterior) probability estimate. Since there is no law saying what prior probabilities to assume, thinking is not an exact art in the sense used here. You might have meant that there is value in Traditional Rationality having this ideal even if we know it to be false, but in that case I don't understand your point.

The prior isn't trivial because one can model theism as doing Bayesian inference on a contrived prior. Take some reasonable prior, reassign the probabilities of all universes in which Christianity is false or meaningless to zero, scale to get the total probability back to 1, and use the result as the prior probability input to Bayes' rule. This gives rationalist Christianity.

This contrived prior was selected with knowledge that Christianity exists, and newborns don't know that, so it isn't a prior that describes the inborn suppositions of any real person. But this crazy thing exists mathematically so we can't say accuse Christianity or other theists of being irrational in the sense of failing to apply Bayes' rule to some prior just because they are Christian.

Today, one of the chief pieces of advice I give to aspiring young rationalists is “Do not attempt long chains of reasoning or complicated plans.”

I agree with this, but it was amusing to find this sentence in your 2000+ page (according to Kindle) "Rationality" book.



Failing to Learn from History

Once upon a time, in my reckless youth, when I knew not the Way of Bayes, I gave a Mysterious Answer to a mysterious-seeming question. Many failures occurred in sequence, but one mistake stands out as most critical: My younger self did not realize that solving a mystery should make it feel less confusing. I was trying to explain a Mysterious Phenomenon—which to me meant providing a cause for it, fitting it into an integrated model of reality. Why should this make the phenomenon less Mysterious, when that is its nature? I was trying to explain the Mysterious Phenomenon, not render it (by some impossible alchemy) into a mundane phenomenon, a phenomenon that wouldn’t even call out for an unusual explanation in the first place. 

As a Traditional Rationalist, I knew the historical tales of astrologers and astronomy, of alchemists and chemistry, of vitalists and biology. But the Mysterious Phenomenon was not like this. It was something new, something stranger, something more difficult, something that ordinary science had failed to explain for centuries— 

—as if stars and matter and life had not been mysteries for hundreds of years and thousands of years, from the dawn of human thought right up until science finally solved them—

We learn about astronomy and chemistry and biology in school, and it seems to us that these matters have always been the proper realm of science, that they have never been mysterious. When science dares to challenge a new Great Puzzle, the children of that generation are skeptical, for they have never seen science explain something that feels mysterious to them. Science is only good for explaining scientific subjects, like stars and matter and life. 

I thought the lesson of history was that astrologers and alchemists and vitalists had an innate character flaw, a tendency toward mysterianism, which led them to come up with mysterious explanations for non-mysterious subjects. But surely, if a phenomenon really was very weird, a weird explanation might be in order? 

It was only afterward, when I began to see the mundane structure inside the mystery, that I realized whose shoes I was standing in. Only then did I realize how reasonable vitalism had seemed at the time, how surprising and embarrassing had been the universe’s reply of, “Life is mundane, and does not need a weird explanation.” 

We read history but we don’t live it, we don’t experience it. If only I had personally postulated astrological mysteries and then discovered Newtonian mechanics, postulated alchemical mysteries and then discovered chemistry, postulated vitalistic mysteries and then discovered biology. I would have thought of my Mysterious Answer and said to myself: No way am I falling for that again.

At some point, one does get down to first principles. Remember Newton's answer to "Why gravity"? It was "I make no hypothesis." If you ask "why" enough times, you eventually run out of answers. The modern explanation of "Why gravity?" is curved space-time, but "why curved space-time" is as good a question as "why gravity." At some point, you run out of justifications, and the only answer you can give becomes "Here is a model that makes accurate predictions."

The point isn't to give a reason for everything. The point is to be able to make a model. It's not about "Why do things fall down?" "Gravity.", but "Why do things fall down?" "They have a force exerted on them by every object proportional to the product of their masses and inversely proportional to the square of their distance.". The second one actually lets you make predictions. General Relativity (the exact formulae, not just the general idea of curved spacetime) makes the model a little more accurate. It's not an answer to "Why gravity?" It's just a slightly better answer to the original question.

It does, because you are asking a different 'why' than scientists do; the scientist's question is 'why do I need to postulate this?' And when he/she asks 'why does this phenomenon happen?' he/she is asking 'What model can I use to explain this phenomenon?'

So, the question 'why gravity?' can be answered in the first way, saying that it models falling and revolving objects rather well, or in the second way in which case the answer is, as you say, curved spacetime. But the second question, it can only be answered in the first way, as of now; I'm tempted to say that those concepts which we can only answer in the first way are postulates, but I'm sure non-trivial brainstorming (which I don't feel like doing right now) will show that to be bullshit.

Edit: I think the why you speak of is a weirder version of the second, kinda influenced by words like 'fundamental.'

I have yet to read most of your post-2004 writings (making a living always seems to interfere), but I am guessing that your personal Mysterious Phenomenon was consciousness.

Anon, I started posting more often after Robin specifically asked me if I could do so.  Do I get to know what, in your view, I'm doing wrong (or what Robin Hanson is doing right)?

Don't listen to the naysayers.  I find your posts very thought-provoking.

Eliezer, you offer a lot of value and shouldn't post less (in other words, I disagree with anon). Personally I wish you'd communicate a little more directly though. This is probably one of your most egregious, melodramatically obtuse posts.

Perhaps this explains Hofstadter's puzzled reply to the Singularity, as for example at his 2006 Singularity Summit lecture. Although his thinking into the meaning of thought are surely insightful, it seems tinged at the end with a sense of that intelligence and the Singularity are Mysterious Phenomenon in the sense described above.

(However, it can sometimes hard to distinguish whether a speakeris saying "X is a Mysterious Phenomenon (in the sense above)," "X is something that I don't understand for now," and "I understand X, and so am filled with a sense of wonder.")

Or perhaps he wanted to leave his audience with a certain effect, like wonder, hope, and dreaminess? That's how I see the future sometimes, when I have no idea what tech will boom and bust.

Once I tried to temporarily 'forget' everything I knew about Newtonian mechanics etc. and see if I could just derive Newton's laws of motion just by observing things.

I realized that it was very, very, very hard. Aristotle's laws of motion make perfect sense - if you don't know Newtonian mechanics. Something as simple as 'objects in motion tend to stay in motion unless acted on by some external force' has very little bearing to intuitive reality. Even the concept of a 'force' is highly abstract and nontrivial if you think about it. This is perhaps even apparent in the language people use to describe force, even today. It is common to hear phrases like 'with the force of a thousand suns' or 'this motor has more force than that one'. People often confuse force with work and/or power (and don't get me started on how often power and work are confused). The fact that Newton and others were able to separate these things into their components and actually quantify them still amazes me. Energy/work is force times distance. Power is work over time. You can push against a solid wall with a lot of force but you are doing no work.

It's not that these concepts would have been mysterious. It's that people simply wouldn't have thought about them, at least not in a fundamental way.



Making History Available

There is a habit of thought which I call the logical fallacy of generalization from fictional evidence. Journalists who, for example, talk about the Terminator movies in a report on AI, do not usually treat Terminator as a prophecy or fixed truth. But the movie is recalled—is available—as if it were an illustrative historical case. As if the journalist had seen it happen on some other planet, so that it might well happen here.

There is an inverse error to generalizing from fictional evidence: failing to be sufficiently moved by historical evidence. The trouble with generalizing from fictional evidence is that it is fiction—it never actually happened. It’s not drawn from the same distribution as this, our real universe; fiction differs from reality in systematic ways. But history has happened, and should be available.

In our ancestral environment, there were no movies; what you saw with your own eyes was true. Is it any wonder that fictions we see in lifelike moving pictures have too great an impact on us? Conversely, things that really happened, we encounter as ink on paper; they happened, but we never saw them happen. We don’t remember them happening to us.

The inverse error is to treat history as mere story, process it with the same part of your mind that handles the novels you read. You may say with your lips that it is “truth,” rather than “fiction,” but that doesn’t mean you are being moved as much as you should be. Many biases involve being insufficiently moved by dry, abstract information.

When I finally realized whose shoes I was standing in, after having given a Mysterious Answer to a mysterious question, there was a sudden shock of unexpected connection with the past. I realized that the invention and destruction of vitalism—which I had only read about in books—had actually happened to real people, who experienced it much the same way I experienced the invention and destruction of my own mysterious answer. And I also realized that if I had actually experienced the past—if I had lived through past scientific revolutions myself, rather than reading about them in history books—I probably would not have made the same mistake again. I would not have come up with another mysterious answer; the first thousand lessons would have hammered home the moral.

So (I thought), to feel sufficiently the force of history, I should try to approximate the thoughts of an Eliezer who had lived through history—I should try to think as if everything I read about in history books had actually happened to me.1 I should immerse myself in history, imagine living through eras I only saw as ink on paper.

Why should I remember the Wright Brothers’ first flight? I was not there. But as a rationalist, could I dare to not remember, when the event actually happened? Is there so much difference between seeing an event through your eyes—which is actually a causal chain involving reflected photons, not a direct connection—and seeing an event through a history book? Photons and history books both descend by causal chains from the event itself.

I had to overcome the false amnesia of being born at a particular time. I had to recall—make available— all the memories, not just the memories which, by mere coincidence, belonged to myself and my own era.

To my former memory, the United States had always existed—there was never a time when there was no United States. I had not remembered, until that time, how the Roman Empire rose, and brought peace and order, and lasted through so many centuries, until I forgot that things had ever been otherwise; and yet the Empire fell, and barbarians overran my city, and the learning that I had possessed was lost. The modern world became more fragile to my eyes; it was not the first modern world.

So many mistakes, made over and over and over again, because I did not remember making them, in every era I never lived . . .

And to think, people sometimes wonder if overcoming bias is important.

Don’t you remember how many times your biases have killed you? You don’t? I’ve noticed that sudden amnesia often follows a fatal mistake. But take it from me, it happened. I remember; I wasn’t there.

So the next time you doubt the strangeness of the future, remember how you were born in a hunter-gatherer tribe ten thousand years ago, when no one knew of Science at all. Remember how you were shocked, to the depths of your being, when Science explained the great and terrible sacred mysteries that you once revered so highly. Remember how you once believed that you could fly by eating the right mushrooms, and then you accepted with disappointment that you would never fly, and then you flew. Remember how you had always thought that slavery was right and proper, and then you changed your mind. Don’t imagine how you could have predicted the change, for that is amnesia. Remember that, in fact, you did not guess. Remember how, century after century, the world changed in ways you did not guess.

Maybe then you will be less shocked by what happens next.

1 With appropriate reweighting for the availability bias of history books—I should remember being a thousand peasants for every ruler.

This is all very zen. Do you have buddhist sympathies, Eliezer?

I have buddhist empathies, but not sympathies.  The connection isn't a mystical one - I was not there and we are not all really the same person - and that, in my view, makes all the difference.

That sense of "so strange yet true" is very hard to convey in fiction, exactly because it seems too strange to be believable.  Which is exactly why we say "truth is stranger than fiction."  I wonder if one could describe in enough detail a fictional story of an alternative reality, a reality that our ancestors could not distinguish from the truth, in order to make it very clear how surprising the truth turned out to be.

To quibble just a bit I think that it is occasionally (tho probably not in the terminator examples the paper briefly mentioned) reasonable to use a very throughly fleshed out fictional account as evidence of plausibility.  I mean by giving a detailed narrative you rule out the possibility the idea is internally incoherent or requires some really really implausible things to be true.

Still, I don't think this is a very strong effect and is overestimated all the time by people who think that literature gives more than entertainment/enjoyment but actually gives insight.

There is an awful lot of history. Preliminary to whether we imagine the past vividly enough for it to carry proper weight, we must select a cannon of ``important'' events to which we turn our attention.

In a recent thread on Reddit: http://reddit.com/info/2k77b/comments/c2k80o

I drew attention to Argentina because the story of Argentina's 20th century economic disappointments jars uncomfortably with the cultural tradition in which I swim. I swim in a cultural stream in which the misfortunes which may befall a country live in a hierarchy. At the top are the bad misfortunes, losing wars, and fighting wars. Somewhere near the bottom are petty misfortunes: many countries are under the thumb of absolute rulers and if the caudillo retains power by pursuing popular policies then his rule is not so bad.

I know little of Argentinian history and understand it even less. What little I know threatens my hierarchy of misfortune. It looks as though well meaning but economically unsophisticated absolute rulers are the top misfortune. They are much worse than wars, which are intense, but brief.

I want to overcome my bias by learning about Argentinian history. I find myself struggling. There is a stand... (read more)

This is very reminiscent of a C.S. Lewis quote (I think from The Abolition of Man) about "chronological snobbery."  Of course, I can't supply the quote.  But it had to do with thinking that all cultures that existed before yours were inferior, that everything only gets better, and that, since your civilization was the most recent in history, your way of perceiving the world is inherently more accurate.

I think I am a chronological snob, then, for I much agree with this comment:

"I occasionally come across an attitude of almost religious veneration for ancient civilizations, a sense that they know better than we do.  However, is it not trivially true that we ourselves are the most aged civilization this planet has yet seen?  Does not the present enjoy a longer history than the past?"
-- Xiaoguang "Mike" Li

Are you serious? Repudiating your usual earnest rationality for flippancy in this comment seems uncharacteristic.
I didn't think Kyle was advocating 'religious veneration' and epistemological deference to ancient civs. However the quote continues into inanity

"...is it not trivially true that we ourselves are the most aged civilization?"

How will we reduce bias with words like these? Modern people who venerate ancient cultures should instead venerate their own because it happens to exist at a later point in time? In any case who can point t... (read more)

Repudiating your usual earnest rationality for flippancy in this comment seems uncharacteristic.

You realize you're saying this the same day I proposed that thievery should be punishable by spanking.

Despite the progress of empirical science, each new human starts at 0 and as they mature, they must decide what they are willing to accept.

Yes, but if you live in a society with a more mature science, which knows more because knowledge compounds, then you'll get a chance to accept more science.  Especially if you happen to start out in the Traditional Rationality subculture.  No matter how rationally minded you are in the 11th century, there won't be much sanity to absorb.

You can complain all you want about the glory and danger of individual choice, but this is still - even collectively, and even outside Rationalist subculture - the most ancient civilization the world has ever known, and the wisest.

"I had not remembered, until that time, how the Roman Empire rose, and brought peace and order, and lasted through so many centuries, until I forgot that things had ever been otherwise; and yet the Empire fell, and barbarians overran my city, and the learning that I had possessed was lost.  The modern world became more fragile to my eyes; it was not the first modern world."

I think the Romans, at least the more philosophical and intellectual ones, were perfectly well aware that this would happen to them eventually. After the fall of Carthage:

"Scipio, when he looked upon the city as it was utterly perishing and in the last throes of its complete destruction, is said to have shed tears and wept openly for his enemies. After being wrapped in thought for long, and realizing that all cities, nations, and authorities must, like men, meet their doom; that this happened to Ilium, once a prosperous city, to the empires of Assyria, Media, and Persia, the greatest of their time, and to Macedonia itself, the brilliance of which was so recent, either deliberately or the verses escaping him, he said:

And when Polybius speaking with freedom to him, for he was his teacher, asked him what he meant by the words, they say that without any attempt at concealment he named his own country, for which he feared when he reflected on the fate of all things human. Polybius actually heard him and recalls it in his history." - Appian, Punica

When I finally realized whose shoes I was standing in, there was a sudden shock of unexpected connection with the past.  I realized that the invention and destruction of vitalism - which I had only read about in books - had actually happened to real people, who experienced it much the same way I experienced the invention and destruction of my own mysterious answer.

This behavior mirrors the behavior described in Correspondence Bias:

We tend to see far too direct a correspondence between others' actions and personalities.  When we see someone else kick a

I wonder if this means that recoding, historical events via more realistic mediums will, ceteris paribus, seem more real.  For example WWII feels more real to me than say the revolutionary war.   Obviously there are quite a few other factors to consider, but it seems likely that the fact that I've seen footage of WWII, lots of footage(I used to watch the History channel) rather than just reading about it and seeing some paintings/woodcuts is pretty significant as well.

The inverse error is to treat history as mere story, process it with the same part of your mind that handles the novels you read.

For good and bad, I think we're stuck with that error. We don't have separate imagining and experiencing systems for fictional and historical stories. 

It has the potential to be liberating and empowering, by finding stories that empower and move you. But another way to describe such stories is historical porn, always more action packed, meaningful, and moving than real life, so that real life no longer motivates. I had recentl... (read more)

So (I thought), to feel sufficiently the force of history, I should try to approximate the thoughts of an Eliezer who had lived through history -

That's a start. The next step is that you have a good bit in common with other people, but also substantial differences. They lived through history as themselves.

As for "America always having existed", I heard somewhat from a book about the geological history of the English Channel. It took a number of sentences to explain that there was a time before there was an England or a France and I was getting... (read more)

Here are the decades during which three or more top-20 composers lived.  The
number of hash marks shows how many top-20 composers were alive at some point
in that decade.

Eliezer, I love how you can write passionately and poetically about a topic that many people consider stone cold. It really shows how important this all is to you, and it's much more fun to read.

I'm so glad that you lived your life the way you did and made the mistakes you did and became the person that  you are, because if you didn't have your background and your skill set I might never have learned about rationality or Bayes' theorem, or read the best fan fiction there is.

Thank you so much for being you, it makes being us just that much better.

Is it productive if I say I love your work? I want to learn as much as I can and I am doing exactly that

I should try to think as if everything I read about in history books had actually happened to me.

It looks to me that this requires to consciously force yourself to believe the historical events to have happened in the exact way the material you're reading describes them; which is basically leaning into a fallacy "comprehending an argument tends to make people believe it" as described in an experiment in this post

I realized that the invention and destruction of vitalism—which I had only read about in books—had actually happened to real people, who experienced it much the same way I experienced the invention and destruction of my own mysterious answer

This realization makes the Stephen Pinker-esque stories about the extent of violence in the middle ages and earlier that much more surreal.

Photons and history books both descend by causal chains from the event itself.

Right, but history books are a much lossier source of information.

The correct link for "fiction differs from reality in systematic ways" might now be this. Robin starts that page with a link to the scribd document he is summarizing. That document has been deleted. If someone has enthusiasm and ability to find a replacement link, please reply.



Explain/Worship/Ignore?

As our tribe wanders through the grasslands, searching for fruit trees and prey, it happens every now and then that water pours down from the sky. 

“Why does water sometimes fall from the sky?” I ask the bearded wise man of our tribe.

He thinks for a moment, this question having never occurred to him before, and then says, “From time to time, the sky spirits battle, and when they do, their blood drips from the sky.”

His voice drops to a whisper. “From the before time. From the long long ago.”

When it rains, and you don’t know why, you have several options. First, you could simply not ask why—not follow up on the question, or never think of the question in the first place. This is the Ignore command, which the bearded wise man originally selected. Second, you could try to devise some sort of explanation, the Explain command, as the bearded man did in response to your first question. Third, you could enjoy the sensation of mysteriousness—the Worship command.

Now, as you are bound to notice from this story, each time you select Explain, the best-case scenario is that you get an explanation, such as “sky spirits.” But then this explanation itself is subject to the same dilemma—Explain, Worship, or Ignore? Each time you hit Explain, science grinds for a while, returns an explanation, and then another dialog box pops up. As good rationalists, we feel duty-bound to keep hitting Explain, but it seems like a road that has no end.

You hit Explain for life, and get chemistry; you hit Explain for chemistry, and get atoms; you hit Explain for atoms, and get electrons and nuclei; you hit Explain for nuclei, and get quantum chromodynamics and quarks; you hit Explain for how the quarks got there, and get back the Big Bang . . .

We can hit Explain for the Big Bang, and wait while science grinds through its process, and maybe someday it will return a perfectly good explanation. But then that will just bring up another dialog box. So, if we continue long enough, we must come to a special dialog box, a new option, an Explanation That Needs No Explanation, a place where the chain ends—and this, maybe, is the only explanation worth knowing. 

Never forget that there are many more ways to worship something than lighting candles around an altar.

If I’d said, “Huh, that does seem paradoxical. I wonder how the apparent paradox is resolved?” then I would have hit Explain, which does sometimes take a while to produce an answer.

And if the whole issue seems to you unimportant, or irrelevant, or if you’d rather put off thinking about it until tomorrow, than you have hit Ignore.

Haha, that's a pretty good analogy. Unfortunately I think most people (myself in the past included and probably even still now) by default have their mouse cursor hovering over wherever the Ignore or Worship buttons appear when such a dialog shows up. And they click it in much the same way my grandparents would click a popup that installs malware on their computer, without thinking or paying attention. Clicking the Explain button requires effort (moving your cursor to a different spot and then waiting for an explanation), and knowing that it will bring up another dialog sooner or later makes it easier for people to just press Ignore or Worship.

I'm sorry, but why can't there simply be an infinite amount of explanations, why can't the regress just go on infinitely? (You say "must")

But if there is an infinite regress of causality, I should find that highly curious, and would like to hear Explained why it is allowed, and why this infinite regress exists rather than some other one.

I like the Ignore/Explain/Worship scenario for roughly describing our epistemological options. I will note that in this particular fable you do not distinguish between different approaches to the Explain option. Mythological and scientific explanations are produced by different methods and have different qualities. I would especially note that scientific explanations have the quality of being predictive where mythological ones are not.

My other note is that "Worship" is a loaded word. For you apparently it can mean contemplating mystery. For some the word worship could only imply one thing - the 'G" word, and you know where people go with that.

Mr. Rozendaal, should we reexamine the notion of "Explain"?  Perhaps the ultimate goal (from a value perspective) is power, not knowledge as such.  (This would obviously constitute a testability criterion.)  Or, with Bacon, we could similarly say that Knowledge is Power.  Either way, the sky-spirits answer is substantively different from, for instance, Lavoisier's explanation of combustion.

Perhaps "Explain" should be split into "delay" and "scientific answer"?

Suppose that rain actually was blood shed by large sky-going creatures?  Only now, in later years, and with the conventional mistaken belief that religion is non-disprovable, do we think of "sky spirits" as a non-explanation.  Back in the old days, it was a reasonable hypothesis.  It's just that later it was found to be wrong.

On the other hand, it's not clear how to test "From the before time.  From the long long ago."  Even in the days when people actually believed their religions, this counts as hitting Worship.

Interpreting "Spirits", or "Gods" as physical creatures is completely missing the point, which is to attempt to describe natural phenomena in terms of human personality.  Personality is more understandable to people in general than the numerical measurements and relational formulae that are the currently trendy ways of describing nature.  Complaining that there are no observable physical creatures out there making rain, or whatever, is like complaining that there are no actual physical numbers or physical laws in nature, just observations, and that therefore science is nonsense.

I've found that hitting either (E) or (I) entails a bit of (W).  If you're running regressions on some enormous dataset creating some elasticity estimates, and you're pretty sure that the estimate should be positive and not negative, and you find it's negative you can either hit (E) - systematize the anomalous result: what's driving it and why is this set of datapoints not what the theory would predict - which I suppose is joined by the sentiment toward God that's either (W) God, why the f--- did you make this universe so f----- complicated or (W) thanks b... (read more)

We can hit Explain for the Big Bang, and wait while science grinds through its process, and maybe someday it will return a perfectly good explanation.  But then that will just bring up another dialog box.

I was reminded of "can the second law of thermodynamics be reversed?", here.

But why bother "worshipping" something entirely unlike and completely indifferent to yourself?  Doesn't the "personality" of the creator in play matter a great deal in our choice of worship?  You need a far more detailed argument to prove that whatever exists at the end of the recursion is worth our consideration, let alone our admiration.  I see no need for anything remotely concious to end it.  Unless, of course, you are just using the word "worship" as some hippy feel-good term for anything you can't explain and want to pretend not to ignore.

You know, modern computer science gives us lots of examples of questions that we can't ever know the answer to even though they have mundane answers.  These could require halting oracles to answer, but could also simply need physically unrealizable computing power due to their complexity class.  Maybe science ends when the next step in the causal chain is simply provably not answerable with realistic resources.

daaaaaaamn that's a good post. sums up exactly the way i feel about things. i'm not a scientist, but i do engage in observation, more as a poet than anything else in terms of what i end up doing or creating with that observation. the things i believe are the things i've observed. it wasn't always that way for me, but it is now.

i recently sat and listened to robert bly read lots of poetry. he talked a bit in an offhand way about writing poetry, and what he said was, if the last line you just wrote makes sense to you, cross it out.

Each time you hit Explain, it tells how it's a special case of a more general, more accurate, and hopefully simpler problem. There are two possibilities: At some point you get a model that explains everything with perfect accuracy. When you have that in simplest form, there's no way to Explain. You have to Worship. The other possibility is that the model keeps getting slightly more accurate and slowly gets more complex. There is simply no way to explain everything perfectly with a finite model. You just have to eventually hit Ignore. That said, if you hit ... (read more)

Why couldn't there be a explanation that needs no explanation; an axiom? Why couldn't this list of explanations end with one of those?

Not sure if this is of any importance, but I thought I'd mention that this sentence is potentially syntactically ambiguous in a way that originally made me misread it. Since "hit" can be past or present tense, I originally read this sentence as saying "There - I just hit[present tense] Worship", i.e. "In that case, I'd just hit Worship", as though you were endorsing that rather than just demonstrating it; whereas presumably it was meant more as "Do you see what I did there? That constituted h... (read more)

Ignore is a perfectly fine option. Although "bookmark" might be a better option. 

But either way, thinking and understanding can be as much of a obsessive compulsive, maladaptive behavior as anything else. It's certainly one of my maladies, and I doubt I am alone on that score around here.

Are Worship and Explain necessarily mutually exclusive?

“In many cultures, ....it is important to understand that stories are not explanations. They are neither true nor false because they do not describe ‘factual’ events; they do not claim that they do either. “

You hit Explain for life, and get chemistry; you hit Explain for chemistry, and get atoms

This is also a nice complement to David Foster Wallace's speech, "This is Water".  You will worship something - hitting Ignore just risks you Worshipping by default something that ends up eating you alive.

https://fs.blog/david-foster-wallace-this-is-water/

Is the mathematical universe "explained" to the last question?  And is it specifically not mentioned in the post?  And then I once thought that Yudkovsky did not like something in neural networks.

This is so well written it's insane. Crisp, clear, and crazily simple, despite being foundational. I have lots to learn.



"Science" as Curiosity-Stopper

Imagine that I, in full view of live television cameras, raised my hands and chanted abracadabra and caused a brilliant light to be born, flaring in empty space beyond my outstretched hands. Imagine that I committed this act of blatant, unmistakeable sorcery under the full supervision of James Randi and all skeptical armies. Most people, I think, would be fairly curious as to what was going on.

But now suppose instead that I don’t go on television. I do not wish to share the power, nor the truth behind it. I want to keep my sorcery secret. And yet I also want to cast my spells whenever and wherever I please. I want to cast my brilliant flare of light so that I can read a book on the train—without anyone becoming curious. Is there a spell that stops curiosity?

Yes indeed! Whenever anyone asks “How did you do that?” I just say “Science!”

It’s not a real explanation, so much as a curiosity-stopper. It doesn’t tell you whether the light will brighten or fade, change color in hue or saturation, and it certainly doesn’t tell you how to make a similar light yourself. You don’t actually know anything more than you knew before I said the magic word. But you turn away, satisfied that nothing unusual is going on.

Better yet, the same trick works with a standard light switch.

In school, one is taught that the password to the light bulb is “Electricity!” By now, I hope, you’re wary of marking the light bulb “understood” on such a basis. Does saying “Electricity!” let you do calculations that will control your anticipation of experience? There is, at the least, a great deal more to learn.1

If you thought the light bulb was scientifically inexplicable, it would seize the entirety of your attention. You would drop whatever else you were doing, and focus on that light bulb.

But what does the phrase “scientifically explicable” mean? It means that someone else knows how the light bulb works. When you are told the light bulb is “scientifically explicable,” you don’t know more than you knew earlier; you don’t know whether the light bulb will brighten or fade. But because someone else knows, it devalues the knowledge in your eyes. You become less curious.

Someone is bound to say, “If the light bulb were unknown to science, you could gain fame and fortune by investigating it.” But I’m not talking about greed. I’m not talking about career ambition. I’m talking about the raw emotion of curiosity—the feeling of being intrigued. Why should your curiosity be diminished because someone else, not you, knows how the light bulb works? Is this not spite? It’s not enough for you to know; other people must also be ignorant, or you won’t be happy?

There are goods that knowledge may serve besides curiosity, such as the social utility of technology. For these instrumental goods, it matters whether some other entity in local space already knows. But for my own curiosity, why should it matter?

Besides, consider the consequences if you permit “Someone else knows the answer” to function as a curiosity-stopper. One day you walk into your living room and see a giant green elephant, seemingly hovering in midair, surrounded by an aura of silver light.

“Oh,” you say, “in that case, never mind,” and walk on to the kitchen.

I don’t know the grand unified theory for this universe’s laws of physics. I also don’t know much about human anatomy with the exception of the brain. I couldn’t point out on my body where my kidneys are, and I can’t recall offhand what my liver does.2

Should I, so far as curiosity is concerned, be more intrigued by my ignorance of the ultimate laws of physics, than the fact that I don’t know much about what goes on inside my own body?

If I raised my hands and cast a light spell, you would be intrigued. Should you be any less intrigued by the very fact that I raised my hands? When you raise your arm and wave a hand around, this act of will is coordinated by (among other brain areas) your cerebellum. I bet you don’t know how the cerebellum works. I know a little—though only the gross details, not enough to perform calculations . . . but so what? What does that matter, if you don’t know? Why should there be a double standard of curiosity for sorcery and hand motions?

Look at yourself in the mirror. Do you know what you’re looking at? Do you know what looks out from behind your eyes? Do you know what you are? Some of that answer Science knows, and some of it Science does not. But why should that distinction matter to your curiosity, if you don’t know?

Do you know how your knees work? Do you know how your shoes were made? Do you know why your computer monitor glows? Do you know why water is wet?

The world around you is full of puzzles. Prioritize, if you must. But do not complain that cruel Science has emptied the world of mystery. With reasoning such as that, I could get you to overlook an elephant in your living room.

1 Physicists should ignore this paragraph and substitute a problem in evolutionary theory, where the substance of the theory is again in calculations that few people know how to perform.

2 I am not proud of this. Alas, with all the math I need to study, I’m not likely to learn anatomy anytime soon.

Great writing again Eliezer.  I'm afraid, however, that most people may respond by concluding that they are not in fact very curious about most things.  I think we want to distinguish ordinary mysteries from grand mysteries, and be more curious about the grand ones.  In practice, grand mysteries seem to be those that have more implications, and yes, those that other people have struggled and so far failed to answer.

In practice, grand mysteries seem to be those that have more implications, and yes, those that other people have struggled and so far failed to answer.

More implications - certainly.  Those that other people have struggled and failed to answer - yes indeed!  It's that term so far that I object to.  If Science struggled for over a century to answer a question, such as "What is life?" or "What is fire?", then it should always be a grand mystery, forever and amen, to all who do not know it.

The problem is, of course, that between guessing the teacher's password, a general training-out of noticing one's own confusion, fake causality, a tendency to think of mysteries as "inherently understood" once someone else understands them, and, perhaps, too much pride to admit ignorance of what someone else knows, people don't realize that the grand mysteries are still mysterious unto them.

If an explanation known by other people implies that other beliefs we hold are false, then word will sometimes get around, so really novel knowledge can be expected to have a greater impact on our beliefs. A light spell that could be replicated and used to claim the Randi Prize would force us to massively increase our estimates of the likelihood that we are living in a simulation and revise numerous other beliefs.

I think the issue is that science tells us that there is a certain kind of explanation, not just that there is some explanation.

Most people (at some level) want to believe in something bigger than themselves that cares about human concerns.  The reason that magic is exciting so long as it doesn't have a scientific explanation is that it holds out the possibility that is responds to human concerns.

Think for a moment about the differences between a science fiction book and fantasy book.  Both of them endow their major characthers to accomplish astounding feats through essentially unexplained means but the the hyperdrive button or the transporter has a very different feeling to it than the spell.  Why?  Because the scifi gadgets presumably work on micro-physical laws that are indifferent to people's emotions while spells are depicted as responding to human emotions like hate, love and need.  People want to believe in a universe that cares about these human level concerns and that's why they believe in ghosts, god, psychics etc...

Now I think that if you said 'science' that would dispel the interest from most folk but wouldn't do much to dispel the interest of scientists.  I mean why should common folk be curious about this since saying 'science' means it's going to be just another of the innumerable technologies they don't really understand but see every day.  By making the phenomena seem like magic you held out the hope for a second of something that would be much more interesting to them (they are rationally sure they won't understand any scientific explanation anyway).

In short I think this is just a complex way of illustrating the fact that many people would like to believe in something other than materialism.

This is a very good psychological explanation, and perhaps we should be spending more time explaining to people why they don't need the world to respond to human concerns at quite so deep a level. (After all, humans respond to human concerns, and thanks to technology, humans are getting pretty powerful; why isn't that enough?)

For it really doesn't make a lot of sense to say that the universe could be ultimately mindful of human concerns. Even if we were living in a simulation run by an alien who loves us very much, the alien is still made of atoms in his universe. Even if Thor were real, he'd still be made of stuff.  

Where is the science in Philosophy? I have recently been reading commentary on one philosopher's account of an epistemology based in perception, conceptualization, and abstraction. This commentary is paired with a critical analysis of the epistemologies of other philosophers, based on the Aristotelian foundations. While reading it, I thought "but there must be one true way the mind comes to terms with reality, a way based in the biology of the brain." A biology whose workings I don't understand and I suspect most philosophers do not understand. After all, one person can only learn so much. Still, it seems that any bold explanation of why we know what we know must be based on some understanding of the inner workings of the brain.

How much of philosophy is just another kind of curiosity-stopper? Or rather are philosophers often building bridges out of "non-knowledge". "Non-knowledge" being a made up word to describe complicated explanations that lack truth value. Philosophers often test their theories by quizzing each other, one attempting to convince the other of a particular position. This kind of test doesn't seem sufficiently rigorous to be considered scientific.

At some point it maybe helpful to define curiosity. My sense of the meaning of curiosity is that it's an urge to learn something that you suspect maybe important to know at some point, even if it may not matter now. A paper I read recently (http://www.idsia.ch/~juergen/curioussingapore/curioussingapore.html) defined curiosity more formally, as a special kind of search strategy that focuses on places that your experience shows have a higher than average probability of teaching you something useful. This doesn't seem too far from my definition.

It seems to me that stopped curiosity is not necessarily a big problem.

In my terms, what you seem to be talking about is an inquiry stopper, which is a bigger deal. If you think that it's actually important to know how a lightbulb works-- if you need to know about light bulbs-- it's a process of inquiry, not merely curiosity.

Stopping curiosity is an interesting issue in itself, but the dynamics are likely to be a bit different from stopping inquiry, although there is significant overlap.

We all live in a world of bounded rationality. We use satisficing strategies, controlled by a variety of stopping heuristics, to learn enough about the world to get by (and curiosity is part of that strategy, by giving us some kind of good enough cover in the event that the models we might otherwise have turn out to be too simple or too wrong). That we stop before learning everything possible is hardly remarkable. But I enjoy how you are getting us to think about certain specific stopping heuristics that might be insidiously impairing us.

Last night I looked over some philosophical writing I did twenty years ago, and I'm impressed by how much I took for granted, and how little I questioned. It's full of unabashedly sweeping statements based on what I now realize were very naive assumptions. I found myself reading it and yelling at my younger self "Why did you stop there? Keep opening the black boxes! Continue the questioning!"

Great post overall and I love the honesty in these lines: "I don't know the grand unified theory for this universe's laws of physics.  I also don't know much about human anatomy with the exception of the brain.  I couldn't point out on my body where my kidneys are, and I can't recall offhand what my liver does.  (I am not proud of this.  Alas, with all the math I need to study, I'm not likely to learn anatomy anytime soon.)"

Hey Brandon, I hear you. I think you'll find is fascination to see this Google Video Presentation by Thomas Metzinger:

"Being No One: Consciousness, The Phenomenal Self, and First-Person Perspective"

http://video.google.co.uk/videoplay?docid=-3658963188758918426

He tries to do exactly what you suggest. He reviews what we know empirically about self-awareness, and constructs a philosophical model of self that accounts for those phenomena. I got a lot out of it.

He even complains about certain Kantians who have taken the bold step of denying certain kinds of mental illness, because their world view can't account for them.

http://www.youtube.com/watch?v=mthDxnFXs9k looks like it might be the same video though.

NE1, I think "electricity" can function as both password and citation. Often in pedagogical settings, answers like that do function literally as passwords -if you say or write it, you can proceed, whether or not you are aware it's "a citation of the studies and laws that the teacher claims are relevant". I'm not sure if it's important for non-experts to know more than passwords that allow for general literacy, though.

However, I also think it would be helpful to this audience for Eliezer to relate his insights clearly rather than through parables, etc.

Eliezer: I think another factor is that different kinds of answers are differently useful.  If you cast your spell on the train, I might come over and ask you how you did it.  I can guarantee that "science" or "technology" wouldn't satisfy my curiousity (partly, I'm sure, because I'm a nerd and enjoy technology).  But if you said, "It's this cool device I ordered from Sharper Image for $10,000," that would probably satisfy me, because it answers the relevant question.  I can come up with mechanisms by which you could do things like that, though it would be expensive; if you tell me you bought a very expensive item, that both tells me "it fits into the types of explanation you're familiar with" and "if you want to do this too, here's how."

I think that in a lot of cases, the inquiry stopper is the answer that convinces us of one of two things: either that we now know what we need to know to use the phenomenon, or that any further explanation would go over our heads and/or confuse us.

I would like your posts to include concrete real-world examples, rather than parables. For example, a major curiosity stopper in the real world is "studies show": studies show that you use 10% of your brain... Now, THAT is a curiosity stopper that's common and dangerous. I suggest it as a post topic.

On the other hand, I can't recall any examples of anyone using science, complexity or emergence as curiocity stoppers or passwords. It might just be me, I might be stupid, but this has been bothering me.

Also, one reason why I might stop caring about light bulbs after learning that somebody understands them is that this knowledge suggests that 1) they don't hold countless unforeseeable dangers, and  2) if a light bulb breaks, I can rely on "somebody else" to supply me with another.

If scientists tell me that a mini black hole will not consume the earth, that's all I need to know to sleep at night. Now, if they can't say that with certainty, that's a problem for everyone who plans to outlive the launch of the LHC.

I would like your posts to include concrete real-world examples, rather than parables.

Real-world examples have two unfortunate properties.  First, they tend to be complicated, using up space in the blog post and obscuring the core point.  Second, real-world examples name specific targets and thereby make enemies; who may not even deserve the criticism, because people do sometimes change their minds in the three years since I last had a mailing-list conversation with them.

Anyone who uses that curiosity-stopper is lying or mistaken; no such studies exist.

So why didn't you give us a real real-world example, Tiiba...?  It would have taken a bit of time to find one, right?

These are blog posts, I've got to write them quickly to pump out one a day.  While the real-world examples are there in my memory, actually looking them up in the vastness of the Net, when I don't recall exactly when or where it happened, might take a lot of time.

On the other hand, I can't recall any examples of anyone using science, complexity or emergence as curiocity stoppers or passwords. It might just be me, I might be stupid, but this has been bothering me.

If you really want an example, go to the archives of the Artificial General Intelligence mailing list and click around at random.  Soon you'll find one.

Ah, so the source and inspiration for your negative examples is a pool of AI geeks, would-be AI geeks, and philosophers who disapprove of the whole enterprise.

That explains a lot.  Your examples no longer strike me as artificial.  Merely a bit parochial.

But it is a great series, regardless of the personal history that has engendered it.  I hope I can make use of some of the ideas and heuristics I have learned here.

I once chased down that "10% of your brain" business to see where it came from.  Turns out it was kind of a study.  A very old one.  Back when they were first figuring out what the brain was even for and had just figured out that nerves used electricity.  They tested how much of the brain was "used" by jabbing it with a electric probe and seeing if it made the "patient" twitch.  (obviously this was done on "incurably insane" patients that nobody would miss.)

Of course, we now know that the brain runs a lot more stuff than just major muscle groups.  But the 10% number persists in popular memory.

"Anyone who uses that curiosity-stopper is lying or mistaken; no such studies exist."

Well, my point in response to your point is that Google turns up no hits on "studies show that you use 10% of your brain", so you didn't actually pick a real-world example to illustrate the concept "real-world example".  I'm sure someone has said this, at some point or other, but you didn't show a real-world example of it.

And my more general thesis, applied to your valid example, is not that:  When people say "studies show", there often isn't any actual study.  But that:  Even when the studies are real, "studies show" doesn't tell you anything about them.

Also, I mentioned "studies show" because it has been a curiosity stopper for me in the past. I read in a middle-school textbook that smoking a cigarette removes [x] days from your life expectancy. I took this as gospel, not caring WHICH studies show this, how they did their math, or whether there are other studies that show something else.

I still haven't researched this... But at least I realize that the question exists.

Is that what you intend to do - pump out one a day?

"Real-world examples have two unfortunate properties."

Yes, but they have fortunate properties as well. One property is that if you use them and you are wrong about them, then you can be refuted. That is a good thing. Falsifiability is not a liability, but a strength. Failure to ground your assertions in examples has the tendency to make it rather more difficult to check them one way or the other. Moreover, the art of identifying bias is surely a key element of any program of overcoming bias, and merely talking about bias in the abstract without actually identifying examples neglects that element.

Moreover there are ways of going about it which do not make enemies. One unwise thing to do is to identify a conclusion as biased, or a position as biased, or even worse, a person as baised. It is much less hackle-raising to identify a particular argument or move as succumbing to a bias. The more narrowly you focus your discussion, the less chance you have of bruising anyone's ego. On the contrary, when you make broad and sloppy generalizations about whole classes of people you are much more likely to offend. If you make a generalization about Alabama bar patrons then you have not really learned the art of avoiding offense. Part of why you may feel you make enemies if you deal with specific examples may be that you simply do not do people justice. Your solution is simply to retreat to an abstract level, but another solution may be to do people justice, to rein in the accusations which you make quietly in your head. It might have the salutary effect of making your own assessments a bit more fair and circumspect.

I completely disagree with your portrayal of curiosity and curiosity-stoppers. Our curiosity generally has to do with our familiarity (or lack of it!) when encountering a phenomenon.

If I saw you cast a bizarre light that hovered over your book on the train, "Science!" would surely NOT diminish my curiosity, b/c I'd never seen anything like it ever. When I see David Blain (sp?) perform, I am amazed (and curious) about how he does "street magic." Do I think it's magic? Of course not. In fact, I presume that there is a rational scientific explanation to it. But, that does not make me less curious. In fact, I'm curious to know the explanation.

Conversely, when I walk into someone else's house and they flip on a light, I do not stop to be sure that their lights work the same as mine (even though I have no experience with their lights), because the phenomenon is not new to me. I've been a good Bayesian and simply applied my experience with thousands of light switches to this new light switch.

Curiosity is a function of (1) our familiarity with the phenomenon, and (2) the intensity (or magnitude) of the phenomenon (is that a little flame coming from your fingertips or a 100' flare?). It has little to do with Science! or Magic! as curiosity-stoppers.

Is that what you intend to do - pump out one a day?

Yes.  One of the primary purposes of this exercise is to teach me to overcome my writer's molasses - which is like writer's block, only instead of not writing, you write very sloooowly.  So far, this exercise has been a smashing success.

The most important observation I have ever heard about writer's block is that it doesn't stem from being unable to write, but from holding yourself to too high a standard.  You can always write a sentence - if necessary you could type gibberish - if you lower your standards far enough; thus all writer's block stems from having standards higher than you can type at.

Yes, there are all kinds of wonderful effects of using real-world examples instead of parables.  But these would take more words, and as you can see, commenters already think my posts are too long.  And furthermore, it would take more time, and the whole reason I'm writing blog posts is because - for some strange reason - I can write blog posts much faster than I can write anything else.  Probably because I can bring myself to lower my standards, and because I can pump a post out the door, get it published, instead of tweaking it for months.

If anyone wants to write about rationality differently, they are, of course, welcome to do so; it's a big Internet, and who knows, maybe you could even get it published on Overcoming Bias.  Meanwhile, I am here, above all, to teach myself speed.  I don't intend this to excuse me from such requirements as good grammar, good structure, good spelling, or even brevity.  But when it comes to things like using parables instead of carefully looking up and explaining examples from the real world, I plead guilty and will go right on doing it.

Now, you think it's fair that you're practicing "speed" while I, as a result, am lost for words? It's a small world. Don't be greedy.

And if that's your goal, shouldn't you write actual fiction instead of pumping out intentionally under-researched bullshit?

I apologize if I've been unfair to you, Tiiba.  I was just trying to point out that I was giving parables for the same reason that you said, correctly and validly, "studies show that we use only 10% of our brains", as an example, instead of actually spending an hour looking it up on Google.  I'm not sure how else I might have offended you.

I would never write a blog post that I thought was "under-researched bullshit".  All my non-parable examples are drawn from things that I remember people saying to me, even though I don't have enough time to look them all up.  My parables are clearly labeled as parables.

I'm not trying to offend anyone, but so long as I'm being honest to the best of my ability, I really don't see what moral duty I've failed in.  These are free blog posts.  You didn't pay for them and I didn't promise them.  If you think it's possible to do better, write your own blog posts!  I mean that very sincerely, and I would be honored to have started anyone down that pathway.

Understand, I'm perfectly happy to entertain criticisms of the form, "There's an actual flaw in your logic, point X", but not criticisms of the form, "You could have written a better post if you were willing to spend an hour doing Y."  I only have so many hours.  Write your own blog post and spend your own hour doing Y.  (Here, Y is "using researched real-world examples instead of abstract parables to make the same valid point".)

Now I've got to get back to preparing my talk for the Singularity Summit.  Ciao.

"""I apologize if I've been unfair to you, Tiiba. I was just trying to point out that I was giving parables for the same reason that you said, correctly and validly, "studies show that we use only 10% of our brains", as an example, instead of actually spending an hour looking it up on Google. I'm not sure how else I might have offended you."""

I don't ask that you spend an hour looking for twenty-year studies of the way the word "complexity" is used. All I want to know is "what brought this on?" The vaguest paraphrase of someone using "Science!" as a curiosity stopper would satisfy me. Who, when -- I'll trust you.

I'm loving Eliezer's transparency. I think the strongest criticism on this blog should be reserved for the contributors making the least effort to be internally transparent and responsive to the readers/commenters. Eliezer seems to be making the most effort.

Eliezer: have you really never heard the "10% of the brain" myth?  Here's a link.  You can get more by googling the phrase "ten percent brain."

Lots of people who believe in psychic phenomena will make arguments like, "studies show we only use ten percent of our brains.  People with psychic powers are probably the ones who've figured out how to use more," or something like that.

And I agree that I've never heard the word 'science' used as a curiousity stopper.  It doesn't make sense in context (as opposed to something like "this nifty gadget."  Have you ever heard anyone answer a question with the word 'science!'?).  The lightbulb was a better example, but also I think wrong: when I say electricity makes it work, I'm referencing a culturally understood bundle of information.  And really, no one does ask that question in the way you mean, in our culture; everyone's seen lightbulbs before.  The only way this makes sense is if you're talking to someone who's never seen electricity in action before, the answer 'electricity' is highly unlikely to satisfy them.

The general problem I have with this series of posts is that you seem to conflate three different phenomena, two of which are useful.  The first is actual non-answers, a la Feynman's Wakalixes.  The second is brief answers that are actually placeholders for larger discussions; 'electricity' is a good example of this.  If your response about the light is "LEDs and batteries," that's just two words but it serves as an actual explanation if you know what those two things are.  And third is rational ignorance; as I said earlier, you ask questions until either you understand or you decide that further understanding isn't worth the effort.

And finally, to be blunt, it's fine for you to say that your purpose here is to focus on writing speed without worrying about quality, and therefore our complaints that the quality isn't very high are beside the point; but it doesn't really give us any reason to hang around.

The recent move "Inception" includes the 10% of the brain myth.  I cringed, since it has been so soundly busted. 

If you could ignore that particular flaw, it was a really good movie.  Unfortunately it is the foundational premise of the movie, so if you couldn't ignore it chances are you'd hate the movie.

Unfortunately it is the foundational premise of the movie

Only foundational in the sense that it would be necessary if you were to recreate the movie in reality. For the actual plot of the movie, it was not foundational. The idea that subjective speed-ups in time perception can stack multiplicatively is a foundational premise of the movie. 

And I agree that I've never heard the word 'science' used as a curiousity stopper.

Not the word, the concept.  If I meant the word, I'd have said "Science!" rather than "Science" - though, come to think of it, no one had any logical way of knowing that... studies show we communicate much more ambiguously than we think we do.

No one is actually walking around pointing to light switches and saying, "Why does it work?" and hearing someone else respond "Science!"  Rather, they fail to ask the question at all, because of the concept that it belongs to "science", the scientific magisterium, and therefore, should be marked as "understood" rather than "mysterious".  Even though, in fact, they don't know why the light switch works.

If anyone is going to ask for a real-world example of someone who does not know how a light switch works, I can't provide one off the top of my head, but I'd suggest looking at this, which is even more dreadful.

What I am trying to do - to fulfill HA's request of coming out and saying everything bluntly - is reawaken the delight in a world full of mysteries, which has been sapped by the notion that they are already understood, and therefore, no longer important.  It's not a verbal belief, but a way of seeing the world, which I am trying to bring into clear focus with parables.  If I just said, "Hey, I saw a guy pass a light switch the other day, and he didn't look at it curiously," this would be true real-world example but it would not make the point.

There is a tremendous demand for mysteries which are frankly stupid.  I wish this demand could be satisfied by scientific mysteries instead.  But before we can live in that world, we have to undo the idea that what is scientific is not curiosity-material, that it is already marked as "understood".

it's fine for you to say that your purpose here is to focus on writing speed without worrying about quality

I did not say that, as you should be well aware if you are going to debate subtle and fine points.  I certainly worry about quality.  But there are specific things which take up a lot of time, such as finding a good illustrative real-world example, which I can't do once a day.  I do them whenever I have a good example ready to hand, e.g. as in "Say not 'Complexity'", but if not, then I can compose a parable in my head in bounded time because it draws only on internal resources.  The Net is infinitely deep - for all practical purposes - and if a Google search fails once, I'll give up and compose a parable.  I will, of course, try to make it as high-quality a parable as possible.

"If anyone is going to ask for a real-world example of someone who does not know how a light switch works, I can't provide one off the top of my head, but I'd suggest looking at this, which is even more dreadful."

I love this: "studies show we communicate much more ambiguously than we think we do." :D

I also agree with this: "reawaken the delight in a world full of mysteries, which has been sapped by the notion that they are already understood, and therefore, no longer important."

But, I would add that there are mysteries that are understood, and mysteries that are not understood. So, if I'm going to spend my time discovering answers to mysteries, I'm going to choose the less-understood variety, so that I can get published, or the well-understood ones that are practical at the time (how does this #$%! toilet work again?). I, also, have limited time during any given day.

(That doesn't stop me from spending the odd day trying to re-discover why the units for joules should be able to be expressed as distance-squared-mass units; I'm not a physicist.)

I think that the movie "Men in Black" actually made Eliezer's point quite nicely.
Absurd things happen to people and then the "Men in Black" show up, dazzle people with a magical gadget, and give absurd scientific sounding explanations as to why the people shouldn't be surprised or think they need to investigate.

Eliezer:
Parables are more like stories, so they fit into the mind more easily. Please don't let the critics get you down. This is great stuff. The difference between explanation, citation, and verbal mumbo-jumbo should be taught in elementary science classes as soon as kids can comprehend it.

michael vassar:
An even better film example of passwords, curiosity-stopping, and nonexplanation appears in the film "Idiocracy".

There everyone drinks gatorade because they have been inculcated with the marketing slogan that "It's got electrolytes -- what your body craves!" They proceed to irrigate the crops with gatorade, causing a famine. A critic tries to point out that crops need water. Then the mob responds that gatorade is better since it has elecrolytes. But what are electrolytes, he asks? "They're what plants crave!" they answer. But why do plants crave them? he asks. "Because they're electrolytes!" the mob responds, slowly seeing that the critic is moron who can't understand basic logic.

I was reminded of this when my friend commented that creatine is the greatest bodybuilding supplement because it gives your muscles extra "bursting power". It didn't seem to trouble him that the idea of "bursting power" did not exist in his mind before he had heard about creatine, or that it had no meaning in his mind apart from it being the thing creatine gives your muscles.

I think the gibberish supporting exercise supplements is a goldmine for peeople seeking real-world examples of password nonexplanations.

What is interesting is that the rhetoric for exercise supplements apes the verbal style of science to usurp its legitimacy. These supplements are marketed at fairly literal-minded sporty guys. And if you walk down to the next shelf in your health-food store, you will find other supplements marketed with a rhetoric based on the magic power of nature, crystals, love, mother earth, etc.. These are targeted at hippy-dippy types, and ape the verbal style of magic for its legitimacy with them.

I think the fundamental difference in the rhetorics is what logicnazi said: science is based on materialism, and magic is based on a romantic faith in the significance of human feeling. Magic appeals to people more. It is only the institutionalization of science that gives it enough prestige that many people will credit pseudo-scientific nonexplanations they don't really understand over blatantly magical thinking that makes no sense.

Also, you can sell magic to a modern audience by dressing it up in "science." From an 'autopathy' (homeopathy using patient's own bodily secretions) site that I recently found:
"Today, isopathy is used to treat, among other things, people whose health has suffered as a result of a certain type of vaccination. They are given the same vaccine, but this time homeopathically diluted. The potentised poison of a viper can be used isopathically to treat a viper’s bite. Nevertheless, this understanding of isopathy has some drawbacks – it ignores certain central aspects of homeopathy, primarily its holistic concept. And it goes against what Hahnemann said about Homeopathy: that it is treatment on the principle of “like cures like”. Isopathy thus ceases to be homeopathy. Opinions on this matter, however, varied. In The Medical Advance, volume XXXII, no. 2, 1894, p. 59, the well-known homeopathic doctor J.H. Allen from Indiana wrote: “I will give proof that I think will be fully convincing to most minds that so called Isopathy is but the highest phase of similia in the highest sense.” "

IMO, this is a brilliant example of "cargo cult science." It looks and sounds like science, but it has no content whatsoever. The system it refers to is in fact a form of sympathetic magic. The author slips by including one falsifiable statement, but it is not one that anyone is ever likely to test experimentally.

I found this comment particularly useful, since Yudkowsky's description seemed a little broad for my taste. If he is only referring to cases like those you describe, than I agree. (Not just because they look unscientific, but because they are unscientific.) If he did intend his statements more generally, I might take fault. To illustrate my point, here are some examples along a spectrum:

If I come across some claim I have reason to be suspicious of, I shouldn't pay the claim any more heed if it starts with "scientists say" than if it starts with "Simon says". After all, "scientists say" that we only use 10% of our brain, but that meme and hundreds just like it has been proven false many times.

If I don't have any reason to suspect the information, however, my actions will depend on the circumstances. If I question the source, and the answer I get is "it was this scientific study", I will take that to mean that the person read it in a headline or a short article on a real study. That will have the same effect as a curiosity stopper on me, since I won't exactly get any more information out of that person. If I'm curious enough about it, I will of course google it later. If not, I’ll effectively mentally mark it with a [citation needed] tag. (For some reason, I tend to be better at remembering where I heard something than remembering the things themselves, so I don’t think I have too many untagged false facts rattling around between my ears.)

If I'm reading a reputable publication, and I see them cite one or more source on a surprising fact, that generally will act as a curiosity stopsign for me. I would have to be especially suspicious or especially curious to ask "wait, but why" and track down an answer. If I'm trying to learn a new discipline, I will generally scribble out a note in the margins of the book, so that I can google it later if the author doesn't provide a sufficient explanation by the end of the book. (In fact, I've been making exactly the same sorts of notes in the LW comments as I work my way through The Sequences. :D)

Unfortunately, I have only limited time, and I can’t check every vague or incomplete explanation I hear or read. Therefore, unfortunately, we do have to let some things act as curiosity stoppers on some matters. This can lead to things like confirmation bias if we aren’t careful, so it’s important to track down a full explanation of things which might fundamentally challenge our understanding.

After all, scientists "say" that we only use 10% of our brain

Which scientists, when? My impression is that for a long time the people saying that have consistently not been scientists.

You are correct. That was actually my point, even if I apparently worded it poorly. People keep repeating the myth, even though it has been proven false many times. I was trying to use it as an example of popular misconceptions.

OK. (Perhaps After all, "scientists say" that ... might have been clearer to me than "After all, scientists "say" that ...* but I'm not sure.)

There is a tremendous demand for mysteries which are frankly stupid. I wish this demand could be satisfied by scientific mysteries instead. But before we can live in that world, we have to undo the idea that what is scientific is not curiosity-material, that it is already marked as "understood".

I think one of the biggest reasons for this is that most of us are satisficers when it comes to explanations of the world.  An implication that some scientists know what is going on with a certain phenomenon and are not radically reinterpreting all their theories and designing flurries of experiments means essentially "This phenomenon does not need to radically disturb my map of understanding about the world".

Suppose the answer to the elephant in the room is that God definitely exists and can overturn or modify physical "laws" at whim, and starting today, is willing to provide independently replicable external proof to any willing skeptical observer of that fact, -- this silvery-green elephant is the first salvo in the project.

Now if I know this I could certainly claim that "Somebody else understands why this elephant is here", but it would be a pretty radical stretch to say "Science" even though in some sense, it would be.  But when people say/imply that it was explainable by "science", what I believe they mean is that it is explainable in terms that do not render the current common understandings of some major scientific field moot.

Now, in practice, all people's internal maps of understanding are so severely limited that studying any deep scientific problem (solved or not, as long as they didn't already understand it) would, in fact, radically change their understanding of the world, even if they were not learning anything in the process that scientists in the field don't already know backwards and forwards.  I'm a geek and read lots of science, so I've known all sorts of things about the effects of quantum mechanics on how I should understand the world since I was 14, but the moment when I finally got the math of the wave equation (after finally deciding to bang my head on the math as long as necessary) was nonetheless transformative.

So I agree with you completely.  The fact that something is understood, if it was once a deep mystery, is no reason for anyone to treat it as trivial.

Eliezer said: "These are blog posts, I've got to write them quickly to pump out one a day."

I'm shocked that you linked to that YouTube clip about the sun and the moon going around the earth.  The reason is that this question tests precisely password-style knowledge.  You can assume the sun goes around the earth and make the exact same calculations that you can if you assume the earth goes around the sun.  The reason is that "goes around" is not a physically meaningful concept (by relativity if you wish).  The question is as meaningful as asking whether countries in the north are above those in the south, and knowing the answer says more about your educational history than it does about whether you actually know something real about the world.

I find general science interesting and I know enough to recognize technology I've not heard of before. Your protestation of "it's science" would draw more curiosity from me, not less, because science is something I know I can learn. (Not, mind you, in full expert detail. Nobody could know ALL of science. Even having a wide specialty makes a person a bit of a dabbler.)

I think the reason people switch off hearing "science" is because it means not so much "someone else knows", but rather "as it is written in the books of Dogma and Creed". It's an indicator that this effect is "permitted magic", and need attract no further corrective attention. If you had said your glowy thing was caused by "invocations to the dead god Fnargle", that would be non-permitted magic. They don't care about the reason, but they are determined to ferret out the heresy. They would try to find an explanation in terms of the dogma - "He's got some gadget up his sleeve". And then they would be happy, because you are no longer a scary priest of Fnargle whose magic works, but a pitiable charlatan secretly using invocations to Science.

If I know something, I'm probably not thinking it at the moment. It's in my brain somewhere, where I can look it up if it comes up, but it doesn't effect what I'm currently experiencing.

If someone else knows something, I'm not thinking it at the moment. It's on the internet somewhere where I can look it up if it comes up, but it doesn't effect what I'm currently experiencing.

Imagine that tomorrow, the folks at LHC find the Higgs boson and presumably solve the universe by discovering and proving the Theory of Everything. 

For me, the answer is yes, and I suspect you'll find the same of yourself. If you're not convinced, you only need to look towards history. Right now, you aren't curious as to the chemical composition of water. If it was the year 1700, you probably would be. However, since the concept of H20 has entered into our collective cognition, we aren't curious about it anymore. It is not so egregious to think the same would happen with the Theory of Everything. The question remains: why does this happen?

I think it's got to do with an evolutionary mechanism for the collective progress of humanity. A limit on natural curiosities per human streamlines the discovery process. It works like this: a curiosity for the unknown burns in many humans, but only for things that no human knows. This burning drive allows a large amount of minds to actively work towards the truth.

Now, once one mind figures it out, the flame is extinguished. After all, it would be inefficient for the flame to keep on burning. It would be inefficient for the same large amount of people to continue slaving away towards a hopeful discovery of the answer when a much easier way presents itself: learning it from those who know.There is no need to reinvent the wheel, as they say. 

Instead, it's more advantageous for people to occupy themselves with other unsolved curiosities. The more people working on a particular problem, the higher the chance the problem will be solved, and the sooner humanity can move on and solve the next problem. 

The mechanism is simple. We identify with the people who actually know by proxy. It is enough that they are human. We consider "humanity" to have solved the problem, and we (most of us) consider ourselves to be a part of "humanity." In that way, it's almost like we ourselves know the answer.

I think it's got to do with an evolutionary mechanism for the collective progress of humanity.

I'm afraid evolution doesn't care about the collective progress of humanity. Whatever adaptations give rise to our peculiar sense of curiosity had to each contribute in some way to the survival and reproduction of the individuals who had them— and bear in mind that they may not have had the same sort of effects in the ancestral environment that they do in the modern one!

It was incorrect of me to imply that "evolution" is an entity with a plan. Allow me to take this in another direction.

First, we can reduce the problem further. In terms of individuals, each individual may frame his curiosity for the sake of bettering his peers. After all, intensely curious researchers tend to make great discoveries. In terms of ancestry, this is analogous to being the alpha male, in order to win life and pass on his genes (by "win life," I mean get dates, eat food, and otherwise survive to the best of each individual's ability). Thus understood, no human is actually curious for the sake of being curious, but for the sake of 1. being better than other humans, which generally leads to 2. surviving. There is a more in-depth discussion of this here. (pardon me, I can't get the link to embed)
 http://www.3quarksdaily.com/3quarksdaily/2010/02/wearing-rationality-badges-popularizing-neutrality-and-saying-i-dont-know-to-politics-colin-marshall.html 

By the way, a shameless example would be my posting this to regain some degree of pride. Do I actually want to answers to my questions, or do I just want to be better than other people? It's hard to say, but I lean to the latter.

As for the phenomenon of diminishing curiosity, it can be attributed to the fact that only one person can be the best. In sports, that's ok - the Superbowl is held every year and you get many chances to be the best. In science, something awesome can only be discovered once. There'd be no point in trying to discover the nature of lightning, because Ben Franklin already did that. He already won.

If I want to win, I have to discover something of my own (or do something awesome). Curiosity is cultured by the scientist to win, to beat his peers. The most curious scientist probably works the hardest, and has the greatest chance of winning. 

And now, you'll try to post a response that critiques my own, but not for the sake of a greater truth. It'd be for the sake of beating me. Humans aren't very mature, are they?

Unfortunately, the Higgs-Boson would not do any of that.

From what I've read, most physicists dislike the term "God Particle", because it imparts far too much importance onto the particle.  It's just another particle that should be present under the right conditions.  

There are a few theories that require the Higgs-Boson to exist, and it would be really convenient if it did.  They might be able to fix big things like the current theories of Gravity and Dark Matter if they find it.  There are also a whole group of theories that do not predict the particle and so would be falsified if it is found.  

Finding it where expected or not finding it, either answer leads closer to reality.

In either case it probably won't lead to a Grand Unified Theory of Everything, except as just another stepping stone along the way.

It's not as big a deal as it is made out to be in the media, though it is still a big deal if found, certainly.

Most theories require a Higgs boson. Almost all theoretical physicists would be shocked if it were not found eventually. Finding the Higgs boson would not tell us much about gravity or dark matter. The best we could hope for is finding multiple types of Higgs bosons, which are required by supersymmetry, though the LHC won't necessarily find find more than one, even if supersymmetry is true. Supersymmetry provides a possible explanation for dark matter and it is required by string theory.

Finding the Higgs boson would not tell us much about gravity or dark matter.

Indeed, that's what I meant by "might", without it though there isn't a whole lot of hope for the current theories as I understand them.

The Higgs boson is predicted by the Standard Model as well, isn't it?  It could really cause a lot of trouble if it isn't found.  That would be interesting!

OK, I admit it -- I am not sure what you're getting into. (Between reading this post, and writing this comment I did not open any web site nor discuss this with anyone, for the record).

Lightbulb -- I'm not a physicist. I got a degree in math, and studied some high school physics. But certainly "electricity!" is not a semantic stop-sign for me -- it surely tells me some things to expect. I expect that if I take out the bulb, and stick my finger in there, I will suffer a shock (and perhaps die, though AC takes quite a bit to kill you -- and I expect it's AC unless I see a convertor, though again, nothing I would try to check with my life at stake). I expect that if I slowly took the bulb out, at some point between being in and being out, it would dim (because insulation of the air is linear, but high -- and so I would expect this mid-point to be fairly small). I expect that if I took a fuse, and connected it instead of the light-bulb, it would burn out -- and that after burning out, my meter would stop running (unless I'm running other appliances). If you did any of these experiments, and the result is not as I expected, I would be surprised, and look for how you cheated (did you flip a second switch when I wasn't looking or something?). If I can't find how you cheated, I will be confused, and say "either it runs on not-electricity, which I do not understand, or my understanding of electricity is imperfect".

I clicked on on the "evolutionary theory" and didn't find any direct predictions you're asking about, so I will invent one -- "if I show you a rabbit, and ask you why it's here, and you say 'evolution', what would it lead you to expect?" Well, any number of things. I expect that if I put a large number of rabbits in a significantly different environment than the one they inhabit, many of them will die [because evolution is not predictive, and any gene not useful in the natural environment will suffer deterioration]. I expect that any complex adaptation I find in the rabbit (for example, any "clever" way it evades foxes) will be largely similar for other rabbits [because rabbits reproduce sexually, and so on]. If I see any of those things not happening, I will assume I am wrong about some detail (perhaps what I thought was "clever" behavior can be accomplished by a simple mutation, based on another complex adaptation? perhaps the rabbits inhabited the other environment in recent enough times so they had the opportunity to adapt?) or that you tricked me (you designed that rabbit with extra fun genes from scratch, and now you're enjoying confusing me, and I'll update my probabilities that you're lying to me).

And if I see the elephant in the room, and you tell me science, I'll say (a) get it out of my freakin' living room, please and (b) fascinating, do you know of any reasonable laymen intro to the "Greenelephantology" science? Nothing too technical, but I'd like to understand the basics...if it's too new for a book, is there a nice article in some pop-sci magazine?

I think you may be placing too much emphasis on curiosity as a terminal value here rather than a means of acquiring other terminal values--not that I think it has no value in and of itself, but that's not its only use and not its biggest in most respects.

If I know that a light switch/bulb's properties are fully explained by science and nothing else about it, that DOES tell me things I didn't know beforehand. It tells me that it is much less of a priority to figure out how the light bulb works than it would have been if nobody had a clue. If there is any situation in which knowledge of how it works is necessary there's already someone who knows, and if there is a situation in the future in which I decide it would be to my benefit to learn how it works I will have little trouble learning it at that time, rather than needing to arm myself with that knowledge well in advance because I can't predict how long it will take to acquire (this ignoring the issue of how long it would take for me to wrap my head around the concepts if I tried; it's easier to learn if it's already known, no matter where the baseline difficulty is set). And if there is some incredibly useful piece of low hanging fruit which could be derived from just knowledge about the light bulb, I could be confident that somebody else had found it (and if it's not low hanging fruit, well, others have at least had as much of a shot at it as I would; unless I have reason to believe that there is something I could learn from the knowledge that others would have missed so far, in which case skip to the next paragraph). Even knowing that the keyword involved is "electricity", which does not even begin to count as understanding, tells me SOMETHING (though not enough that a science teacher should feel justified stopping there)--it tells me which section in the phone book to look at if I need someone to fix my lightswitch, or which section of the library to look in to learn about it myself. The former is all some people will need to know about lightswitches for their entire lives.

Of course I know a good deal more about it than that, and in fact some of my knowledge will be useful to me in a real way in my real life. But the knowledge about what organ X does and where it is, is not directly useful to me in the same way--for all practical purposes it's good enough that I can ask a doctor or search certain trustworthy portions of the internet for the answer to any question about what I should do from a medical perspective in most situations. Yes, knowledge of medicine being more immediately on hand might help me react faster to a problem and a situation may come up where I personally ought to know CPR and don't, but my situation isn't as bad as if nobody knew this information. And I can teach myself most of the useful things that you can/must do immediately and with no equipment or pills, without ever needing to know how the inside of my body really looks.

This only applies to things unrelated to the fields you do care about. If you care about or expect to be involved in making AI, knowledge of all things computer and how electricity works and how modern computer chips are built and anything you can learn about existing intelligences is valuable. Knowledge of what your liver does, however, isn't just somebody else's problem; it's not a problem. If you feel curious about the liver that's great, but if not you don't really have to.

The example with the elephant isn't great, because that is a situation in which I would care about the knowledge, and would seek to either ask the person who knows about it to explain to me or, if the explanation turns out to be far more difficult and/or long than I am willing to accept, will ask him all the predictive questions I would've been able to answer if I knew about it, such as "Is this going to get worse if I ignore it until a more convenient time",  "How do I make it leave", "Is my house in danger" or even the almighty "Is there anything else important I should know about this" (because it is a human being who knows about it, not a genie, and he can predict what facts I'd consider important even if I don't know what to ask for). Or if even that was too hard (or he was unwilling to tell me), at least to remove it from the room for me.

The example of you waving your hands to create light and calling it science would also not stop me until I became convinced that significantly more people than just you knew it and that some of these people would be willing to tell me if I asked. But that's because my curiosity about the light as a whole would stem as much from mistrust of another person to apply that knowledge to humanity's general benefit as from real curiosity. You can't hold out on me with the knowledge that that light can also cure cancer if I also understand what you do about the light, or if I know that a number of other people unlikely to share a stake with you in any enterprise know it.

The real danger would be if that elephant had been in my room since the day I was born and I didn't know enough to be curious about it.

Why should your curiosity be diminished because someone else, not you, knows how the light bulb works?  Is this not spite?

Why should it be more appealing to the 1st to climb a mountain, instead of the 43528672nd? Once you've discovered that someone else has already solved the problem, you've solved it for yourself as well. When you feel the need to know, you can ask. 

The bias seems to be think, think, and think again. Obsessive compulsive thinking isn't really all that preferable to obsessive compulsive vacuuming.  Probably more useful if brought under control, but more debilitating if not.

Yes indeed!  Whenever anyone asks "How did you do that?", I just say "Science!"

When people ask "How did you do that?", their intention isn't usually to understand.    

They may want to know "What is going on?" meaning "Is this an unusual situation - am I in danger?"

They may want be interests in acquiring the capability to do the same 'trick', just like they'd ask Penn and Teller; hoping for an answer along the lines of "You use a foobar arm motion detection device; you can buy them from apple.com"

They may have several other agendas for asking such a question.   Their 'curiosity' wanes at the point your responses stop matching their mental script, the point at which it eliminates the branch they're interested in.   If they have a hard coded belief "Science is difficult, I'm not interested in stuff that might have equations in", then by answering "Science!" rather than presenting the same info but using different wording, you're sending them a 'stop' cue.

On what I suspect to be a related side note, I notice that while in math class, I quickly lose interest in solving a problem if I already know that I know how to solve it.

Maybe humans do this because if we know that someone else knows the answer to the question, it's not our problem anymore, we can safely ignore it and work on other things. Maybe if there were an elephant trainer standing next to the elephant in your living room (maybe not your living room, otherwise you'd be worried about property damage and such) holding an elephant leash and saying "Don't worry, I got this," you'd be content to walk on by if you'd seen green elephants before and had something else that you needed to be doing.

I suppose that in the "ancestral environment", if someone else already knows how to solve the problem, you can safely ignore it.

It may be because we are evolutionarily wired to be curious about our surroundings so that we could feel 'safe', so if something is known, then that may mean that is 'safe', if something isn't known then there may be a 'danger' there. Just a thought.

And yet...I find that this post inspires a curious lack of curiosity on my part. After having read it, I don't know any new techniques for discerning non-mysterious answers from mysteries, and I haven't received any testable hypotheses. Telling someone that it's their fault for not being curious as to the ultimate underlying equations which explain lightbulb works when they know what it's made of, what gross physics processes power it, and how to make one out of [strike]buckets and pebbles[/strike] some basic electronics supplies, is not a good way to optimize their time, or your own. Yes, other people's explanations are sometimes wrong, but often enough, they are right. Inputting externally-produced data into an equation is a valid solution method, as is ignoring extraneous data that does not directly pertain to the situation at hand.

In an attempt to find sources for ideas described in the sequences, the concept of "curiousity stopper" seems to emerge from this source, or similar: Lipton, Robert. "Thought reform and the psychology of totalism: A study of “brainwashing” in China." (1961).

From Chapter 22: 

"The language of the totalist environment is characterized by the thought-terminating cliché. The most far-reaching and complex of human problems are compressed into brief, highly reductive, definitive-sounding phrases, easily memorized and easily expressed. These become the start and finish of any ideological analysis."

(Also: "The totalist milieu maintains an aura of sacredness around its basic dogma, holding it out as an ultimate moral vision for the ordering of human existence. This sacredness is evident in the prohibition (whether or not explicit) against the questioning of basic assumptions, and in the reverence which is demanded for the originators of the Word")

I was trying to find the bounds of my ignorance of physics yesterday and I realized nobody has a self consistent story of how a lightbulb works. Emission of photons requires quantum electrodynamics and there is no self consistent mathematical model of QED. Apparently the required integrals diverge at very small scales, and if you can get a paper describing how to fix that math through peer review, there are people who want to give you a million dollars.



Applause Lights

At the Singularity Summit 2007, one of the speakers called for democratic, multinational development of artificial intelligence. So I stepped up to the microphone and asked:

Suppose that a group of democratic republics form a consortium to develop AI, and there’s a lot of politicking during the process—some interest groups have unusually large influence, others get shafted—in other words, the result looks just like the products of modern democracies. Alternatively, suppose a group of rebel nerds develops an AI in their basement, and instructs the AI to poll everyone in the world—dropping cellphones to anyone who doesn’t have them—and do whatever the majority says. Which of these do you think is more “democratic,” and would you feel safe with either?

I wanted to find out whether he believed in the pragmatic adequacy of the democratic political process, or if he believed in the moral rightness of voting. But the speaker replied:

The first scenario sounds like an editorial in Reason magazine, and the second sounds like a Hollywood movie plot.

Then what kind of democratic process did you have in mind?

Something like the Human Genome Project—that was an internationally sponsored research project.

How would different interest groups resolve their conflicts in a structure like the Human Genome Project?

This exchange puts me in mind of a quote from some dictator or other, who was asked if he had any intentions to move his pet state toward democracy:

We believe we are already within a democratic system. Some factors are still missing, like the expression of the people’s will.

The substance of a democracy is the specific mechanism that resolves policy conflicts. If all groups had the same preferred policies, there would be no need for democracy—we would automatically cooperate. The resolution process can be a direct majority vote, or an elected legislature, or even a voter-sensitive behavior of an artificial intelligence, but it has to be something. What does it mean to call for a “democratic” solution if you don’t have a conflict-resolution mechanism in mind?

I think it means that you have said the word “democracy,” so the audience is supposed to cheer. It’s not so much a propositional statement or belief, as the equivalent of the “Applause” light that tells a studio audience when to clap.

This case is remarkable only in that I mistook the applause light for a policy suggestion, with subsequent embarrassment for all. Most applause lights are much more blatant, and can be detected by a simple reversal test. For example, suppose someone says:

We need to balance the risks and opportunities of AI.

We shouldn’t balance the risks and opportunities of AI.

Since the reversal sounds abnormal, the unreversed statement is probably normal, implying it does not convey new information.

There are plenty of legitimate reasons for uttering a sentence that would be uninformative in isolation. “We need to balance the risks and opportunities of AI” can introduce a discussion topic; it can emphasize the importance of a specific proposal for balancing; it can criticize an unbalanced proposal. Linking to a normal assertion can convey new information to a bounded rationalist—the link itself may not be obvious. But if no specifics follow, the sentence is probably an applause light.

I am tempted to give a talk sometime that consists of nothing but applause lights, and see how long it takes for the audience to start laughing:

I am here to propose to you today that we need to balance the risks and opportunities of advanced artificial intelligence. We should avoid the risks and, insofar as it is possible, realize the opportunities. We should not needlessly confront entirely unnecessary dangers. To achieve these goals, we must plan wisely and rationally. We should not act in fear and panic, or give in to technophobia; but neither should we act in blind enthusiasm. We should respect the interests of all parties with a stake in the Singularity. We must try to ensure that the benefits of advanced technologies accrue to as many individuals as possible, rather than being restricted to a few. We must try to avoid, as much as possible, violent conflicts using these technologies; and we must prevent massive destructive capability from falling into the hands of individuals. We should think through these issues before, not after, it is too late to do anything about them . . .

You have, I think, come upon the essence of modern political speeches.

I was going to say this as well.  Your last paragraph here is like every presidential speech that I've ever watched.  

The democracy booster probably meant that people with little political power should not be ignored.  And that's not an empty statement; people with little political power are ignored all the time.

Actually, that seems to be an extremely empty statement.  "Having little political power" seems to imply, and is implied by, "being ignored".  I wouldn't doubt that the two predicates are coextensive.  Since people with little political power are, by definition, ignored; saying that people with little political power should not be ignored makes as much sense as saying that squares should be circular.

But maybe I'm not being very charitable here.  You can make the shape that was once square more circular, only as long as you note that the shape isn't a square anymore.  Similarly, people with little political power can, over time, gain more political power, which is a positive thing.  But even if everyone has an equal amount of political power, the proposition that "people with little political power are ignored" would still be true, even if the predicates contain the null set.

Eeek, I think the differences in interpretations are due to the de re / de dicto distinction.

Compare the following translations of the statement "people without political power should not be ignored."

De dicto: "It should not be the case that any person without political power is also a person who is ignored."

De re: "If there is a person without political power, then that person should not be ignored."

If the two predicates in the de re interpretation ("person without political power" and "person who is ignored") are coextensive, and thus equivalent, we should be able to substitute like terms and derive "If there is a person without political power, then that person should not be without political power."  Given that I wanted to use the more charitable interpretation, this is the interpretation I should use, and so you're correct :)

But look what happens to the de dicto interpretation when you substitute like terms.  It turns into "It should not be the case that a person without political power is a person without political power."  This is the sort of thing I was objecting to, to begin with.  But it was the wrong i... (read more)

Alas, for most audiences I think you would find no one laughing even after an entire applause light speech.

Evidence: any graduation speech I've ever been subject to.

I tried this for my valedictoral speech and I gave up after about 15 seconds due to the laughter. 

My preferred method is to use long sentences, to speak slowly and seriously, with great emphasis, and to wave my hands in small circles as I speak. If you don't speak to this audience regularly, it is also a good idea to emphasise how grateful you are to be asked to speak on such an important occasion (and it is a very important occasion...). You get bonus points for using the phrase "just so chuffed", especially if you use it repeatedly (a technique I learned from my old headmaster, who never expressed satisfaction in any other way while giving speeches). 

I also recommend this technique, this way of speaking, to anyone who wishes to wind up, by which I mean annoy or irritate, a family member. It's quite effective when used consistently, even if you only do it for a minute or two. Don't you agree? 

I remember at the AGIRI workshop in DC last year, Alexei Samsonovich talked about sorting a list of English words along two dimensions - "valence" and "arousal," indicating some component of the emotional response which words evoke.

Maybe audiences respond to speeches by summing the emotion vectors of each word in the speech, rather than parsing sentences.

Quick test: who here is excited by the prospects of anthropic quantum computing?

   What I find interesting is that there are some obvious parallels between applause lights and Barnum statements - so named after P.T. Barnum. 

   Barnum statements are essentially statements which anyone can apply to themselves as true, which essentially say nothing, and which feel unique to each individual hearing themselves described that way. 

   Barnum statements are a stock-in-trade of cold-readers such as mentalists and psychics.
    It seems to me that applause lights are nothing more than the abstract, impersonal version of the same phenomena; or perhaps the same phenomena used in a rhetorical and ideological application.

Such speech could theoretically perform "bringing to attention" function. Chunks of "bringing to attention" are equivalent to any kind of knowledge, it's just an inefficient form, and abnormality of that speech in its utter inefficiency, not lack of content. People can bear such talk as similar inefficiency can be present in other talks in different form. Inefficiency makes it much simpler to obfuscate eluding certain topics.

I'm pretty sure that many people and organizations routinely DO argue that "we shouldn't balance the risks and opportunities of X".  In ethics, deontological systems claim this.  In policy, environmentalists are the first example that spring to mind, though they have been getting substantially better in the last few years.  Radical pacifists like Gandhi have often been praised for asserting that people should not balance the risks and opportunities of war.  More broadly, display of this attitude seems to me to be necessary for anyone who is attempting to portray that they are extraordinarily "virtuous" as virtue is normally understood, at least in our broadly Christian derived civilization.
I actually think that it would be a good idea to try presenting all applause lights, but I think that it has been done.  "The Gentle Art of Verbal Self Defense" claims in the appendix that such a speech has been written and presented to applause on a variety of topics.  It seems to me though that the speech you were proposing above was actually an endorsement of a reasonable set of meta-policies which are in fact generally not engaged in, and was thus substantive, not empty, so I'm not sure it counts.

David's comment that we shouldn't ignore people with little political power is a bit problematic. People who are not ignored in a political process have by definition some political power; whoever is ignored lacks power. So the meaning becomes "people who are ignored are ignored all the time". The only way to handle it is to never ignore anybody on anything. So please tell me your views on whether Solna muncipality in Sweden should spend more money on the stairs above the station, or a traffic light - otherwise the decision will not be fully demo... (read more)

Eliezer's nothing-but-applause-lights speech sounds strangely like every State of the Union address I've ever heard...

Rather than just "applause lights", sloganeering often is a cue to group-identification.  Cf. postmodern text generators.

This post reminds me of George Orwell's essay "Politics and The English Language".

"The democracy booster probably meant that people with little political power should not be ignored. And that's not an empty statement; people with little political power are ignored all the time."

But isn't it precisely the people with little political power who can most safely be ignored?

Curiously Eliezer, I feel like applauding. Good post.

"We believe that we are already living in a democracy,
although some factors are still missing, such as the
expression of the people's will"

It might not convey information, but I bet you could get thunderous applause.  Often, the latter outweighs the former when it comes t the goals of a speech.

link to 1981 Time magazine interview with the president of Argentina - source of Eliezer's quote about democracy absent the people's will.

http://www.time.com/time/magazine/article/0,9171,954853,00.html?promoid=googlep

I know where your quote came from: http://www.time.com/time/magazine/article/0,9171,954853,00.html?promoid

It's from "President Roberto Eduardo Viola, formerly Argentina's army commander in chief".

It's an answer to the first question in the interview:

"Q. How soon do you expect Argentina to be returned to democratic government?

A. We believe we are already within a democratic system. Some factors are still missing, like the expression of the people's will, but nevertheless we still think we are within a democracy. We say so because we believe t... (read more)

[rhetorical pose]
We shouldn't balance the risks and opportunities of AI. Enthusiasts for AI are biased. They under estimate the difficulties. They would not be so enthusiastic if they grasped how disappointing progress is likely to be. Detractors of AI are also biased. They under estimate the difficulties too. You will have a hard time convincing them of the difficulties, because  you would be trying to pursuade them that they had been frightened of shadows.

So there are few opportunities which are likely to be altogether lost if we hang back through unnec... (read more)

That was kinda hilarious. I like your reversal test to detect content-free tautologies. Since I am working right now on a piece of AI-political-fiction (involving voting rights for artificial agents and questions that raises), I was thrown for a moment, but then tuned in to what YOU were talking about.

The 'Yes, Minister' and 'Yes, Prime Minister' series is full of extended pieces of such content-free dialog.

More seriously though, this is a bit of a strawman attack on the word 'democracy' being used as decoration/group dynamics cueing. You kinda blind-sided... (read more)

C'mon, Eliezar, be fair: identify who the speaker was that you "probed" in this way, so that people can find the recordings of the talk and exchange at singinst.org to decide for themselves how it went.

As you have it above, aside from the paraphrasing, you omit a couple of important parts of my replies. With regards to the Reason/Hollywood comparison, I go on to say:

"That is, they're both caricatures, and neither one is terribly plausible or complete. There would be some critical benefits to the messy process of the first scenario, and some important drawbacks to the second."

"This is a point I've tried to make a couple of times here: this is not a solved problem, but it's an important problem, and we need to figure out how to address it."

I certainly did not talk about democracy with any intent of it serving as "applause lights" for my talk -- in fact, given the audience, I expected a semi-hostile response, given my argument against the kind of "rebel nerd" heroism self-image a lot of the AGI community seems to have.

BTW, if anyone wants to go to singinst.org and download the audio, you'll note that the actual event did not occur the exact way I remembered it, which should surprise no one here who knows anything about human memory.  In particular, Cascio spontaneously provided the Genome Project example, rather than needing to be asked for it.

Generally, the reason I avoid identifying the characters in my examples is that it feels to me like I'm dumping all the sins of humankind upon their undeserving heads - I'm presenting one error, out of context, as exemplar for all the errors of this kind that have ever been committed, and showing none of the good qualities of the speaker - it would be like caricaturing them, if I called them by name.

That said, the reason why I picked this example is that, in fact, I was thinking of Orwell's "Politics and the English Language" while writing this post.  And as Orwell said:

In the case of a word like democracy, not only is there no agreed definition, but the attempt to make one is resisted from all sides. It is almost universally felt that when we call a country democratic we are praising it: consequently the defenders of every kind of regime claim t... (read more)

When I hear the sort of thing you would call "applause lights", I don't always think of that as an obvious fact that everyone in their right mind would agree on. Rather, I get the impression the speaker is implying that someone they strongly disagree with does believe this obvious fact is not true, or that this ridiculous notion is. 

If for example I hear someone say "we shouldn't be hugging criminals, we should be locking them up", I interpret that as a very one-sided opposition to a grossly misrepresented opponent who goes a bit easier on convicts. Of course this person wouldn't literally believe the reverse that "we should be hugging criminals instead of locking them up", but she might believe something that a bigot could paraphrase as such with a straight face. 

I think this is also the reason why the speaker's supporters applaud to statements like that - it implies the issue is very simple and clear-cut, only one side (ours) is remotely sensible, and you'd have to be insane to disagree. One-sidedness feels good. Very blatant one-sidedness feels even better. 

If someone delivered that 100%-applause-light paragraph to me in a speech, my first impulse would be to interpret it as an honest attempt to remind the audience of obvious but not necessarily currently-in-context ideas. For example, this statement from the middle:

"To achieve these goals, we must plan wisely and rationally.  We should not act in fear and panic, or give in to technophobia; but neither should we act in blind enthusiasm."

Taken literally as a set of assertions, this really is quite empty of novel or unexpected content. However, directed at an audience of humans, aware of but still vulnerable to cognitive bias, the statement above implies another statement which is more useful: "We should be careful to not act like  who, despite intending not to, panicked rather than thinking productively. We should also be careful to not act like  whose enthusiasm overwhelmed their necessary sense of caution, even though they knew the value of that caution."

People who agree with the part of the 1st virtue that says "A burning itch to know is higher than a solemn vow to pursue truth" may still sometimes need to be reminded to check themselves and make sure they're doing the former rather than the latter.

This sounds similar to the idea of a "motherhood statement" as defined here.

Oy, now that you've said it, I hear speeches like that at the end all the time.  Whole discussion between opposing sides even.  Perhaps that's why I haven't been able to stand cable news for a while now?

When I first read this, I imagined a favorite politician (I won't mention who) giving this mock speech.

To my embarrassment, I found myself nodding in completely genuine enthusiasm. This guy clearly knows what he's talking about!

(This in turn made me consider just how much of this politician's speeches was similarly composed. I came to the conclusion that quite a significant amount of it was)

...Nobody ever told me cognitive bias would be this annoying!

TheOtherDave, that is a very constructive approach :)

I am already prone to requiring policy specifics from politicians and being dissatisfied with vague points. But one thing I (and many others) do have is a tendency to note, when hearing a few specifics in a sea of "general direction" applause cues, is that my own preference for solutions is compatible with the speech; and from compatibility, I get hope that they would implement it - despite a lack of evidence that they're even aware of such a solution, much less want to implement it. So this is something to be cautious of and to note mid-speech.

I could go further and try to strike from mental record anything that isn't specifics, making a point-by-point list of substantive statements. An easy way to do this is ask "is anyone really considering doing otherwise? No? Then it doesn't count. Yes? Then why are they?"
This method might not always be wise - motivations and beliefs are also important in trying to predict a politician's future choices they did not yet address, and the speech can pronounce those. However it would be a good mental exercise when trying to evaluate positions on a specific policy question.

"Applause Light" is a wonderful name for that tactic; it's funny, catchy, and makes the problem with that tactic intuitively obvious. That term should be further proliferated throughout the internet if it hasn't already been. Adding that meme to the average internet goer's repertoire could have wonderful side-effects on the support decisions of people in meat space everywhere. 

That applause-light speech at the end just needs some variation, and I'm pretty sure it would fly. I'd replace about half of the "we should" with something else, like "it is important that we", and "it would be dangerous to neglect" and so on, because right now it's so repetitive that surely a lot of people would notice and realize what's being done.

Or maybe i'm yet again overestimating my fellow human beings, as past experience says I am prone to do...

I am tempted to give a talk sometime that consists of nothing but applause lights

http://www.youtube.com/watch?v=pxMqSdgB-uA (appropriately titled "Unthink").

You got him on nice Socratic question. Well, a good question seeks good idea and eliminate inane idea. Nice

There might be one another case: in casual conversation, something that looks like an applause light, could be just expression of recent insights of a particular person on the subject. Like, he just yesterday deduced (based on some fragments of rational texts on the web) that we should balance risks and opportunities of this. Or, maybe the audience level on the subject is so low that even the applause-like statements do convey some information.

I don't think these statements are entirely vacuous. Even when their content is little more than a tautology, their actual meaning is something else entirely, at least in politics; they represent that the speaker is aware of the jargon, willing to use it, essentially moderate/"pragmatic" and prone to maintaining the status quo.

I couldn't resist adding another link as an example of a speech that seems to consist almost entirely of applause lights. This one is vintage Peter Sellers.

Applause Lights also have more sinister, dark artsy application: they can be used to bait people into agreeing with seemingly trivial propositions, which nevertheless cause the target to modify their self image, rendering them more likely to agree with less trivial propositions in the future. For example, Cialdini's Influence reports on a study that found that households that had been visited by a volunteer collecting signatures in favor of the vague statement "keep California beautiful" (without ever specifying how this was to be accomplished) w... (read more)

can convey new information to a bounded rationalist

How would different interest groups resolve their conflicts in a structure like the Human Genome Project?

Oh, my, the unintentional humor of that speaker's comment. There's an entire book written on how groups resolved their conflicts in the Human Genome Project, The Genome War: They didn't. The outcome was a horrific case study of how science really "works" today.

You'll often see feminists on the Internet pointing out how just about everyone seems to be in favor of "gender equality" and yet hardly anyone of either gender self-identifies as feminist anymore, even though gender equality is what feminism claims to be all about.

This article explains that disconnect. "Equality" is an applause light. It's something we can all agree is great in the abstract, but as soon as someone starts talking specifics, the applause thins and we all go back to being polarized again because everyone's idea of what equality, especially social and economic equality, actually entails is different.

"I am here to propose to you today that we need to balance the risks and opportunities of advanced Artificial Intelligence..."

Seven years later, this open letter was signed by leaders of the field. It's amusing how similar it is to the above speech, especially considering how it actually marked a major milestone in the advancement of the field of AI safety.

Then what kind of democratic process did you have in mind?

Something like the Human Genome Project—that was an internationally sponsored research project.

How would different interest groups resolve their conflicts in a structure like the Human Genome Project?

In this old post, Eliezer is being insufficiently charitable and not steelmanning.

It is possible that I know that X can do A, but I don't know how X can do A.  "Look at X and do A similarly to that" may be a reasona... (read more)

Sounds like https://en.wikipedia.org/wiki/Floating_signifier

Hi, i made this german translation if anyone is interested:

Auf dem Singularity Summit 2007 rief einer der Redner zu einer demokratischen, multinationalen Entwicklung der KI auf. Also trat ich ans Mikrofon und fragte:

   Angenommen, eine Gruppe demokratischer Republiken bildet ein Konsortium zur Entwicklung der KI, und während des Prozesses gibt es viel politisches Taktieren - einige Interessengruppen haben einen ungewöhnlich großen Einfluss, andere werden über den Tisch gezogen - mit... (read more)

I think "a speech that consists of nothing but applause lights" pretty much applies to 99% of political discourse these days and instead being amused at how long it takes the audience to realize you'd be embittered at how seriously everyone took the whole exercise. Maybe I have some bias to sort out but I think the actual content of what is being said often matters very little to most people, as long as you hit the right buzzwords and look convincing/confident.

True democracy finds the solution that maximizes the utility of all the voters, not maximizing the utility of half while completely ignoring the other half.

I think it's possible that there's another purpose to these kinds of statements. When someone says, "We must acknowledge the potential risks and benefits of AGI," they're signalling - at least in principle - that they're aware that there *are* both risks and benefits to AGI. 

So its purpose is in some cases as a signal to listeners that the speaker has avoided ideological possession at least long enough to acknowledge the existence of factors on more than one side of an argument.

It's hard to judge this particular case without context, but such sentences can be valid if they convey a general direction a person wants something to move on in a situation where they can't or shouldn't be overspecific, for example if they don't know much about the specific subject, or if they want to remain on topic during a talk about a particular issue.

For example, I could say "it's time someone developed a machine that is able to fetch things around the house and bring them to us". It doesn't mean I know anything about engineering or about how this m... (read more)

Back in the day I would've agreed and thought that indeed the last paragraph was prime example of political speech with nothing inside it. After recent years in politics, I wouldn't be suprised to see leaders in certain countries make a very different speech about AI. So perhaps it is indeed useful to have these kinds of speeches, just to signal that there is still reason in this world.

When you get down to it, all politics is about conflict resolution. That's not particular to democracy.

Democracy can be viewed as a government in which policy decisions are intended to reflect the will of the people, as opposed to, for example, the will of the nobility, or a single ruler. When people say that a set of decisions should be made democratically, they mean that the conflict resolution mechanism should be such that the decisions made are reflective of the will of the people.

I think the speaker advocating for a democratic, multinational push for ... (read more)

Yes, I would do a modern democracy, because of one fact that is shown in stark relief by the Ukraine War: Democracy isn't perfect, but is usually immune to the unilateralist's curse and is better at governance than any other system we've tried.

To quote Churchill: "Democracy is the worst form of government, except for all the other systems we've tried.

Claude Opus is, unsurprisingly, excellent at writing these: 

'My fellow citizens, we are gathered here today to address the critical issue of ensuring the stability and fairness of our financial markets. It is essential that we implement prudent regulations to protect consumers, investors, and indeed our entire economy. We must strive to prevent the reckless speculation and unchecked greed that can lead to devastating financial crises.

At the same time, we should not unnecessarily stifle the entrepreneurial spirit and innovation that are the engines of ... (read more)



Truly Part of You

A classic paper by Drew McDermott, “Artificial Intelligence Meets Natural Stupidity,” criticized AI programs that would try to represent notions like happiness is a state of mind using a semantic network:

And of course there’s nothing inside the HAPPINESS node; it’s just a naked LISP token with a suggestive English name.

So, McDermott says, “A good test for the disciplined programmer is to try using gensyms in key places and see if he still admires his system. For example, if STATE-OF-MIND is renamed G1073. . .” then we would have IS-A(HAPPINESS, G1073) “which looks much more dubious.”

Or as I would slightly rephrase the idea: If you substituted randomized symbols for all the suggestive English names, you would be completely unable to figure out what G1071(G1072, G1073) meant. Was the AI program meant to represent hamburgers? Apples? Happiness? Who knows? If you delete the suggestive English names, they don’t grow back.

Suppose a physicist tells you that “Light is waves,” and you believe the physicist. You now have a little network in your head that says:

As McDermott says, “The whole problem is getting the hearer to notice what it has been told. Not ‘understand,’ but ‘notice.’ ” Suppose that instead the physicist told you, “Light is made of little curvy things.”1 Would you notice any difference of anticipated experience?

How can you realize that you shouldn’t trust your seeming knowledge that “light is waves”? One test you could apply is asking, “Could I regenerate his knowledge if it were somehow deleted from my mind?”

This is similar in spirit to scrambling the names of suggestively named lisp tokens in your AI program, and seeing if someone else can figure out what they allegedly “refer” to. It’s also similar in spirit to observing that an Artificial Arithmetician programmed to record and play back

can’t regenerate the knowledge if you delete it from memory, until another human re-enters it in the database. Just as if you forgot that “light is waves,” you couldn’t get back the knowledge except the same way you got the knowledge to begin with—by asking a physicist. You couldn’t generate the knowledge for yourself, the way that physicists originally generated it.

The same experiences that lead us to formulate a belief, connect that belief to other knowledge and sensory input and motor output. If you see a beaver chewing a log, then you know what this thing-that-chews-through-logs looks like, and you will be able to recognize it on future occasions whether it is called a “beaver” or not. But if you acquire your beliefs about beavers by someone else telling you facts about “beavers,” you may not be able to recognize a beaver when you see one.

This is the terrible danger of trying to tell an artificial intelligence facts that it could not learn for itself. It is also the terrible danger of trying to tell someone about physics that they cannot verify for themselves. For what physicists mean by “wave” is not “little squiggly thing” but a purely mathematical concept.

As Donald Davidson observes, if you believe that “beavers” live in deserts, are pure white in color, and weigh 300 pounds when adult, then you do not have any beliefs about beavers, true or false. Your belief about “beavers” is not right enough to be wrong.2 If you don’t have enough experience to regenerate beliefs when they are deleted, then do you have enough experience to connect that belief to anything at all? Wittgenstein: “A wheel that can be turned though nothing else moves with it, is not part of the mechanism.”

Almost as soon as I started reading about AI—even before I read McDermott—I realized it would be a really good idea to always ask myself: “How would I regenerate this knowledge if it were deleted from my mind?”

The deeper the deletion, the stricter the test. If all proofs of the Pythagorean Theorem were deleted from my mind, could I re-prove it? I think so. If all knowledge of the Pythagorean Theorem were deleted from my mind, would I notice the Pythagorean Theorem to re-prove? That’s harder to boast, without putting it to the test; but if you handed me a right triangle with sides of length 3 and 4, and told me that the length of the hypotenuse was calculable, I think I would be able to calculate it, if I still knew all the rest of my math.

What about the notion of mathematical proof? If no one had ever told it to me, would I be able to reinvent that on the basis of other beliefs I possess? There was a time when humanity did not have such a concept. Someone must have invented it. What was it that they noticed? Would I notice if I saw something equally novel and equally important? Would I be able to think that far outside the box?

How much of your knowledge could you regenerate? From how deep a deletion? It’s not just a test to cast out insufficiently connected beliefs. It’s a way of absorbing a fountain of knowledge, not just one fact.

A shepherd builds a counting system that works by throwing a pebble into a bucket whenever a sheep leaves the fold, and taking a pebble out whenever a sheep returns. If you, the apprentice, do not understand this system—if it is magic that works for no apparent reason—then you will not know what to do if you accidentally drop an extra pebble into the bucket. That which you cannot make yourself, you cannot remake when the situation calls for it. You cannot go back to the source, tweak one of the parameter settings, and regenerate the output, without the source. If “two plus four equals six” is a brute fact unto you, and then one of the elements changes to “five,” how are you to know that “two plus five equals seven” when you were simply told that “two plus four equals six”?

If you see a small plant that drops a seed whenever a bird passes it, it will not occur to you that you can use this plant to partially automate the sheep-counter. Though you learned something that the original maker would use to improve on their invention, you can’t go back to the source and re-create it.

When you contain the source of a thought, that thought can change along with you as you acquire new knowledge and new skills. When you contain the source of a thought, it becomes truly a part of you and grows along with you.

Strive to make yourself the source of every thought worth thinking. If the thought originally came from outside, make sure it comes from inside as well. Continually ask yourself: “How would I regenerate the thought if it were deleted?” When you have an answer, imagine that knowledge being deleted as well. And when you find a fountain, see what else it can pour.

2 Richard Rorty, “Out of the Matrix: How the Late Philosopher Donald Davidson Showed That Reality Can’t Be an Illusion,” The Boston Globe, 2003, http://archive.boston.com/news/globe/ideas/articles/2003/10/05/out_ of_ the_ matrix/.

I make it a habit to learn as little as possible by rote, and just derive what I need when I need it.  This means my knowledge is already heavily compressed, so if you start plucking out pieces of it at random, it becomes unrecoverable fairly quickly.  As near as I can tell, my knowledge rarely vanishes for no good reason, though, so I have not really found this to be a handicap.

As near as I can tell, my knowledge rarely vanishes for no good reason

I don't think you've understood the article. The idea of the article is that if you're able to derive it, then yes, you can regenerate it. That's what 'regenerate' means.

I think nominul does understand it, and at one level higher than you do.  he understands the principle so well he goes and makes a tradeoff in terms of memory used vs execution time. 

Take a symetric matrix with a conveniently zero'd out diagonal...
you could go and memorize every element on the matrix....(no understanding, pure rote memorization)....
you could go and memorize every element AND noticing it happens to be symmetric...(understanding, what you seem to be thinking of...)
Or noticing it happens to be symmetric and then only memorizing half the entries in the first place(nominull's approach).  

I go with nominull's approach myself...I'm just a lot sloppier about selecting what info to rote memorize.   

My interpretation: if your brain can regenerate lost information from its neighbors, but you don't actually need that, then you have an inefficient information packing system. You can improve the situation by compressing more until you can't regenerate lost information.

However, I have some doubts about this. Deep knowledge seems to be about the connections between ideas, and I don't think you can significantly decrease information regeneration without removing the interconnections.

My experience is that some people have an easier time memorizing by rote than others. Not all brains are wired the same. Personally I learn relations and concepts much easier and quicker than facts. But that may not be the case for everybody. It might not even be advantageous for everybody - at least not in the ancestral environment which had much less easily detectable structure than our well-structured world. 

Reminds me of the time that my daughter asked me how to solve a polynomial equation.  Many moons removed from basic algebra I had to start from scratch and quickly ended up with the quadratic equation without realizing where I was going until the end.  It was a satisfying experience although there's no way to tell how much the work was guided by faint memories.

Having recently reverse-engineered the quadratic equation, it involves quite a few steps that would be pretty tricky to capture without a lot of time and patience, a very good intuition for algebra, or a decent guiding hand from past memories. Given how much of the structure I can recall from memory, the latter seems most likely, but it's provably doable without knowing it in the first place, so I won't dismiss that possibility :)

It's not too hard if you remember that you can get it from completing the square.  Or of course you could use calculus.

A valuable method of learning math is to start at the beginning of recorded history and read the math-related texts that were produced by the people who made important contributions to the progression of mathematical understanding.

By the time you get to Newton, you understand the basic concepts of everything and where it all comes from much better than if you had just seen them in a textbook or heard a lecture.

Of course, speaking from experience, reading page after page of Euclid's proofs can be exhausting to continue to pay enough mental attention to actual understand them before moving on to the next one. :)

Still, it does help tremendously to be able to place the knowledge in the mental context of people who actually needed and made the advances.

I believe that this is how St. John's College teaches math (and everything else). They only use primary texts.  If anyone is interested in this approach, give them a look.

Sorry. I didn't see the comment immediately below this one.

@Sharper: There's actually a school that teaches math (and other things) that way, St John's College in the US (http://en.wikipedia.org/wiki/St._John's_College%2C_U.S). Fascinating place.

I make it a habit to learn as little as possible by rote, and just derive what I need when I need it. This means my knowledge is already heavily compressed, so if you start plucking out pieces of it at random, it becomes unrecoverable fairly quickly.

This is why I find learning a foreign language to be extremely difficult. There's no way to derive the word for "desk" in another language from anything other than the word itself. There's no algorithm for an English-Spanish dictionary that's significantly simpler than a huge lookup table. (There's a reason it takes babies years to learn to talk!)

I had a similar complaint, and the need to memorise a great quantity of seemingly arbitrary facts put me off learning languages and to a lesser extent history. Interestingly it seems easier to learn words from context and use for that reason, you can regenerate the knowledge from a memory of how and when it is used. I am also told that once you know multiple languages it becomes possible to infer from relations between them, which is perhaps why latin is still considered useful. 

I find that it helps to think of learning a foreign language as conducting a massive chosen-plaintext attack on encrypted communications, in which you can use differential analysis and observed regularities to make educated guesses about unknown ciphertexts.

My ability to learn history improved greatly when I stopped perceiving it as "A random collection of facts I have to memorize" and started noticing the regularities that link things together.  Knowing that World War II was fought amongst major world powers around 1942 lets you infer that it was fought using automobiles and aeroplanes, and knowing that the American Revolution was fought in the late 1700s lets you infer the opposite, even if you don't know anything else specific about the wars.

True, you can derive new information from previously learned information. But patterns like 'there were no cars in the american revolution' aren't going to score you anything or get radically new information. And theres no way to derive a lot of the information.

I make it a habit to learn as little as possible by rote, and just derive what I need when I need it.

Do realize that you're trading efficiency (as in speed of access in normal use) for that space saving in your brain.  Memorizing stuff allows you to move on and save your mental deducing cycles for really new stuff.

Back when I was memorizing the multiplication tables, I noticed that

So, I never memorized the 9's the same way I did all the other single digit multiplications.  To this day I'm slightly slower doing math with the digit 9.  The space/effort saving was worth it when I was 8 years old, but definitely not today.

I always do my 9x multiplications like this!  We were taught this, though.  I can't say I figured it out on my own.

I learned my nines like that too, except I think the teacher showed us that trick. Of the things I learned personally... My tricks were more about avoiding the numbers I didn't like than being efficient.

I could only ever remember how to add 8 to a number by adding ten and then subtracting two. I learned my 8 times tables by doubling the 4th multiple, and 7 by subtracting the base number from that. I suppose I only ever really memorized 2-6 and 12.

Knowing how to regenerate knowledge does not mean that you only store the information in it seed/compressed form. However if you need the room for new information you can do away with the flat storage and keep the seed form, knowing that you can regenerate it at will.

I sure wish I could choose what gets deleted from memory that easily.

In my experience it is just a matter of not using the memory/skill/knowledge.  I was not trying to imply it was a quick process.

There were actually a few times (in my elementary school education) when I didn't understand why certain techniques that the teacher taught were supposed to be helpful (for reasons which I only recently figured out). The problem of subtracting 8 from 35 would be simplified as such;

I never quite got why this made the problem "easier" to solve, until, looking back recently, I realized that I was supposed to have MEMORIZED "15 - 8 = 7!" 

At the time, I simplified it to this, instead. 35 - 8 = 30 + (5 - 8) = 20 + 10 + (-3) = 27, or, after some improvement, 35 - 8 = 30 - (8 - 5) = 30 - 3 = 20 + 10 - 3 = 27.

Evidently, I was happier using negative numbers than I was memorizing the part of the subtraction table where I need to subtract one digit numbers from two digit numbers.

Wow. I've never even conceived of this (on it's own or) as a simplification.

My entire life has been the latter simplification method.

I have a similar way, which i find simpler:
9N=10N-N
That is, 9  8=10  8-8

So, what about the notion of mathematical proof? Anyone want to give a shot at explaining how that can be regenerated?

If you still have the corresponding axioms, it should be pretty trivial to rebuild the idea of "combine these rules together to create significantly more complex rules", and then perhaps to relabel things in to "axioms" and "proofs". Leave a kid with a box of Legos and ey'll tend to build something, so the basic combination of "build by combination" seems pretty innate :)

If you've lost he explicit idea of axioms, but still have algebra, then you can get basic algebraic proofs, like 10X = 9X + 1X. If you play around from there, you should be able to come up with, and eventually prove, a few generalizations, and eventually you'll have a decent set of axioms. I'd expect you'd probably take a while to develop all of them.

I doubt this is feasible to regenerate from scratch, because I don't think anyone ever generated it from scratch. Euclid's Elements were probably the first rigorous proofs, but Euclid built on earlier, less-rigorous ideas which we would recognize now as invalid as proofs but better than a broad heuristic argument.

And of course, Euclid's notion of proof wasn't as rigorous as Russell and Whitehead's.

Dynamically_Linked: On that one, I'm having a hard time understanding what exactly is being regenerated.  If it's just a matter of "systematizing the process of deducing from assumptions", then it doesn't sound hard.  The question is just -- what knowledge do I have before that, on which I'm supposed to come up with the concept? What's the "the sides of this triangle are 3 and 4 and this angle is right, and the hypotenuse is calculable"?

Very good post -- I think it'd be helpful to have a series of examples of knowledge being regenerated. Then people could really get your idea and use it.

Those "meaningless" tokens aren't only used in one place, however.  If you had a bunch of other facts including the tokens involved, like "waves produce interference patterns when they interact" and "light produces interference patterns when it interacts", then you can regenerate "light is waves" if it is lost.

Similarly, while "happiness is a state of mind" is not enough to define happiness, a lot of other facts about it certainly would.  The fact that it is a state of mind would also let us apply facts we know about states of mind, giving us even more information about happiness.

Part of the fun of the Contact Project is trying to interpret a message that has been fully gensymmed.

I've always been intimidated by this.  I'm quite positive I couldn't regenerate the Pythagorian Theorem, but I know that I should be able to.  I certainly wouldn't be able to figure out basic calculus on my own.  I wish that I could, but I know that I wouldn't be able to.  Are there any  things we've learned from mathematicians in the past that make figuring out such things easier?  Anything I can learn to make learning easier?

Well, if you like reading things, I know of one extremely good book about the different methods and heuristics that are useful in problem-solving:  George Polya's How to Solve It.  I strongly recommend it.  Hell, I'll mail it to you if you like.

However, it feels to me personally that every single drop of the problem-solving and figuring-things-out ability I have comes purely from active experience solving problems and figuring things out, and not from reading books.

Well, here's my background:
I taught myself math from Algebra to Calculus (by "taught myself" I mean went through the Saxxon Math books and learned everything without a teacher, except for the few times when I really didn't understand something, when I would go to a math teacher and ask).
I made sure I tried to understand every single proof I read.  I found that when I understood the proofs of why things worked, I would always know how to solve the problems.  However, I remember thinking, every time I came across a new proof, that I wouldn't have been able to come up with it on my own, without someone teaching it to me.  Or, at least, I may have been able to come up with one or two by accident, as a byproduct of something I was working on, but I really don't think I'd be able to sit down and try to figure out the differentiation, for example, on purpose, if someone asked me to figure out a method to find the slope of a function.
That's what I meant when I said that I'm intimidated by this.  It's not impossible that I wouldn't ever figure out one of the theorems on accident, by working on something else, I just can't see myself sitting down to figure out the basic theorems of mathematics.
If you think it'll help, I'll have to pick up "How to Solve It" from a library.  Thanks for the advice!

One true thing that might be applicable: Usually math textbooks have 'neat' proofs. That is, proofs that, after being discovered (often quite some time ago) where cleaned up repeatedly, removing the previous (intuitive) abstractions and adding abstractions that allow for simpler proofs (sometimes easier to understand, sometimes just shorter)

Rather than trying to prove a theorem straight, a good intermediary step is to try to find some particular case that makes sense. Say, instead of proving the formula for the infinite sum of geometric progressions, try the infinite sum of the progression 1, 1/2, 1/4. Instead of proving a theorem for all integers, it it easier for powers of two ?

Also, you can try the "dual problem". Try to violate the theorem. What is holding you back ?

The Pythagorean Theorem is just a special case of the magnitude of a vector, aka the Euclidean Norm#Euclidean_norm).  Though, I wouldn't be able to derive that if that were deleted from my brain.

always ask myself:  "How would I regenerate this knowledge if it were deleted from my mind?"

I feel really stupid after reading this, so thanks a lot for shedding light onto the vast canvas of my ignorance.

I have almost no idea which of the spinning gears in my head I could regrow on my own. I'm close to being mathematically illiterate, due to bad teaching and a what appears to be a personal aversion or slight inability - so I may have come up with the bucket plus pebble method and perhaps with addition, substraction, division and possibly multiplication - but other than that I'd be lost. I'd probably never conceive of the idea of a tidy decimal system, or that it may be helpful to keep track of the number zero.

Non-mathematical concepts on the other hand may be easier to regrow in some instances. Atheism for example seems easy to regrow if you merely have decent people-intuition, a certain willingness to go against the grain (or at least think against the grain), plus a deeply rooted aversion against hypocricy. Once you notice how full of s*it people are (and notice that you yourself seem to share their tendencies) it's a fairly small leap of (non)faith, which would explain why so many people seem to arrive at atheism all due to their own observations and reasoning.

I think I could also regrow the concept of evolution if I spent enough time around different animals to notice their similarities and if I was familiar with animal breeding - but it may realistically take at least a decade of being genuinely puzzled about their origin and relation to one another (without giving in to the temptation of employing a curiosity stopper needless to say). Also, having a rough concept of how incredibly old the earth is and that even landscapes and mountains shift their shape over time would have helped immensely.

It feels so hard to understand why it took almost 10000 years for two human brains to make a spark and come up with the concept of evolution. How did smart and curious people who tended to animals for a living and who knew about the intricacies of artificial breeding not see the slightly unintuitive but nontheless simple implications of what they were doing there?

Was it seriously just the fault of the all-purpose curiosity stopper superstition, or was it some other deeply ingrained human bias? It's unbelievable how long no one realized what life actually is all about. And then all of a sudden two people caught the right spark at the same point in history independently of each other. So apparently biologists needed to be impacted by many vital ideas (geological time, economics) to come up with something, that a really sharp and observant person could have realistically figured out 10000 years earlier.

And who knows, maybe some people thought of it much earlier and left no trace due to illiteracy or fear of losing their social status or even their life. Come to think of it, most people in most places during most of the past would have gotten their brilliant head on a stick if they actually voiced the unthinkable truth and dared to deflate the everneedy morbidly obese ego of homo sapiens sapiens.

It feels so hard to understand why it took almost 10000 years for two human brains to make a spark and come up with the concept of evolution. How did smart and curious people who tended to animals for a living and who knew about the intricacies of artificial breeding not see the slightly unintuitive but nontheless simple implications of what they were doing there?

Just because you aren't aware of it, doesn't mean it didn't happen : )

Back when I was a teenager, I distinctly remember wondering about how one would go about calculating the distance traveled by a constantly accelerating object during a given period of time. Of course, life -- as it is want to do -- quickly distracted me, and I didn't think about the problem again until  years later when I learnt about integration and thought to myself "Oh, so that's how you'd do it!" Now, I don't think I would be able to regenerate interal calculus all on my own,but I know I'm at least observant enough to notice that something was missing -- or at least I was when I was 15 -- and I think that that's an important first step; the answers that we find are strictly limited by the questions that we ask
As a side note, my cousin was, at the age of 6, able to derive multiplication from addition all on his own. He is made of win.

To Mazur’s consternation, the simple test of conceptual understanding showed that his students had not grasped the basic ideas of his physics course: two-thirds of them were modern Aristotelians. “The students did well on textbook-style problems,” he explains. “They had a bag of tricks, formulas to apply. But that was solving problems by rote. They floundered on the simple word problems, which demanded a real understanding of the concepts behind the formulas.”...Serendipity provided the breakthrough he needed. Reviewing the test of conceptual understanding, Mazur twice tried to explain one of its questions to the class, but the students remained obstinately confused. “Then I did something I had never done in my teaching career,” he recalls. “I said, ‘Why don’t you discuss it with each other?’” Immediately, the lecture hall was abuzz as 150 students started talking to each other in one-on-one conversations about the puzzling question. “It was complete chaos,” says Mazur. “But within three minutes, they had figured it out. That was very surprising to me—I had just spent 10 minutes trying to explain this. But the class said, ‘OK, We’ve got it, let’s move on.’ “Here’s what happened,” he continues. “First, when one student has the right answer and the other doesn’t, the first one is more likely to convince the second—it’s hard to talk someone into the wrong answer when they have the right one. More important, a fellow student is more likely to reach them than Professor Mazur—and this is the crux of the method.

...There’s also better retention of knowledge. “In a traditional physics course, two months after taking the final exam, people are back to where they were before taking the course,” Mazur notes. “It’s shocking.” (Concentrators are an exception to this, as subsequent courses reinforce their knowledge base.) Peer-instructed students who’ve actively argued for and explained their understanding of scientific concepts hold onto their knowledge longer. Another benefit is cultivating more scientists. A comparison of intended and actual concentrators in STEM (science, technology, engineering, mathematics) fields indicates that those taught interactively are only half as likely to change to a non-STEM discipline as students in traditional courses.

http://harvardmagazine.com/2012/03/twilight-of-the-lecture

Sometimes it's good to learn things by rote, too, as long as you understand it later. For example, while I was reading the Intuitive guide to Bayesian Reasoning, I sometimes wished that there was something that I could memorize, instead of having to understand the concept, and then fiqure out how to apply it, and then understand what the answer meant.

I agree, although I sense there's some disagreement on the meaning of "learning by rote".

Learning by rote can be tactical move in a larger strategy.  In introductory rhetoric, I wasn't retaining much from the lectures until I sat down to memorize the lists of tropes and figures of speech.  After that, every time the lectures mentioned a trope or other, even just in passing, the whole lesson stuck better.

Rote memorization prepares an array of "hooks" for lessons to attach to.

This is not too different from what I did as a teenager in school. I separated out the facts as "axioms" and "theorems", noting that the theorems can be deduced from the axioms, should I forget them. I would try to figure out how to deduce the "redundant" theorems from my axioms, which would help me remember them. As a simple example, the Law of Conservation of Momentum, is redundant and easily derived from "every force has an equal and opposite force" -- simply multiply by time. Naturally, I also immediately deduced a conservation law for center of mass -- multiply by time again. I also noted places where two facts are redundant, but I couldn't decide which was the more fundamental. Mostly I did this because I know that my memory for boring disconnected facts is rather poor -- it "shouldn't" be easier for me to remember how to derive a fact than the fact itself, but often it is anyways.

The idea of a concept having or being a "source" seems odd to me.  There are many ways of looking at the same concept or idea; oftentimes, the key to finding a new path is viewing an idea in a different way and seeing how it "pours", as you put it.  The problem as I see it is that there are often many ways of deriving any particular idea, and no discernible reason to call any particular derivation the source.  I find that my mind seems to work like a highly interconnected network, and deriving something is kind of like solving a system of equations, so that many missing pieces can be regenerated using the remaining pieces.  My mind seems less like an ordered hierarchy and more like a graph in which ideas/concepts are often not individual nodes but instead highly connected subgraphs within the larger graph, such that there is the potential for vast overlap between concepts, no obvious ordering, and no obvious way to know when you truly "contain" all of some concept.  I do understand that, at least for math, ability to derive something is a good measure for some level of understanding, but even within math there are many deep theorems or concepts that I hardly believe that I truly understand until I have analyzed (even if only briefly in my head) examples in which the theorem applies and (often more importantly, imo) examples in which the theorem does not apply.  Even then, a new theorem or novel way of looking at it may enhance my understanding of the concept even further.  The more I learn about the math, the more connections I make between different and even seemingly disparate topics.  I don't see how to differentiate between 1) "containing" a thought and new connections "changing" it and 2) gaining new connections such that you contain more of the "source" for the thought.

This comes up again in ways that I care more about in the Metaethics Sequence, where much is made of the distinction between normal ("instrumental") values and the so-called "terminal" values that are presumed to be their source. In both cases it seems to me that a directional tree is being superimposed on what's actually a nondirectional network, and the sense of directionality is an illusion born of limited perspective.

That said, I'm not sure it makes much difference in practical terms. 

I haven't read any of that yet, but it sounds interesting.  I'm commenting on articles as I read them, going through the sequences as they are listed on the sequences page.

I think it makes a practical difference in actually understanding when you understand something.  The practical advice given is to "contain" the "source" for each thought.  The trouble is that I don't see how to understand when such a thing occurs, so the practical advice doesn't mean much to me.  I don't see how to apply the advice given, but if I could I most definitely would, because I wish to understand everything I know.  In part, writing my post was an attempt to make clear to myself why I didn't understand what was being said.  I'm still kind of hoping I'm missing something important, because it would be awesome to have a better process for understanding what I understand.

I expect that in practice, the advice to "contain the source for each thought" can be generalized into the advice to understand various paths to derive that thought and understand what those paths depend on, even if we discard the idea that there's some uniquely specifiable "source".

Which is why I'm not sure it makes much difference.

That said, I may not be the best guy to talk about this, as I'm not especially sympathetic to this whole "Truly Part of You" line of reasoning in the first place (as I think I mentioned in a comment somewhere in this sequence of posts a few years ago, back when I was reading through the sequences and commenting on articles as I went along, so you may come across it in your readings).

Hmm, perhaps I was reading too much into it, then.  I already do that part, largely because I hate memorization and can fairly easily retain facts when they are within a conceptual framework.

It's intuitive that better understanding some concept or idea leads to better updating as well as better ability to see alternative routes involving the idea, but it seemed like there was something more being implied; it seemed like there he was making a special point of some plateau or milestone for "containment" of an idea, and I didn't understand what that meant.  But, as I said, I was probably reading too much into it.  Thanks, this was a pleasant discussion :)

"Could I regenerate this knowledge if it were somehow deleted from my mind?"

Epistemologically, that's my biggest problem with religion-as-morality, along with using anything else that qualifies as "fiction" as a primary source of philosophy.  One of my early heuristic tests to determine if a given religious individual is within reach of reason is to ask them how they think they'd be able to recreate their religion if they'd never received education/indoctrination in that religion (makes a nice lead-in to "do people who've never heard of your religion go to hell?" as well).  The possibles will at least TRY to imply that gods are directly inferable from reality (though Intelligent Design is not a positive step, at least it shows they think reality is real); the lost causes give a supernatural solution ("Insert-God-Here wouldn't allow that to happen!  Or if He did, He'd just make more holy books!").

If such a person's justification for morality is subjective and they just don't care that no part of it is even conceivably objective... what does that say for the relationship of any of their moral conclusions to reality?

I think that is why biology students like to dissect animals. Our relatives think it gross, but when you see with your own eyes that a body consists of organs and you trace the links between them, it feels so great...

"A wheel that can be turned though nothing turns with it, is not part of the mechanism" - what about a gyroscope wheel that is a part of a stabilizing mechanism?

This comes to show, IMHO, two things: one should be extremely careful with one's intuitions and examples must not be taken too far.

If you really wanted to nitpick, you could also point out non-driven wheels on cars. Such a wheel doesn't turn anything useful itself (it is turned but does not turn anything), but it still successfully prevents one end of a vehicle from dragging on the ground, which is its actual purpose. But we're merely amusing ourselves with literalistic counter-examples at this point, as I see you are well aware.

“What I cannot create, I do not understand.” - Richard Feynman.

Suppose that something *was* deleted. What was it? What am I failing to notice? 

Maybe learning to 'regenerate' the knowledge that I currently possess is going to help me 'regenerate' the knowledge that 'was deleted'.

Once i had a dispute, i told that in world with internet you don't need to know and remember facts or principles because you can just google, my opponent told that with this method you don't have general picture and understanding in your head. Now i understand that i was wrong.

@Eliezer, some interesting points in the article, I will criticize what frustrated me:

> If you see a beaver chewing a log, then you know what this thing-that-chews-through-logs looks like,
> and you will be able to recognize it on future occasions whether it is called a “beaver” or not.
> But if you acquire your beliefs about beavers by someone else telling you facts about “beavers,”
> you may not be able to recognize a beaver when you see one.

Things do not have intrinsic meaning, rather meaning is an emergent property of
things in relation to each other: for a brain, an image of a beaver and the sound
"beaver" are just meaningless patterns of electrical signals.

Through experiencing reality the brain learns to associate patterns based on similarity, co-occurence and so on, and labels these clusters with handles in order to communicate. ’Meaning’ is the entire cluster itself, which itself bears meaning in relation to other clusters.

If you try to single out a node off the cluster, you soon find that it loses all meaning and
reverts back to meaningless noise.

Maybe the above does not seem dumb now? experiencing reality is basically entering and updating relationships that eventually make sense as a whole in a system.

I feel there is a huge difference in our models of reality:

In my model everything is self-referential, just one big graph where nodes barely exist (only aliases for the whole graph itself). There is no ground to knowledge, nothing ultimate. The only thing we have
is this self-referential map, from which we infer a non-phenomenological territory.

You seem to think the territory contains beavers, I claim beavers exist only in the map, as a block arbitrarily carved out of our phenomenological experience by our brain, as if it were the only way to carve a concept out of experience and not one of infinitely many valid ways (e.g. considering the beaver and the air around and not have a concept for just a beaver with no air), and as if only part experience could be considered without being impacted by the whole of experience (i.e. there is no living beaver without air).

This view is very influenced by emptiness by the way.
 



Chaotic Inversion

I was recently having a conversation with some friends on the topic of hour-by-hour productivity and willpower maintenance—something I've struggled with my whole life.

I can avoid running away from a hard problem the first time I see it (perseverance on a timescale of seconds), and I can stick to the same problem for years; but to keep working on a timescale of hours is a constant battle for me.  It goes without saying that I've already read reams and reams of advice; and the most help I got from it was realizing that a sizable fraction other creative professionals had the same problem, and couldn't beat it either, no matter how reasonable all the advice sounds.

"What do you do when you can't work?" my friends asked me.  (Conversation probably not accurate, this is a very loose gist.)

And I replied that I usually browse random websites, or watch a short video.

"Well," they said, "if you know you can't work for a while, you should watch a movie or something."

"Unfortunately," I replied, "I have to do something whose time comes in short units, like browsing the Web or watching short videos, because I might become able to work again at any time, and I can't predict when—"

And then I stopped, because I'd just had a revelation.

I'd always thought of my workcycle as something chaotic, something unpredictable.  I never used those words, but that was the way I treated it.

But here my friends seemed to be implying—what a strange thought—that other people could predict when they would become able to work again, and structure their time accordingly.

And it occurred to me for the first time that I might have been committing that damned old chestnut the Mind Projection Fallacy, right out there in my ordinary everyday life instead of high abstraction.

Maybe it wasn't that my productivity was unusually chaotic; maybe I was just unusually stupid with respect to predicting it.

That's what inverted stupidity looks like—chaos.  Something hard to handle, hard to grasp, hard to guess, something you can't do anything with.  It's not just an idiom for high abstract things like Artificial Intelligence.  It can apply in ordinary life too.

And the reason we don't think of the alternative explanation "I'm stupid", is not—I suspect—that we think so highly of ourselves.  It's just that we don't think of ourselves at all.  We just see a chaotic feature of the environment.

So now it's occurred to me that my productivity problem may not be chaos, but my own stupidity.

And that may or may not help anything.  It certainly doesn't fix the problem right away.  Saying "I'm ignorant" doesn't make you knowledgeable.

But it is, at least, a different path than saying "it's too chaotic".

I had a similar problem during my PhD. Basically I had to be a workaholic in order to get through it. However, I still wanted to have some kind of life and occasionally relax my brain. I found that when I tried to watch a DVD, I would either have an idea, or I would start feeling guilty about not working. And then I'd stop watching the DVD. Gradually this made me not want to watch films any more, because I knew I wouldn't be able to sit through the film in a single sitting without having either workaholic guilt, or a distractingly useful idea.

My solution was cinemas. Whenever I felt like I needed a distraction, I would go the cinema with some friends. By paying actual cash and having only a fixed time available to 'enjoy myself', my brain somehow decided 'well, I'm not going to waste this money by walking out to do some work!'. So, I was able to enjoy full length films without considering the possibility of working.

I took a notebook in my pocket, of course, in case a truly amazing idea came mid-film, but thankfully it never did. Besides, the shower room proved to be a reliable source of ideas ... I just wish someone could invent a decent waterproof notepad :-)

I can also recommend vigourous exercise such as martial arts. Although you sacrifice time, you gain improved health and mood, and that's important for the long run...

Although it has been years, and Anonymous may never see this, I just want to point out to any future readers that have their best thoughts in the shower that decent waterproof notepads now exist. "AquaNotes" is one I have tried, and it works exactly as advertised. And the paper isn't unreasonably thick either...

Every scuba diver has a plastic plate and pencil for communicating anything more complicated than what ordinary hand signs will do...

Alas, I fear that the very presence of such a notepad would eliminate whatever feature it is of showers that make them such frequent idea-generators.

You'd think so, but it's quite the opposite for me!

You need a good pen too, since most won't write underwater. Divers use the same sorts of space pens that NASA does, or similar designs that take the same ink cartridges. They can write in boiling water or in Antarctic temperatures, or even upside down. I have one, but have not tested these claims yet.

As a side note, it's a common misconception that the space pen was developed by NASA. There's an old joke that NASA spent millions or billions to develop a pen which would work without gravity, while the Russians used a pencil. In reality, pencils were used by both space agencies, but they create lots of graphite dust which damages sensitive electronics and clogs air filters in the life support system. The Fisher space pen was developed on their own dime, and they were sold to NASA for $6 apiece. After the deaths in the Apollo 1 fire, NASA was eager to remove all flammable materials such as pencils from high oxygen environment inside space capsules.

Although it has been over a decade, decent waterproof phone mounts now exist, too.

Many rationalists (not saying Eli is one) are of the opinion that introspection is worthless (or at least suspect), so not surprising that trying to predict certain things doesn't occur to us.

The self help route. I've seen good bloggers succumb to it. Please don't go there.

I'm sure you've already heard this, but have you tried reading relevant papers rather than random websites?

Personally, I'm kind of giving up on "discipline" as such, in favor of looking for things worth doing and then doing them because they are worth doing. Why torture myself trying to regulate and control every minute, when that doesn't even work? Of course every minute is precious, but just because I'm not following a schedule doesn't mean nothing valuable is getting done. Whatever happened to the power of play? The first virtue is curiosity, isn't it?

Results are mixed so far, but with a certain history, even "mixed" counts as a win.

I have difficulty even making myself do things I enjoy, or I know to be rewarding. Like reading a book on something I'm interested in, or going for a walk in the sun, or making a serious go of understanding some basic quantum theory. I do very few things because I'm anticipating some kind of long term benefit. I do stuff because I expect it to be interesting and fun now. Still have difficulty with impetus.

In their book Art & Fear: Observations On the Perils (and Rewards) of Artmaking, David Bayles and Ted Orland say that by their observation the elements that prove to allow a creative person to work are essentially idiosyncratic.

For example, they say, Hemingway discovered that in order to be productive, he needed to stand up while typing.

And, they continue, this discovery of Hemingway's is useless to nearly everyone else: other artists find what they need to be productive is something different.

Most productivity suggestions are naturally from people who found something that worked for them, and so recommend that's what you should do: "The Standing Up Method for Productive Writing".

So in lieu of a working general theory, the solution is to be experimental on a personal level: find a way to measure your productivity, even if subjectively, vary your working conditions in systematic way, and see what makes a difference for you.

Several days ago I have night dream there I met someone who said to me: "you even don''t realize what is your main problem. It is haos". He ment that all that I did during a day or full life was haotic, but not planned.

But I do the same - then I am tired I browes random sites, untill unpredictable moment then I feel new interest to work. Maybe it is working strategy after all?

"The solution is to be experimental on a personal level: find a way to measure your productivity, even if subjectively, vary your working conditions in systematic way, and see what makes a difference for you."

Exactly.  As a working, self-supporting artist, I learned pretty early that I could rely on certain techniques for working through problem times.  The tools of the job delighted me, drew me back to the work table.  I learned what it takes to move around problems, see them from a variety of perspectives.  It became important (if frustrating) to junk stuff that was bad and that I couldn't fix.  I learned that walking out the door and doing something completely different helped a lot.  Most of all (and this took ages) I figured out what makes my brain work -- and that's when I began to develop some serious self-respect!  Maybe thinking in terms of keeping your creativity alive, rather than "getting the job done," would help. Even artists stick to work schedules:  self-discipline (and/or disregarding the demands of others) may sound like a bummer, but it's the oil in the engine.

You could take advantage of Parkinson's Law using the following:

http://www.stevepavlina.com/blog/2004/10/timeboxing/

You could also take a gander at the 4-Hour Work Week, even if you're not interested in working for 4 hours a week, he lists a lot of great productivity tips in there such as, indeed, limiting your working time to a certain schedule, for some reason your mind then gets the idea that working time is limited and will respond to the scarcity by taking full advantage of it. I've found this one to be particularly helpful.

Thanks for mentioning the mind projection fallacy, I've written about it before on my blog but never realized it had a name. I've used this phenomenological fact to help me guide my emotions towards happiness but recognizing that the "problem" or "frustrating" aspects of something are in my own mind, and not in the world, and that I'd rather be happy.

Anyhoo, good luck! Hope this helps! Pavlina has a lot of other good articles on productivity, such as here:

Have you ever had a job where your boss yelled at you if you weren't continually working? If not consider getting a part-time job at a fast food restaurant where you work maybe one day a week for eight hours at a time. Fast food restaurant managers are quite skilled at motivating (and please forgive this word) "lazy" youths.

Think of willpower as a muscle. And think of the fast food manager as your personal trainer.

My guess is your problem arises from never having had to stay up all night doing homework that you found boring, pointless, tedious, and very difficult.

I'm not particularly asking for help on the productivity thing.  Just remarking on the realization that the Mind Projection Fallacy extends to, as it were, real life.

Huh. I always had the impression you were quite productive. Makes me feel better. I've been doing better with it for the past several months, which I attribute to medications.

You're welcome, anyhoo, as is any other reader who might find value in the comments. In the future, you can specify the comments you would like specifically, so that you can get exactly what you're looking for, instead of people doing crazy things like interpreting what you said differently and acting according to their interpretation in a space for their words.

I feel slighted that I attempted to offer a bit of advice that's worked well for me and I didn't even get a "thank you" and instead a "I'm not interested in what you have to say". My feelings may not have much to do with you, except to suggest that a little manners go a long way.

You may want to consider Amphetamine. It worked wonders for me.

The mathematician Erdös used it, too.
From Wikipedia:

"After 1971 Erdös also took amphetamines, despite the concern of his friends, one of whom (Ron Graham) bet him $500 that he could not stop taking the drug for a month.[12] Erdős won the bet, but complained that during his abstinence mathematics had been set back by a month: "Before, when I looked at a piece of blank paper my mind was filled with ideas. Now all I see is a blank piece of paper." After he won the bet, he promptly resumed his amphetamine use."

I've noticed a good deal of some of the best self-improvement advice I've ever found is right here on LessWrong.

At the same time, I think EY's mention of his diligence difficulty is only incidental here. It was in the context of discussing it that he had a valuable insight, and it is this valuable insight which is his real point in this post.

The apparent chaos of a system is a sufficient condition for stupidity (in this area) on the part of the observer.

All areas which we feel are chaotic are areas which we are ignorant about, assuming that there are no fundamentally predictable phenomena.
If we can shift those areas labeled as unpredictable to predictable once studied, we may find that there are superior pursuable outcomes we could be actualizing. 

One more blind spot among many worth sacrificing to the light.

I worked at an ISP call center for a few years, doing tech support. My numbers weren't great, in terms of calls handled per day. I can't recall the number anymore, but while I usually got close, it was always a near thing. At some point my brain would just go numb.

If anyone is curious sitting at a phone for hours a day is soul crushing. Just FYI.

We got two 15 minute breaks and a half hour lunch. One day I decided to start taking a short break after every few calls, trying to amortize my half hour of small break time out over the whole day. I'd like to say it was because I carefully plotted out what would help me the most, but I was essentially an insensate beast at that point and can only thank my subconscious for its brave effort to keep me from dying. Anyway, the day I started doing that my numbers nearly doubled, and remained high from there on. The key, it seems to me now, wasn't just that I wasn't working during my two to five minute breaks, but that I would actually get completely away from my work area. Go the bathroom, get some water, buy a soda, bother the smokers, whatever. If I just sat at my desk browsing the internet, I got nowhere near the same feeling.

It was a unique revelation for me. True, I was taking more break time than I was allotted, because I'm bad at tracking things like that, but nobody cared because my numbers, and caller satisfaction, were rather high.

Yah - I can vouch for that. I need to leave my desk at lunchtime. Usually take a book up on the roof and I read. Anything as long as it is away. If I stay at the desk and websurf, I find I'm just not as productive, when I start working again. 

@RT Wolf:  Thanks for the Pavlina link.  It looks fascinating so far.

So it can be a mind projection fallacy even when you are ultimately reasoning about your own mind? Something needs to cancel out in the divisor. A more accurate assessment of others' mental nature may not assist you when you then tie it back into your own. You have mentioned this productivity issue a couple times, and yet don't want solutions suggested. Now that could be because the solution itself is OT (identifying is ok, but fixing a bias is OT), or because you don't think what works for others could actually work for you.

meh. My last point doesn't make sense. Fixing the bias isn't equivalent to fixing your problem.

Some of Steve Pavlina's essays are excellent, unfortunately he also advocates a lot of wacko stuff.  I finally just quit reading his site because all the newer stuff seemed to be more than a little on the crackpot side.  Enjoy.

Some of Pavlina's advice on sleeping habits, for instance, is very eye-opening. But his posts should be taken with a grain of salt, though, as there's a great deal of magical thinking and new-age, the-secret-like self-help in his site.

Will the writer of that please explain why?  I take it that the warning is against using self help advice in one's own life -- not against writing about it in a blog.

I find this post interesting, because I wonder whether you really have periods where you can't work and therefore must do other things, or whether the other things get in the way of working. My default assumption is that website browsing keeps me from getting work done, because finding a cool website is instant gratification while serious work involves delayed gratification. Similarly, I'm doing national novel writing month right now, and I found my most productive fifteen minutes were when a friend said, out of nowhere, "want to see who can do the most work in 15 minutes?" It may have been the most productive fifteen minutes of my life, because the $0 bet meant doing semi-serious work = instant gratification, rather than the delayed gratification it usually involves.

Interesting... It's true that inversion (as general type, of which the mind projection fallacy is token) is constantly applicable to daily life, in particular to interpersonal relations. Someone may seem too arrogant to be willing to listen to you, but you should always step back and ask whether it might be more useful to restate the problem, "I am not presenting my points in an interesting or persuasive enough way to interest or persuade this person." These thoughts are two sides of one coin. Each is valuable in some circumstance: the first if you can successfully solve the problem by chiding the person, the second if you can solve the problem by being more interesting or persuasive. (And either can have some not-to-be-overlooked effect on your self-esteem.)

But look -- a word of advice on self-discipline, to your readers if you yourself aren't looking for it. If you think of yourself as a system whose operations you cannot OR can predict, you have lost half the battle before starting. I recognize that you can sometimes e.g. alter some aspects of your environment that you can see affecting you, but if you can't manage that without coming to think of yourself as a passive recipient of effects upon you, you should change your mindset altogether. In short: DECIDE to work. Just do it.

Also -- well said, Uncredible. I find -- if I may be hypocritical a moment -- that novelty is highly effective; whenever I make some new resolution, it works for some short amount of time. Then I have to make a different one, based on a different principle of hope. The issue is confidence. Once a strategy fails to work once, I no longer have faith in it. What's more, since I know that confidence is what strategies give me and that I'm prone to lose confidence as soon as one fails to work once, I REALLY no longer have faith in it. It's a sick cycle. I wouldn't have that problem if only I would attribute agency to myself...

'I found my most productive fifteen minutes were when a friend said, out of nowhere, "want to see who can do the most work in 15 minutes?"'

That's interesting, because historically great works have been accomplished when a group of really talented people get together in the same place (e.g. Florence, Silicon Valley, Manhattan Project).

The Internet is great in that it enables you to find like minded people and bounce ideas of them. But that's only half the achievement puzzle. The other half is pestering each other to work, which the Internet is not so good for.

For those lacking the relative self-discipline, this is like asking someone to lift a box that's too heavy for them. It's exactly the same as telling an obese person to just stop eating so much. If someone has the self-discipline, it can be helpful advice in certain circumstances. If they don't, all the advice leads to is cycles of guilt and frustration.

(I don't mean to say Eliezer has no self-discipline. What he's trying to do requires huge reserves of it.)

What I'm successfully experimenting with at the moment is:

Prime the pump for action! Whatever you need to do, just get started. If instead you start thinking and analysing too much you will find 1000s of other things to do. A related advice: do your email and webbrowsing at the end of the day, not at the beginning or middle.

It is interesting that no one from this group of empirical materialists has suggested looking at this problem from the perspective of human physiology.  If I tried painting a house for hours on end I would need to rest--my hand would be sore, I'd be weak and tired, and generally would  lack the energy to continue.  Why would exercising your brain be significantly different?  If Eli is doing truly mentally strenuous work for hours, it is not simply a problem of willpower, but mental energy.  Maintaining a high level of cognitive load will physically wear you out.  The US military is experimenting with fnirs-based neuroimaging devices to see if they can measure how much cognitive load they can put on workers in high-performance mental situations the same way you measure how much weight a person can lift or how much time/distance someone can run.

If the problem was that he could not get going at all, then it is more of a psychological problem such as procrastination.  But it seems to be that he just wants to sustain long stretches of high-performance cognitive work, which unfortunately the brain cannot do.  Switching to watching a video or browsing the web is your brain stopping the run and resorting to walking until it rests enough.

"Wanting and Doing: A common-sense model and its limitations.

In high school, I passed many hours thinking about how I wanted to be doing my homework, being frustrated with myself for not doing my homework, making elaborate plans to try to get myself to homework... and still not starting my homework. When I've tried to describe how this worked to others, I've generally been met with disbelief. "If you didn't do it," they say, "You must not really have wanted to." This idea seems to function partly as a belief about how people work, but also partly as a definition -- what a person wants to do is almost defined as what they end up doing. The belief-structure underlying this -- our society's common-sense explanation for what a person does and does not end up doing -- seems to go something like this:

A person is a chooser. They have an array of options laid out in front of them, and they take whichever one they most want -- whichever option they care most about doing. What a person does is exactly the same as what that person cares most about doing.

I don't know how well this model works for most people, but I know this model does not work for me, or for a number of other ACs. For the purpose of this paper, I'll call anyone for whom this model is far from working "inertial", and I'll call the phenomena which make it difficult or impossible for them to connect intention and action "inertia". I'm going to try to explore what factors effect inertia in various people, and how one might structure one's life to make inertia less of a problem.
Assumed Skill Sets

To begin with, it might be useful to look at the skillsets a person would need to have, in order for what they did to be whatever they cared most about doing. A person would need, among other things, to:

Since a lot of ACs are missing various neuro-typical cognitive modules, and since if any of these steps fails to work in a given situation the person will be inertial in that situation, it is perhaps not surprising that a lot of ACs are inertial. Also, since removing various skills from that list will all result in a disconnect between intention and action, but will have rather different internal dynamics, it is perhaps not surprising that the details of how the person is inertial, and of what changes make sense to address that, vary widely from person to person. "

@Bryan Bishop:
Your quote about inertia reminded me of EY's post Created Already In Motion.

I think you are very productive Eliezer. Human Rationality is surely not tortured wheels squeekily running every second of the day - producing producing producing.

Human rationality should not and cannot be made into an assembley line.

Not Getting Things Done in a balance with GTD is important. Productivity is one of the big American lies.

Among the positive values of school, matriculation exams, college, grad school, the tenure system, and the career-track rat-race: In some cases they help motivate and bring out the best in people; even smart, creative people sometimes need that sort of external motivation.

I'm not particularly asking for help on the productivity thing.

Why not?  Isn't this topic deeply related to overcoming bias?  To me, they are all part of the same striving for self-improvement.  Improving my ability to work and not be distracted is a way to be a more effective human (better at achieving my goals), just like improving my ability to accurately judge the truth and not be biased.

While it doesn't have much recursive loop potential, an improvement in personal productivity is a meta-level improvement - it improves our general ability to create stuff / advance science.  Advancements in this area have a leveraged effect in that they could potentially cause lots of people to accomplish lots more.

So I think it's really important, and I wish we talked about it more here.  Among other things, it seems to affect some of the smartest people, so I see potentially huge gains from getting better at it.  David Allen has done far more to make people more effective than this blog has.

he he.. that's quite normal actually.. when looking for the solution of a problem the last resorts seems to be the mirror..

Seconding Anonymous's recommendation of amphetamine, unless you're particularly addiction-prone. After years of trying to bootstrap willpower, it's fairly shocking to find it waiting in a pill. Even if you only use it for a short time, the potential long-term gains from taking short-term control of your life are huge.

As a mathematician, you may be particularly interested in Paul Erdős as a data point.

@billswift: You were right about Pavlina.  I discovered that as I read more of his stuff.

Most interesting/creative people have some sort of ADD Personality...

Knowing I am but one data point, I do not see myself as anything like an ADD personality, though I do see myself as creative (though not necessarily interesting). I can sit and work at a story for hours. This, unfortunately, is not the most efficient way to do things because I rarely have those kind of blocks of time. 

I have no suggestions for anyone; for some reason I have the ability to clear my mind and work. I must confess that I have not bothered to find out why. 

Amphetamine (Ritalin, Adderall) did not help me on net, and I took >~30 mg Adderall on many days, once went up to 60 mg and tried it in combination with a benzodiazapine.  Point is that I explored a wide variety of doses, including 7.5 mg, 10, 15, 20 mg / day.

Moreover, besides alcohol, amphetamine has the highest correlation with violent behavior of any drug, and even behavior that suggest that one might become violent has a significant change of very costly socioeconomic consequences.

Catherine: "If you think of yourself as a system whose operations you cannot OR can predict [...]"

But isn't this actually true? I mean, law of the excluded middle, right?

It is possible to be able to predict some, but not all, of a system's operations.

It's just stupidity. We're always thinking exactly only of ourselves. All we CAN think about is ourselves. 

Other people can organize things in new ways and show you with sometimes profoundly stupid patterns.

You say it yourself, Eliezer: The universe whispers of a mundane truth. I think that the mundane truth is that everything you think of is some degree of stupidity, were I to define stupidity as a feeling of reeling from the unknown... trying to catch your balance as opposed to falling and just seeing what it means to let yourself be stupid for a moment and feel the pain.

Our obsession with anticipation, were it complete, would lead to convoluted and always wrong, for lack of perfect information, experience stop-signs.

Would it be such a stretch to call "stupidity" and the act of catching yourself on a flimsy surface quite one and the same?

Catching yourself for now so you can prolong the experience of imagining what wrong might be.

I think that the mundane truth is that everything you think of is some degree of stupidity, were I to define stupidity as a feeling of reeling from the unknown...

And every temperature is some degree of heat; it doesn't make sense to say that everything is hot.

I guess I'd say that when thinking gets too intense for your mind's environment, do you start thinking really hard about something that might seem like less thinking because you're being fed the thought?

When lifting weights gets too intense for your body's environment, do you go to the next room and start dancing to cool off?

Considering that this is an observation of an experience as it applies to the process of "abstraction in the highest", I think perhaps some abstraction in your path to understanding can be helpful.

Don't think too hard. In fact, sit on the floor for a while. :)

I'm not sure if I completely get this post. Are you saying that the amount of time when you cannot work is chaotic or not? If I get it correctly, you're saying that when you feel like you cannot work you can often look at various things that are going on (such as when you last had a meal, what time it is, whether you recently exercised etc...) and then use these factors to add an element of predictability into your down time. Is this right?

I think all chaos is just an order too complex to understand at first.

I read a book called "The power of full engagement, manage energy not time." in which it explains that studies show that a 15 minute break every 90 minutes or thereabouts increases productivity.  There are other studies with results like this - for instance, Ford's study that showed that his workers, if putting in 60 hours a week, would actually lose productivity so that after two consecutive weeks of this, their productivity level would dip below 40 hours.  If I remember correctly, the clue to why this happens is an increase in errors.  You're probably familiar with the labor laws that correspond - I read somewhere that they were based on these discoveries.

Not sure whether there are any theories about why the brain needs to rest, but there's probably some kind of important purpose for this.

I have experimented a bit with my needs for rest and I've discovered things like:

The more I am enjoying my activity, the longer I can focus.  Might this be similar to what's described in Overcoming Bias's new "Sleep Is To Save Energy" article which explains that some people seem not to need as much sleep because they have more energy.  I realize "energy" is kind of a curiosity stopper here.  For a guess at what it means, I'd say possibly more neurotransmitters like serotonin and dopamine.  Though it's obviously high-risk to mess with brain chemistry, it isn't high-risk to learn stress reduction techniques or increase your enjoyment of work and see if those make a dent.

Sometimes if I'm experiencing stress-related burnout, simply laying down in a quiet and dark environment for 20 minutes or so restores me.  Note: I am not talking about sleeping, the objective is to avoid stimulation.  This is especially good for stress-related burnout.  

I've observed that stretching restores a decent amount of functioning during stress-related burnout.  I don't know the reason for this but I've wondered if it had anything to do with muscles releasing chemicals when stretched or stretching affecting circulation.  

I encounter little "snags" throughout my day - I'm wondering things like "How do I apply my philosophy to this scenario?" or "There's a new piece of information, I wonder if I will have to stop doing things this way after I investigate it." which can create a necessity to do some simple activity that allows for processing.  

Sometimes a reminder keeps surfacing in my mind over and over again which interferes with my concentration so I get fed up and do something with it.

Sometimes I'm trying to remember something, or come up with an idea, and for some reason, doing something completely different for a short while causes a memory or idea to pop up suddenly.

I get a desire to exercise certain parts of my brain that haven't been exercised for a while (this often results in a need to do something visual after programming all day).  The brain seems to have built-in motivation to do things that will cause you to learn optimally (From the book: Flow: The psychology of optimal experience) and to avoid things that won't.  So it occurs to me to wonder if this is it's way of motivating me to be adaptive by avoiding specializing too narrowly.

I remember hearing a theory that dreaming is your brain's way of organizing your memories.  I've read other theories since then which contradicted it and I'm not really sure what to think of them, but it occurs to me that there may be regular maintenance activities the brain must do to stay organized and optimized.

Variations in exercise may affect things: "The power of full engagement" explains that if you exercise 20 minutes twice a week, you'll get a 15% boost in productivity.  

In addition to assuming that your productivity was chaotic, it is also a mistake to assume that the brain works in such a way that it SHOULD be able to do an arbitrary activity constantly for an indefinite time period.  This may be a remnant of Puritan work ethics that have made their way into our culture, which are definitely not optimally productive if you look at the research.

People can work for 90 minutes?! Like... without stopping?

You've never flow-stated on a piece of code for 90 minutes? (I'm not absolutely sure I ever have, but I'd be surprised if not.)

For me, it depends on what I'm doing.  Give me something tedious, and I can barely focus to save my life.  If it's something I'm well suited to, I can do it  for hours and hours, resenting even the short breaks my body forces me to take in order to get something edible from the refrigerator.  Maybe you just haven't really thought about which activities you have the most stamina for?

I'd find it hard to do math for a whole 90 minutes, but I can write, do visual art or do emotional support for hours at a time.  Not sure how long I can flow while programming - the boss said I have to take breaks.  I think I've gone at least two hours.

Nuuu! I KNOW I'm stupid! I can see myself frittering away my time, thinking 'wow I'm on the ball, I deserve a break' AND 'agh I'm not getting anything done, I should take a break', even now I have things I SHOULD be doing. And  I KNOW I'd enjoy them if I actually did them- I study science cos I love it, not cos I love putting it off. I know all the benefits, and they're not even long term, mostly I get a high return on very little investment.  There's a little voice in me, screaming, and it can't make me do anything. AGH. WHY STUPID THINGS WHY? 
So I was hoping this was going to be some kind of terribly clever rationalist approach to productivity. Oh well, back to hitting myself over the head with a mallet.

Maybe it wasn't that my productivity was unusually chaotic; maybe I was just unusually stupid with respect to predicting it.

You've now been aware of this idea for 5 years. Do you have any further data? Which direction has this prior updated toward?

On the subject of hour-to-hour productivity, the Pomodoro Technique works well for me. Basically, you just set aside 40 minutes or so of completely uninterrupted time. If there's something that pops into your head, just write it down and do it later. When the 40 minutes are up, you've completed one pomodoro.

I find that I want to complete as many Pomodoro's as I can, sorta like a game.

A Digression: This is interesting to me in an interesting way.

Often, I find that thinkers, even seemingly broad thinkers, have one idea, one simple concept that connects to everything they do. 

A typical example of this is Nassim Taleb, who says himself that he is concerned with one topic: Randomness.

Eliezer is the other primary person to whom I attribute one key idea (I'd be interested if he, or anyone else disagrees). It seems to me that the one idea that encompasses everything that Eliezer does is Intelligence.

Reading this post, I realized, randomness is the flip-side of the coin, the negative-inverse of intelligence! The absence of intelligence, seen "from the inside", is randomness. Randomness is just phenomena that are responding to a higher ordering than one's mind can grasp. 

Randomness is a measure of intelligence. The greater one's intelligence, the less randomness there is (to it).

You may be interested in another word, then: entropy.

Randomness is a measure of intelligence. The greater one's intelligence, the less randomness there is (to it).

While I agree with the gist of what you're saying, you may wanna rephrase the above sentence (it sounds too general, and is  a terrible statement when taken out of context). 

The point I'm trying to make is that you can have a low intelligence person/animal/machine/system, which can perceive very little randomness. Therefore, this relation doesn't hold out on either end of the spectrum. There is very little "randomness" to an entity (read as "perceived by") in blissful ignorance, and there is very little randomness to a "sufficiently advanced intelligence". 

Furthermore, this isn't something that happens only in extreme cases. It's a pattern that can be seen at many levels in many many forms.

It kind of renders the whole point moot. However, I do concede that for a given set of data, within a fixed paradigm, the rule does have some applicability.

Sugar.
Fruit or a glass of good juice or whatever works for you. Brain consumes quite a lot of energy, as probably all of you can quantify better than I. It is well understood in the software world that nobody can work well for hours straight. Everybody needs to take breaks. Young people foolishly believe they can do good work for hours on no sleep, but I don't agree.

Quiet.
I am a bit deaf now, enough to have trouble parsing conversations. When I put on hearing protectors ( 10db? 20db? they work pretty well for $20) my IQ rises by 20 points. really.

Habit.
Many years ago I had a friend who was the most prolific American author after Asimov. He had fantastic work habits of course. Every night at about 10PM he unplugged the phone and required himself to sit at the typewriter until 3 or 4 when he went to bed. If he wrote nothing he told me he didn't breate himself, just sitting was his job. He did his research in the afternoon. I think part of his success was that he didn't expect himself to be good at starting work, he expected distractions.

Unless you're on a really short deadline, why even regard this as a problem? Maybe your brain does some things best while your conscious attention is elsewhere.

I am now curious whether a decade later this went anywhere useful.
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Politics is the Mind-Killer

People go funny in the head when talking about politics. The evolutionary reasons for this are so obvious as to be worth belaboring: In the ancestral environment, politics was a matter of life and death. And sex, and wealth, and allies, and reputation... When, today, you get into an argument about whether "we" ought to raise the minimum wage, you're executing adaptations for an ancestral environment where being on the wrong side of the argument could get you killed... Politics is an extension of war by other means. Arguments are soldiers. Once you know which side you're on, you must support all arguments of that side, and attack all arguments that appear to favor the enemy side; otherwise it's like stabbing your soldiers in the back - providing aid and comfort to the enemy.

—Eliezer Yudkowsky, Politics is the Mind-Killer

A sequence on the various ways that politics damages our sanity - including, of course, making it harder to change our minds on political issues.

This page is about Eliezer Yudkowsky's sequence. For ongoing discussion of these issues at LW Wiki, see Mind-killer and Color politics.




A Fable of Science and Politics

In the time of the Roman Empire, civic life was divided between the Blue and Green factions. The Blues and the Greens murdered each other in single combats, in ambushes, in group battles, in riots. Procopius said of the warring factions: “So there grows up in them against their fellow men a hostility which has no cause, and at no time does it cease or disappear, for it gives place neither to the ties of marriage nor of relationship nor of friendship, and the case is the same even though those who differ with respect to these colors be brothers or any other kin.”1 Edward Gibbon wrote: “The support of a faction became necessary to every candidate for civil or ecclesiastical honors.”2

Who were the Blues and the Greens? They were sports fans—the partisans of the blue and green chariot-racing teams.

Imagine a future society that flees into a vast underground network of caverns and seals the entrances. We shall not specify whether they flee disease, war, or radiation; we shall suppose the first Undergrounders manage to grow food, find water, recycle air, make light, and survive, and that their descendants thrive and eventually form cities. Of the world above, there are only legends written on scraps of paper; and one of these scraps of paper describes the sky, a vast open space of air above a great unbounded floor. The sky is cerulean in color, and contains strange floating objects like enormous tufts of white cotton. But the meaning of the word “cerulean” is controversial; some say that it refers to the color known as “blue,” and others that it refers to the color known as “green.”

In the early days of the underground society, the Blues and Greens contested with open violence; but today, truce prevails—a peace born of a growing sense of pointlessness. Cultural mores have changed; there is a large and prosperous middle class that has grown up with effective law enforcement and become unaccustomed to violence. The schools provide some sense of historical perspective; how long the battle between Blues and Greens continued, how many died, how little changed as a result. Minds have been laid open to the strange new philosophy that people are people, whether they be Blue or Green.

The conflict has not vanished. Society is still divided along Blue and Green lines, and there is a “Blue” and a “Green” position on almost every contemporary issue of political or cultural importance. The Blues advocate taxes on individual incomes, the Greens advocate taxes on merchant sales; the Blues advocate stricter marriage laws, while the Greens wish to make it easier to obtain divorces; the Blues take their support from the heart of city areas, while the more distant farmers and watersellers tend to be Green; the Blues believe that the Earth is a huge spherical rock at the center of the universe, the Greens that it is a huge flat rock circling some other object called a Sun. Not every Blue or every Green citizen takes the “Blue” or “Green” position on every issue, but it would be rare to find a city merchant who believed the sky was blue, and yet advocated an individual tax and freer marriage laws.

The Underground is still polarized; an uneasy peace. A few folk genuinely think that Blues and Greens should be friends, and it is now common for a Green to patronize a Blue shop, or for a Blue to visit a Green tavern. Yet from a truce originally born of exhaustion, there is a quietly growing spirit of tolerance, even friendship.

One day, the Underground is shaken by a minor earthquake. A sightseeing party of six is caught in the tremblor while looking at the ruins of ancient dwellings in the upper caverns. They feel the brief movement of the rock under their feet, and one of the tourists trips and scrapes her knee. The party decides to turn back, fearing further earthquakes. On their way back, one person catches a whiff of something strange in the air, a scent coming from a long-unused passageway. Ignoring the well-meant cautions of fellow travellers, the person borrows a powered lantern and walks into the passageway. The stone corridor wends upward . . . and upward . . . and finally terminates in a hole carved out of the world, a place where all stone ends. Distance, endless distance, stretches away into forever; a gathering space to hold a thousand cities. Unimaginably far above, too bright to look at directly, a searing spark casts light over all visible space, the naked filament of some huge light bulb. In the air, hanging unsupported, are great incomprehensible tufts of white cotton. And the vast glowing ceiling above . . . the color . . . is . . .

Now history branches, depending on which member of the sightseeing party decided to follow the corridor to the surface.

Aditya the Blue stood under the blue forever, and slowly smiled. It was not a pleasant smile. There was hatred, and wounded pride; it recalled every argument she’d ever had with a Green, every rivalry, every contested promotion. “You were right all along,” the sky whispered down at her, “and now you can prove it.” For a moment Aditya stood there, absorbing the message, glorying in it, and then she turned back to the stone corridor to tell the world. As Aditya walked, she curled her hand into a clenched fist. “The truce,” she said, “is over.”

Barron the Green stared uncomprehendingly at the chaos of colors for long seconds. Understanding, when it came, drove a pile-driver punch into the pit of his stomach. Tears started from his eyes. Barron thought of the Massacre of Cathay, where a Blue army had massacred every citizen of a Green town, including children; he thought of the ancient Blue general, Annas Rell, who had declared Greens “a pit of disease; a pestilence to be cleansed”; he thought of the glints of hatred he’d seen in Blue eyes and something inside him cracked. “How can you be on their side?” Barron screamed at the sky, and then he began to weep; because he knew, standing under the malevolent blue glare, that the universe had always been a place of evil.

Charles the Blue considered the blue ceiling, taken aback. As a professor in a mixed college, Charles had carefully emphasized that Blue and Green viewpoints were equally valid and deserving of tolerance: The sky was a metaphysical construct, and cerulean a color that could be seen in more than one way. Briefly, Charles wondered whether a Green, standing in this place, might not see a green ceiling above; or if perhaps the ceiling would be green at this time tomorrow; but he couldn’t stake the continued survival of civilization on that. This was merely a natural phenomenon of some kind, having nothing to do with moral philosophy or society . . . but one that might be readily misinterpreted, Charles feared. Charles sighed, and turned to go back into the corridor. Tomorrow he would come back alone and block off the passageway.

Daria, once Green, tried to breathe amid the ashes of her world. I will not flinch, Daria told herself, I will not look away. She had been Green all her life, and now she must be Blue. Her friends, her family, would turn from her. Speak the truth, even if your voice trembles, her father had told her; but her father was dead now, and her mother would never understand. Daria stared down the calm blue gaze of the sky, trying to accept it, and finally her breathing quietened. I was wrong, she said to herself mournfully; it’s not so complicated, after all. She would find new friends, and perhaps her family would forgive her . . . or, she wondered with a tinge of hope, rise to this same test, standing underneath this same sky? “The sky is blue,” Daria said experimentally, and nothing dire happened to her; but she couldn’t bring herself to smile. Daria the Blue exhaled sadly, and went back into the world, wondering what she would say.

Eddin, a Green, looked up at the blue sky and began to laugh cynically. The course of his world’s history came clear at last; even he couldn’t believe they’d been such fools. “Stupid,” Eddin said, “stupid, stupid, and all the time it was right here.” Hatred, murders, wars, and all along it was just a thing somewhere, that someone had written about like they’d write about any other thing. No poetry, no beauty, nothing that any sane person would ever care about, just one pointless thing that had been blown out of all proportion. Eddin leaned against the cave mouth wearily, trying to think of a way to prevent this information from blowing up the world, and wondering if they didn’t all deserve it.

Ferris gasped involuntarily, frozen by sheer wonder and delight. Ferris’s eyes darted hungrily about, fastening on each sight in turn before moving reluctantly to the next; the blue sky, the white clouds, the vast unknown outside, full of places and things (and people?) that no Undergrounder had ever seen. “Oh, so that’s what color it is,” Ferris said, and went exploring.

1 Procopius, History of the Wars, ed. Henry B. Dewing, vol. 1 (Harvard University Press, 1914).

2 Edward Gibbon, The History of the Decline and Fall of the Roman Empire, vol. 4 (J. & J. Harper, 1829).

I have had this experience several times in my life; I come across clear enough evidence that settles for me an issue I had seen long disputed.  At that point my choice is to either go back and try to persuade disputants, or to continue on to explore the new issues that this settlement raises.  As Eliezer implicitly advises, after a short detour to tell a few disputants, I have usually chosen this second route.  This is one explanation for the existence of settled but still disputed issues; people who learn the answer leave the conversation.

"I have had this experience several times in my life; I come across clear enough evidence that settles for me an issue I had seen long disputed. "

What if you made an error in judgement at that point, not having access to all the relevant facts, and the particular matter under dispute is of great importance to discovering the truth about reality?

Isn't that "settles for me" exactly what we see happening when people are unwilling to look at facts that might challenge their current mental models?  Couldn't this lead to a cul-de-sac?

Matt, yes of course, one should be very cautious about drawing conclusions contrary to a large community of discussion.

The Blues and Greens were Catholics and Monophysites (I forget which was which). They once united and almost overthrew the emperor Justinian (his wife persuaded him not to flee) but Narses set them against each other and crushed their revolt.

I suspect some Greens will take a spectral analysis of cerulean, point out that it differs from standard blue paint and that there's some green in it, and argue that the sky really is green after all. A new debate might start on the proper definitions of "blue" and "green."

Great parable, but I don't think things would actually happen like that. If that really happened, a Green would almost certainly see the sky as just as green as a Blue would see it blue. Light underground is probably of substandard quality most of the time, no pigments underground exactly match the color of the sky, there have been experiments that have shown that native speakers of different languages will classify the same color as closer to different colors based on their native language. The Greens and the Blues may have the same language but their per... (read more)

You know, sometimes I think Daria's attitude is much healthier than Ferris's.

I once told a friend, "I think I'm a Daria, but I know the correct answer is Ferris". Then I realized the absurdity of that statement, and had much pondering to do.

But what causes others to welcome you is not always the best attitude. I also don't see why Aditya would kill him, as he wasn't a green and is likely to readily admit that the sky is blue.

I was wrong. As I recall, the sentiment that prompted me to write the grandparent was that Daria actually cares about whether the sky is blue or green, whereas Ferris is just wireheading on idle curiosity and doesn't actually care about the sky at all. I said that Daria's attitude was healthier because I thought it was appropriate to feel some shock and horror upon discovering that one of your most cherished beliefs is false.

But in retrospect, this is stupid. Daria is failing to distinguish between the map and the territory: if she actually cares about the sky, then the horrifying realization shouldn't be that she has to relinquish her belief that the sky is green, but rather that the sky is in fact blue, and that fixing this state of affairs is likely to be an extremely difficult engineering problem if it's physically possible at all. On the other hand, if what Daria really cares about is tax or divorce laws, or the shape of the Earth, or fitting in with her friends and family who perform the behavior of asserting that the sky is green, then those are different problems that need to be handled separately from the question about what color the sky is.

Loretta the Green looked at the sky and said: It is blue. Therefore, it is not the sky. Despite its inmensity, its openness, and those things that look like tufts of white cotton. Now that I think of it, those things don't look quite like cotton.

Bob the Groovy Blue said: Wow. Wait until I tell everyone that it's pink. (He was on acid, as usual).

Ed the Green said: Damm, it's not green. It's black.

Frank the Blue said: Hooray, it's not green. It's black.

And finally John the Ecumenical said: Like I've always said. It's cerulean!

Or the crevice breaks through the ground and into a thickly covered rain-forest. Low and below, as far and high as the eye can see, all is green with tree-cover.

"In the time of the Roman Empire, civic life was divided between the Blue and Green factions".

That's wrong. In the later centuries of the Roman Empire, civic life was divided between the Red, White, Blue and Green factions. The first two vanished in the early part of the Byzantine Empire, so the description is true of the period of the Byzantine Empire under consideration (which still called itself the Roman Empire).

There is some reason to believe that the factions were more than just sporting associations, also handling some militia functions for the defence of Constantinople.

You forgot Gerald the Green, the sole survivor of the earthquake.

I agree with the others.  Most greens would insist that the sky is really green through any number of rationalizations.

Nice example of  Bliks in action. Literature is powered by such dramas, where people's individual mindset shifts the spectrum of every photon right or left of the reader, or the other protagonists, and the tragedy is that too few rays of light fall true, through a clear eye.

Ferris I suppose has seceded, too advanced to bother with the various foolish repercussions she knows will ring through the world under her feet from this new data. That's fine, she's too far ahead to go back anyway. ()

I worry that we (denizens of this website) are too confident that OU... (read more)

Other possibilities; reconcilement. Some modern Chinese look to Mao's "little red book" for leadership advice to run their business, for example. Or people arguing that the sky used to be green before the cataclysm and that some aspect since then changed things (which is where the blue legends might have come from.) 

Also, it's worth remembering that ancient political texts (religious texts most certainly included) were often written without the freedom of speech that we enjoy today. By necessity, they were indirect. To interpret them literally, which some followers did (and which this fable might even imply should be done), of course, was a mistake. And those who were persuaded to change their mind because of their mistakenly literal interpretation might very well consider those who still valued the old stories to be obstinate fools, not those who believed in the value of some esoteric statement. 

Or sometimes people make the opposite assertion, and take something which is supposed to be literal and make it metaphorical. 

The Greek Gods were said to reside on mount Olympus, and as people started to climb to the top of that mountain the myths got moved to a mythical mountain somewhere else. (Or so I was once told.)

There's good evidence that human color vision shows enormous individual physical variability in certain aspects. The ratio of long- to medium-wavelength cone cells as measured in one study varied by over an order of magnitude across color-normal males. A non-trivial lucky fraction of women are believed to be tetrachromatic like birds and reptiles. Some aphakic people (with missing or damaged lenses) who can see UV light have reported that it appears to be bluish-white.

How about Gloop, who considers the possibility that the fact that the sky is blue now has no actual bearing on what the color of the sky might have been when the scraps of paper were written? He can entertain the possibility that the composition of the atmosphere might have changed during all the time people spent underground, so he establishes a laboratory to investigate if A) what particles were present in the air at the time the paper was written and B) if they were able to scatter blue or green light more efficiently?

Is it just me, or did Ferris have the best reaction? It seems to me that if everyone reacted this way to learning something so exciting, the world would be a much better place. it doesn't say what Ferris believed earlier, but perhaps the point is that it doesn't matter. What matters is the magic of the reality, not how it relates to prior conceptions. 

Is it just me, or does this strike anyone as very similar to the God debate?  Some differences are obvious (the sky's colors don't have books of morals and "history" on their sides, e.g.) but the allusion to hatred and war seems apt.

It seems to me, though, that if we were to flesh this comparison out, neither Ferris's or Daria's responses seem entirely correct (although they are the only two that make an attempt to act as rationally as possible.)  Consider Richard Dawkins:  A man obviously motivated by science and discovery (Ferris), but yet a ma... (read more)

Arguing over minor semantics may also lead to a conflict as described.  

Murphy the Green puffed his cheeks, whuffed in exasperation and thought "Why does Universe keep doing this to me!  Let Accuracy Triumph Over Victory indeed. Does this data demand any changes to 'Sheep Bucket Truth', 'Light Switch Reliability', or 'Slavery Is Evil'? How about 'Trust And Audit' or 'Life Is Worth Defending'. No?" As his footsteps turned him homeward, his mind began to revisit other questions for which he had no satisfactory answer. I smile when he starts to think again, "What could the ancients have possible meant when they wrote about 'Outer Space'."

And the phrases are capitalized because that is the way he thinks about them.

Consider a slightly different story. Eddin and Ferris come across a strange gas cylinder and both look at the warning labels the cylinder has.
Eddin: Ah. Explosive. I better handle this carefully then.
Ferris: Ah. Explosive. I really need a ciggarette now...   

I'd go with Eddin as being the more rational reaction. Ferris sees, and understands there's more to be learned, but doesn't seem to make any effort to internalise or actually understand this knowledge. Both explore, but in diferent ways. At the end of the day though, neither immediate reaction is bad. No one is required to learn something in a single moment. What matters is whether they have other reactions (and specifically, each other's reactions) in the minites, hours, and days to follow.

Nice parable, but the author has stacked the deck. The Blues and Greens were originally divided over the issue of the color of the sky. These groups then developed their own cultures and attitudes that had nothing to do with what they believed was the color of the sky, though they were thus identified. The world had evolved to a point that the Blues and Greens had developed mutual tolerance based on a deeper understanding of their common humanity.
I suspect that in this new "secular" world, most people viewed the origins of their group name as fi... (read more)

"Rachel glanced at the sky only once, briefly, before turning to study the expressions of the others who have inevitably followed her outside. She sees incredulity, defeat, unabashed wonder... 

She proceeds to gather those with the most angry expressions into a group, and leans in to whisper something to them. 

"Now the likelihood is that we can tell everyone back inside that the sky is green. All we'd have to do is make sure none of the Blues ever make it back, and we can say that they died in the earthquake. How many of you are able to pretend to be former Blues that have been converted? The rest of you can help seal up the entrance..."

Gregory looked at the sky contemplatively, arms folded across his chest. "It all seems very obvious to me," he said  "that if anyone was REALLY concerned about the color of the sky, what they ought to have done was sent scouts to the surface immediately to determine who was correct, instead of arguing pointlessly without any evidence."

I find it disingenuous to entangle serious materially-based political concerns with abstract irrelevant political concerns.
Whereas the blues and greens obviously shouldn't (and in real life, probably wouldn't) care what color an alien sky is, there are serious political disputes often tied to such abstract concerns regarding civil liberties, regarding the application of the law or the non-application of the law, regarding the right of the wealthy to victimize the poor, etc..

When people get caught up in complicated political institutions that propound dogm... (read more)

I've been consistently bothered thinking about this story and I think the biggest issue I have with it is the idea that there is a right answer at all. I know this just puts me in the same category as the people at the college who teach everyone that Green and Blue are equally valid viewpoints, but it seems to me that the truth of the matter is that perception is so subjective and societally constructed. The other people in this thread have discussed this as a matter of the Greens rationalizing, hypothetically "seeing" the wrong color because the... (read more)

No. No, no, no, no. Blue light is light that has a wavelength of approximately 450-495 mm and green light is light that has a wavelength of approximately 520-570 mm. If I had a device that measured the wavelength of light, the wavelength of the light coming from the sky is an empirical fact. It may not be constant, and if the wavelength is in between those ranges then it may look more bluish-green or greenish-blue depending on various factors, but I cannot socially construct the wavelength of light emitted by a given source. 

No, blue is what is collectively perceived as blue, while also not being collectively perceived as any other colour (or color if you are a "gray").
That's how they came up with the objective, standard, scientific definition of blue above.

And the sky isn't pure blue, it's a quarter of the way between blue and green.

Maybe there could be a paragraph in a box or something at the bottom of each post that contains the "take home" lesson for each post, to make it easier for people who are trying to review.

Gordon, High Pontiff of the First And Last Temple of Greenism, gasps — but then he remembers the first paragraph of the Greenist Catechism: "Tell the truth always, for the Blue Devil is the Father of Lies. Truth is good, because God the Green commands it. Lying and hypocrisy — living by untruth, yet seeming truthful by all outward signs , and benefiting richly thereby —  are the ways of the Blues and of their father the Devil." The God of Greenism, the Father of Truth, has lost Gordon's allegiance. Gordon, now inwardly Blue, joyfully returns to his luxurious suite in the Temple, where he prepares his next sermon: "The Sky IS Green" and plans other ways to inspire his devout, trusting followers to revive the ancient Anti-Blue Crusades.

Only tenuously relevant, but fun to think of in conjunction:

http://www.businessinsider.com/what-is-blue-and-how-do-we-see-color-2015-2

The Blues advocate taxes on individual incomes, the Greens advocate taxes on merchant sales; the Blues advocate stricter marriage laws, while the Greens wish to make it easier to obtain divorces; the Blues take their support from the heart of city area [..] Not every Blue or every Green citizen takes the "Blue" or "Green" position on every issue, but it would be rare to find a city merchant who believed the sky was blue, and yet advocated an individual tax and freer marriage laws.

Shouldn't it be rare for the city merchant to advocate... (read more)

Feels nice to see my name in a story. This fact about Romans is just so tasty.

It was hard to really imagine someone getting so emotionally caught up about a fact. I didn't expect to find it so hard.

Most fights are never about the underlying fact but it's tribal, about winning. If people cared about knowing the truth it would be discussions not debates.

When I first read it I thought in the way of "Hm, Daria vs Ferris, whom I am more sided with?". Now I think... I am not sided with anyone. I am not picking any of limited options. No of them actually even remotely resemble my actual views. I just clearly see it. Whose don't fit into any of these groups, and actually there is no reason for them to fit. There are actually exponentially more ways to conceptually organize relation to something than just a few groups. And there is no reason there ways of act should even remotely converge into those groups. Maybe, it means that now I finally actually understood the difference between Tribalism and Investigation.



Politics is the Mind-Killer

People go funny in the head when talking about politics. The evolutionary reasons for this are so obvious as to be worth belaboring: In the ancestral environment, politics was a matter of life and death. And sex, and wealth, and allies, and reputation . . . When, today, you get into an argument about whether “we” ought to raise the minimum wage, you’re executing adaptations for an ancestral environment where being on the wrong side of the argument could get you killed. Being on the right side of the argument could let you kill your hated rival!

If you want to make a point about science, or rationality, then my advice is to not choose a domain from contemporary politics if you can possibly avoid it. If your point is inherently about politics, then talk about Louis XVI during the French Revolution. Politics is an important domain to which we should individually apply our rationality—but it’s a terrible domain in which to learn rationality, or discuss rationality, unless all the discussants are already rational.

Politics is an extension of war by other means. Arguments are soldiers. Once you know which side you’re on, you must support all arguments of that side, and attack all arguments that appear to favor the enemy side; otherwise it’s like stabbing your soldiers in the back—providing aid and comfort to the enemy. People who would be level-headed about evenhandedly weighing all sides of an issue in their professional life as scientists, can suddenly turn into slogan-chanting zombies when there’s a Blue or Green position on an issue.

In artificial intelligence, and particularly in the domain of nonmonotonic reasoning, there’s a standard problem: “All Quakers are pacifists. All Republicans are not pacifists. Nixon is a Quaker and a Republican. Is Nixon a pacifist?”

What on Earth was the point of choosing this as an example? To rouse the political emotions of the readers and distract them from the main question? To make Republicans feel unwelcome in courses on artificial intelligence and discourage them from entering the field?1

Why would anyone pick such a distracting example to illustrate nonmonotonic reasoning? Probably because the author just couldn’t resist getting in a good, solid dig at those hated Greens. It feels so good to get in a hearty punch, y’know, it’s like trying to resist a chocolate cookie.

As with chocolate cookies, not everything that feels pleasurable is good for you.

I’m not saying that I think we should be apolitical, or even that we should adopt Wikipedia’s ideal of the Neutral Point of View. But try to resist getting in those good, solid digs if you can possibly avoid it. If your topic legitimately relates to attempts to ban evolution in school curricula, then go ahead and talk about it—but don’t blame it explicitly on the whole Republican Party; some of your readers may be Republicans, and they may feel that the problem is a few rogues, not the entire party. As with Wikipedia’s NPOV, it doesn’t matter whether (you think) the Republican Party really is at fault. It’s just better for the spiritual growth of the community to discuss the issue without invoking color politics.

People are certainly more biased in politics than in most other subjects.  So yes, it helps to find ways to transfer our cognitive habits from other topics into politics.  But as long as you don't "go native," politics should be rich source of bias examples to think about.

Rich sources of finding bias in other people.  But if the idea is to remove the log from one's own eye, it may make sense to steer clear.  Personally, I did not learn how to think critically until I went to law school and studied questions which were pretty far removed from the various inflammatory issues floating around out there.  

What exceptions should there be to the Hearsay Rule?  Should the use of a company car be considered "income" under the Internal Revenue Code?  etc. etc.

I think that in talking about politics trying to avoid "team based" reasoning hijacking your thinking doesn't mean that you have to not have a political position.  Being opposed to the KKK or a politician who wants to round up all homeless people and turn them into soylent green doesn't mean you are unreasonable.  The big problem in thinking about political things is that people often, as this article argues, line all their thinking and reasoning up with their side and refuse to consider that their side might be wrong about some things.  Maybe the politician who wants to make homeless people into soylent green actually is totally right about some things.  Maybe the training programs for homeless people do suck and should be reworked in some ways.

If your team is at war with another team some of your soldiers could be bad soldiers and some of the soldiers on the other side could be really good soldiers, but you are still going to support your side of the battle!  The worst soldier fighting on your side is on your side!  Even a great soldier on the other team is out to get you!  If anything the other side having good soldiers (or good arguments) is a terrible thing, because ... (read more)

Like Eliezer, I would prefer if contemporary politics did not show up much here, and I do not identify with either political party. What I wonder though, is whether we would feel the same way if we did identify with one of the parties. Perhaps a Republican might, seeing as how the Republicans have not been looking as good recently while a Democrat would be happy for the latest mess their opponents are in to be highlighted. If the weblog lasted long enough perhaps both sides could become tired enough of their side being kicked while down to come to a gentle... (read more)

I too would prefer for contemporary politics to show up here only very rarely.

Robin, I would still argue that one can, as much as possible, avoid taking potshots.  It's the difference between writing a post which points out the flaws in having intelligent design taught in schools, versus giving in to the temptation to blame it on "the Republicans", or for that matter, "big government".

Yes, please, let's all avoid taking potshots, on politics or anything else.

First, in light of the new moderator status, I would like to commend this blog in its entirety for its novel and profound discussions of so many important topics.

Enough sarcasm...As per politics the mind killer: isn't there almost always a "greater truth" involved than any one issue?  What gets ignored, emphasized, is a what serves that great truth, something you may have once fully understood where it came from, but now only know is true.  Like why is the sky blue? I know it is, I know I once knew the physics why it is.  But most importantly, I know it is true for a solid reason.  Any cascading implications of these big truths are to be heeded appropriately.

The political metamorphisis from the professional scientist to a slogan-chanting zombie reminds us of the way religious biologists manage to carve reality into separate magisteria the second they step out of the lab.  The question being, is there really a difference?  Would a "grand unified theory of human cognitive bias" characterize political and religious bias as "two bullets from the same gun"?  The presence of a God module serves as evidence that the religious bias is neuroanatomically distinct, and therefore likely to be independe... (read more)

There is no doubt that politics gets people fired up, which makes dispassionate reasoning about it hard.  On the other hand, politics is important, which makes dispassionate reasoning about it important as well.  There is nothing wrong with deciding that this particular blog will not focus on politics.  But to the extent that we do want to talk about politics here, I don't think the trick of finding some neutral historical example to argue about is going to work.  First, historical examples that are obscure enough not to arouse passions one way or the othe... (read more)

I see politics as unimportant. For most of us, our political opinions have essentially no impact on the world. Their main effect is in our personal lives, our interactions with friends and family. On that basis, one should choose a political position that facilitates such "local" goals. There is little point in trying to be correct and accurate on large-scale political matters, other than as a bias-stretching mental exercise on a par with doing Sudoku.

While trying to avoid bitter partisan sniping is probably a good thing, I think the goal of avoiding politics is naive.  Everyone is enmeshed in politics, like it or not. To deny politics is a form of political ideology itself.  There seems to be a strong libertarian bias to this crowd, for instance.  Libertarians seek to replace politics with markets, but that is in itself a political goal.

Another sad truth:  even if we disavow responsibility for the actions of our political leaders, others will hold us responsible for them, given that we are a democracy and all.  See here for some thoughts on how we are forced into group identification whether we like it or not.

Politics is not optional and if you are interested in overcoming bias I suggest that it's better to acknowledge that fact than bury it.

Arguing about politics is helping people. If it makes sense that "a bad argument gets a counterargument, not a bullet," then it makes sense that frictions among people's political beliefs should be cooled by allowing everyone to state their case. Not necessarily on this site, but as a general matter, I don't think that talking about politics is either a mind-killer or time-wasting. For me personally it's a motivator both to understand more about the facts, so that I can present arguments; to understand more about other people, so I know why they disagree; and to understand more about myself, so that I can make sure that my convictions are solid. I actually believe that trying to find a way to influence politics to become more sensible is the most I can do to make a positive difference in the lives of other people.

I just stumbled upon this blog and this post, and couldn't agree more. Hal Finney's comment is particularly good (and amounts to prior art for my recently-released Proteanist Manifesto.)

Lately I've been thinking about "mind killing politics". I have come to the conclusion that this phenomenon is pretty much present to some degree in any kind of human communication where being wrong means you or your side lose status.

It is incorrect to assume that this bias can only occurs when the topic involves government, religion, liberalism/conservatism or any other "political" topics. Communicating with someone who has a different opinion than you is sufficient for the "mind killing politics" bias to start creeping in.

The pressure to commit "mind killing politics" type biases is proportional to how much status one or one's side has to lose for being wrong in any given disagreement. This doesn't mean the bias can't be mixed or combined with other biases.

I've also noticed six factors that can increase or decrease the pressure to be biased.

1)If you are talking to your friends or people close to you that you trust then the pressure to be right will be reduced because they are less likely to subtract status from you for being wrong. Talking to strangers will increase it.

2)Having an audience will increase the pressure to be right. That's beca... (read more)

Belonging to a political party lets us be lazy as the decisions are made for us..."Liberals like frogs legs.  Conservatives read stories about dairy.  etc."

Belonging to a political party lets us have a sense of belonging.  On the other side of the coin, it gives us the sense of rivalry.  Humans need rivals as much as they need comradery.  "My life would be so much easier if it wasn't for those darn so-and-sos."

Belonging to a political party fills our minds with much-needed obsessions.  "My life would be so much easier if it wasn't ... (read more)

In Artificial Intelligence, and particularly in the domain of nonmonotonic reasoning, there's a standard problem:  "All Quakers are pacifists.  All Republicans are not pacifists.  Nixon is a Quaker and a Republican.  Is Nixon a pacifist?"

What on Earth was the point of choosing this as an example?  To rouse the political emotions of the readers and distract them from the main question?  To make Republicans feel unwelcome in courses on Artificial Intelligence and discourage them from entering the field?

So, here's a question:  why was the form of the Nixon Diamond stated as it was, and why were no links given to either formal or informal discussions of it?

The original, as near as I can see, does not use the absolute categories (always) but prefers probability statements (usually, by and large) - and indeed, that seems to be the point of the diamond

http://plato.stanford.edu/entries/logic-nonmonotonic/

If people are using absolute categories hereabouts, they're making silly arguments.  Are those arguments as silly as doing a long blue/green thought experimen... (read more)

We do still believe being on the right and wrong side of a political argument is life and death.  For some, death via inadequate medical services or life as in wealth preservation.  Isn't it the perfect context to evaluate bias?  What we see as threatening to us and having little experience with the other side of the argument?

I simply love your quote "As with chocolate cookies, not everything that feels pleasurable is good for you.  And it certainly isn't good for our hapless readers who have to read through all the angry comments your blog post inspired. " This made me have a little chuckle to myself. No cookies and whey protein for me tonight lol I will feel to terrible!!

You write "The evolutionary reasons for this are so obvious as to be worth belaboring:  In the ancestral environment, politics was a matter of life and death."

Is there any evidence for that? That sounds much like the typical sort of sociobiologistic hypothesis which sounds so convincing that no one really thinks about it and just nods in agreement. So, are there any papers, experiments, mathematical models to back it up?

I would rather more suggest a hypothesis that it was (and is) very favorable for humans in terms of fitness to belong to a certain group of people and stick to that group - whether that group is a sports team, a class at school or a political party.

Well, I wouldn't dare to disagree with the rest of your article.
Just that choosing of a political party has nothing to do with actual politics, just with sticking to a group.

Those don't fit my understanding of the "ancestral environment" - I associate that with the tribes-of-cavemen era. By my understanding, Greek city-states are within our FOOM period. Am I mistaken?

One obvious reason why this might be the case is that the various implicit norms surrounding political discourse actively encourage tribalism and cognitive dissonance ("Hey! He's a flipflopper!") more so than in other areas of discourse where some of these pressures are lacking or in some cases (such as academia, to some extent) deliberate effort has been expended to create counter-veiling norms to these trends. As long as political discourse involves politicians and politicians owe their careers to the exercises of obfuscation, pandering and app... (read more)

Stephen Colbert said it well on his August 15, 2011 show:

PAWLENTY (video clip): I'm gonna be ending my campaign for president. What I brought forward was I thought a rational, established, credible, ...strong record of results... but I think the audience… was looking for something different.

COLBERT: Yes. They were not looking for "rational." Rationality is the third rail of American politics. For the love of God, we eat fried butter on a stick. Does that sound like the act of a rational person?

But try to resist getting in those good, solid digs if you can possibly avoid it. 

In this case, you could say it was instrumentally wrong to insert the jab into the discussion, but that assumes that the solid digs served no other purpose, like demonstrating in group credentials.

I've got a real world example of this. Daniel Dennett was lecturing on competence without comprehension (I think). But if you followed out his logic a step or two, he would appear to be getting perilously close to advocating free market policies. The next slide in his presentatio... (read more)

"Zombie Bill", Halloween special educational rock song.

Boy: Woof! You sure gotta climb a lot of steps to get to this Capitol Building here in Washington. But I wonder who that sad little scrap of paper is? 

I'm a dead bill
Yes, I'm a dead bill
If you’re on my side you’ll get your mind killed.
Well, it was a long, long journey
To the capital city.
It was a long, long wait
And then I died in committee,
But I know I'll eat your brain someday
At least I hope and pray that I will,
For today I am a zombie bill.  

Boy: Gee, Bill, you certainly have a lust to devour people’s brains.
Bill: Well, I’m a zombie. When I started, I wasn't even political, I was just a reasonable consideration. Some folks back home forgot that policy debates should not appear one-sided, so they called their local Congressman -
Boy: - and he said, "You're right, there oughta be a law”?
No! Then he decided to rename the bill that he had already decided to submit once both parties had promised him it wouldn’t pass.
Boy: You were renamed even though your content didn’t change?
Bill: That’s right! He was going to call me the “American Job Security Free Choice Accountability Reform Reinvestment Relief Act”.
Boy: And then... (read more)

An unstudied cognitive bias is what's really responsible for political irrationality. Less Wrong could tackle politics if it recognized and managed this form of irrationality, which I term opinion-belief confusion.

To understand some biases you must understand the biological function of the relevant practices. Belief is for action; opinion is for deliberation. Belief, per the Agreement Theorem, is usually highly sensitive to the beliefs of others; opinion abstracts from such influence. 

Irrationality in politics is mostly a matter of being far too confident ... (read more)

If rational thinking is about understanding and seeing true reality, how can you avoid politics as a discussion issue?  It is a social practice in which every person participates.  A rational analysis can take into account that "people go funny in the head" and still result in well thought out conclusions. 

If I had a solid dig I would praise myself for taking it to the twelfth round, however failing to land a knock out! Congratulations on co-moderator, Mind stimulating on the variant of discussions on "Politics is a mind killer". Bravo to the thinkers and reasonable theories and offsets. I found my self returning to the original test to determine if my mind was still on track! For the most part  It (my mind) got sucked in by the variant, signed up and well I'll just keep my humor to my self! Here we go! 

Can we get a citation for "The evolutionary reasons for this are so obvious as to be worth belaboring:  In the ancestral environment, politics was a matter of life and death."

I am just interested in how this was concluded. I have always been a little skeptical of evolutionary psychology type things, which, is what this sounds like.

it seems discussing politics is particularly difficult here because under the article "what do we mean by rationality," less wrong members generally reject a non-normative meaning of rationality.  This presumes a rational answer, as a general matter, with respect to any particular issue, is necessarily a normative conclusion -- i.e. there is an ideal/correct answer.  I appreciate the approach, but if the point of is the "think more clearly/correctly," how can we reject the possibility that there is no normative answer?  This is particul... (read more)

I'm not sure what the right way to ask for policy clarification is, so I'll try this.

In a recent discussion in comments, I was alerted to the 'standing agreement on LW not to discuss politics'.  It was in a context I found perplexing (the question as to whether political theory is something worth keeping in philosophy departments)
http://lesswrong.com/lw/frp/train_philosophers_with_pearl_and_kahneman_not/842a

There are a number of ways that I think rationality relates (mostly in a broad sense) to political theory.  This is a common thread among philosophers... (read more)

In logic, most examples are from politics because the most salient examples of logical fallacies are from politics.  So that's probably why the Nixon example was about politics, even though it wasn't necessary.

One of the most farcical instances of this tragedy is when people succeed in using biased and alienating political examples when they're trying to explain the how politics is the mind killer - for example, [Vox's recent post on How Politics makes us Stupid. (link goes to my blog post on the subject, which discusses the underlying Vox article.)

I do believe this post uses a limited definition of politics, although quite legitimately. Most people tend to essentialize polititics, for example, a policy will be considered left/right wing because of its proponents rather than its content. However, discussing the internal rationality of a politico-philosophical system is interesting, but it implies a redefinition of politics as a cost-benefits analysis of the use of a particular model of reality for the purpose of construction of laws. 

In such case, the "What about the Nazis" argument is no l... (read more)

Supporting evidence for this is in the news this week

You know the only thing worse than arguing about politics, is arguing why one shouldn't argue about politics.

Seriously though, while this post is/was important, I still think there should have been a request to not debate politics in this post's comment section, because you know, explaining why it's bad to debate politics in science blogs apparently wasn't enough.

I am a bit surprised that contemporary politics is kind of suppressed here (by FAQ).
Well, I understand the reason that it is a controversial topic in society. I get that people tend to be biased in it. This is just because it is such a wide topic and lot of people have a political standpoint. I agree that it is probably better to train rationality on less known topics.

I think that there is another topic with a similar controversy level in society: Religion. I can see the analogy. In my view, arguing with a religious person is s... (read more)

"Politics is an extension of war by other means. Arguments are soldiers. Once you know which side you’re on, you must support all arguments of that side, and attack all arguments that appear to favor the enemy side; otherwise it’s like stabbing your soldiers in the back—providing aid and comfort to the enemy."

I first read this article 6 years ago, back when I knew nothing about politics and had never had a political discussion with anyone before. I was incredibly puzzled by it. I thought, "Maybe that kind of black-and-white thinking and argumentation exists for people who become invested in trivial things like sports teams, but surely that's not really how most of society talks about something like politics. My friends are scientists. They know better than that."

Fast forward to 6 years later, today. I've learned that the article is painfully accurate. It doesn't matter whether my peer has a PhD in biology or a master's in chemistry. No matter what their apparent commitment to rational thinking, almost all of them denounce a political party in the US for (sometimes, they claim, singlehandedly) causing the failings of the entire country. 

I feel afraid to even express that someti... (read more)

It's just a means to an end for most people. The end is solidarity and gaining social status and self-esteem within their solidarity circle. Are they really making any real impact through their participation? Even if they do "research," they are just extracting results that others have gathered. They don't actually have any access to the institutions directly related to those issues, whether it's CDC or DoD. If they did have a role in those institutions, they wouldn't be participating in layman discussion outside of their profession in the first place. Do you really see professional politicians or medical researchers directly engaging the public regarding their job or research on social media outside of a few instances of Reddit AMA?

Public layer of Politics is not rational in any way, its designed to be deceptive. In my opinion you cannot expect a rational political conversation as a voter. All the rational talks are happening behind the closed doors, while general public indulges into irrational political conversations.

Maybe its not ideal, but this is what it is in current state of the world. One way or another we will evolve through it. 

Country A says "We have to fight Country B. Yes some people will die. But if we do nothing, Country B will attack us and 10 times more people will die!"

Country B says "We have to fight Country A. Yes some people will die. But if we do nothing, Country A will attack us and 10 times more people will die!"

Even though both countries seem to want as few deaths as possible, their actions combine (and escalate) to cause more deaths.

The more immediate reason for why politics is the mind-killer is because politics is still a matter of life and death today. Even if it weren't, so many people still believe it is and that causes them to act in hostile ways to protect themselves from each other. And that, ironically, causes politics to become a matter of life and death for real even if it weren't already.

To clarify in case that's not clear, people are angry at and scared of each other over RECENT traumatic experiences in their personal lives which they systematically inflicted upon each ot... (read more)

But how should one deal with the desire to publicly disagree with political speakers who are biased? I feel a big urge to criticize and maybe even shame people for wrong reasoning. I'd like to note that I often don't mind the conclusion they came to, but if the reasoning is vulgarly wrong, I really feel I want to tell them and everyone else they're an idiot.

What is the difference between studying Politics and studying History?

Some people with certain identities are actively politicized throughout history, not understanding politics and thus not understanding the memetics of the social world which has the power to enforce rules upon you is not advisable if you're a person with one such identity.

Should I attack the anti-trans legislature attacking many in my community today, in the year 2023?
Should I defend the rights and freedoms of undocumented workers given their productivity per capita when adjusted for wa... (read more)

"In the ancestral environment, politics was a matter of life and death." - this is a pretty strong statement to make with no evidence to back it up.

Your issue seems to be with tribalism, not politics.

I think the title could be a bit more specific like - "involving political party in science discussions might not be productive", or something similar.  If using the word "politics", it would be crucial to define what "politics" here mean or refer to. The reason I say this is "politics" might not be just about actual political party's power dynamics, but also includes general policy making, strategies, and history that aim to help individuals in the society, and many other aspects. These other types of things included in the word "politics" is crucial... (read more)

A recent Veritasium video talks about how people having the same level of numeracy perform worse at mathematical reasoning problems if the problem statement involves politically charged topics.

 

There's something called plausible reasoning (or statistical inference) that is well explained in Probability Theory: The Logic of Science (by E.T. Jaynes). It's something that happens everyday in our minds when we try to evaluate the plausibility ("how probable is this") of a thing. For example, if I take the free coffee available at my work, I'm never 100% sure that it's coffee inside the pot. When I pour it in my glass, the liquid is brownish, so I get more confident, but I'm still not 100% sure it's coffee.

The same happens when we see a politician talk... (read more)



Policy Debates Should Not Appear One-Sided

Robin Hanson proposed stores where banned products could be sold.1 There are a number of excellent arguments for such a policy—an inherent right of individual liberty, the career incentive of bureaucrats to prohibit everything, legislators being just as biased as individuals. But even so (I replied), some poor, honest, not overwhelmingly educated mother of five children is going to go into these stores and buy a “Dr. Snakeoil’s Sulfuric Acid Drink” for her arthritis and die, leaving her orphans to weep on national television.

I was just making a factual observation. Why did some people think it was an argument in favor of regulation?

On questions of simple fact (for example, whether Earthly life arose by natural selection) there’s a legitimate expectation that the argument should be a one-sided battle; the facts themselves are either one way or another, and the so-called “balance of evidence” should reflect this. Indeed, under the Bayesian definition of evidence, “strong evidence” is just that sort of evidence which we only expect to find on one side of an argument.

But there is no reason for complex actions with many consequences to exhibit this onesidedness property. Why do people seem to want their policy debates to be one-sided?

Politics is the mind-killer. Arguments are soldiers. Once you know which side you’re on, you must support all arguments of that side, and attack all arguments that appear to favor the enemy side; otherwise it’s like stabbing your soldiers in the back. If you abide within that pattern, policy debates will also appear one-sided to you—the costs and drawbacks of your favored policy are enemy soldiers, to be attacked by any means necessary.

One should also be aware of a related failure pattern: thinking that the course of Deep Wisdom is to compromise with perfect evenness between whichever two policy positions receive the most airtime. A policy may legitimately have lopsided costs or benefits. If policy questions were not tilted one way or the other, we would be unable to make decisions about them. But there is also a human tendency to deny all costs of a favored policy, or deny all benefits of a disfavored policy; and people will therefore tend to think policy tradeoffs are tilted much further than they actually are.

If you allow shops that sell otherwise banned products, some poor, honest, poorly educated mother of five kids is going to buy something that kills her. This is a prediction about a factual consequence, and as a factual question it appears rather straightforward—a sane person should readily confess this to be true regardless of which stance they take on the policy issue. You may also think that making things illegal just makes them more expensive, that regulators will abuse their power, or that her individual freedom trumps your desire to meddle with her life. But, as a matter of simple fact, she’s still going to die.

We live in an unfair universe. Like all primates, humans have strong negative reactions to perceived unfairness; thus we find this fact stressful. There are two popular methods of dealing with the resulting cognitive dissonance. First, one may change one’s view of the facts—deny that the unfair events took place, or edit the history to make it appear fair.2 Second, one may change one’s morality—deny that the events are unfair.

Some libertarians might say that if you go into a “banned products shop,” passing clear warning labels that say THINGS IN THIS STORE MAY KILL YOU, and buy something that kills you, then it’s your own fault and you deserve it. If that were a moral truth, there would be no downside to having shops that sell banned products. It wouldn’t just be a net benefit, it would be a one-sided tradeoff with no drawbacks.

Others argue that regulators can be trained to choose rationally and in harmony with consumer interests; if those were the facts of the matter then (in their moral view) there would be no downside to regulation.

Like it or not, there’s a birth lottery for intelligence—though this is one of the cases where the universe’s unfairness is so extreme that many people choose to deny the facts. The experimental evidence for a purely genetic component of 0.6–0.8 is overwhelming, but even if this were to be denied, you don’t choose your parental upbringing or your early schools either.

I was raised to believe that denying reality is a moral wrong. If I were to engage in wishful optimism about how Sulfuric Acid Drink was likely to benefit me, I would be doing something that I was warned against and raised to regard as unacceptable. Some people are born into environments—we won’t discuss their genes, because that part is too unfair—where the local witch doctor tells them that it is right to have faith and wrong to be skeptical. In all goodwill, they follow this advice and die. Unlike you, they weren’t raised to believe that people are responsible for their individual choices to follow society’s lead. Do you really think you’re so smart that you would have been a proper scientific skeptic even if you’d been born in 500 CE? Yes, there is a birth lottery, no matter what you believe about genes.

Saying “People who buy dangerous products deserve to get hurt!” is not tough-minded. It is a way of refusing to live in an unfair universe. Real tough-mindedness is saying, “Yes, sulfuric acid is a horrible painful death, and no, that mother of five children didn’t deserve it, but we’re going to keep the shops open anyway because we did this cost-benefit calculation.” Can you imagine a politician saying that? Neither can I. But insofar as economists have the power to influence policy, it might help if they could think it privately—maybe even say it in journal articles, suitably dressed up in polysyllabismic obfuscationalization so the media can’t quote it.

I don’t think that when someone makes a stupid choice and dies, this is a cause for celebration. I count it as a tragedy. It is not always helping people, to save them from the consequences of their own actions; but I draw a moral line at capital punishment. If you’re dead, you can’t learn from your mistakes.

Unfortunately the universe doesn’t agree with me. We’ll see which one of us is still standing when this is over.

1Robin Hanson et al., “The Hanson-Hughes Debate on ‘The Crack of a Future Dawn,’” 16, no. 1 (2007): 99–126, http://jetpress.org/v16/hanson.pdf.

2This is mediated by the affect heuristic and the just-world fallacy.

Like much of Eliezer's writings, this is dense and full of interesting ideas, so I'll just focus on one aspect. I agree that people advocating positions should fully recognize even (or especially) facts that are detrimental to their side. People advocating deregulation need to accept that things exactly like Eliezer describes will happen.

I'm not 100% sure that in a public forum where policy is being debated, that people should feel obligated to advance arguments that work to their side's detriment. It depends on what the ground rules are (possibly implicit ones). If everyone is making a good faith attempt to provide this kind of balance in their statements, it could work well in theory. But if one side does this and the other does not, it will lead to an unbalanced presentation of the issues. Since in practice it seems that most people aren't so even-handed in their arguments, that would explain why when someone does point out a fact that benefits one side, the audience will assume he favors that side, as happened to Eliezer.

Reading the above, I get the impression that Eliezer does in fact favor regulation in this context, and if so, then the audience conclusion was correct. He was... (read more)

Hal, I don't favor regulation in this context - nor would I say that I really oppose it.  I started my career as a libertarian, and gradually became less political as I realized that (a) my opinions would end up making no difference to policy and (b) I had other fish to fry.  My current concern is simply with the rationality of the disputants, not with their issues - I think I have something new to say about rationality.

I do believe that people with IQ 120+ tend to forget about their conjugates with IQ 80- when it comes to estimating the real-world effects of policy - either by pretending they won't get hurt, or by pretending that they deserve it.  But so long as their consequential predictions seem reasonable, and so long as I don't think they're changing their morality to try to pretend the universe is fair, I won't argue with them whether they support or oppose regulation.

Nobody chooses their genes or their early environment. The choices they make are determined by those things (and some quantum coin flips). Given what we know of neuroscience how can anyone deserve anything?

"Nobody chooses their genes or their early environment. The choices they make are determined by those things (and some quantum coin flips)."

All true so far... but here comes the huge logical leap...

"Given what we know of neuroscience how can anyone deserve anything?"

What does neuroscience showing the cause of why bad people choose to do bad things, have to do with whether or not bad people deserve bad things to happen to them?

The idea that bad people who choose to do bad things to others deserve bad things to happen to them has never been based on an incorrect view of neuroscience, and neuroscience doesn't change that even slightly.

TGGP, I think we have to define "deserve" relative to social consensus--a person deserves something if we aren't outraged when they get it for one reason or another. (Most people define this based on the consensus of a subset of society--people who share certain values, for instance.) Differences in the concept of "deserve" are one of the fundamental differences (if not the primary difference) between conservatism and liberalism.

TGGP, if the mind were not embodied in the brain, it would be embodied in something else.  You don't need neuroscience to see the problem with the naive conception of free will.

The reason I don't think idiots deserve to die is not because their genes played a role in making them idiots.  Suppose it were not the genes.  So what?  The point is that being stupid is not the same as being malicious, or dishonest.  It is simply being stupid, no more and no less.  Drinking Sulfuric Acid Drink because you wishfully think it will cure your arthritis, is simply not on a moral par with deliberately burning out someone's eyes with hot pokers.  No matter what you believe about the moral implications of determinism for sadistic torturers, in no fair universe would mere sloppy thinking be a capital crime.  As it has always been, in this our real world.

I am not normally a nit pick (well, maybe I am) but this jumped out at me: an example of a fact--"whether Earthly life arose by natural selection."  Because natural seletion is one of the cornerstones of modern biology, I thought I'd take a few seconds to enter this comment.

Natural selection is a biological process by which favorable traits that can be gentically inherited become more common in successive generations of a population of reproducing organisms, and unfavorable traits that can be inherited become less common. The driving force is the... (read more)

Sorry, Brayton.  I do know better, it was simply an accident of phrasing.  I hadn't meant to imply that abiogenesis itself occurred by selective processes - "arose" was meant to refer to life's ascent rather than sparking.

Though, in my opinion, the very first replicator (or chemical catalytic hypercycle) should not really count as "life", because it merely happens to have the accidental property of self-replication and was not selectively optimized to this function.  Thus, it properly belongs to the regime of accidental events rather than the regime of (natural) optimization.

The problem here is bias to one's own biases, I think. After all, we're all stupid some of the time, and realising this is surely a core component of the Overcoming Bias project. Robin Hanson may not think he'd ever be stupid enough to walk into the Banned Shop, but we all tend to assume we're the rational one.

You also need to consider the real-world conditions of your policy. Yes, this might be a good idea in its Platonic ideal form, but in practice, that actually doesn't tell us very much. As an argument against "regulation", I think, with a co... (read more)

Alex raises an interesting point: do most of us in fact assume that we would never walk into a Banned Shop? I don't necessarily assume that. I could envision going there for a medical drug which was widely available in Europe, but not yet approved by the U.S. FDA, for example. Or how about drugs that are supposed to only be available by prescription, might Banned Shops provide them to anyone who will pay? I might well choose to skip the time and money of a doctor visit to get a drug I've taken before without problems (accepting the risk that unknown to me, some subtle medical condition has arisen that now makes the drug unsafe, and a doctor would have caught it). Or for that matter, what about recreational drugs? If Banned Shops sold marijuana to anyone with a 100 IQ, I'm sure there are many list members who would partake.

It's a similar argument to my proposal of Rational Airways, an airline that asks you to sign a release when buying a ticket to the effect that you realise how tiny the risk of a terrorist attack is, and therefore are willing to travel with Rational, who do not apply any annoying security procedures.

Alex, a possible problem is that Rational would then attract all the terrorists who would otherwise have attacked different airlines.

PS:  And, the risk might not be tiny if you took off all the safety precautions.  But, yes, you could dispense with quite a few costly pointless ostentatious displays of effort, without changing the security risk in any significant sense.

James, my comment on drawing the moral line at capital punishment was addressed to the universe in general.  Judicial executions count for a very small proportion of all death penalties - for example, the death penalty that you get for just being alive for longer than a century or so.

The experimental evidence for a purely genetic component of 0.6-0.8 is overwhelming

I realize it has little to do with the main argument of the post, but I also have issues with Eliezer's claim:

"The experimental evidence for a purely genetic component of 0.6-0.8 is overwhelming..."

Genes matter a lot.  But there are a number of problems with the calculation you allude to.  See Richard Nisbett's work.

"Yes, sulfuric acid is a horrible painful death, and no, that mother of 5 children didn't deserve it, but we're going to keep the shops open anyway because we did this cost-benefit calculation."  Can you imagine a politician saying that?  Neither can I.

--60 Minutes (5/12/96)
Lesley Stahl on U.S. sanctions against Iraq: We have heard that a half million children have died. I mean, that's more children than died in Hiroshima. And, you know, is the price worth it?

Secretary of State Madeleine Albright: I think this is a very hard choice, but the price--we think the price is worth it. 

She later expressed regret for it, after taking an awful lot of flack at the time, but this does sometimes happen.

I think your point that she took a lot of flak for it is evidence for the original point. The only other reasonable responses to that could have been changing her mind on the spot, or disputing the data, and neither of those responses would have brought similar backlash on her. Conceding weak points to your arguments in politics is often looked upon as a weakness when it shouldn't be. 

its unfair to caricaturize libertarians as ultra-social-darwinists saying "stupid ppl who accidently kill themselves DESERVED it".
if that quote was ever literally uttered, I would tend to think it was out of exasperation at the opposing viewpoint that govt has a paramount responsibility to save its citizens from themselves to the point of ludicrous pandering.

"Everyone gets what they deserve" is the unironic (and secular) motto of a close family friend who is wealthy in Brazil, one of the countries with the greatest levels of economic inequality in the world. I have heard the sentiment echoed widely among the upper and upper middle class. Maybe it's not as extreme as that, but it is a clear expression of the idea that unfortunate people deserve their misfortune to the point that those who have the resources to help them should not bother. This sentiment also characterizes Objectivism, which is commonly (though not always) associated with libertarianism.

Turns out this has a name:  http://en.wikipedia.org/wiki/Just-world_phenomenon

I recently spoke with someone who was in favor of legalizing all drugs, who would not admit that criminalizing something reduces the frequency at which people do it.

Was that actually his claim or was he saying that it doesn't necessarily reduce the frequency at which people do it? Clearly the frequency of drug use has gone up since they were made illegal. Now perhaps it would have gone up faster if drug use had not been made illegal but that's rather hard to demonstrate. It's at least plausible that some of the popularity of drugs stems from their illegality as it makes them a more effective symbol of rebellion against authority for teenagers seeking to signal rebelliousness.

Claiming that criminalizing can't possibly reduce the frequency at which people do something would be a pretty ridiculous claim. Claiming that it hasn't in fact done so for drugs is quite defensible.

Portugal, anyone? There is a point when arguments need to be abandoned and experimental results embraced. The decriminalization of drugs in Portugal has seen a scant increase in drug use. QED

The same goes for policies like Don't Ask, Don't Tell. Many countries around the world have run the experiment of letting gays serve openly and there have been no ill effects.

The claim of sensible consequentialist (as opposed to moralizing) drug control advocates who are in favor of the War on Drugs is that the War on Drugs, however disastrous, expensive, destructive of liberties, and perverting of justice (to whatever degree they will accept such claims - can't make an omelette without breaking eggs, etc.), is a lesser evil than the consequences of unbridled drug use. This claim is most obviously falsified by a net decrease in drug use, yes, but also falsified by a small increase which is not obviously worse than the War on Drugs since now the anti-War person can use the same argument as the pro-War person was: legalization is the lesser of two evils.

The benefits and small costs in Portugal are, at least at face value, not worse than a War. Hence, the second branch goes through: the predicted magnitude of consequences did not materialize.

Just wanted to say thanks for a very thoughtful article. I've burned through a great deal of time, wondering about the morality (or immorality) of the "arguments are soldiers" mindset.

The point of banned goods is not that they are banned because of the hazards for the people alone who buy them but for everyone else also.
Sulphuric acid for example is easily usable as a weapon especially in concentrated form.
(It grows very hot if it touches water. And it is very acidic. So, by using a simple acid proof squirt gun one can do serious damage.)

And, that's not really all:
Suppose I could go into such a shop, proof that I'm sufficiently intelligent to handle dangerous stuff without being a danger for myself and buy 
a) a PCR machine
b) a flu ... (read more)

Most of the goods you mention aren't restricted at all. I don't need any special permits to buy a PCR machine or anything necessary to run it for example. 

 Real tough-mindedness is saying, "Yes, sulfuric acid is a horrible painful death, and no, that mother of 5 children didn't deserve it, but we're going to keep the shops open anyway because we did this cost-benefit calculation."  Can you imagine a politician saying that?  Neither can I.

I can imagine it, but I can't say that I can remember it in a similar case. The "if it saves just one life...." arguments have always struck me as idiotic, but apparently there is a large market for it. Is it really the case that so many people think t... (read more)

Real tough-mindedness is saying, "Yes, sulfuric acid is a horrible painful death, and no, that mother of 5 children didn't deserve it, but we're going to keep the shops open anyway because we did this cost-benefit calculation."

Interestingly, I independently came to a similar conclusion regarding drug legalization a few days ago, which I expressed during a class discussion on the topic. Out of about forty people in the class, one person other than me seemed to respond positively to this, everyone else (including people who were in favor of legalization) seemed to ignore it.

"But there is no reason for complex actions with many consequences to exhibit this onesidedness property.  Why do people seem to want their policy debates to be one-sided?"

We do like to vote, you know.  We do like to see other people vote.  We do expect to see some kind of propagand, some kind of pitch to cast our votes in some certain way.  We tend to feel fooled, than we don't see that, what we do expect to see in the right place.  No, it isn't reserved exclusively for the politic issues.

"I don't think that when someone makes a stupid choi... (read more)

I don't think that when someone makes a stupid choice and dies, this is a cause for celebration.

I was just making a simple factual observation.  Why did some people think it was an argument in favor of regulation?

I've noticed that Argument by Innuendo is unfortunately common, at least in in-person discussions. Basically, the arguer makes statements that seem to point to some conclusion or another, but stops a few steps short of actually drawing a conclusion, leaving the listener to draw the conclusion themselves. When I've caught myself doing this and ask myself why, there are a few reasons that come up, including:

Needless to say, this is pretty manipulative, and a generally Bad Thing. But pe... (read more)

Do you really think you're so smart that you would have been a proper scientific skeptic even if you'd been born in 500 C.E.?

Yes.
"But your genes would be different."
Then it wouldn't be me.
"Okay, same genes, but no scientific education."
Then it wouldn't be me.

As much as such a thing as 'me' exists then it comes with all the knowledge and skills I have gained either through genetics, training or learning.  Otherwise it isn't 'me'.

Shouldn't that answer then result in a "Invalid Question" to the original "Would you be a proper scientific skeptic if you were born in 500 CE?" question?

I mean, what you are saying here is that it isn't possible for you to have been born in 500 C.E., that you are a product of your genetics and environment and cannot be separated from those conditions that resulted in you. So the answer isn't "Yes" it is "That isn't a valid question."

I'm not saying I agree, especially since I think the initial question can be rephrased as "Given the population of humans born in 500 C.E. and the historical realities of the era, do you believe that any person born in this era could have been a proper scientific skeptic and given that, do you believe that you would have developed into one had your initial conditions been otherwise identical, or at least highly similar?" Making it personal (Would you be...) is just a way of conferring the weight of the statement, as it is assumed that the readers of LW all have brains capable of modelling hypothetical scenarios, even if those scenarios don't (or can't even in principle) match reality.

I was surprised and pleased to discover that the rock band Switchfoot have a song about the terrible cost to oneself of treating one's arguments as soldiers. It's called "The Sound in My Mouth". (Youtube link, with incorrect lyrics below it; better ones can be found at the bottom of this fansite page)

It focuses on the social costs rather than the truth-finding costs, but it's still well ahead of where I usually expect to find music.

Alternate title: “debates should acknowledge tradeoffs”. I think that mnemonic is more helpful.

Longer summary: “Debates should acknowledge tradeoffs. Don’t rationalize away apparent good points for the other side; it’s okay and normal for the other side to have some good points. Presumably, those points just won’t be strong enough in total to overwhelm yours in total. (Also, acknowledging tradeoffs is easier if you don’t think of the debate in terms of ‘your side’ and ‘their side’.)”

An implicit assumption of this article which deserves to be made explicit:

"All negative effects of buying things from the banned store accrue to the individual who chose to purchase from the banned store"

In practical terms this would not be the case. If I buy Sulphuric Acid Drink from the store and discover acid is unhealthy and die, that's one thing. If I buy Homoeopathic Brake Pads for my car and discover they do not cause a level of deceleration greater than placebo, and in the course of this discovery run over a random pedestrian, that's morally a different thing.

The goal of regulation is not just to protect us from ourselves, but to protect us from each other.

I think it is useful here to distinguish politics as a consequence of morality from politics as a agreed set of methods of public decision-making. With the first politics, or politics(A), yes, one has to present all facts as they are regardless of whether they favor one’s stance IF one is to believe there is a moral duty to be rational. In a world where humans all share that particular view on morality, there won’t be a need for the second kind of politics, or politics(B). Because, in that world, the set of methods for rational decision making suffice as t... (read more)

Debates can easily appear one-sided, for each side.  For example, some people believe that if you follow a particular conduct in life, you will go to heaven.  To these people, any policy decision that results in sending less people to heaven is a tragedy.  But to people who don't believe in heaven, this downside does not exist.

This is not just an arbitrary example.  This shows up all the time in US politics.  Until people can agree on whether or not heaven exists, how can any of these debates not seem one-sided?

There is so much wrong with this example that I don't know where to start.

You make up a hypothetical person who dies because she doesn't heed an explicit warning that says "if you do this, you will die".  Then you make several ridiculous claims about this hypothetical person:

1) You claim this event will happen, with absolute certainty.
2) You claim this event occurs because this individual has low intelligence, and that it is unfair because a person does not choose to be born intelligent.
3) You claim this event is a tragedy.

I'd like to point out that the statistical value of human life is used by economists for calculations such as Eliezer mentions, so at some point someone has managed to do the math. 

"I was just making a simple factual observation.  Why did some people think it was an argument in favor of regulation?"

A (tiny) note of dissonance here. As noted earlier, any knowledge/understanding naturally constrains anticipation. Wont it naturally follow that a factual observation shall naturally concentrate the probability density in favour of one side of the debate (assuming, of course, that the debate is viewed as having only two possible outcomes, even if each outcome is very broad and contains many variants). 

There is two problems with making stores that can sell banned things-hurting the public and people that are uneducated. I could go into one of these stores and buy poison and fill my brother's glass with it. That would be a drawback because it would affect my brother who did not go into a store and ignore a safety warning and pick up a bottle of poison and drink it. This would be a problem. An uneducated mother of five children that drinks poison doesn't deserve to die, her children don't deserve to be orphans, and that is asumming that she drinks it herse... (read more)

I found this post particularly ironic. The statement that a mother of five would drink sulfuric acid but for government regulation is not "a simple factual observation." How could it be? Since we are imagining an alternative world and the statement is not based on any universal law of human action (nor even historical precedent, in which case it would be a probabilistic statement, not a statement of fact), it is speculation. And a very debatable speculation at that. That is, why would anyone bother to market such a product? Surely it would not be... (read more)

 “Yes, sulfuric acid is a horrible painful death, and no, that mother of  five children didn’t deserve it, but we’re going to keep the shops open  anyway because we did this cost-benefit calculation.” Can you imagine a  politician saying that? Neither can I. But insofar as economists have  the power to influence policy, it might help if they could think it  privately—maybe even say it in journal articles, suitably dressed up in  polysyllabismic obfuscationalization so the media can’t quote it. 

This speaks to a very significant issue we face today.  Vast sw... (read more)

This is similar to the chain about "The end justifies the means," that is, as a supporter of vaccination would say that it is good that children are hurt when injected.  Although this is obviously logically unreasonable.  But in the case of "fools who deserve" it does not seem obvious, because stupidity is something bad, and therefore stupid people are evil, so they deserve punishment for their anger.

You can't save a life. Every living thing is doomed to die. You can only postpone deaths.

Morality ought to be based on the expected values of decisions people make or actions they do, not the actual outcomes. Morality includes the responsibility to correctly evaluate EV by gathering sufficient evidence.

Saying “People who buy dangerous products deserve to get hurt!” is not tough-minded. It is a way of refusing to live in an unfair universe. Real tough-mindedness is saying, “Yes, sulfuric acid is a horrible painful death, and no, that mother of five children didn’t deserve it, but we’re going to keep the shops open anyway because we did this cost-benefit calculation.” Can you imagine a politician saying that? Neither can I.

There's another reason to say the former rather than the latter. Most people will hear the latter this way:

"Yes, sulfuric acid is a horrible painful death ..."



The Scales of Justice, the Notebook of Rationality

Lady Justice is widely depicted as carrying scales. A set of scales has the property that whatever pulls one side down pushes the other side up. This makes things very convenient and easy to track. It’s also usually a gross distortion. 

In human discourse there is a natural tendency to treat discussion as a form of combat, an extension of war, a sport; and in sports you only need to keep track of how many points have been scored by each team. There are only two sides, and every point scored against one side is a point in favor of the other. Everyone in the audience keeps a mental running count of how many points each speaker scores against the other. At the end of the debate, the speaker who has scored more points is, obviously, the winner; so everything that speaker says must be true, and everything the loser says must be wrong.

“The Affect Heuristic in Judgments of Risks and Benefits” studied whether subjects mixed up their judgments of the possible benefits of a technology (e.g., nuclear power), and the possible risks of that technology, into a single overall good or bad feeling about the technology.1 Suppose that I first tell you that a particular kind of nuclear reactor generates less nuclear waste than competing reactor designs. But then I tell you that the reactor is more unstable than competing designs, with a greater danger of melting down if a sufficient number of things go wrong simultaneously.

If the reactor is more likely to melt down, this seems like a “point against” the reactor, or a “point against” someone who argues for building the reactor. And if the reactor produces less waste, this is a “point for” the reactor, or a “point for” building it. So are these two facts opposed to each other? No. In the real world, no. These two facts may be cited by different sides of the same debate, but they are logically distinct; the facts don’t know whose side they’re on.

If it’s a physical fact about a reactor design that it’s passively safe (won’t go supercritical even if the surrounding coolant systems and so on break down), this doesn’t imply that the reactor will necessarily generate less waste, or produce electricity at a lower cost. All these things would be good, but they are not the same good thing. The amount of waste produced by the reactor arises from the properties of that reactor. Other physical properties of the reactor make the nuclear reaction more unstable. Even if some of the same design properties are involved, you have to separately consider the probability of meltdown, and the expected annual waste generated. These are two different physical questions with two different factual answers.

But studies such as the above show that people tend to judge technologies—and many other problems—by an overall good or bad feeling. If you tell people a reactor design produces less waste, they rate its probability of meltdown as lower. This means getting the wrong answer to physical questions with definite factual answers, because you have mixed up logically distinct questions—treated facts like human soldiers on different sides of a war, thinking that any soldier on one side can be used to fight any soldier on the other side.

A set of scales is not wholly inappropriate for Lady Justice if she is investigating a strictly factual question of guilt or innocence. Either John Smith killed John Doe, or not. We are taught (by E. T. Jaynes) that all Bayesian evidence consists of probability flows between hypotheses; there is no such thing as evidence that “supports” or “contradicts” a single hypothesis, except insofar as other hypotheses do worse or better. So long as Lady Justice is investigating a single, strictly factual question with a binary answer space, a set of scales would be an appropriate tool. If Justitia must consider any more complex issue, she should relinquish her scales or relinquish her sword.

Not all arguments reduce to mere up or down. Lady Rationality carries a notebook, wherein she writes down all the facts that aren’t on anyone’s side.

1Melissa L. Finucane et al., “The Affect Heuristic in Judgments of Risks and Benefits,” Journal of Behavioral Decision Making 13, no. 1 (2000): 1–17.

This two-side bias appears to fit in nicely with the neuroscience of decisionmaking where anticipatory affect appears to be weighed together to decide wheter an action or option is "good enough" to act on. For example, in
http://sds.hss.cmu.edu/media/pdfs/Loewenstein/knutsonetal_NeuralPredictors.pdf
there seems to be an integration of positive reward in the nucleus accumbens linked to the value of the product and negative affect related to the price in the insula, while and medial prefrontal cortex apparently tracks the difference between them.

There is definitely room for a more complex decision system based on this kind of anticipatory emotional integration, since there might be more emotions than just good/bad - maybe some aspects of a choice could trigger curiosity (resulting in further information gathering), aggression (perhaps when the potential loss becomes very high and personal) or qualitative tradeoffs between different emotions. And the prefrontal cortex could jump between considering different options and check if any gains enough support to be acted upon, returning to cycle if none seem to get quite the clearcut support it ought to.

This makes a lot of sense from a neuroscience perspective, but as an approximation to rationality it is of course a total kludge.

I believe that there was something about a similar approach in a paper "Risk at a Turning Point?" by Andrew Stirling. He argued that analysis of risk should group all the risks as a vector valued quantity, rather than a scalar. That should be just a valid in this more general context: risks, costs and opportunities of a particular scenario can then be represented on a big vector, and each interest group applies their own method to bring it down to a scalar value (or probablility distribution) along the "support/oppose" continuum.

Andrew was focusing on the fact that generally the one to do the estimate was a government or a corporation that would apply their own method to get from the vector to the scalar, and only the scalar was announced. If the full vector was announced, however, it was easier for groups with different values to come up with their own estimate of the scalar "support/oppose" distribution. As well, they could easily add extra elements to the vector (things like "the project is an eyesore"), and see how that changed their estimate, rather than adding it as an extra and having those fruitless "the project is an eyesore" vs "yes, but it'll bring in cash" debates.

The vector could be what little ol' dame rationality writes down in her notebook.

Keep in mind that in many situations we do in fact have to make a binary decision between two alternatives. Often it reduces to a go/no-go decision. In that case this heuristic of reducing multi-valued vectors to a single scalar weighting factor is a necessary step.

Hal, even on binary decisions, the affect heuristic still leads to double-counting the evidence.  If being told that the plant produces less waste causes us to feel, factually incorrectly, that the plant is less likely to melt down, then the same argument is being counted as two weighting factors instead of one.

I would call coming to conclusions like this a shortcoming of our rational thinking, rather than the weighing of benefits and costs to a decision. What HalFinney said is completely right, in that we very often have to pick alternatives as a package, and in doing so we are forced to weigh factors for and against a proposition.

Personally, I wouldn't have "factually incorrectly" jumped to the conclusion you stated here (especially if the converse is stated explicitly as you did here), and I think this is a diversion to the point that you are necessarily (and rationally) weighing between two alternatives in this particular example that you chose.

That being said, I wholeheartedly agree with the idea of evaluating claims based on their merits rather than the people who propose them - that's the rational way to do things - and rational people would indeed keep a notebook even if, in the end, it was going to end up on a scale (or a decision matrix).

But, by thew same token, wouldn't then being told that the reactor is more likely to meltdown lead people to think it produces more waste.  If I multiply the true effects of everything by 10, wy will tht affet the binary choice?

Perhaps it wouldn't affect the choice. For instance, if you have two reactors, and the only thing you've been told about them is which is more likely to melt down, then (assuming you don't want waste or nuclear meltdowns), you'll prefer the one that produces less waste regardless of whether you draw any illogical conclusions from the data you have, because the conclusions will be based on the emotions you have already. However, unless I am mistaken, this blog is about rationality in general, not just in decision-making. Many of the people here (including myself) probably want their information to be accurate just for the sake of accuracy, not just because of its influence on decisions. For them, this is important whether or not it will affect their decisions.

In response to the statement, "If you tell people a reactor design produces less waste, they rate its probability of meltdown as lower", this may be the result of a useful heuristic if technologies generally improve overall. Consider computers: if I asked people to guess if the amount of memory in a desktop computer with a 300MHz processor is less than or greater than that in a system with a 2GHz processor, they might reason that the computer with the faster processor is newer, that both technologies have improved, and the 2GHz system most likely has more memory as well. Similarly in the example, people may think that both anti-meltdown and anti-waste technologies are likely to have improved concurrently. This isn't to say that both factors don't need to be looked at separately in the "real world" - only that I'm not sure how we could consider any other answer rational in the absence of further information.

Basically, I'm curious if benefits and costs are really positively correlated to one another in the real world, as shown in Exhibit 1 in the PDF.

I was going to comment this as well. I think it probably is the case that waste-efficiency and safety of nuclear reactors is positively correlated in the real world for that exact reason. Of course, reasoning to this point by, "Reactor A produces less waste than Reactor B. Therefore, Reactor A is better than Reactor B. Therefore, Reactor A is less likely to melt down than Reactor B," is invalid, so the main point of EY's post still stands. The correct reasoning is more like, "Technology improves and reactor design is refined over time. This occurs fast enough that reactors built later are likely to be better than earlier ones on all fronts. If Reactor A is more waste-efficient than Reactor B, it was probably built later and is therefore also likely to be safer and more cost-effective." Unlike the naive, "A is better than B" model, this one no longer predicts that A will be safer than B if I get the additional piece of information that A and B were built in the same year. Then I predict the opposite based on trade-offs that probably had to occur.

Another heuristic may be our habit of expecting some sources - say, newspapers - to present the arguments pro and agaisnt the issue ("this will clean up the beach, but costs money"). If they say "this will produce more waste" and leave it at that, we may assume that's the only way the reactor is different.

Great post. You're on a roll, Eliezer.
Hal, I query how often the best decision-making process really is binary go/non-go. That humans often reduce a decision making instant to go/non-go "as an approximation to rationality it is of course a total kludge" seems plausible to me (to use Anders Sandburg's words).

Eliezer, I doubt the justice system's guilty/not guilty approach is grounded in rationality either. "If Justitia must consider any more complex issue, she should relinquish her scales or relinquish her sword" -and I think the underlying issues regarding "justice" are almost always more complex. But then again, I think the approach with justice should be economic, incentive-based, and empirically grounded, rather than punitive and grounded in social norms the way it is now (in the U.S.).

Anders, is there any research on the degree to which human predisposition to "treat discussion as a form of combat, an extension of war" reduced to 2 binary and oppositional players is grounded in a primate aesthetic. The parallel to primate researcher discussions of alpha and challenger males seems strong to me.

My guess is that nuclear waste production and chance of reactor meltdown are very weakly correlated.  Both are decreased if the reactor is designed by a particularly conscientious group of researchers.

My expectation would be the opposite, a slight anticorrelation.
(after further thought this changed, see below)

I would expect most reactor designs to be pretty heavily studied and worked on, making the conscientiousness factor reasonably small.

In two designs that were approximately contemporary I would therefore expect to see a tradeoff between different design goals (ie. waste production, chance of meltdown, fuel efficiency, total output, cost of production etc.)

Actually, no, that wouldn't necessarily result in an anticorrelation, in fact it would likely result in a correlation, because waste production and meltdown chance both fall under the same supergoal (environmental safety)

To be clear: I’m not arguing against. I’m asking to clarify.
I find myself thoroughly confused by this article. 

How is a higher probability for meltdown NOT a “point against” the reactor—and how is less waste NOT a “point for?” I think I’m missing some underlying principle here.

If you tell people a reactor design produces less waste, they rate its probability of meltdown as lower.

I suppose if you gave me a long boring lecture about reactors, and then quizzed me on it before I remembered the facts (with my house cat memory), I would could get this wrong for the exact reasons you described, without being irrational.

Suppose there’s a multiple choice question, “How much waste does reactor 1 produce?” and I know that reactor 1 is the best across most categories (has the most points in its favor), and I know that all reactors produce between 10 and 15 units of waste, then my answer would be (b) below:

And of course, there’s every possibility that “reactor 1” didn’t get the best score in waste production. Didn’t I just make the same mistake as Eliezer described, for completely logical reasons (maximum likelihood guess under uncertainty)? This isn’t a failure of my logic; it’s a failure of my memory.

In real life, if I expected a quiz like this, I would have STUDIED.

Why else would anyone expect an overall-best-ranking reactor to necessarily be the best at waste production?

Here’s another idea. Suppose that long boring hypothetical lecture were on top of that so confusing that the listener carries away a message that “a meltdown is when a reactor has produced more waste than its capacity.” Then it is a perfectly logical chain of reasoning that if a reactor produces less waste, then its probability of meltdown as lower. But this is poor communication, not poor reasoning.

I believe the way it worked out was that when they heard a particular design produced less toxic waste, they also assumed a reactor that produced less waste was less likely to melt down.

That's +1 for less waste and +1 for less chance of meltdown.

When they are then told that this same design has a higher chance of meltdown, they subtract one point for meltdown without subtracting for less waste, even though they did the inverse earlier.  

So, the audience tallies like so:
+1 (less waste) +1 (inferred for less meltdown) -1 (more meltdown) = +1

When they should have tallied like so:
+1 (less waste) -1 (more meltdown) = 0

The net ends up being +1 for the reactor, instead of 0.

This results in a good feeling for the reactor, when in reality they shouldn't have felt positive or negative.

I'd written the above before I read this defense of researchers, before I knew to watch myself when I'm defending research subjects. Maybe I was far too in shock to actually believe that people would honestly think that.

Yeah, it's a roundabout inference that I think happens a lot.  I notice it myself sometimes when I hear X, assume X implies Y, and then later find out Y is not true.  It's pretty difficult to avoid, since it's so natural, but I think the key is when you get surprised like that (and even if you don't), you should re-evaluate the whole thing instead of just adjusting your overall opinion slightly to account for the new evidence.  Your accounting could be faulty if you don't go back and audit it.

I think we should also separate the subjects of the psychology behind when this might happen and whether or not we are using scales. 

It may indeed be the case that people are bad accountants (although I rarely find myself assuming these implied things, and further if I find that my assumptions are wrong I adjust accordingly), but this doesn't change the fact that we are adding +/- points (much like you're keeping score/weighing the two alternatives).

Assuming a perfectly rational mind was approaching the proposition of reactor A vs reactor B (and we can even do reactor C...), then the way it would decide which proposition is best is by tallying the pros/cons to each proposition. Of course, in reality we are not perfectly rational and moreover different people assign different point-values to different categories. But it is still a scale.

The paper "The Affect Heuristic in Judgments of Risks and Benefits" doesn't mention explicitly separating benefit from risk in the critical second experiment (and probably not the first either, which I didn't read). If I were brought in and given the question, 'In general, how beneficial do you consider the use of X in the U.S. as a whole?', then I would weigh all positive and negative aspects together to get a final judgment on whether or not it's worth using. "Benefit" CAN be a distinct concept from risks, but language is messy, and it can be (and I would) interpreted as "sufficiency to employ". As a result, depending on the reader's interpretation of "benefit", it's possible that any lowering of perceived risk will NECESSARILY increase perceived benefit, no logical error required.

Lady Rationality... love it. I think I want her as a tattoo.

Another problem with policies like this hypothetical nuclear reactor is that people don't have access to facts about the future or hypothetical futures, so we're left with estimates. People don't acknowledge that their "facts" are actually estimates, and don't share how they're estimating things. If we did this, politics would be better. Just give your methods and assumptions, as well as the estimates that are determined by the methods and assumptions, of costs and benefits, and then people can pick the choice(s) with the best estimated benefits - costs.

The other thing about political arguments is that people don't start with the foundation to the above, which is values. People will often talk about "lives saved", which is ridiculous, because you can't save lives, only postpone deaths. People who don't agree on values aren't ready to look at estimated costs and benefits. If I value 3 years of postponed-death at $100k, and someone else values it at $10, then we're almost certain to disagree about which policies are best. Values are the prices at which you trade things you like/want/value.



Correspondence Bias

The correspondence bias is the tendency to draw inferences about a person’s unique and enduring dispositions from behaviors that can be entirely explained by the situations in which they occur.

We tend to see far too direct a correspondence between others’ actions and personalities. When we see someone else kick a vending machine for no visible reason, we assume they are “an angry person.” But when you yourself kick the vending machine, it’s because the bus was late, the train was early, your report is overdue, and now the damned vending machine has eaten your lunch money for the second day in a row. Surely, you think to yourself, anyone would kick the vending machine, in that situation.

We attribute our own actions to our situations, seeing our behaviors as perfectly normal responses to experience. But when someone else kicks a vending machine, we don’t see their past history trailing behind them in the air. We just see the kick, for no reason we know about, and we think this must be a naturally angry person—since they lashed out without any provocation.

Yet consider the prior probabilities. There are more late buses in the world, than mutants born with unnaturally high anger levels that cause them to sometimes spontaneously kick vending machines. Now the average human is, in fact, a mutant. If I recall correctly, an average individual has two to ten somatically expressed mutations. But any given DNA location is very unlikely to be affected. Similarly, any given aspect of someone’s disposition is probably not very far from average. To suggest otherwise is to shoulder a burden of improbability.

Even when people are informed explicitly of situational causes, they don’t seem to properly discount the observed behavior. When subjects are told that a pro-abortion or anti-abortion speaker was randomly assigned to give a speech on that position, subjects still think the speakers harbor leanings in the direction randomly assigned.2

It seems quite intuitive to explain rain by water spirits; explain fire by a fire-stuff (phlogiston) escaping from burning matter; explain the soporific effect of a medication by saying that it contains a “dormitive potency.” Reality usually involves more complicated mechanisms: an evaporation and condensation cycle underlying rain, oxidizing combustion underlying fire, chemical interactions with the nervous system for soporifics. But mechanisms sound more complicated than essences; they are harder to think of, less available. So when someone kicks a vending machine, we think they have an innate vending-machine-kicking-tendency.

Unless the “someone” who kicks the machine is us—in which case we’re behaving perfectly normally, given our situations; surely anyone else would do the same. Indeed, we overestimate how likely others are to respond the same way we do—the “false consensus effect.” Drinking students considerably overestimate the fraction of fellow students who drink, but nondrinkers considerably underestimate the fraction. The “fundamental attribution error” refers to our tendency to overattribute others’ behaviors to their dispositions, while reversing this tendency for ourselves.

To understand why people act the way they do, we must first realize that everyone sees themselves as behaving normally. Don’t ask what strange, mutant disposition they were born with, which directly corresponds to their surface behavior. Rather, ask what situations people see themselves as being in. Yes, people do have dispositions—but there are not enough heritable quirks of disposition to directly account for all the surface behaviors you see.

Suppose I gave you a control with two buttons, a red button and a green button. The red button destroys the world, and the green button stops the red button from being pressed. Which button would you press? The green one. Anyone who gives a different answer is probably overcomplicating the question.3

And yet people sometimes ask me why I want to save the world.4 Like I must have had a traumatic childhood or something. Really, it seems like a pretty obvious decision . . . if you see the situation in those terms.

I may have non-average views which call for explanation—why do I believe such things, when most people don’t?—but given those beliefs, my reaction doesn’t seem to call forth an exceptional explanation. Perhaps I am a victim of false consensus; perhaps I overestimate how many people would press the green button if they saw the situation in those terms. But y’know, I’d still bet there’d be at least a substantial minority.

Most people see themselves as perfectly normal, from the inside. Even people you hate, people who do terrible things, are not exceptional mutants. No mutations are required, alas. When you understand this, you are ready to stop being surprised by human events.

1Daniel T. Gilbert and Patrick S. Malone, “The Correspondence Bias,” Psychological Bulletin 117, no. 1 (1995): 21–38.

2Edward E. Jones and Victor A. Harris, “The Attribution of Attitudes,” Journal of Experimental Social Psychology 3 (1967): 1–24, http://www.radford.edu/~jaspelme/443/spring-2007/Articles/Jones_n_Harris_1967.pdf.

3Compare “Transhumanism as Simplified Humanism.” http://yudkowsky.net/singularity/simplified.

4See Eliezer Yudkowsky, “Artificial Intelligence as a Positive and Negative Factor in Global Risk,” in Global Catastrophic Risks, ed. Nick Bostrom and Milan M. Ćirković (New York: Oxford University Press, 2008), 308–345.

The less you know less about someone's personality, the more you should infer about their personality from their behavior.  So it is reasonable to infer more from behavior about others than yourself.  The problem instead seems to be overconfidence - we infer far more than is reasonable given only a small behavior sample.

You know, I agree that anyone who gives a different answer from "press the green button" is overcomplicating the question.  Our chief point of disagreement for years has been that it seems to me that your real life answer has long been "press the green button if I can do so without 'being a jerk' e.g. 'stealing the future'".  That, it seems to me, is clearly the wrong answer.

There may be very good time tested rules telling you not to steal things, and even better though less tested rules telling you not to steal the One Ring, but maybe Gollum has it and he just plain isn't very likely to be convinced to take it to Mt. Doom on his own, even if he knows more, thinks faster, and is more the person he wants to be.

Elizier, you comment "And yet people sometimes ask me why I want to save the world". I think you have a rational reason to save the world: You and I both live here on planet Earth. If the two of us can persist without a saved habitable Earth, then I do think it becomes to a degree more disposable. But we seem to be a bit far from that point at present.

Given that we're all part of it, the question should be "why are you not always trying anything to save the world?"

It's perfectly rational to not want to save the world if the world isn't in danger, or even if the ROI of dealing with threats to the world as a whole is less than dealing with more local issues. Knowing that humanity will continue is cold comfort if you spent your last dime to accomplish that and don't know where the next meal is going to come from.

Since I spend all day thinking about my job, a lot of my best analogies, metaphors, and examples tend to involve Singularity/transhumanism.  But the actual topic of this blog is cognitive bias and rationality.  If you want to talk about transhumanism, take it to a transhumanist blog or mailing list.

Eliezer Yudkowsky : But the actual topic of this blog is cognitive bias and rationality

This is exactly what I mean, there are strong cognitive biases underlying the singularitarian ideas and since your "best analogies, metaphors, and examples tend to involve Singularity/transhumanism" don't be surprised they are questionned.

By contrast, this is a much more interesting comment. Which deserves its upvote.

This is exactly what I mean, there are strong cognitive biases underlying the singularitarian ideas. . .

I'm not sure what he means much of the time, but Kevembuangga hits this particular ball out of the park.  Perhaps someone will write up a disagreement case study about the "Singularity" and post it here.  That would be quite the treat.  I'm already working on a different disagreement case study that will be posted to my own blog in the relatively near future. Cool concept, these disagreement case studies. . .

Matthew, I agree. The flip side of Hansen's recent post on freethinkers, is that we as inhabitants of a system with undiscriminating free thinkers in it would be rational not to reject their innovative good ideas simply because they're paired with a bunch of aesthetically off-putting contrarian ideas. I'm positing Kevembuangga to be such a free thinker in relation to many overcomingbias contributors.

While I would like to hear more rational anti-Singularitarian voices on this site for the sake of diversity, this sounds just like overextending a useful-but-imperfect heuristic - "people who think they can save the world are megalomaniacs" - when more detailed inquiry is warranted. Shouldn't we all care about saving the world?

Nick_Tarleton, this is just proving that, while you may have processed the fundamentals of correspondance bias, you have not completely processed the concept of false consensus, as you are using an example of this in your post.

You say "Shouldn't we all care about saving the world?", this is false consensus; assuming your opinion would be mirrored by a gross overestimate of relevant individuals than the actual statistic of individuals that share your opinion.
While Kavembuangga is demonstrating, with your interpretation of the quote you sampled, extreme cynicism, and you yourself are demonstrating extreme optimism, both are examples of false consensus and correspondance bias. You, I believe, have, unfortunately, fallen into the hole you were warned the location of, told the way to avoid, and given the means to avoid in this article.

In answer to your question, I would say "It depends on the circumstances surrounding, and the opinions constructing that individual.".

I don't think it's a false consensus at all to ask a question like "Shouldn't we all care about saving the world?".

Taken literally, there can be no consensus to a question. Both the question asker and answerer can share a consensus about the answer to the question, but the question itself has no definitive truth value and therefore cannot be agreed upon (assuming the question does not presume information).

However, even if you assume that the question was hypothetical it's still not a case of false consensus. The hypothetical question would translate to the statement "We should all care about saving the world". This is a statement of Nick_Tarleton's opinion. Nothing he's said implies that he believes that everyone or even the majority of people agree with his opinion. He has only stated what that opinion is.

If he had asked the hypothetical question "Doesn't everyone care about saving the world?" or  stated "Everyone cares about saving the world" that would be a different matter completely. Then he would be implying that others shared his view without providing any statistical reasoning to back it up.

Nick, I don't think we should all intrinsically care about saving the world. I think you, me, and whoever would socially contract with us and could add value should care about saving ourselves. Since we can't currently survive without the world (the Earth, Sun, and moon in their current general states) we need to conserve it to the degree that we need it to survive. Going beyond that in my opinion is bias, arbitrary aesthetics, irrational, or some combination of the three, and could problematically interfere with our mutual persistence.

Selfishness is at best no more rationally justifiable than altruism. (Why do so few rationalists see this?) My world-centered goals are at worst no more arbitrary than your self-centered ones. In fact, altruism may even be more reasonable, on grounds of symmetry and the fact that 'the self' is an illusion.

Nick, this is great, we have an interesting agreement. :) We may want to discuss this by email so we don't take over the thread, although I think it would be great if overcomingbias incorporate regular open threads and a sister message board.
I don't care whether or not selfishness is more rationally justifiable than altruism or not. In fact, I'm not even sure what that means because the first principles behind that statement don't seem clear to me. Unless your point is that all first principles are arbitrary.
I look at it from the perspective that I enjoy (apparently) existing as a subjective conscious entity, and I want to persist existing as a subjective conscious entity -forever, and in a real time sort of way. I think that defines me as an egoist (a classic egoist sentence in itself?). As a consequentialist, altruists only bother me to the extent that they may adversely impact my odds of persistence by engaging in their altruistic behavior, more rationally justifiable or not. To the extent that they positively impact -or even better, optimize- my odds of persistence, they're a phenomenon that I want to encourage.
You live in a universe with me in it, Nick. And you seem to me to be a bright person. So, given that you seem to want us both to do what's most rationally justifiable, and I want us to do what will maximize my personal odds of persistence, I'm hoping there's some common ground we can meet, that will in the process MMPOOP (maximize my personal odds of persistence) -please pardon the unsavory acronym.

In fact, altruism may even be more reasonable, on grounds of symmetry and the fact that 'the self' is an illusion.

I think Richard Dawkins is on the right track with his idea of "memes".  If the Buddha were alive today, I suspect he would call the self, and self-centered thinking a particularly prevalent and virulent meme infesting our cognitive facilities.  And amazing but true, it is quite possible to visualize the operation of the "self" in its meme-hood and cease to identify with it, as even materialistic atheists like Susan Blackmore and Sam Harris can attest.

I look at it from the perspective that I enjoy (apparently) existing as a subjective conscious entity, and I want to persist existing as a subjective conscious entity -forever, and in a real time sort of way.

A persistent inquiry into the nature of the "I" apparently making those statements will start the Ourobouros eating its own tail and lead to the end of the "optical delusion of consciousness", as Einstein put it.  In the end, reality trumps illusion. . .

Matthew, I'm not sure I completely understand your last statement, but it hasn't altered my my belief "that I enjoy (apparently) existing as a subjective conscious entity, and I want to persist existing as a subjective conscious entity -forever, and in a real time sort of way." I won't object if you decide to end your life and donate your current possessions and wealth to the charitable organization of your choice (UNICEF, Gates Foundation, Soros Foundation, or something else). But if you decide to persist as an interactive personality in the world with me, it's going to seem to me like you're an egoist yourself, and that you're just not being as transparent about it as I am (although admittedly I would only be this transparent about it anonymously, because of the -irrational in my opinion- social costs that many people seem to want to burden transparent egoists with.

I'll check out your link but a more detailed explanation from you of that last sentence would probably be welcome, too.

ps. I think there is some irony in naming people as being notable for having ceased to identified with self.

Matthew,
Well, I checked out the link on Ourobouros and it didn't spark any great epiphany or change my mind about wanting to MMPOOP first and foremost. That doesn't make me opposed to other people being altruistic, but I do think that goal should be subordinated to MMPOOP. However, I'm willing to compromise on policy -if that's what's necessary to ... MMPOOP.

Sam Harris does not believe in a god exterior to the human experience. This accords perfectly well to most definitions of "atheist." He thinks that religious experience is valid insofar as it is a psychological phenomenon and that in eliminating sentient humans and similar creatures, this experience, along with "God," would vanish from the universe.

TGGP, Sam Harris doesn't believe in God, and I think that's the definition of an atheist. One need not shun all experiences associated with religion to qualify.

HA, Matthew and I are referring to the fact pointed out by, for instance, David Hume or Buddhism that what appears to be a unitary, unchanging essence-of-Nick-Tarleton-ness (or whoever-ness) is an illusion; all that really exists is a collection of perceptions and memories loosely bound together in the same brain; other people differ from me only in having different experiences and embodiments, not in having some distinct essence; Nick-Tarleton-fifty-years-in-the-future may have collected so many different experiences as to be as far from Nick-Tarleton-now as Hopefully-Anonymous-now is; and consequently, it seems more reasonable to serve sentient-beings-as-a-whole than this illusion of an essential self. Someone else can probably explain it better than me.

Actually hopefully, I don't think that one can be quite so transparent as you are about egoism and remain anonymous just by using a pseudonym, at least to those who live in NYC.  How many people talk about MMPOOP?

Do you not understand what Matthew C and Nick T are saying, or do you just disagree.

The symbol represents the self consuming itself, which is a good description of the process that happens once "you" start investigating the nature of "you" seriously.  That's what Nick and I are referring to, although I suspect Nick conceptually reduces it all to brain states, while I see brain states and personal egos as phenomena playing out within the fundamental unity of Awareness.

Nick did a very nice job explaining why seeing the reality of the "self" explodes egotism.

Nick, are Hindus and other polytheists/animists/what-have-you atheists?

Nick Tarleton may change in many ways, but his DNA will not. As our genes are selfish, they cause us to single out the carrier of those genes (ourselves) as special and distinct from others and generally favor ourselves over others. This does remind me a bit of Lachmann vs Nozick on how far reductionism should go.

Matthew C, why does "Awareness" get a capital "A" and what do you mean by its "fundamental unity"?

I would just like to point out that Nick's "definition of an atheist" was to "n[o]t believe in God. Polytheists do believe in a god, and another god, and then some more, so of course that isn't atheism. As for animism, that's completely compatible with belief in God, but I'd say it's also compatible with atheism. It's not rational, but there are certainly atheists in the world who aren't rational. I'm often annoyed at all the connotations that go along with atheism; really, it's hardly a category at all. It's like the article here about selling nonapples: http://lesswrong.com/lw/vs/selling_nonapples/.(Incidentally, I didn't see anything in that particular quote from Samuel Harris that seemed irrational, either, although I fully admit that I know very little about him, so for all I know, he might be).

Michael, I think I understand what Nick and Matthew are saying, but if I don't I hope they or you jump in with a barrier-aesthetic/hide-the-ball denuded explanation. I think they're claiming  something like onesself is always changing, or that it's arbitrarily defined where one's self ends and other phenomena in apparently reality begins, or that any concept of self becomes absurdly messy under sustained scrutiny. That's all fine and dandy as far as analysis and descriptions go, but I'm a bit skeptical that they're right, since as best I can tell the analysis has been done by a couple of people with 3 pound primate brains in a rather enormous and complex apparent reality. If they want to end their lives tonight and bequest all their personal wealth to me (I'll come out of anonymity for that), I'll accept that as their decision, and give it a good college try to have their "selves" live on through a "shared awareness" that exists between my ears. But as for me, I'll still be trying to MMPOOP, rather conservatively, in something closer to its present form of organization. I understand my odds of success may be vanishingly low, but I'm happy to collaborate with similarly inclined folks on this blog or elsewhere.

To understand why people act the way they do, we must first realize that everyone sees themselves as behaving normally.  Don't ask what strange, mutant disposition they were born with, which directly corresponds to their surface behavior.  Rather, ask what situations people see themselves as being in.  Yes, people do have dispositions - but there are not enough heritable quirks of disposition to directly account for all the surface behaviors you see.

Most people see themselves as perfectly normal, from the inside.  Even people you hate, people who do terrible things, are not exceptional mutants.  No mutations are required, alas.  When you understand this, you are ready to stop being surprised by human events.

This topic is something I have noticed is easy to explain to people.  They understand it; they nod their head; then they return to being surprised by human events.  For some reason it never makes into their predictors.

I remember my moment of epiphany when this topic clicked into place and suddenly people were predictable. The kicking of vending machines returned expectations of, "Wow, they must be having a rough day," instead of, "Wow, they have anger issues."

The next step in this process is learning that someone's output is different than yours. Not everyone kicks vending machines on bad days. Not everyone flashes their lights in road rage. People who are surprised by these events may have grasped the truth in what you have said above can never imagine themselves in a situation where they would kick a vending machine.  When they see someone else kicking a vending machine, their internal self-predictor will never return "bad day" as a reason. The best they can come up with is, "angry person."

The point in me saying this is that acknowledging situational causes only helps when you understand the situational effects that result. Otherwise, you still get the wrong associative cause.

Another area that these predictors break down is in cultural differences. A strange example I can think of is man I knew from Africa. (I think Tanzania.) We were playing basketball and one of the American kids was constantly spitting on the ground. This utterly repulsed the African and he said, "Only pregnant women spit." This comes as a complete WTF moment for the rest of us and there was no way to compute his disgust without learning about his culture.

So, even if you begin to infer personality from a situational response, there is a small chance that whoever is kicking the vending machine is doing so because wherever he grew up people kick vending machines for good luck. It might be stupid, but so is kicking it because it ate your money.

His mother attended a performance in which he played Lucky in http://en.wikipedia.org/wiki/Waiting_for_Godot (please, do tell me how to do this properly here!) . Lucky is Pozzo's slave, and is badly treated. Afterwards, she commented that the actor playing Pozzo seemed a deeply unpleasant character, and insisted she could tell, even when my father protested that he was only playing his part, and was in fact a nice chap.

6 months later, she attended another performance, in which the same actor played a very sympathetic character. After the performance, she commented on what a lovely fellow he was. On being confronted with her earlier assessment, she was deeply confused.

This reminds me in a way of that old saying, "We judge other people by their actions but ourselves by our intentions."

Somewhere, there's probably a Brit who thinks Douglas Adams is an utter asshole thanks to the fundamental attribution bias.

The more I look for the fundamental attribution error, the more I find it. 

For example, recently I saw it in action with my father; we were driving to a lunch date in a hurry (at least, he thought he was late - I keep track of when I am late and am calibrated about this, and as I expected, we were early) and pulled in to a gas station. A white pickup truck was in the first position, and my father cursed the driver's utter incompetence as he veered around the pickup truck to park in the second spot. Obviously the driver was an 'idiot' for not simply pulling through to the second further spot and making it easier on followers.

I thought to myself, this is an old pickup truck with commercial plates, so the driver is presumably quite experienced. How likely is it that in his decades of driving he has not learned to pull through to the furthest gas pump? Why would he do that at all, given that it saves him no time since he will have to pull out once the fill-up is done?

At which point I realized what had happened: so the pickup driver had pulled through as far as possible when he arrived; it was merely that the second gas pump had been occupied, and the occupant had finished and driven away before we arrived, and one cannot move up a gas pump in the middle of the fill-up. This scenario was not merely possible, it was in fact likely given everything I mentioned previously and how busy the gas station was.

There is a further, independent bias in stranger-modelling [original research]. Not only do people assume persistent traits, they tend to assume the worst possible traits. For example, upon seeing a child reading a textbook at the bus stop, people will immediately assume they have a test this morning and are cramming, which stems from a natural inclination to procrastinate.

This can't be explained by correspondence bias alone. You could also assume that they're studious, and are studying for a test in two weeks; that they're anxious, and and are reassuring themselves they've studied enough for the test; that they're bookworms, and reading their textbook for fun. All of these are persistent character traits that could explain the behavior, but the least charitable explanation leaps to mind. Seriously, did you just pass negative judgement on someone you've seen for two seconds as you drove by? What a horrible person you must be!

To me, this is one of the most fundamental posts on LessWrong that has provided the greatest change to my thought processes.  The vending-machine example is clear and comes to mind often.

I am unable to think of a sequence of events which would lead to my kicking a vending machine. I am significantly less easy to anger than the average person. If I saw someone kicking a vending machine, I would be justified in thinking he was more easily angered than I, and I don't think the conclusion that "he is an angry person" is an unfair one to draw. 

If I see a hundred people, one of whom is kicking a vending machine, this is evidence for two conclusions... roughly, "that person is in the top 1% of angry people" and "that person is in the top 1% of anger-inducing situations." 

To draw the former conclusion may not be unfair... I don't exactly know what that means in this case... but if it turns out that the latter conclusion is true more often than the former, then it's relatively unjustified (it is, of course, more justified than other conclusions I might draw, such as "that person is having an exceptionally good day" or "that person is significantly less easy to anger than the average person").

The question then becomes, which conclusion is more often true?

A beautiful example from Clay Shirky's 2010 Cognitive Surplus, which he even identifies as fundamental attribution bias:

Napster acquired tens of millions of users in less than two years, making it the fastest-growing piece of software of its day. Its astounding success surely said something about the culture, and two conflicting interpretations were advanced in the early 2000s. The first was that young people had all become morally corrupt, willing to flout the sacred conventions of intellectual property. The second was that young people were so imbued with the spirit of sharing that they were happy to engage in the communal opportunity that Napster offered. The first explanation purported to explain why young people were so willing to take, the other why they were so willing to give. Both explanations couldn’t possibly be correct. In fact, neither of them was correct.

One of the weakest notions in the entire pop culture canon is that of innate generational difference, the idea that today’s thirtysomethings are members of a class of people called Generation X while twentysomethings are part of Generation Y, and that both differ innately from each other and from the baby boomers. The conceptual appeal of these labels is enormous, but the idea’s explanatory value is almost worthless, a kind of astrology for decades instead of months.

Generations do differ, but less because people differ than because opportunities do. Human nature changes slowly but includes an incredible range of mechanisms for adapting to our surroundings. Young people born in the decades after the baby boom ended were labeled Generation X, and they began entering the work-force in real numbers in the late 1980s. Gen Xers were said to be lazy—“slackers” in the parlance of the time—who didn’t exhibit the straightforward work ethic of their predecessors. (As someone born at the tail end of the baby boom, I loved this reasoning.) Commentators wrung their hands about the slackers in our midst, further evidence that society was going to hell in a handbasket. (Remember the Gin Laws?)

Then in the early 1990s a funny thing happened: Gen Xers started founding companies, joining start-ups, and working around the clock in pursuit of new opportunities. Gen Xers weren’t slackers at all—they were entrepreneurial! How could we have gotten it so wrong?

It’s simple: we didn’t factor in the environment in which the then-twentysomethings were living. The market crash of 1987 was followed by a fitful performance in the U.S. economy that, by the early 1990s, had tipped into a full-blown recession. In a recession, taking a dead-end job and conserving costs by hanging out with friends and drinking cheap beer are perfectly sensible responses. Maybe this generation wanted to be go-getters even in the depths of the recession, but people don’t behave in ways they don’t have the opportunity to behave in. Once the recession was over, the landscape of opportunity changed dramatically: it became easier to find a well-paying job, to start a company, or to join a start-up, all activities that the former slackers dove into with gusto.

At the moment of their earliest adulthood, Gen Xers were entering an economy that was inimical to ambition, and they behaved accordingly. Then, fairly suddenly, the economy started rewarding ambition, and the supposedly core psychological attributes of those young people simply vanished, to be replaced by an almost opposite set of attributes. You’d think this transformation would have broken people of their faith in such generalizations, but the desire to attribute people’s behavior to innate character rather than to local context runs deep. It runs so deep, in fact, that psychologists have a name for it: the fundamental attribution error. The fundamental attribution error is at work when we explain our own behavior in terms of the constraints on us (“I didn’t stop to help the stranded driver because I was late for work”) but attribute the same behavior in others to their character (“He didn’t stop to help the stranded driver because he’s selfish”). Similarly, we fell into the fundamental attribution error when we thought Gen Xers weren’t working hard because they were lazy.

Theories of generational difference make sense if they are expressed as theories of environmental difference rather than of psychological difference. People, especially young people, will respond to incentives because they have much to gain and little to lose from experimentation. To understand why people are spending so much time and energy exploring new forms of connection, you have to overcome the fundamental attribution error and extend to other people the set of explanations that you use to describe your own behavior: you respond to new opportunities, and so does everybody else, and these changes feed on one another, amplifying some kinds of behavior and damping others.

The "overcomplicating the question" link is broken and I can't find the article on that site anymore. But this looks like the same one: http://www.yudkowsky.net/singularity/simplified/

And the next link is here, I think: http://www.yudkowsky.net/singularity/ai-risk/

I have noticed that people are often quite sloppy about what questions they ask in addition to how they think about the answers.

I suspect when most people ask you why you want to save the world, what they really mean is, "Why do you devote so much effort to trying to save the world when your odds of success are so abysmally low that it may as well be considered impossible?  Don't you have more practical things to do with your time?"



Are Your Enemies Innately Evil?

We see far too direct a correspondence between others’ actions and their inherent dispositions. We see unusual dispositions that exactly match the unusual behavior, rather than asking after real situations or imagined situations that could explain the behavior. We hypothesize mutants. 

When someone actually offends us—commits an action of which we (rightly or wrongly) disapprove—then, I observe, the correspondence bias redoubles. There seems to be a very strong tendency to blame evil deeds on the Enemy’s mutant, evil disposition. Not as a moral point, but as a strict question of prior probability, we should ask what the Enemy might believe about their situation that would reduce the seeming bizarrity of their behavior. This would allow us to hypothesize a less exceptional disposition, and thereby shoulder a lesser burden of improbability.

On September 11th, 2001, nineteen Muslim males hijacked four jet airliners in a deliberately suicidal effort to hurt the United States of America. Now why do you suppose they might have done that? Because they saw the USA as a beacon of freedom to the world, but were born with a mutant disposition that made them hate freedom?

Realistically, most people don’t construct their life stories with themselves as the villains. Everyone is the hero of their own story. The Enemy’s story, as seen by the Enemy, is not going to make the Enemy look bad. If you try to construe motivations that would make the Enemy look bad, you’ll end up flat wrong about what actually goes on in the Enemy’s mind.

But politics is the mind-killer. Debate is war; arguments are soldiers. If the Enemy did have an evil disposition, that would be an argument in favor of your side. And any argument that favors your side must be supported, no matter how silly—otherwise you’re letting up the pressure somewhere on the battlefront. Everyone strives to outshine their neighbor in patriotic denunciation, and no one dares to contradict. Soon the Enemy has horns, bat wings, flaming breath, and fangs that drip corrosive venom. If you deny any aspect of this on merely factual grounds, you are arguing the Enemy’s side; you are a traitor. Very few people will understand that you aren’t defending the Enemy, just defending the truth.

If it took a mutant to do monstrous things, the history of the human species would look very different. Mutants would be rare.

Or maybe the fear is that understanding will lead to forgiveness. It’s easier to shoot down evil mutants. It is a more inspiring battle cry to scream, “Die, vicious scum!” instead of “Die, people who could have been just like me but grew up in a different environment!” You might feel guilty killing people who weren’t pure darkness.

This looks to me like the deep-seated yearning for a one-sided policy debate in which the best policy has no drawbacks. If an army is crossing the border or a lunatic is coming at you with a knife, the policy alternatives are (a) defend yourself or (b) lie down and die. If you defend yourself, you may have to kill. If you kill someone who could, in another world, have been your friend, that is a tragedy. And it is a tragedy. The other option, lying down and dying, is also a tragedy. Why must there be a non-tragic option? Who says that the best policy available must have no downside? If someone has to die, it may as well be the initiator of force, to discourage future violence and thereby minimize the total sum of death.

If the Enemy has an average disposition, and is acting from beliefs about their situation that would make violence a typically human response, then that doesn’t mean their beliefs are factually accurate. It doesn’t mean they’re justified. It means you’ll have to shoot down someone who is the hero of their own story, and in their novel the protagonist will die on page 80. That is a tragedy, but it is better than the alternative tragedy. It is the choice that every police officer makes, every day, to keep our neat little worlds from dissolving into chaos.

When you accurately estimate the Enemy’s psychology—when you know what is really in the Enemy’s mind—that knowledge won’t feel like landing a delicious punch on the opposing side. It won’t give you a warm feeling of righteous indignation. It won’t make you feel good about yourself. If your estimate makes you feel unbearably sad, you may be seeing the world as it really is. More rarely, an accurate estimate may send shivers of serious horror down your spine, as when dealing with true psychopaths, or neurologically intact people with beliefs that have utterly destroyed their sanity (Scientologists or Jesus Campers).

So let’s come right out and say it—the 9/11 hijackers weren’t evil mutants. They did not hate freedom. They, too, were the heroes of their own stories, and they died for what they believed was right—truth, justice, and the Islamic way. If the hijackers saw themselves that way, it doesn’t mean their beliefs were true. If the hijackers saw themselves that way, it doesn’t mean that we have to agree that what they did was justified. If the hijackers saw themselves that way, it doesn’t mean that the passengers of United Flight 93 should have stood aside and let it happen. It does mean that in another world, if they had been raised in a different environment, those hijackers might have been police officers. And that is indeed a tragedy. Welcome to Earth.

An interesting (and in my opinion daring) point, Eliezer, although I'm not sure if it's true or not, because I'm not sure about the degree to which genetics, etc. plays a role in creating "evil mutants". After all, people who commit 9/11 type acts ARE rare. The 9/11 participants in my understanding included people with masters degrees and people with long periods of exposure to the West, and that even enjoyed Western comforts immediately prior to their act. I'm not sure if they're representative of "muslim males" as much as they're representative of people that belong to death cults. Just because they're widely admired in some parts of the world doesn't mean that they'd have many imitators. It defies most forms of "selfish gene" logic to kill onesself prior to procreating, particularly if one is a young healthy male. I do think it's possible that the actual 9/11 participants were deviant in all sorts of ways, rather than representatives of people that grow up culturally non-western and muslim rather than culturally western (muslim or not). However, I think you still make great points about the not-always-utilitarian human bias of picking a side and then supporting all of its arguments, rather than focusing on what mix of policy is actually best.

A single generation of mutation could not create an effect as specific as "die for something". Especially not frequently enough for nineteen of them to emerge closely enough to cooperate.

From what I can gather suicide bombers and the like are pretty normal people. Part of what makes normal people normal is that they're relatively easy to influence.

If you want to find something like evil mutants, try looking at those who recruit suicide bombers. On the other hand, it's probably harder to study them, and even they may not be as alien as we hope.

From what I can gather suicide bombers and the like are pretty normal people. Part of what makes normal people normal is that they're relatively easy to influence.

Well, suicide bombers are more likely to have engineering degrees than the general public. There's also some evidence that engineers are surprisingly likely to be creationists. I don't think engineers are evil mutants, but it does suggest that there are certain modes of thinking that are likely to have bad results. To repeat fairly standard speculation in this regard, engineers aren't taught critical thinking and are taught to not tolerate uncertainty. This is not a good combination.   

To repeat fairly standard speculation in this regard, engineers aren't taught critical thinking and are taught to not tolerate uncertainty. This is not a good combination.

I don't think that's quite correct (uncertainty is a huge concern of engineers), although it's getting there. I would speculate as follows:

It's not that Muslim engineers have a special tendency to become jihadis. But engineers do stuff. They solve problems, they act. So when an engineer does join the jihad, they won't be half-hearted about it, and they'll probably be good at it. And in this regard, the jihad is exactly the same as all modern war: educated people who know something of physics and problem-solving always play a large role. That's my theory. 

Soldier:
The government told me to.  They've been elected by us, so they must be right, yeah?
Everyone else is doing it - think how my friends would look down on me if I said no!
I'm going to be a hero!  Heroes get all the girls.

Bomber:
My God told me to... can't argue with God, right?
My friends are doing it - I don't want to look like a coward!
Mmm, virgins. (Or other heavenly reward of choice).

Hmmm... that was originally going to be a list of differences in their viewpoints, but the more I think about it, the more similar they appear.  Now I'm not sure what I think any more!

Sorry for responding so late, but do you really think that this thought:

"My people are being oppressed, primarily economically. I can see that it is mostly Americans doing this. Peaceful protest tends to get me shot at. Clearly these Americans consider their profits more important than my and my people's lives; their actions are causing our suffering and deaths, they are aware of this, yet they continue to do so. Therefore, they are deliberately killing and ravaging my people, and so it is justified for me to kill them. Also, doing so may cause them to strike out in more obvious, militaristic ways, which will weaken their economy (punishing them) and make it more obvious to my fellows that, indeed, America is an extremely evil nation that must be opposed. Better to force them out in the open than let them continue oppressing us by subterfuge. Doing this will be very difficult, and will likely cost me my life, but the organization I just joined has offered to pay a good deal of money to my surviving family when/if I do die, and given that right now they're struggling to buy food because of those fucking Americans and their economic jackassery. Therefore, it is justified and indeed Justice for me to blow up their center of commerce, even at great personal sacrifice."

"I'm the reincarnation of Napoleon! Hibberty flibberty jibbit!"

I'd think the hijackers would refer to them as infidels.

Do you really, truly think that the only motivations in choosing to do an attack against America (heck, picking America as the target in the first place) and picking the WTC and Pentagon as the targets of that attack, was because the attackers were Muslim while the ones being attacked were not? If so, why have they not done similarly to all non-Muslim nations? Why not attack symbols or places of power of religion, rather than economics and the military?

Certainly religion is used as a framing device and recruitment tool; it's a powerful ingroup identifier. Especially when you have people doing the same on the opposite side of your fight.

Piece of advice: just because you see the world in purely Marxist terms, doesn't mean everyone else does.

That's not so much a piece of advice as a snipe at what you perceive to be the dialectic I'm using to interpret this. It seems to me that you didn't say that to enlighten me, but to reduce my status in the eyes of what you (and I) assume is a mostly capitalist readership.

Osama bin Laden talks about "defeating the Great Satan for the glory of Allah and Mohammed (pbuh)" for the same reason George Walker Bush talked about "spreading Freedom and Democracy": because it resonates with his intended audience, convinces them that he has similar thought-processes to them and is representative of their interests, or at the very least their team, not because he actually believed that that was what he was doing.

There is a problem with arguments of the form, "The leader of that group clearly doesn't 'really' believe his own rhetoric he's just saying that because it resonates with his followers."  This implies that their followers actually believe that stuff, otherwise there would be no point in the leaders' saying it.  But you've just admitted that there exist people who really believe that stuff, why is it so absurd for the leader to be one of those people?

I certainly agree that I should not model their minds as being identical to mine, but given that I don't want to kill people, I'm already doing that at least to some degree.

You're still self-anchoring.  You observe that they want to kill people, so you try to imagine under... (read more)

I agree; there may very well be the rare innately evil person, but promoting or implementing an ideology that is based on false premises that turns out to have evil consequences does not require "innate" evil. The 9/11 hijackers might very well be described as "neurologically intact people with beliefs that have utterly destroyed their sanity" but, if the beliefs they had about the state of the world were actually true (which they weren't!) then many value systems would endorse their actions.

If there were a diety that condemns unbelieve... (read more)

"Everyone is the hero of their own story." is a popular claim, and may well be true, but I don't know if any evidence for it has been carefully collected.

"The Enemy's story, as seen by the Enemy, is not going to make the Enemy look bad."
Some cultures fairly reliably create people who think rap sounds bad, others fairly reliably create people who think rap sounds good.
Some cultures fairly reliably create people who think sushi tastes bad, others fairly reliably create people who think sushi tastes good.
Some cultures fairly reliably cr... (read more)

A great post, and one of the reasons I promote emotivism. I attribute a recent dissagreement (in which I admit I acted like a dick) to just this. The funny thing is that usually two people argue with each other, convinced the other is evil. In this case I am arguing with someone over just how scary some other people that we both don't care for are.

It appears counterproductive to use the word mutants to describe how people think of enemies. Most people can easily deny that they've done that, and therefore conclude they don't need to learn from your advice. I think if you were really trying to understand those who accept misleading stereotypes of suicide bombers, you'd see that their stereotype is more like "people who are gullible enough to be brainwashed by the Koran". People using such stereotypes should be encouraged to think about how many people believe themselves to be better than average at overcoming brainwashing.

And for those who think suicide bombers are unusual deviants, I suggest reading Robert Pape's book Dying to Win.

This post starts off talking about school shooters, but I think it could be applied to terrorists as well, although they have a movement and ideology behind them.

It is interesting that you talk about the "nineteen [who] hijacked four jet airliners in a deliberately suicidal effort to hurt the United States of America". Your article starting in this vain gave me hope. Alas, it was not to be. I have not read all of your posts nor followed all of your links so I realize I have missed many of your thoughts and probably have an incomplete picture, so take what I'll say and put it in that context. If not, then your lack of expansion of this idea to its logical conclusion that these individuals did not typify [v... (read more)

Some Dude, since when is war profitable? It can be extremely expensive, and you can't really have both sides win, yet it is often the case that both sides are eager for it.

Since there existed private military contractors, or before that, since there existed spoils of war?

An accurate estimate of anyone else’s psychology is a dubious benefit in strategic interactions that depend solely on being able to predict the actions of friend and foe.

In Proposition XXXVII of Part IV of the Ethics, Benedict Spinoza asserts that the good that every man who follows after virtue wants for himself, he also desires for other men; and this Desire is greater as his knowledge of God is greater. After proving his claim, Spinoza observes that the law against killing animals is based more on vain superstition and womanish pity than on sound reason... (read more)

I've come to think that way years ago, and am happy to read such a clear exposition on the point.

What's ironic is that the first time the issue actually called my attention was while reading the famous How to Win Friends and Influence People. Now, the book is about winning, not truth, and the point of the chapter was saying to people "If I were in your position, I would have done the same thing" as a strategy to win their sympathy. Functional and teleological friend-winning strategy, sure. But when afterward Carnegie made the point that saying th... (read more)

It seems to me that us readers and commenters of such a blog as this one might in fact have genuinely evil mutants as enemies.

This interview with notorious lawyer Jacques Verges in Spiegel deals with the question of evil in a very thought provoking way.

Jacques Verges: Nature is wild, unpredictable and senselessly gruesome. What distinguishes human beings from animals is the ability to speak on behalf of evil. Crime is a symbol of our freedom.

SPIEGEL: You have defended some of the worst mass murderers in recent history, and you have been called the "devil's advocate." Why do you feel so drawn to clients like Carlos and Klaus Barbie?

Verges: I believe that everyone, no matter what he may have done, has the right to a fair trial. The public is always quick to assign the label of "monster." But monsters do not exist, just as there is no such thing as absolute evil. My clients are human beings, people with two eyes, two hands, a gender and emotions. That's what makes them so sinister.

Verges: What was so shocking about Hitler the "monster" was that he loved his dog so much and kissed the hands of his secretaries -- as we know from the literature of t

Another problem with seeing enemies as innately evil is that it lets us off the hook as to our own capacity for evil (so elegantly demonstrated by the Milgram experiments, although I hope I would do better).

I've lost count of how many times I've heard that Hitler or Stalin or whoever was "just evil," or that the holocaust was the result of some essentially German negative personality trait, or that child abusers of various kinds are "just monsters."

To the extent that these statements mean only "Boo Stalin!" or "Boo paedophiles!" I guess they're not so bad, but I think people actually believe them as propositions to some extent. Certainly, if movies are any guide, the bad guys are usually pure evil - for no readily apparent reason, they just love pain and want to blow up the world.

Which is a big problem, because it leads you to be naive about your own propensity. An acquaintance of mine knew a rapist, through work. This rapist was not a slavering beast, he was an ordinary guy (maybe with some nasty explicit or implicit beliefs about women) until he got drunk and raped somebody. I really don't want to say "it could have been me," and I honestly don't think it could have. But I doubt he thought, say a year before, that it could have been him.

Eliezer, terrorists may not be evil mutants, but I'm pretty sure they do hate freedom. Islam translates to "submission to God", and if you look at the history of radical Islam, you'll see that their main opposition has been to freedom and liberalism all along. It all got started with a Muslim university student in the fifties who got disgusted with American immorality, and decided that Islam needed to stand against it, so he tried to overthrow the Egyptian government and establish an Islamic state. It failed, and he and his followers came to believe that it failed because Islam was being corrupted by Western freedoms and immorality.

They might not be evil, but their value structure is incompatible with ours.

Here's something that Muslim university student wrote: 

When, in a society, the sovereignty belongs to God alone, expressed in its obedience to the Divine Law, only then is every person in that society free from servitude to others, and only then does he taste true freedom. This alone is 'human civilization', as the basis of a human civilization is the complete and true freedom of every person and the full dignity of every individual of the society. On the other hand, in a society in which some people are lords who legislate and some others are slaves who obey them, then there is no freedom in the real sense, nor dignity for each and every individual. 

Qutb hates "liberal" freedom, but he considers it internal slavery to animal desires, and it correlates with external slavery to a human hierarchy. Whereas knowledge of Islam humanizes you, and a shared knowledge of Islam allows people to live without dictators, because order comes from an impersonal source - shariah law - rather than the whim of a governing class. 

Qutb definitely values a form of freedom, but says it can't exist unless you have Islam first. 

The person who originally claimed that "they hate us for our freedom" was probably referring to a Western, enlightenment notion, called by that name. 

The thing that the Muslim university student praises and calls freedom is apparently an Islamic religious idea, corresponding very roughly to the sort of freedom a recovering addict craves from his addictions.

If the words were tabooed, then you would probably see the coherence of both points of view, and I think, could fairly assert that Islamists really do "hate our freedoms" in a sense, so long as you don't allow this approximation to carry more than its fair burden of explanatory weight (as certain former POTUSs have done). 

I agree with the post; and I think it would be more applicable to us here on LW if we extend it to cover "stupid" as well as "evil".  We see "stupid" and "evil" as not being very different; and we get the same shot of righteous adrenaline from putting down a stupid comment as from putting down an evildoer.

People who work with Steve Jobs said in the 1990s that he assigned everyone a "bozo bit"; and if they disagreed with him a few times, he set their bozo bit to 1, and ignored or derided everything they said... (read more)

Thank you so much!
I really like this thread, because I've been arguing with people for years about it, and people just don't get it. ;)
It's a really interesting topic, as well, trying to think from the bad guy's perspective.
Thank you, again.

If you absolutely believe something, then no matter how implausible it may seem to others with other beliefs, to you, in your mind, it is evident truth, and that therefore is your reality, and anyone who thinks otherwise will often be irritatingly stupid to you.

People with absolute beliefs that just require faith can pretty much rationalise anything to fit them, and are amazingly good at ignoring obvious flaws in their beliefs, and at seeing any, even tiny, counter argument, as being 'evil' and taking the ot... (read more)

I agree with most of the points in this article, but yet it underestimates a fundamental difference between two ways of disagreeing.

Take the typical political debate about "raising taxes on the wealthy to give social help to the poor" vs "giving tax cuts and reducing social help". People can disagree on that topic for two completely different set of reasons.

People can disagree on that topic because, even if they share a more-or-less common utility function, in which having people dying of cold in the street is valued very negatively, they have different expectations about what each policy will do. Some will say that raising taxes on the wealthy and giving the money to the poor will improve the living conditions of the poor, without hurting much the wealthy, and will be good for the economy since it'll increase the demand in construction/good factory/... which is the true motor of economy. Some will say that raising the taxes on the wealthy and giving the money to the poor will lower the incentive for the rich to invest in the economy, and for the poor to find themselves a job, and will at the end damage the whole economy and makes everyone poorer on the long run... (read more)

The Jesus Camp link is broken. Does anyone have an alternative? I don't know what Eliezer is referencing there.

This post needs to be air-dropped over the world's ten largest metropolitan areas.  Actually, Harry Potter and the Methods of Rationality needs to be air-dropped, with translations where necessary, because it contains the same truths but is more entertaining.
I think the same arguements apply to labeling your enemies as insane mutants, which is a somewhat gentler, more politically correct way of demonizing them.  We tend to assume that the enemy is insane because we could not imagine doing such a thing, and are therefore Surprised by Reality.  It might make sense to update our idea of "sanity."

Ever since I read this post, I've been trying to be as charitable as possible to my opponents, but it's been an uphill battle because emotions flare up quickly. 

I recently discovered a nice psychological trick that happens to work on me, which helps me argue more sanely. As soon as I get angry or emotional, I catch myself, look straight at the other person, and repeat in my mind, I want you to prosper. I want you to be happy. I want you to live a fulfilling life. (This is true, for any and all people who disagree with me.) 

Personally, I find it easier than trying to fight negativity with more negativity ("You're a Bad Person for thinking your opponent is a bad person; why is this such a horrible argument?"). Explicitly reminding myself that I'm on Team Humanity, not Team Political Party, explicitly reminding myself that the point of this arguing is to find a better way to help people, is usually enough to help me zoom out and erase negative feelings. 

This hasn't been extensively tested, but it seems like it would fit the mindset of many people here. It worked on an Objectivist who said he would rather have people in Rwanda and Somalia starve to death than live like "... (read more)

I will just pop in here to say that I used to be this huge snob who would look down at people my age who said that Ender's Game is one of their favorite books. I was like "Clearly, they have not read any fancy literature since middle school. Silly noobs!" 

And then I read the book again and I realized that actually that book is super-important because it basically captures the contents of this article in a book for children when most books for children are all about taking out the evil bad guy and sorta imply that violence is no big deal.

If it took a mutant to do monstrous things, the history of the human species would look very different.  Mutants would be rare.

Maybe I'm missing something, but shouldn't it read: "Mutants would not be rare." ? 
Many monstrous things happened in human history, so if only mutants could do evil deeds, there would have to be a lot of them. 
Furthermore, mutants are rare, so no need for the subjunctive "would". 

Realistically, most people don't construct their life stories with themselves as the villains.  Everyone is the hero of their own story.  The Enemy's story, as seen by the Enemy, is not going to make the Enemy look bad.  If you try to construe motivations that would make the Enemy look bad, you'll end up flat wrong about what actually goes on in the Enemy's mind.

Well only at the uppermost level.   i.e. most evil people are unaware that they are evil.  They misconstrue their own motivations.  So if you construe motivations which make the Enemy look bad, ... (read more)

Does anyone know of any psychological studies showing it is actually the case that people regard their enemies as evil, rather than misguided?

Agreed that the 9/11 hijackers see themselves as the heroes of their own story.  But about “hating freedom”, they very likely thought that:

Realistically, most people don’t construct their life stories with themselves as the villains. Everyone is the hero of their own story.

At tonight's sequences-reading meetup, I argued that while it is a mistake to think that people typically see themselves as villains, it is also a mistake to think that they typically view themselves as heroes. Most people don't have especially grand narratives, nor do they view themselves as very strongly moral in either direction (even though I believe there's a trend toward positive self-image).

 I basically believe that all humans are inherently good people. However, my life experience and encounters with enemies have taught me a lesson: everyone is the hero of their own story. Sometimes, people become blinded by anger, greed, envy, or other strong emotions, and they do foolish things. When their ego gets involved, it makes things worse. The situation escalates from a moment of anger, where the person might not have had to react, to a point where they feel they must stick to their position because of the... (read more)



The Robbers Cave Experiment

Did you ever wonder, when you were a kid, whether your inane "summer camp" actually had some kind of elaborate hidden purpose—say, it was all a science experiment and the "camp counselors" were really researchers observing your behavior?

But we'd have been more paranoid if we'd read Intergroup Conflict and Cooperation:  The Robbers Cave Experiment by Sherif, Harvey, White, Hood, and Sherif (1954/1961).  In this study, the experimental subjects—excuse me, "campers"—were 22 boys between 5th and 6th grade, selected from 22 different schools in Oklahoma City, of stable middle-class Protestant families, doing well in school, median IQ 112.  They were as well-adjusted and as similar to each other as the researchers could manage. 

The experiment, conducted in the bewildered aftermath of World War II, was meant to investigate the causes—and possible remedies—of intergroup conflict.  How would they spark an intergroup conflict to investigate?  Well, the 22 boys were divided into two groups of 11 campers, and—

The researchers' original plans called for the experiment to be conducted in three stages.  In Stage 1, each group of campers would settle in, unaware of the other group's existence.  Toward the end of Stage 1, the groups would gradually be made aware of each other.  In Stage 2, a set of contests and prize competitions would set the two groups at odds.

They needn't have bothered with Stage 2.  There was hostility almost from the moment each group became aware of the other group's existence:  They were using our campground, our baseball diamond.  On their first meeting, the two groups began hurling insults.  They named themselves the Rattlers and the Eagles (they hadn't needed names when they were the only group on the campground).

When the contests and prizes were announced, in accordance with pre-established experimental procedure, the intergroup rivalry rose to a fever pitch.  Good sportsmanship in the contests was evident for the first two days but rapidly disintegrated.

The Eagles stole the Rattlers' flag and burned it.  Rattlers raided the Eagles' cabin and stole the blue jeans of the group leader, which they painted orange and carried as a flag the next day, inscribed with the legend "The Last of the Eagles".  The Eagles launched a retaliatory raid on the Rattlers, turning over beds, scattering dirt.  Then they returned to their cabin where they entrenched and prepared weapons (socks filled with rocks) in case of a return raid.  After the Eagles won the last contest planned for Stage 2, the Rattlers raided their cabin and stole the prizes.  This developed into a fistfight that the staff had to shut down for fear of injury.  The Eagles, retelling the tale among themselves, turned the whole affair into a magnificent victory—they'd chased the Rattlers "over halfway back to their cabin" (they hadn't).

Each group developed a negative stereotype of Them and a contrasting positive stereotype of Us.  The Rattlers swore heavily.  The Eagles, after winning one game, concluded that the Eagles had won because of their prayers and the Rattlers had lost because they used cuss-words all the time.  The Eagles decided to stop using cuss-words themselves.  They also concluded that since the Rattlers swore all the time, it would be wiser not to talk to them.  The Eagles developed an image of themselves as proper-and-moral; the Rattlers developed an image of themselves as rough-and-tough.

Group members held their noses when members of the other group passed.

In Stage 3, the researchers tried to reduce friction between the two groups.

Mere contact (being present without contesting) did not reduce friction between the two groups.  Attending pleasant events together—for example, shooting off Fourth of July fireworks—did not reduce friction; instead it developed into a food fight.

The boys were informed that there might be a water shortage in the whole camp, due to mysterious trouble with the water system—possibly due to vandals.  (The Outside Enemy, one of the oldest tricks in the book.)

The area between the camp and the reservoir would have to be inspected by four search details.  (Initially, these search details were composed uniformly of members from each group.)  All details would meet up at the water tank if nothing was found.  As nothing was found, the groups met at the water tank and observed for themselves that no water was coming from the faucet.  The two groups of boys discussed where the problem might lie, pounded the sides of the water tank, discovered a ladder to the top, verified that the water tank was full, and finally found the sack stuffed in the water faucet.  All the boys gathered around the faucet to clear it.  Suggestions from members of both groups were thrown at the problem and boys from both sides tried to implement them.

When the faucet was finally cleared, the Rattlers, who had canteens, did not object to the Eagles taking a first turn at the faucets (the Eagles didn't have canteens with them).  No insults were hurled, not even the customary "Ladies first".

It wasn't the end of the rivalry.  There was another food fight, with insults, the next morning.  But a few more common tasks, requiring cooperation from both groups—e.g. restarting a stalled truck—did the job.  At the end of the trip, the Rattlers used $5 won in a bean-toss contest to buy malts for all the boys in both groups.

The Robbers Cave Experiment illustrates the psychology of hunter-gatherer bands, echoed through time, as perfectly as any experiment ever devised by social science.

Any resemblance to modern politics is just your imagination.

(Sometimes I think humanity's second-greatest need is a supervillain.  Maybe I'll go into that line of work after I finish my current job.)

Sherif, M., Harvey, O. J., White, B. J., Hood, W. R., & Sherif, C. W. 1954/1961. Study of positive and negative intergroup attitudes between experimentally produced groups: Robbers Cave study. University of Oklahoma.

Was this before or after Lord of the Flies I wonder?

Anyway, I think children are different enough from adults that you can't conclude much about what adults will do from studying the behavior of children.

Ethics be damned we need more experiments like this

How is this experiment unethical? It was just a regular summer camp, with counselors that happened to be taking notes.

What sort of long-term developmental effect do you think this experience had on the boys?

God could be the ultimate supervillian. Except it would make for a very small 'in' group.

If you count every murder, disease, rape, robbery, death for any other reasons, intellectual disability, and addition to uncyclopedia as his responsibility, he already is.

If those are the unfortunate downsides of policies that are worthwhile overall, then I don't think that qualifies for 'supervillain' status.

I mean, if you're postulating the existence of God, then that also brings up the possibility of an afterlife, etc, so there could well be a bigger picture and higher stakes than threescore years and ten. Sometimes it's rational to say, That is a tragedy, but this course of action is still for the best. Policy debates should not appear one-sided.

If anything, this provides a possible answer to the atheist's question, "Why would God allow suffering?"

"Policy debates should not appear one-sided" doesn't in this case give credence to the idea that a world with suffering implies the possibility of the God.  Quite the opposite.  That is a post-hoc justification for what should be seen as evidence to lower the probability of "belief in just and benevolent God."  This is analogous to EY's example of the absence of sabotage being used as justification for the concentration camps in "Conservation of Expected Evidence"

I didn't mean to suggest that the existence of suffering is evidence that there is a God. What I meant was, the known fact of "shared threat -> people come together" makes the reality of suffering less powerful evidence against the existence of a God.

Except it really doesn’t, because a truly omni God (omniscient, omnipotent, omnibenevolent, etc) realistically wouldn’t help against the problem of evil. The point of the reality of suffering being evidence against God isn’t about omnibenevolence existing within a vacuum, but about omnibenevolence existing within the context of joint omnipotence and omniscience - Mackie’s inconsistent triad, so to speak. A God possessing both of the latter wouldn’t have to worry about puny human concerns like logic and the like, so logic or rationality-based theodicies (including those around finding a shared enemy) don’t, in my opinion, provide adequate arguments against the problem of evil.

Ian C.: Is there any reason in particular that you think that adults are so different from children? I would say that most adults most of the time act pretty childish, though they often couch it in a form that seems more mature.

Agreed. The main difference between adults and children, I think, is that adults are more capable of criticizing their own actions according to a moral framework. But they aren't necessarily inclined to do so. Adults who don't question their own thoughts and actions won't necessarily behave any better than children, just more within social convention, since they've had time to absorb those "rules". 

I have also speculated on the need for a strong exterior threat. The problem is that there isn't one that wouldn't either be solved too quickly, or introduce it's own polarizing problems.

A super villain doesn't work because they lose too quickly, see Archimedes, Giorgio Rosa, et al.

Berserkers are bad because they either won't work or work too well. I can't see any way to make them a long term stable threat without explicitly programming them to lose.

Rogue AI doesn't work, again because it either self-destructs or kills us too quickly, or possibly sublimes, depending on quality and goal structure.

The best proposal I've ever heard is a rival species, something like an Ant the size of a dog, whose lack of individual intelligence was offset by stealth hives, co-op, and physical toughness. But it would be hard to engineer one.

My friend had the idea that we need a race of bunnies from another planet to infest Earth. They would be a nuisance, nothing more. They would breed and eat crops. But they would be enough trouble that we would have to work together to stop them.

My friend had the idea that we need a race of bunnies from another planet to infest Earth. They would be a nuisance, nothing more. They would breed and eat crops. But they would be enough trouble that we would have to work together to stop them.

Some others have Have Got A Theory that suggests the opposite approach!

(All but Giles)
What cant we do if we get in it?
We'll work it through within a minute,
We have to try, we'll pay the price,
Its do or die,

(All)
What can't we face if we're together?
What's in this place that we can't weather?
There's nothing we cant face....

You could just move plants and animals to continents where they don't belong. Image what would happen if kudzu was released in the US. Oh wait, it was.

You ever heard the phrase "X is like violence; if it's not solving your problems, it's because you're not using enough of it."? This is the very first time I've heard somebody propose "problems" as the value of X.

I don't want to say what it is for fear of spoilering it, but is anyone else thinking of the same groundbreaking comic book I am?  Perhaps that's the supervillain Eliezer is thinking of...

Rot13 Jngpuzra.  The main villain is trying to force the world powers to unite to fight his fake alien invasion, and you aren't supposed to find this out until the end.

last time we spoke about it, Eliezer was of the opinion that the last scene implies that A* V** failed. I thought it was more ambiguous than that.

"Is there any reason in particular that you think that adults are so different from children?"

I believe the main determinant of how people act is their ideas (as against biology or some other factor). So choosing a group of people to represent society who likely have a far narrower set of ideas than actual society is probably a bad experiment. Because it's not just any old difference, it's a difference in the main causal factor.

Children are a good representative sample for society. It is proven that and type of group, no matter the age, will act in the same way. with leaders followers and the middle ground people. Regardless if the group consists of children or adults, a group with that same common goal and ideas with have the same reactions.

I would believe the main influence the larger set of ideas has, is to provide a more extensive set of rationalizations as to why we did as we did, and to express those rationalizations more eloquently when we defend our actions.

"Now that we know who you are...I know who I am. I'm not a mistake! It all makes sense. In a comic, you know how you can tell who the arch-villain's going to be? He's the exact opposite of the hero, and most times they're friends, like you and me. I should've known way back when. You know why, D? Because of the kids. They called me Mr. G."

Eliezer - would you not say that humanity could take its pick of super-villains, but chooses not to do so because this would be akin to taking out flood insurance when there had been no floods in living memory? Nuclear war, near-Earth objects, global warming, grey goo, take your pick of vaguely-disturbing-but-comfortably-removed-from-real-life Doomsday Scenarios.

I fear humanity wouldn't unite, Independence Day-style, until our destruction was pretty much assured. Or, more likely, until the markets noticed that the end was nigh and sought to do something about it.

I've no doubt everyone's well aware of Phil Zimbardo's seminal 1970s prison guard experiments, but if not, http://en.wikipedia.org/wiki
/Stanford_prison_experiment

As I pointed out before, Ronald Reagan had the idea of humanity uniting against an anthropomorphic menace long ago.

Just in case : "1984" was written in 1947. The original title of the book was to be "1948", the editor asked Orwell to change it so he reversed the numbers.Or so I have heard, I can't seem to find the confirmation, if anyone could confirm or infirm ?

I've thought that the single best thing that could happen our species is a hostile alien invasion (short of electronic transcendence, that is).

I don't feel this in/out group bias very strongly -- so I think it's possible to eliminate the mentality under certain circumstances. The question becomes, what are those circumstances, and how can they be reliably recreated?

Well when I look at the behavior of some sports fans it seems so strange.  At a football game recently I saw a few people sitting behind the opposition bench and trying to bate the players into a fight.

Global warming shows that it is not so simple to create a common enemey.

"Sometimes I think humanity's second-greatest need is a supervillain."

Isn't this like saying the hurrican was so great it created all those contruction jobs?  I agree it would be nice if we could work together more, but lets do it to be productive, not just to maintain status quo.

This may depend on how long the cooperation lasts after the external conflict occurs.

Why the hating on summer camp?  The good ones are wonderful.

Please don't spoil important literary works in this thread.  Spoilers will be deleted.

Great post.  History's main supervillain has been the Devil -- unfortunately, the Rattlers inevitably decide that the Eagles do his dark bidding, and vice versa.

And for all that, The Devil is simply used as more rationalization for pack behavior and scapegoating.

Setting the conversation of a super-villain aside is there another important aspect to this study, such as the unification of two groups at odds through collaboration and teamwork?  Segregation is polarizing and continues this 'us vs. them' attitude and often these ideas are challenged when collaboration occurs, voluntarily or forced.

When writing on the internet, it is best to describe children's ages using years, not their position in your local education system.

I wonder what would happen if you left 22 boys together, without an explicit split. Would the factionalize on their own?

If a misspent youth in Boy Scouts is any indication -- for American Midwestern boys, yes.

I wonder what would happen if you left 22 boys together, without an explicit split. Would the factionalize on their own?

Perhaps. They may even end up fighting over glasses. There might be dead pigs involved and maybe a great big glow stick. I think there was something to do with a rock crushing someone.

Now to be fair, the choir boys were already a subgroup. :P Also, Generalization from Fictional Evidence. But I have a feeling you were being facetious.

He was, but it's still good to remember not to argue from fictional evidence. There must be plenty of real-world examples of what happens to young boys fending for themselves; for example, we could look at the Ik who reportedly do basically that with their kids:

Children are minimally cared for by their mothers until age three, and then are put out to fend for themselves. This separation is absolute. By age three they are expected to find their own food and shelter, and those that survive do provide for themselves. Children band into age-sets for protection, since adults will steal a child's food whenever possible. No food sharing occurs within an age-set. Groups of children will forage in agricultural fields, which scares off birds and baboons. This is often given as the reason for having children.

..... How abjectly horrifying. Thank you, gwern. However, I'm not sure to what degree that's applicable... there's an obvious age disparity between each of these groups, which provides the impetus for social factioning.

Has this experiment been repeated since? On kids who weren't growing up in the near aftermath of a great war? It seems to me to be a bit of a stretch to take this as indicative of the nature of all humans everywhere at all times.

Has this experiment been repeated since? On kids who weren't growing up in the near aftermath of a great war? 

Would you argue that there is some attribute that is fundamentally different between children growing up in the post WWII era and today (or any other era for that matter)? My very anecdotal evidence is that once any sort of division into groups occurs, children act in a matter very similar to the Ratters and Eagles. There was a gifted and talented program at my elementary school, which consisted of students from across the county who were bussed into the school and took classes seperately from other students. At the graduation pool party, an innocent slash contest escalated into a full out fight between over.. I'd say approximately 40 students, some of whom inflicted relatively significant injuries. Of course, in group bias had always existed throughout the school years, but violence associated with in group bias isn't something that I feel would be atypical in children of different eras. 

I think that this shows not just that splitting people into groups makes the people in one group like themselves and hate the people in the other group, but also that when people figure problems out together that they like eachother more.

Here http://www.abc.net.au/radionational/programs/hindsight/inside-robbers-cave/4515060 is a radio show on ABC radio Australia (roughly equivalent to the US PBS), casts a new light on the Robbers Cave experiment.

Those conducing the experiment came in with a preconceived agenda which they wished to prove ie that conflict easily arises based on quite trivial group differences etc.

There had been two previous failed experiments in which attempts had been made to create the conflicts described in this study and involving in some cases quite blatant attempts to foment conflict (eg false flag attacks) (see at 12:15 in the audio). 

In this third experiment conditions were artfully manipulated to create and then defuse conflict. It appears the key issue in creating conflict is that the two groups must not be permitted to get to know each other and become friendly, and that intense competitive situations are needed, preferably with zero or negative sum outcomes. To then defuse the conflict, allowing socialization no longer sufficed and it was necessary to create a common threat or difficulty to bring the groups together again.

Well, the 22 boys were divided into two groups of 11 campers, and—
—and that turned out to be quite sufficient.

I don't know if the claims are true. Given how 'right' the results of the original experiment feel, and did feel after WWII, one should be on guard.

Edit; corrections - the experiment was not rigged to quite the degree I originally said. But still I would argue not quite as advertised.

See eg 12:15 where the experimenters were frustrated at fratanization and took steps to fan conflict.

Also worth noting in this context the great difficulty armies have in getting soldiers to actually kill the enemy. A lot of military training is aimed at desensitizing soldiers to the thought of killing the enemy. 

In WWI informal truces kept breaking out along the front. 

It appears the key issue in creating conflict is that the two groups must not be permitted to get to know each other and become friendly

Because then, of course, they might start attributing each other's negative actions to environmental factors, instead of assuming them to be based on inherent evil.

I know I'm very late to this thread, but I wanted to mention that this article also provides reasons to not place too much weight on Sherif's results. (Although of course the broad inferences drawn from his results might happen to be true anyway.) In particular, the article suggests Sherif had attempted a similar study earlier (in another location, with other boys), did not find the results he wanted (despite manipulation), and then suppressed that attempt's results:

That said, the article doesn't seem to provide evidence of substantial manipulation during the Robbers Cave study itself. So perhaps the conclusion to draw from Sherif's pair of studies is that, under such conditions, intense intergroup conflict will arise naturally roughly half the time.

Note that this article isn't included in the latest edition of Rationality: AI to Zombies, for roughly the reasons listed here (if I remember correctly). 



Reversed Stupidity is Not Intelligence

“. . . then our people on that time-line went to work with corrective action. Here.”

He wiped the screen and then began punching combinations. Page after page appeared, bearing accounts of people who had claimed to have seen the mysterious disks, and each report was more fantastic than the last.

“The standard smother-out technique,” Verkan Vall grinned. “I only heard a little talk about the ‘flying saucers,’ and all of that was in joke. In that order of culture, you can always discredit one true story by setting up ten others, palpably false, parallel to it.”

Piper had a point. Pers’nally, I don’t believe there are any poorly hidden aliens infesting these parts. But my disbelief has nothing to do with the awful embarrassing irrationality of flying saucer cults—at least, I hope not.

You and I believe that flying saucer cults arose in the total absence of any flying saucers. Cults can arise around almost any idea, thanks to human silliness. This silliness operates orthogonally to alien intervention: We would expect to see flying saucer cults whether or not there were flying saucers. Even if there were poorly hidden aliens, it would not be any less likely for flying saucer cults to arise. The conditional probability P(cults|aliens) isn’t less than P(cults|¬aliens), unless you suppose that poorly hidden aliens would deliberately suppress flying saucer cults.1 By the Bayesian definition of evidence, the observation “flying saucer cults exist” is not evidence against the existence of flying saucers. It’s not much evidence one way or the other.

This is an application of the general principle that, as Robert Pirsig puts it, “The world’s greatest fool may say the Sun is shining, but that doesn’t make it dark out.”2

If you knew someone who was wrong 99.99% of the time on yes-or-no questions, you could obtain 99.99% accuracy just by reversing their answers. They would need to do all the work of obtaining good evidence entangled with reality, and processing that evidence coherently, just to anticorrelate that reliably. They would have to be superintelligent to be that stupid.

A car with a broken engine cannot drive backward at 200 mph, even if the engine is really really broken.

If stupidity does not reliably anticorrelate with truth, how much less should human evil anticorrelate with truth? The converse of the halo effect is the horns effect: All perceived negative qualities correlate. If Stalin is evil, then everything he says should be false. You wouldn’t want to agree with Stalin, would you?

Stalin also believed that 2 + 2 = 4. Yet if you defend any statement made by Stalin, even “2 + 2 = 4,” people will see only that you are “agreeing with Stalin”; you must be on his side.

1Read “P(cults|aliens)” as “the probability of UFO cults given that aliens have visited Earth,” and read “P(cults|¬aliens)” as “the probability of UFO cults given that aliens have not visited Earth.”

2Robert M. Pirsig, Zen and the Art of Motorcycle Maintenance: An Inquiry Into Values, 1st ed. (New York: Morrow, 1974).

3See Scott Alexander, “The Least Convenient Possible World,” Less Wrong (blog), December 2, 2018, http://lesswrong.com/lw/2k/the_least_convenient_possible_world/.

4See also “Selling Nonapples.” http://lesswrong.com/lw/vs/selling_nonapples.

dammit, you could have told me that before I spent so much time building this flying machine made of bone and flesh...

It's amazing how many supposedly rationalist movements fall into the trap of crippling "reverse stupidity."  Many in the atheist movement would not have you make positive pronouncements, not have you form organizations, not have you advocate, not have you adopt symbols or give the movement a name, not have you educate children on atheism, and so on, all because "religion does it."  I think in the case of atheism the source is unique: every (modern) atheist knows his or her atheism is a product of scientific understanding but few atheists are willing to admit it (having taken up also the false belief that some things are "outside science"), so they go looking for other reasons, and "reverse stupidity" offers such reasons in abundance.

"... you have to directly challenge the arguments of Nick Bostrom or Eliezer Yudkowsky post-2003."

Just what the heck happened in 2003? In any experimental field, particularly this one, having new insights and using them to correct old mistakes is just part of the normal flow of events. Was there a super-super-insight which corrected a super-super-old mistake?

He's referring to his coming of age as a rationalist (which he hadn't written yet then); his transhumanist ideas before 2003 were pretty heavily infected with biases (like the Mind Projection Fallacy) that he harps on about now.

If the same majority of smart people as stupid people are conservative then the statement that "Not all conservatives are stupid, but most stupid people are conservatives." is actually completely irrelevant, but I don't think that anyone believes otherwise.  If there is a positive correlation between intelligence and the truth of one's beliefs (a claim the truth of which is probably assumed by most people to be true for any definition of intelligence they care about) then the average intelligence of people who hold a given belief is entangled with the truth of that belief and can be used as Bayesian evidence.  Evidence is not proof of course, and this heuristic will not be perfectly reliable.

Why would the number of stupid people who believe something anticorrelate with the number of smart people who believe it?  Most stupid people and most smart people believe the sky is blue.  A shift in the fraction of stupid people who do X can take place without any corresponding shift in the fraction of smart people who do X one way or another.  Some smart people actively prefer not to affiliate themselves with stupid people and will try to believe something different, but they are committing the error of the OP and should not be listened to anyway.

Nice move using Stalin instead of Hitler, since I get tired of hearing the latter brought up. I myself have endorsed some of Stalin's ideas like "[ideology] in one country" since even if his policies were bad he was at least fairly successful in getting them implemented and lasting for a good while.

Even presuming that you're speaking very informally, and your statement shouldn't be interpreted literally, it's STILL wrong.

When arguing against and idea honestly with the strongest advocates, is it always true that what is right is not always what is easy?  Does making the choice not to argue make someone wrong outright or does not entering into the argument in the first place make the point of view non-existent in some way?

Clarification: Just yudkowsky after 2003 or yudkowsky and bostrom together, perhaps sharing the same mistake? It would be usefull to know so I don't make the same mistake, et al.

I call the experience my "Bayesian enlightenment" but that doesn't really say anything, does it?  Guess you'll have to keep reading Overcoming Bias until I get there.

michael vassar: You're right when you say a correlation of intelligence with liberalism is evidence for liberalism, but that's not because the stupid people are conservative, it's because the smart people are liberal. At least I think that's what Eliezer meant.

Though you could see the conservativeness of stupid people as strengthening the evidence provided by smart liberal people because it points at there being more of a conservative human baseline to deviate from.

"""A car with a broken engine cannot drive backward at 200 mph, even if the engine is really really broken."""

"When the player's truck is put into reverse, the truck will accelerate infinitely; however, the truck will halt instantly when the reverse key is released."

"I call the experience my "Bayesian enlightenment" but that doesn't really say anything, does it?"

Note to readers: Eli discovered Bayesian probability theory (in general) much earlier than 2003, see http://www.singinst.org/upload/CFAI//design/clean.html#programmer_bayesbinding.

"You're right when you say a correlation of intelligence with liberalism is evidence for liberalism, but that's not because the stupid people are conservative, it's because the smart people are liberal."

If you assume the population is partitioned into liberals and conservatives, a high percentage of stupid conservatives implies a high percentage of smart liberals, and vice-versa. If smart liberals are Bayesian evidence for B, then smart conservatives must be Bayesian evidence against B (note that 'smart' here is relative to the average, not some absolute level of smartness).

Can we agree on the following: if you pick a random stupid person and ask for an opinion on B, and the stupid person says B is false, this cannot be evidence against B unless you have background knowledge on the fraction of people who think B, in which case all the work is really being done by the indirect inference about the opinions of smarter people, so calling the stupid person's opinion negative evidence is misleading even if strictly speaking correct?

Isn't the truth of a thing (such as a sentence or artwork) determined by how closely it matches reality? And the match-level is a function of the identity of reality and of the thing. So there is no mention of smart or dumb people anywhere in that.

Good post, and good job putting this into a common language framework.  If you convince only one or two more people to think clearly, it was worth it!
B

Steven:  Yes we can, with the caveat you mentioned earlier about the human baseline.  Of course, that point is plausibly precisely what Mill or whoever was pointing to with his comment.

No.  The "unless" clause is still incorrect.  We can know a great deal about the fraction of people who think B, and it still cannot serve even as meta-evidence for or against B.

There is an ongoing confusion here about the difference between evidence and meta-evidence.  It is as obvious and important as the difference between experimental analysis and meta-analysis, and it is NOT being acknowledged.

"No. The "unless" clause is still incorrect. We can know a great deal about the fraction of people who think B, and it still cannot serve even as meta-evidence for or against B."

This can't be right.  I have a hundred measuring devices.  Ninety are broken and give a random answer with an unknown distribution, while ten give an answer that strongly correlates with the truth.  Ninety say A and ten say B.  If I examine a random meter that says B and find that it is broken, then surely that has to count as strong evidence against B.

This is probably an unnecessarily subtle point, of course; the overall thrust of the argument is of course correct.

We can know a great deal about the fraction of people who think B, and it still cannot serve even as meta-evidence for or against B. There is an ongoing confusion here about the difference between evidence and meta-evidence.

No. From a Bayesian perspective, there is no difference other than strength. This is, of course, different from saying that the truth is what the authorities say it is, but I think that's what you're hearing it as.

Actually, if I'm not wrong (and it still confuses me), arguments from authority have a different conditional probability structure than "normal" arguments.

"You're right when you say a correlation of intelligence with liberalism is evidence for liberalism, but that's not because the stupid people are conservative, it's because the smart people are liberal."

That seems to me exactly wrong. A proposition's truth or falseness is not entangled in the intelligence of the people who profess the proposition. Alien cultists do not change the probability of poorly hidden aliens. Dumb people who argue for evolution over creationism do not raise the probability that Genesis is natural history, no matter how dumb they are. Conservative Proposition X will be true or not true regardless of whether it is supported by a very intelligent conservative or by a very dumb conservative.

That's precisely why Bayes' Theorem isn't all you need to know in order to reason.  It's an immensely powerful tool, but a grossly inadequate methodology.

Again:  there is a great deal of confusion about the difference between evidence and meta-evidence here.

If I do find someone whose statement seem to reliably anti-correlate with reality, am I justified in taking their making a statement as evidence that the statement is false?

Caledonian: please define meta-evidence, then, since I think Eliezer has adequately defined evidence. Clear up our confusion!

Eliezer has NOT adequately defined evidence.  There is no data that isn't tied to every event through the operations of causality.

Yes Doug.  Furthermore, if you can find a pair of people the difference of who's opinions seems to correlate with reality you can use that as evidence, which is the pattern pointed to by the original quote.

The definition Eliezer offered, and the way in which he used the term later, are not connected in any meaningful way.  His definition is wrong.

Beware of feeding trolls.  If the one can offer naught but flat assertions, you may be better off saying, "Let the audience decide."  If you engage and offer defense to each repeated flat assertion, you encourage them to do even less work in the future, since it offers the same attention-reward.

@yudkowsky
I would be happy if I could judge the merit of Bayes for myself versus the frequentists approach. I doubt UTD faculty have seen the light, but who knows, they might. I wonder even more deeply if a thorough understanding of Bayes gives any insight into Epistemology? If you can answer Bayes does offer insight into epistemology I know for sure I will be around for many more months. If I remember correctly, we both have the same IQ (140) yet I am much worse at mathematics. OF course, my dad is an a/c technician, not a physicist.

I enjoy your hard work and insights Eliezer. Also Caledonians comments, mainly for their mystery.

Likewise, if you attempt to engage people who make foolish proclamations and ambiguous definitions, it can reward them with attention and conversation.  The benefits to puncturing shoddy arguments are often greater than the prices that need to be paid to do so.

Eliezer has repeatedly offered a definition for a term, gone on to mention that this definition is incomplete, and then failed to explicitly refine the definition or provide a process for the reader to update it.  Despite recognizing the fallacious nature of conclusions or arguments supported with su... (read more)

What do you mean by meta-evidence?  How isMr. Yudkowsky's definition of evidence not adequate for the use in this post?

How about this for a precise definition: A is evidence about B if p(A | B) != p(A | ~B).

Of course, by this definition, almost everything is evidence about almost everything else. So we'd like to talk about the strength of evidence. A good candidate is log p(A | B) - log p(A | ~B). This is the number that gets added to your log odds for B when you observe A.

It may even be the case that, by that definition, everything is evidence about everything else.  And clearly that doesn't match our everyday understanding and use of the term - it doesn't even match our formal understanding and use of the term.

What's missing from the definition that we need, in order to make the definition match our understanding?

But everything is evidence about everything else.  I don't see the problem at all.

Given the circumference of Jupiter around its equator, the height of the Statue of Liberty, and the price of tea in China, can you tell me what's sitting atop my computer monitor right now?

Steven, I reduxified your argument as Argument Screens Off Authority.

Caledonian, you gave evidence, but you certainly didn't give plenty of it. I see you ignored the part of my post where I talked about how to quantify evidence. The important question isn't whether or not we have evidence; it's how much evidence we have.

Let me make an analogy. I can define sugar as sucrose; a specific carbohydrate whose molecular structure you can view on wikipedia. I might say that a substance is "sugary" if it contains some sugar. But by this definition, almost everything is sugary,... (read more)

Evidence is like gravity.  Everything is pulling on everything else, but in most cases the pull is weak enough that we can pretty much ignore it.  What you have done, Caledonian, is akin to telling me the position of three one-gram weights, and then asking me to calculate the motion of Charon based on that.

No, I'm not being obnoxious.  I'm pointing out that your definition is bad by showing that it leads directly to common and absurd conclusions.

By Eliezer's definition, even the thing he offers as an example of a thing that isn't evidence IS STILL EVIDENC... (read more)

I agree with you that, even if I gave you absolute, complete, and utterly precise data on the three weights, there is no way you could derive the motion of Charon from that.

So:  are the three weights evidence of Charon's movement?

For any that may be genuinely confused:  If you read What is Evidence?, An Intuitive Explanation of Bayesian Reasoning, and A Technical Explanation of Technical Explanation, you will understand how to define evidence both qualitatively and quantitatively.

Caledonian is just trying to point out that the keys to rationalism are family values and a literal interpretation of the Bible. I don't know why you all can't see something so obvious.

"It may even be the case that, by that definition, everything is evidence about everything else. And clearly that doesn't match our everyday understanding and use of the term - it doesn't even match our formal understanding and use of the term.

What's missing from the definition that we need, in order to make the definition match our understanding?"

If this is the same Caledonian who used to post to the Pharyngula blog, he's barred from there now with good reason.

Is there a cognitive bias at work that makes it hard for people not to feed trolls?

Is there a mathematical expression in probability for the notion that unless someone is making a special effort (concerted or otherwise) they can't be any 'wronger' than 50% accuracy? Subsequently betting the other way would be generating evidence from nothing - creating information. Why no mention of thermodynamics in this post & thread?

Not to feed the troll or anything, but yes, the masses and positions of the three weights are evidence about Charon's movement. Why? Because if you calculated Charon's orbit without knowing their masses, positions etc,... (read more)

Ben Jones, I don't see the human existence of religion as having any evidential bearing on the existence of a Super Happy Agent sufficiently like a person and unlike evolution that theists would actually notice its existence.  Pretty much the same probability as an object one foot across and composed of chocolate cake existing in the asteroid belt.  For interventionist Super Happy Agents, same probability as elves stealing your socks.

Incidentally, with sufficiently precise measurements it's perfectly possible to get a gravitational map of the entire Solar System off a random household object.

Ben Jones, I don't see the human existence of religion as having any evidential bearing on the existence of a Super Happy Agent sufficiently like a person and unlike evolution that theists would actually notice its existence.

Any evidential bearing? Surely P(religion X exists|religion X is true) is higher than P(religion X exists|religion X is false).

Nick, I don't see how that follows for the supermajority of religions that are logically self-contradictory, except in the sense that if 1=2 then the probability of the Sun rising tomorrow is nearly 200%.  Furthermore, Ben Jones asked about religion in general rather than any specific religion, and religion in general most certainly cannot be true.

Also incorrect.  More than one configuration of masses can have exactly the same effect on the object.  No matter how precisely you measure the properties of the object, you can never distinguish between those configurations.

In general, any claim maintained by even a single human being to be true will be more probable, simply based on the authority of that human being, than some random claim such as the chocolate cake claim, which is not believed by anyone. 

There are possibly some exceptions to this (and possibly not), but in general there is no particular reason to include religions as exceptions.


I should add that this is true about self-contradictory religions as well. For the probability that I mistakenly interpret the religion to be self-contradictory is greater than the probability that the chocolate cake is out there.


"If God did not exist, it would be necessary to invent him."

Nick: Why should an atheistic rationalist have any more faith a a religion that exists than a religion that doesn't? I don't belive in God; the testimony of a man that claims he spoke to God in a burning bush doesn't sway me to update my probability. I Defy The Data!

My 'lack of faith' stems from a probability-based judgment that there is no Super Agent. With this as my starting point, I have as much reason to worship Yoda as I do God.

Ben Jones, I don't see the human existence of religion as having any evidential bearing on the existence of a Super Happy Agent sufficiently like a person and unlike evolution that theists would actually notice its existence. Pretty much the same probability as an object one foot across and composed of chocolate cake existing in the asteroid belt. For interventionist Super Happy Agents, same probability as elves stealing your socks.

Eli, you're just saying that you don't believe in the existence of a SHASLAPAUETTWANIE. But since you labeled it with: ".... (read more)

Eli, you're just saying that you don't believe in the existence of a SHASLAPAUETTWANIE. But since you labeled it with: "...that theists would actually notice its existence," then clearly the existence of religion has some evidential bearing on the existence of a SHASLAPAUETTWANIE.

Um, I concede to your crushing logic, I guess... what exactly am I conceding again?

Flying saucer cultism was helped along by secret Cold War technological advances that were accidentally witnessed by civilians. 

For example, the famous 1947 Roswell incident was the crashing of an American strategic reconnaissance super-balloon that was supposed to float over the Soviet Union and snap pictures, which would then be recovered many thousands of miles away. That's why it was made out of the latest high-tech materials that were unfamiliar to people in small town New Mexico in 1947. 

The KGB used to generate flying saucer stories in Latin America... (read more)

Steve, maybe this was your point anyway, but the incidents you mention indicate that the existence of flying saucer cults is evidence for the existence of aliens (namely by showing that the cults were based on seeing something in the real world.) No doubt they aren't much evidence, especially given the prior improbability, but they are certainly evidence.


"Not all Conservatives are stupid, but most stupid people are 

Conservatives." (The British Conservative Party was the brunt of this quip by J.S. Mills.) It helps to Venn diagram this. I find that many stupid conservatives assume that conservatives are the majority, which leaves few stupid people to be liberals or anything else (although a majority of Liberals are assumed by stupid conservatives to be stupid people). But if conservatives are not a majority, there are many stupid people who MIGHT or MIGHT NOT be liberals. I assume there are plenty... (read more)

pokes head in and looks around Okay, I'm new here, and maybe I shouldn't open by poking a sleeping dragon, but I can't help but try and take a small crack at this. firm nod

As I understand it, the crux of the article is concern about irrational arguments which imply that valid points and rational arguments should be discarded if they are somehow associated with irrational, unsuccessful, or commonly disliked people. Many of the comments on the conservatives quote seem to ignore that context.

Also, debating the semantics of the article rather than its core mea... (read more)

In Hansonian terms:  Your instinctive willingness to believe something will change along with your willingness to affiliate with people who are known for believing it - quite apart from whether the belief is actually true. 

And that's why politics is more about identity than predictive truth.

Many people are unsatisfied with their monogamous relationships, therefore polyamory must be great?

The billboard series features Ted Kaczynski, the infamous Unabomber; Charles Manson, a mass murderer; and Fidel Castro, a tyrant. Other global warming alarmists who may appear on future billboards include Osama bin Laden and James J. Lee (who took hostages inside the headquarters of the Discovery Channel in 2010).

These rogues and villains were chosen because they made public statements about ho

Again, I disagree. Cults can't form around anything. They can only form around issues that would make them social or intellectual outcasts. And in a world in which there were poorly hidden aliens, too many intelligent people would be of the opinion that there are poorly hidden aliens, and no such cult could arise.

But the more important point is... IF I start to think that there are poorly hidden aliens, that could be due to one of two reasons: either because I have reasonable evidence for their existence, or because I'm being influenced by some sort of bia... (read more)

I'd guess P(cults|aliens) would be noticeably bigger than P(cults|~aliens).

It's just that the prior P(aliens) is so tiny that even the posterior P(aliens|cults) is negligible.

I think that this has deal with boundeed rationality. Perfect knowledge required endless ammount of time- and all human have only limited lifetime. So, ammount of time for each dessision limited even more. Therefore we can not explore all argument. And I think - it would be a good strategy to throw away some arguments right in the begining and don't waste time on them. Instead you can pay more attention to more plausible one. And this give you a opportunity to build a relatively accurate model of the world in relativly short time.
If you not agree- conside... (read more)

 "The conditional probability P(cults|aliens) isn’t less than P(cults|aliens) "

Shouldn't this be " The conditional probability P(cults|~aliens) isn’t less than P(cults|aliens) ?" It seems trivial that a probability is not less than itself, and the preceding text seems to propose the modified version included in this comment.

I'm reserved as to the corollary that only winning against the strongest advocate of an idea holds ANY meaning to disprove the idea.

For one, there could be a better arguer. If there is a better advocate of the intelligence explosion than Eliezer, unlikely as they may seem, who just won't go public and keeps to private circles, would it do nothing to win against the former? Taken another step further, if it is likely there ever will be such a proponent, does that invalidate all present and past efforts?

For another, the quality of an arguer can only be made ... (read more)

One point Hans Rosling tried to convey constantly in Factfulness is that most stupid people perform significantly worse than random (than "the chimps" as he portrayed it). He argued that this results from biases etc. If this generalises to more than people's perception of how the world is doing and increases in strength for less intelligent people or people with more exposition to mass media, this could potentially apply to silliness and alien intervention not being orthogonal but having significant correlation as well. Similarly, "most stupid people vote ... (read more)

I actually think it is possible for someone's beliefs to anti-correlate with reality without being smart enough to know what really is true just to reverse it. I can think of at least three ways this could happen, beyond extremely unlikely coincidences. The first two are that a person could be systematically deceived by someone else, until they have more false beliefs then true ones, and the second is that systematic cognitive biases could reliably distort their beliefs. The third is the most interesting one, though: If someone has a belief that many of th... (read more)

At least for me and therefore possibly others it would be useful to put a hyperlink on an Important Name to go off to a review of their primary argument. For instance "Hanson". Wonderful writeup.

"If a hundred inventors fail to build flying machines using metal and wood and canvas, it doesn’t imply that what you really need is a flying machine of bone and flesh."

Even though cults would indeed arise even without genuine extraterrestrial encounters, I think that the actual presence of aliens would increase the probability and # of flying saucer cults. Actual alien encounters would likely inspire some # of these sorts of beliefs, making the formation of cults even more probable than in a world without aliens. Essentially, while the baseline probability of cult formation might be high due to "human silliness", the added “signal” from genuine alien events could tip the scales further in favor of cult emergence.

Thus the conditional probability P(cults|aliens) would be greater than P(cults|!aliens).

What I understood: We wouldn't be automatically right by saying the opposite of what stupid people say. This is because stupid people are wrong from many angles, and to be right one needs to be right in all angles. And some times, stupid people may be correct too. Or rather, stupidity of believers is not evidence against the belief. In fact, most beliefs are not completely wrong. We want to keep the correct parts and reject wrong parts, not reject everything once we realize it fails to predict our goals.



Argument Screens Off Authority

Scenario 1: Barry is a famous geologist. Charles is a fourteen-year-old juvenile delinquent with a long arrest record and occasional psychotic episodes. Barry flatly asserts to Arthur some counterintuitive statement about rocks, and Arthur judges it 90% probable. Then Charles makes an equally counterintuitive flat assertion about rocks, and Arthur judges it 10% probable. Clearly, Arthur is taking the speaker’s authority into account in deciding whether to believe the speaker’s assertions.

Scenario 2: David makes a counterintuitive statement about physics and gives Arthur a detailed explanation of the arguments, including references. Ernie makes an equally counterintuitive statement, but gives an unconvincing argument involving several leaps of faith. Both David and Ernie assert that this is the best explanation they can possibly give (to anyone, not just Arthur). Arthur assigns 90% probability to David’s statement after hearing his explanation, but assigns a 10% probability to Ernie’s statement.

It might seem like these two scenarios are roughly symmetrical: both involve taking into account useful evidence, whether strong versus weak authority, or strong versus weak argument.

But now suppose that Arthur asks Barry and Charles to make full technical cases, with references; and that Barry and Charles present equally good cases, and Arthur looks up the references and they check out. Then Arthur asks David and Ernie for their credentials, and it turns out that David and Ernie have roughly the same credentials—maybe they’re both clowns, maybe they’re both physicists.

Assuming that Arthur is knowledgeable enough to understand all the technical arguments—otherwise they’re just impressive noises—it seems that Arthur should view David as having a great advantage in plausibility over Ernie, while Barry has at best a minor advantage over Charles.

Indeed, if the technical arguments are good enough, Barry’s advantage over Charles may not be worth tracking. A good technical argument is one that eliminates reliance on the personal authority of the speaker.

Similarly, if we really believe Ernie that the argument he gave is the best argument he could give, which includes all of the inferential steps that Ernie executed, and all of the support that Ernie took into account—citing any authorities that Ernie may have listened to himself—then we can pretty much ignore any information about Ernie’s credentials. Ernie can be a physicist or a clown, it shouldn’t matter. (Again, this assumes we have enough technical ability to process the argument. Otherwise, Ernie is simply uttering mystical syllables, and whether we “believe” these syllables depends a great deal on his authority.)

So it seems there’s an asymmetry between argument and authority. If we know authority we are still interested in hearing the arguments; but if we know the arguments fully, we have very little left to learn from authority.

Clearly (says the novice) authority and argument are fundamentally different kinds of evidence, a difference unaccountable in the boringly clean methods of Bayesian probability theory.1 For while the strength of the evidences—90% versus 10%—is just the same in both cases, they do not behave similarly when combined. How will we account for this?

Here’s half a technical demonstration of how to represent this difference in probability theory. (The rest you can take on my personal authority, or look up in the references.)

If P(H|E1) = 90% and P(H|E2) = 9%, what is the probability P(H|E1,E2)? If learning E1 is true leads us to assign 90% probability to H, and learning E2 is true leads us to assign 9% probability to H, then what probability should we assign to H if we learn both E1 and E2? This is simply not something you can calculate in probability theory from the information given. No, the missing information is not the prior probability of H. The events E1 and E2 may not be independent of each other.

Suppose that H is “My sidewalk is slippery,” E1 is “My sprinkler is running,” and E2 is “It’s night.” The sidewalk is slippery starting from one minute after the sprinkler starts, until just after the sprinkler finishes, and the sprinkler runs for ten minutes. So if we know the sprinkler is on, the probability is 90% that the sidewalk is slippery. The sprinkler is on during 10% of the nighttime, so if we know that it’s night, the probability of the sidewalk being slippery is 9%. If we know that it’s night and the sprinkler is on—that is, if we know both facts—the probability of the sidewalk being slippery is 90%.

We can represent this in a graphical model as follows:

Whether or not it’s Night causes the Sprinkler to be on or off, and whether the Sprinkler is on causes the sidewalk to be Slippery or unSlippery.

The direction of the arrows is meaningful. Say we had:

This would mean that, if I didn’t know anything about the sprinkler, the probability of Nighttime and Slipperiness would be independent of each other. For example, suppose that I roll Die One and Die Two, and add up the showing numbers to get the Sum:

If you don’t tell me the sum of the two numbers, and you tell me the first die showed 6, this doesn’t tell me anything about the result of the second die, yet. But if you now also tell me the sum is 7, I know the second die showed 1.

Figuring out when various pieces of information are dependent or independent of each other, given various background knowledge, actually turns into a quite technical topic. The books to read are Judea Pearl’s Probabilistic Reasoning in Intelligent Systems: Networks of Plausible Inference and Causality: Models, Reasoning, and Inference. (If you only have time to read one book, read the first one.)

If you know how to read causal graphs, then you look at the dice-roll graph and immediately see:

P(Die 1,Die 2|Sum) ≠ P(Die 1)|Sum) ✕ P(Die 2|Sum) .

If you look at the correct sidewalk diagram, you see facts like:

P(Slippery|Night,Sprinkler) = P(Slippery|Sprinkler) .

That is, the probability of the sidewalk being Slippery, given knowledge about the Sprinkler and the Night, is the same probability we would assign if we knew only about the Sprinkler. Knowledge of the Sprinkler has made knowledge of the Night irrelevant to inferences about Slipperiness.

This is known as screening off, and the criterion that lets us read such conditional independences off causal graphs is known as D-separation.

For the case of argument and authority, the causal diagram looks like this:

If something is true, then it therefore tends to have arguments in favor of it, and the experts therefore observe these evidences and change their opinions. (In theory!)

If we see that an expert believes something, we infer back to the existence of evidence-in-the-abstract (even though we don’t know what that evidence is exactly), and from the existence of this abstract evidence, we infer back to the truth of the proposition.

But if we know the value of the Argument node, this D-separates the node “Truth” from the node “Expert Belief” by blocking all paths between them, according to certain technical criteria for “path blocking” that seem pretty obvious in this case. So even without checking the exact probability distribution, we can read off from the graph that:

This does not represent a contradiction of ordinary probability theory. It’s just a more compact way of expressing certain probabilistic facts. You could read the same equalities and inequalities off an unadorned probability distribution—but it would be harder to see it by eyeballing. Authority and argument don’t need two different kinds of probability, any more than sprinklers are made out of ontologically different stuff than sunlight.

In practice you can never completely eliminate reliance on authority. Good authorities are more likely to know about any counterevidence that exists and should be taken into account; a lesser authority is less likely to know this, which makes their arguments less reliable. This is not a factor you can eliminate merely by hearing the evidence they did take into account.

It’s also very hard to reduce arguments to pure math; and otherwise, judging the strength of an inferential step may rely on intuitions you can’t duplicate without the same thirty years of experience.

There is an ineradicable legitimacy to assigning slightly higher probability to what E. T. Jaynes tells you about Bayesian probability, than you assign to Eliezer Yudkowsky making the exact same statement. Fifty additional years of experience should not count for literally zero influence.

But this slight strength of authority is only ceteris paribus, and can easily be overwhelmed by stronger arguments. I have a minor erratum in one of Jaynes’s books—because algebra trumps authority.

Unfortunately, it is only in a few rare technical areas where one can find anything like "full technical cases, with references" given to a substantial group "knowledgeable enough to understand all the technical arguments", and it is even more rare that they actually bother to do so.  Even when people appear to be giving such technical arguments to such knowledgeable audiences, the true is more often otherwise.  For example, the arguments presented are often only a small fraction of what convinced someone to support a position.

Robin, that's surely true.  But the human default seems to be to give too much credence to authority in cases where we can partially evaluate the arguments.  Even experts exhibit herd behavior, math errors go undetected, etc.  It's certainly a mistake to believe plausible verbal arguments from a nonexpert over math you can't understand.  But I think you could make a good case that as a general heuristic, it is wiser to try to rely harder on argument, and less on authority, wherever you can.

An example of where not to apply this advice:  There are so many different observations bearing on global warming, that if you try to check the evidence for yourself, you will be even more doomed than if you try to decide which authority to trust.

Book 1:
Probabilistic Reasoning in Intelligent Systems: Networks of Plausible Inference

Sometimes people attend too much to authority, and sometimes too little.  I'm not sure I can discern an overall bias either way.

Apropos of nothing: you have a lot to say about the discrete Bayesian.  But I would argue that talking about the quality of manufacturing processes, one would often do best talking about continuous distributions.

The distributions that my metal-working machines manifest (over the dimensions under tolerance that my customers care about) are the Gaussian normal, the log normal, and the Pareto.

When the continuous form of the Bayesian is discussed, they always talk about the Beta distributions.

I have tried reasoning with the lathe, the mill, and the drill press... (read more)

You said: "So it seems there's an asymmetry between argument and authority.  If we know authority we are still interested in hearing the arguments; but if we know the arguments fully, we have very little left to learn from authority."

I like your conclusion, but I can't find anything in your argument to support it! By rearranging some words in your text I could construct an equally plausible (to a hypothetical neutral observer) argument that authority screens off evidence. You seem to believe that evidence screens off authority simply because you ... (read more)

Much of what is obviously wrong about Aristotle or likely to be wrong was discussed. Orseme for example wrote in the 1300s and discussed a lot of problems with Aristotle (or at least his logic). He proposed concepts of momentum and gravity that were more or less correct but lacked any quantization. And people from a much earlier time understood that Aristotle's explanation of movement of thrown objects was deeply wrong. Attempts to repair this occurred well before the Scholastics even were around. Scholastics were more than willing to discuss alternate theories, especially theories of impetus. People seem to fail to realize how much discussion there was in the middle ages about these issues. It didn't go Aristotle and then Galileo and Newton. Between Aristotle and Galileo were Oresme, Benedetti (who proposed a law of falling objects very similar to Galileo) and many others. Also, many of the Scholastics paid very careful attention to Avicenna's criticism and analysis of Aristotle (Edit: My impression is that they became in some ways more knee-jerk Aristotelian after Averroism became prevalent but I don't know enough about the exact details to comment on ratios or the like). 

It might be fun to dismiss everyone in the Middle Ages as religion-bound control freaks, but that's simply not the case. The actual history is much more complicated. 

Changed first use of "evidence" to link to "What is Evidence?" and first use of "Bayesian" to link to "An Intuitive Explanation of Bayesian Reasoning", respectively the qualitative and quantitative definitions of evidence that I use as standard.  See also this on rationality as engine of map-territory correlation.

Map-territory correlation ("truth") being my goal, I have no use for Scholasticism.

The overall bias that people have is to point to authority when it seems to support their position more, but to point to argument when it seems to support their position more: i.e. confirmation bias.

Similarly, if we really believe Ernie that the argument he gave is the best argument he could give, which includes all of the inferential steps that Ernie executed, and all of the support that Ernie took into account - citing any authorities that Ernie may have listened to himself - then we can pretty much ignore any information about Ernie's credentials.

It might take an intellectual life-time (or much more) to get all the relevant background. For example, mathematicians (and other people in very technical domains) develop very good intuitions about whethe... (read more)

Part of the problem is that "authority" conflates two distinct ideas.
The first is "justified use of coercion" as when the government is referred to as "the authorities".  The second is as a synonym for expertise.  The two are united in parents but otherwise distinct.
It may be useful to do as I have in my notes and avoid using "authority" when "expertise" is what is meant, at least it reduces the confusion a little.

Has anyone read Learning Bayesian Networks by Richard E. Neapolitan? How does it compare with Judea Pearl's two books as an introduction to Bayesian Networks? I'm reading Pearl's first book now, but I wonder if Neapolitan's would be better since it is newer and is written specifically as a textbook.

Bob Unwin, in my humble opinion, math is a poor choice of example to make your point because mathematical knowledge can be established by a proof (with a calculation being a kind of proof) and what distinguishes a proof from other kinds of arguments is the ease with which a proof can be verified by nonexperts.  (Yes, yes, a math expert's opinion on whether someone will discover a proof of a particular proposition is worth something, but the vast majority of the value of math resides in knowledge for which a proof already exists.)

Great stuff as always. Enhanced diagrams (beyond the simple ASCII ones), with clear labels, and even inline explanations, on nodes and edges, would make the Bayesian explanations much clearer.

Eliezer, good reduxification. I'm still not sure about the point that Tom McCabe made about when authority stops mattering because overwhelming evidence brings the probability close to 0 or 1. Screening seems to do at least some of the work, though.

"The standard frequentist approaches seem like statistical theater."

I lost any remaining respect for standard frequentist inference when I was taught a test that would sometimes "neither reject nor fail to reject" a null hypothesis. Haha.

Dynamically, I haven't read Neapolitan's book, but judging by the table of contents, it's more directed toward people who just want to use the algorithms and less at people who want a really deep understanding of why they work, where they come from, what the meaning is, and why these algorithms and no others.  Read Pearl's book first.

Billswift, I think I've consistently used "authority" in the sense of "trusted expert", and for social coercion I've used "regulation" or "goverment".

Eliezer, what is your view of the relationship between Bayesian Networks and Solomonoff Induction? You've talked about both of these concepts on this blog, but I'm having trouble understanding how they fit together. A Google search for both of these terms together yields only one meaningful hit, which happens to be a mailing list post by you. But it doesn't really touch on my question.

On the face of it, both Bayesian Networks and Solomonoff Induction are "Bayesian", but they seem to be incompatible with each other. In the Bayesian Networks approa... (read more)

Unfortunately, in practice, being as knowledgable about the details of a particular scenario as an expert does not imply that you will process the facts as correctly as the expert. For instance, an expert and I may both know all of the facts of a murder case, but (if expertise means anything) they are still more likely to make correct judgements about what actually happened due to their prior experience. If I actually had their prior experience, it's true that their authority would mean a lot less, but in that case I would be closer to an expert myself. 

"If we know authority we are still interested in hearing the arguments; but if we know the arguments fully, we have very little left to learn from authority."

Really?
We don't deny any ideas/possibilities without 5 minutes of thinking, at least (on the authority of Harry Potter :)).
Right.
But I'll need a lot more time (days at least) to understand an advanced research of any able professional.  And I am ready to fail understanding any work of true genius before it's included in the textbooks for, well, students.

This post begs the question of when we assign authority to someone. For example, I don't usually take the pope very seriously, even though by many standards he is a high authority; But Carl Sagan rocks. But if I listen ever so slightly more to the Sagan than to the pope (which isn't true: I don't listen even a little to the pope); when did I decide that? I mean, if I only assign authority to the people who already agrees with me and share my worldview, in't that a short trip to the happy death spiral?

p(H|E1,E2) [...] is simply not something you can calculate in probability theory from the information given [i.e. p(H|E1) and p(H|E2)].

You continue to give more information, namely that p(H|E1,E2) = p(H|E1). Thanks, that reduces our uncertainty about p(H|E1,E2).

But we are hardly helpless without it. Whatever happened to the Maximum Entropy Principle? Incidentally, the maximum entropy distribution (given the initial information) does have E1 and E2 independent. If your intuition says this before having more information, it is good... (read more)

You've called two different things "Argument Goodness" so you can draw your diagram, but in reality the arguments that the expert heard that led them to their opinion, and the argument that they gave you, are always going to be slightly different.

Also your ability to evaluate the "Argument Goodness" of the argument they gave you is going to be limited, while the expert will probably be better at it.

Note that if we strengthen "argument" to "valid formal proof", and "authority" to "proof generator", then the statement of this post is wrong. For a good decision theory, seeing a valid formal proof that some action leads to higher utility than others should not be reason enough to choose that action, because such a decision theory would be exploitable by Lobian proof generators.

I'm not sure if this counterargument transfers continuously to everyday reasoning, or it's just a fluke of how we think about decision theor... (read more)

Hmmm. I'm not sure what to believe here: you, or So8rien.

Assuming that Arthur is knowledgeable enough to understand all the technical arguments—otherwise they're just impressive noises—it seems that Arthur should view David as having a great advantage in plausibility over Ernie, while Barry has at best a minor advantage over Charles.

People are often fairly bad at deciding whether or not their knowledge is sufficient to completely understand arguments in a technical subject that they are not a professional in.  You frequently see this with some opponents of evolution or anthropogenic g... (read more)

Hi. I just want to mention that the last graph is wrong in the printed edition, which created some confusion for me.

I think there's some nuance missing from Scenario 1. Authority doesn't include competence or expert-ness. Authority is like believing someone because they're paid to be a scientist, but you absolutely SHOULD assign more weight to assertions from actual scientists, people who follow the scientific method to update their beliefs, people who don't believe in the wrong default/null beliefs/hypotheses. This gets mixed up all the time.

Authority: M.D., member of AHA, J.D., professional ______

Competence/expert-ness: performs specific surgery with X% success rate, ... (read more)



Hug the Query

In the art of rationality there is a discipline of closeness-to-the-issue—trying to observe evidence that is as near to the original question as possible, so that it screens off as many other arguments as possible. 

The Wright Brothers say, “My plane will fly.” If you look at their authority (bicycle mechanics who happen to be excellent amateur physicists) then you will compare their authority to, say, Lord Kelvin, and you will find that Lord Kelvin is the greater authority.

If you demand to see the Wright Brothers’ calculations, and you can follow them, and you demand to see Lord Kelvin’s calculations (he probably doesn’t have any apart from his own incredulity), then authority becomes much less relevant.

If you actually watch the plane fly, the calculations themselves become moot for many purposes, and Kelvin’s authority not even worth considering.

The more directly your arguments bear on a question, without intermediate inferences—the closer the observed nodes are to the queried node, in the Great Web of Causality—the more powerful the evidence. It’s a theorem of these causal graphs that you can never get more information from distant nodes, than from strictly closer nodes that screen off the distant ones.

Jerry Cleaver said: “What does you in is not failure to apply some high-level, intricate, complicated technique. It’s overlooking the basics. Not keeping your eye on the ball.”1

Just as it is superior to argue physics than credentials, it is also superior to argue physics than rationality. Who was more rational, the Wright Brothers or Lord Kelvin? If we can check their calculations, we don’t have to care! The virtue of a rationalist cannot directly cause a plane to fly.

If you forget this principle, learning about more biases will hurt you, because it will distract you from more direct arguments. It’s all too easy to argue that someone is exhibiting Bias #182 in your repertoire of fully generic accusations, but you can’t settle a factual issue without closer evidence. If there are biased reasons to say the Sun is shining, that doesn’t make it dark out.

Just as you can’t always experiment today, you can’t always check the calculations today.2 Sometimes you don’t know enough background material, sometimes there’s private information, sometimes there just isn’t time. There’s a sadly large number of times when it’s worthwhile to judge the speaker’s rationality. You should always do it with a hollow feeling in your heart, though, a sense that something’s missing.

Whenever you can, dance as near to the original question as possible—press yourself up against it—get close enough to hug the query!

1Jerry Cleaver, Immediate Fiction: A Complete Writing Course (Macmillan, 2004).

2See also “Is Molecular Nanotechnology ’Scientific’?” http://lesswrong.com/lw/io/is_molecular_nanotechnology_scientific.

If you actually watch the plane fly, the calculations themselves become moot for many purposes, and Kelvin's authority not even worth considering.

If the Wright brothers were professional magicians, then would you be less inclined to believe your eyes when you saw the plane fly? ;)

I often wonder how people come around to disbelieving things they've seen with their own eyes. In your hypothetical, you have seen the flight for yourself, but the Brothers are prestidigitators. I can see the validity in thinking "I've just seen something hitherto extraordinary, so let's make sure that any other explanations for what I've seen (like wire-tricks) are less likely than postulate: that plane can really fly!" But I don't think it's constructive to just pattern match "These guys make a living tricking people with unbelievable bologna, so going so far as even SEEING something perpetrated by these hoaxters would make me look stupid. Therefore, I didn't see that plane fly"

It would be interesting to see professional magicians try and replicate feats we already know are possible.

Arguments from incredulity are fallacious no matter who makes them or how much authority they possess on any subject.

Doug:  If the Wright brothers were professional magicians, then would you be less inclined to believe your eyes when you saw the plane fly?

No, and in related news, the Statue of Liberty just vanishes from time to time...

Eliezer, where do your strong claims about the causal structure of scientific discourse come from?

Eliezer, where do your strong claims about the causal structure of scientific discourse come from?

I consider them as obvious first-order approximations, especially to the normative structure.  Does an authoritative expert cause a hypothesis to become true, so that we can surgically intervene on the truth of a physical theory by giving its adherents more authority?  Clearly not.  Does an authoritative expert cause the "arguments" to become stronger?  Defining the matter normatively makes it clear that the answer is no.  If we talk about perceived arguments, then a good expert makes us perceive the arguments as stronger, but that's simply a question of backward inference not causation - like saying that if the sidewalk is slippery this causes us to think it is raining, but does not cause it to rain.

Since I am discussing what we should pay attention to, not what we do pay attention to, it makes sense to discuss the normative causal struture.

Do you have an alternative suggestion?  Clearly there are many things that supervene on expert opinion besides valid arguments, which we could coalesce into a Noise node and a Bias node, describing the invalid influences that we think we can't predict and that we think we can systematically predict respectively:

This gives us obvious inferences like "If you know the experts will be biased, but you don't understand their arguments apart from authority, you will be less certain of the truth" and "Surgical interventions on bias and on expert belief cannot make a proposition true, or change which non-authoritative propositions are arguments in favor of it".

You probably have that directional causal structure represented in your mind, which makes the above inferences seem plausible; I just wrote it out.

Using the credibility of the authority as a proxy for the unknown quality of the arguments makes it easier to produce a conclusion, but it reduces the certainty of that conclusion significantly, because an additional assumption has been introduced.

Thats an interesting post. Except I have to take issue with one thing.

When I am arguing with people I find we often spend more time debating the whole supporting structure underlying an argument than the point itself. This is most often the case when people have adopted a public opinion as their own. You have to explain to them that the conclusion is wrong because the framework that leads to it is wrong. If that is the case, hugging the query means that you cant stray from the point being discussed to look at fallacies in the thought processes leading up to the false conclusion. So hugging the query presumes that everyone is already on the same page with regard to everything pertinent to the argument except the point under discussion. In some cases, if your going to hug the query, you might as well just concede the point, because the reasoning is built up in such a way that it can really only lead to one conclusion.

"If you actually watch the plane fly, the calculations themselves become moot for many purposes, and Kelvin's authority not even worth considering."

But is that because of screening or just because the probability is so close to 100%? (Maybe this is the same point Doug S. already made.)

I would suggest that what you are doing is "hugging the query" insofar as you try to show that the arguments and assumptions leading to a false conclusion are faulty. Sometimes it's just a long, difficult slog. Arguments about social policy might admit evidence that looks different than the evidence in physics.

Of course, if your sole reason for having the discussion is to lead someone step by step to your pre-determined conclusion, rather than having an honest inquiry of the subject under discussion, you have another problem. ;)

I honestly don't like hugging things, though. So I will go with the literal meaning of your title :)



Rationality and the English Language

The other day, someone commented that my writing reminded them of George Orwell’s “Politics and the English Language.”1 I was honored. Especially since I’d already thought of today’s topic.

If you really want an artist’s perspective on rationality, then read Orwell; he is mandatory reading for rationalists as well as authors. Orwell was not a scientist, but a writer; his tools were not numbers, but words; his adversary was not Nature, but human evil. If you wish to imprison people for years without trial, you must think of some other way to say it than “I’m going to imprison Mr. Jennings for years without trial.” You must muddy the listener’s thinking, prevent clear images from outraging conscience. You say, “Unreliable elements were subjected to an alternative justice process.”

Orwell was the outraged opponent of totalitarianism and the muddy thinking in which evil cloaks itself—which is how Orwell’s writings on language ended up as classic rationalist documents on a level with Feynman, Sagan, or Dawkins.

“Writers are told to avoid usage of the passive voice.” A rationalist whose background comes exclusively from science may fail to see the flaw in the previous sentence; but anyone who’s done a little writing should see it right away. I wrote the sentence in the passive voice, without telling you who tells authors to avoid passive voice. Passive voice removes the actor, leaving only the acted-upon. “Unreliable elements were subjected to an alternative justice process”—subjected by whom? What does an “alternative justice process” do? With enough static noun phrases, you can keep anything unpleasant from actually happening.

Journal articles are often written in passive voice. (Pardon me, some scientists write their journal articles in passive voice. It’s not as if the articles are being written by no one, with no one to blame.) It sounds more authoritative to say “The subjects were administered Progenitorivox” than “I gave each college student a bottle of 20 Progenitorivox, and told them to take one every night until they were gone.” If you remove the scientist from the description, that leaves only the all-important data. But in reality the scientist is there, and the subjects are college students, and the Progenitorivox wasn’t “administered” but handed over with instructions. Passive voice obscures reality.

Judging from the comments I get, someone will protest that using the passive voice in a journal article is hardly a sin—after all, if you think about it, you can realize the scientist is there. It doesn’t seem like a logical flaw. And this is why rationalists need to read Orwell, not just Feynman or even Jaynes.

Nonfiction conveys knowledge, fiction conveys experience. Medical science can extrapolate what would happen to a human unprotected in a vacuum. Fiction can make you live through it.

Some rationalists will try to analyze a misleading phrase, try to see if there might possibly be anything meaningful to it, try to construct a logical interpretation. They will be charitable, give the author the benefit of the doubt. Authors, on the other hand, are trained not to give themselves the benefit of the doubt. Whatever the audience thinks you said is what you said, whether you meant to say it or not; you can’t argue with the audience no matter how clever your justifications.

A writer knows that readers will not stop for a minute to think. A fictional experience is a continuous stream of first impressions. A writer-rationalist pays attention to the experience words create. If you are evaluating the public rationality of a statement, and you analyze the words deliberatively, rephrasing propositions, trying out different meanings, searching for nuggets of truthiness, then you’re losing track of the first impression—what the audience sees, or rather feels.

A novelist would notice the screaming wrongness of “The subjects were administered Progenitorivox.” What life is here for a reader to live? This sentence creates a distant feeling of authoritativeness, and that’s all—the only experience is the feeling of being told something reliable. A novelist would see nouns too abstract to show what actually happened—the postdoc with the bottle in their hand, trying to look stern; the student listening with a nervous grin.

My point is not to say that journal articles should be written like novels, but that a rationalist should become consciously aware of the experiences which words create. A rationalist must understand the mind and how to operate it. That includes the stream of consciousness, the part of yourself that unfolds in language. A rationalist must become consciously aware of the actual, experiential impact of phrases, beyond their mere propositional semantics.2

Or to say it more bluntly: Meaning does not excuse impact!

I don’t care what rational interpretation you can construct for an applause light like “AI should be developed through democratic processes.” That cannot excuse its irrational impact of signaling the audience to applaud, not to mention its cloudy question-begging vagueness.

Here is Orwell, railing against the impact of cliches, their effect on the experience of thinking:

When one watches some tired hack on the platform mechanically repeating the familiar phrases—BESTIAL, ATROCITIES, IRON HEEL, BLOODSTAINED TYRANNY, FREE PEOPLES OF THE WORLD, STAND SHOULDER TO SHOULDER—one often has a curious feeling that one is not watching a live human being but some kind of dummy . . . A speaker who uses that kind of phraseology has gone some distance toward turning himself into a machine. The appropriate noises are coming out of his larynx, but his brain is not involved, as it would be if he were choosing his words for himself . . .

What is above all needed is to let the meaning choose the word, and not the other way around. In prose, the worst thing one can do with words is surrender to them. When you think of a concrete object, you think wordlessly, and then, if you want to describe the thing you have been visualising you probably hunt about until you find the exact words that seem to fit it. When you think of something abstract you are more inclined to use words from the start, and unless you make a conscious effort to prevent it, the existing dialect will come rushing in and do the job for you, at the expense of blurring or even changing your meaning. Probably it is better to put off using words as long as possible and get one’s meaning as clear as one can through pictures and sensations.

Charles Sanders Peirce might have written that last paragraph. More than one path can lead to the Way.

1Comment at http://lesswrong.com/lw/jb/applause_lights/f1t.

2Compare “Semantic Stopsigns” and “Applause Lights” in Map and Territory.

What is above all needed is to let the meaning choose the word.  Excellent advice.

Yay! And I am honored that my mentioning of Orwell's essay lead you to discus it!

I am not quite sure I agree with this, however,:"Whatever the audience thinks you said is what you said, whether you meant to say it or not; you can't argue with the audience no matter how clever your justifications."

Doesn't this make misunderstanding or misinterpretation -just by definition- impossible? I do think misinterpretation is a genuine possibility.

Also, you left out the good bit in your Orwell quote (probably to shorten the length):

I do think misinterpretation is a genuine possibility.

Of course, but it's always the author's fault, at least if you happen to be an author.  It's not the audience who misinterprets your words, it's you.

Also, you left out the good bit in your Orwell quote

Vivid imagery, yes; rational argument, no.  Orwell wrote some classic stuff on Traditional Rationality but I never said he was a True Bayesian Master.

I agree with cihan here. It may not be a rational argument by itself,  but it enhances the preceding argument because it makes you feel what the argument is all about. Besides, I got the impression your post was about how this is an important factor often missing from discussion. Or were you talking about active vs passive voice only? 

I really liked the article; but if you're going to talk about Orwell and writers, and be so self-conscious about it, shouldn't it be "subected by whom"?

"Authors, on the other hand, are trained not to give themselves the benefit of the doubt."

Yes, well, I never said I was a True Writing Master either.

I would also note that—larger philosophical issues aside—from a pure efficiency standpoint, the passive voice uses more words than the active voice to convey the same meaning, again confusing meaning.

I am a writer and Orwell is my hero. I love to see him discussed, and I find there is never a time at which I couldn't use a refresher. "Politics and the English Language" is an all-time gem.

When you say  "If you analyze words deliberatively, rephrasing propositions, trying out different meanings, searching for nuggets of truthiness, then you're losing track of the first impression", it's a bit confusing. It sounds like you are saying "Don't use stock phrases as interchangeable tokens in an attempt to construct something truthy-sounding," which I gather is your meaning, which Orwell would endorse, and which would be of a piece with the rest of this blog.

But it also sounds very close to saying, "A writer should write from the gut and not worry about rephrasing and editing because editing is phony," which is of course the opposite of what Orwell teaches. What the most romantic-minded writers call "from the gut" is very often nothing more than received wisdom that "feels" true because they have never really questioned it. A good writer, like you say, is always reevaluating his words and the ways they might be construed. He rephrases his prepostions not his propositons, if I may be so cheeky.

Daniel, I was thinking of the reader over-analyzing, not the author.  Specifically, I'm thinking of all the times I've said, "Don't say X, it's misleading" and then a commenter says, "Well, if you interpret X to mean Y, it's sorta true."  I edited the passage a bit, hopefully making it a bit clearer what I'm worried about.

I have to point out, you've made a mistake of terminology here, one frequently pointed out at Language Log.  You seem to have used "passive voice" to mean "construction that is vague as to agency".  It's important to note weaseling, as you point out, but the use of passive voice isn't a good heuristic for that.  Consider your own example of "Unreliable elements were subjected to an alternative justice process"; little of the weaseliness comes from the use of the passive.  It wouldn't be much less weaselly if written as "When dealing with such unreliable elements, those responsible apply an alternative justice process."  Who's responsible?  I dunno.

Excellent point - the trouble is not that the writer used a passive construction, but that they obscured WHOSE RESPONSIBLE THI...I mean, the actor. And the victim and the process, now that I think of it.

Better yet, "When dealing with such unreliable elements, the authorities apply an alternative justice process." By not directly mentioning the notion of responsibility, we just have an authority doing properly authority-ish things, and the weasleyness is obscured fully once more.

Agreed with your main thrust. Additionally, you touch glancingly on some points I want to highlight.

Right. And your sentence suggests the scientists are to blame. 

Contrast 1b: "Some journal editors publish only articles in passive voice*."

Those sentences might describe the same present world, but they make different predictions.  #1 implicitly predicts that a scientist can write a journal article "in the active voice", while #1b explicitly predicts that they often can't (because the relevant journals' editors might not publish an article "in the active voice").

So which sentence is correct? Well, maybe you haven't a clue, and it's beside your point. Maybe your point really is that "Journal articles are often written in passive voice."

That is, sometimes one obscures agency because one genuinely isn't sure who the agent is, and believes it's better to be vague than to be misleading. There's a legitimate difference between obscuring something known and obscuring something obscure.

Arguably, the real fallacy underlying all of this is the improperly excluded middle. If there were only two ways to write -- identifying agency, or using the passive voice -- then "avoid the passive voice!" would be equivalent to "identify the agent!", albeit longer. But there aren't, and it isn't.

 "I subjected the unreliable elements to an alternate justice process" doesn't obscure the subject, but it still points away, rather than pointing at. The sentence asserts that whatever I used is a justice process, and isn't a standard one, but it doesn't actually say what I did. And it asserts that whoever I used it on was an element, and wasn't reliable, but doesn't actually say what it was.

This is a common way of pretending to say something without actually saying anything. It raises the question: do I not know what I'm talking about, or am I just refusing to say?

Incidentally, Avoid the passive voice! has the same problem. There are LOTS of ways to avoid the passive voice, most of which don't accomplish your goal. Presumably you mean "Identify the agent!"... so why not say that?

That’s a different perspective of the English language, quite philosophical actually, I never thought about a language that way. I’ll bring this up to my sat tutoring colleagues and see what they have to say about it.

When writing essays for English class in high school, I was explicitly forbidden from using the word "I"...

Did you by any chance go to high school in a Randian dystopia?

More specifically, I was forbidden for using such phrases as "In my opinion" or "I think" or "I believe" on the grounds that 

1) "it's not the correct style for an academic essay" 

2) "you're the author, so saying 'I believe X' instead of just 'X' is redundant."

Perhaps ironically, my 9th grade English teacher spent a month or so on the novel Anthem by Ayn Rand... I believe it was my 10th grade English teacher that was the source of the injunction against the use of the word "I" though...

Yesterday, someone said that my writing reminded them of George Orwell's Politics and the English Language.  I was honored.

To continue with the thread necromancy, it's a dubious honor. I've seen several well argued scathing critiques of that essay by linguists. See for example the Language Log posts by David Beaver and Geoffrey Pullum discussing Orwell's nonsensical claims about the passive voice, the use of metaphors, etc. 

Orwell was the outraged opponent of totalitarianism and the muddy thinking in which evil cloaks itself 

There's plenty of "thinking" in Orwell's books that it would be charitable to call muddy. Orwell was one hell of a good writer, but intellectually he's way overrated. Even when it comes to his best work, 1984, every now and then I'm struck when I read some older book and realize that significant parts of the plot and philosophy of 1984 were borrowed from it. (If you think I'm exaggerating, just read Arthur Koestler's Darkness at Noon and James Burnham's wartime books.) 

I've read both the posts you linked to -- and they're both horribly written nonsense. 

They attack an essay that itself argues that all of the guidelines he stated can be occasionally broken, by showing how it occasionally breaks its own guidelines. Other flaws supposedly pointed out (e.g. that Orwell doesn't provide evidence for a superior quality in the past) are just factually false: Orwell gives as counterexample the English translation of Ecclesiastes. 

Seriously, these posts don't say anything else: they just accuse it of a hypocrisy that isn't actually there. Are these the best arguments against Orwell's essay? If so, that's high praise for it indeed.

Orwell doesn't provide any useful guidelines on when the exceptions to his rules should apply. He only says you shouldn't use them when it would make you sound "outright barbarous." But this makes these rules useless as advice, since the exceptions are supposed to be guided by aesthetic feeling -- and those whose feeling is refined enough ipso facto already know what to do even without Orwell.

The second LL article cites a result that the use of passives in Orwell's essay is in fact well above the average found in a large sample of English prose. So whatever exeptions to his rules he has in mind, this necesarily implies that he breaks his own advice. There is no reasonable interpretaton of his admonition to avoid passives, whatever caveats and exceptions are attached to it, that would permit writing a whole essay with such an exceptionally high rate of passives.

But this makes these rules useless as advice, since the exceptions are supposed to be guided by aesthetic feeling -- and those whose feeling is refined enough ipso facto already know what to do even without Orwell.

Orwell prefaces his rules by the following sentence:

one can often be in doubt about the effect of a word or a phrase, and one needs rules that one can rely on when instinct fails. I think the following rules will cover most cases:

In short, he explicitly states that it's when this aesthetic instinct fails that the rules are to be applied. And he talks in detail about the process he suggests be used BEFORE turning to the rules as a last resort.

The second LL article cites a result that the use of passives in Orwell's essay is in fact well above the average found in a large sample of English prose. 

Possible, but mostly irrelevant, unless we're shown that Orwell used the passive somewhere where he ought have used the active...

The useful advice is in the first 5000 words of the essay, most importantly in the examples of bad writing. The 100 words or so of 'rules' are just a summary at the end.

This kind of teaching is common in other subjects. For example, in a Go textbook it's not rare to see a chapter containing a number of examples and a purported 'rule' to cover them, where the rule as stated is broken all the time in professional play. It would be a mistake to conclude that the author isn't a strong player, or that the chapter doesn't contain helpful advice. The 'rule' is just a way to describe a group of related examples.

I think it's better to think of the 'rules' in Orwell's essay more like mnemonics for what he's said earlier, rather than instructions to be followed on their own.

It would however be reasonable to conclude that the author does not have strong analytic understanding of what exactly makes them a strong player/good writer, and be cautious about the more abstract parts of the advice, similar to how native speakers can tell you whether a sentence is grammatical, but are usually less reliable for giving you general rules than speakers who learned the language as adults to a high level of proficiency.

This is perhaps a bit after the event, but the word that kept screaming through my mind as I read this was 'context'. I was surprised, upon searching for the word, that nowhere in your article or anywhere in the comments below did anyone mention the word 'context'. Context is what the passive voice strips from a statement, and the lack of context is what obscures the meaning. It's a minor complaint, but it struck me as odd, the literal lack of 'context'.

Link to Orwell's paper is broken. New one: http://www.orwell.ru/library/essays/politics/english/e_polit/

I wonder if some or most of the above can be rolled up into a formula for critiquing the utterances of things like GPT4, or even detecting it is GPT4 and not a person.



The Litany Against Gurus

I am your hero!
I am your master!
Learn my arts,
Seek my way.

Learn as I learned,
Seek as I sought.

Envy me!
Aim at me!
Rival me!
Transcend me!

Look back,
Smile,
And then—
Eyes front!

I was never your city,
Just a stretch of your road.

Part of the Politics Is the Mind-Killer subsequence of How To Actually Change Your Mind

Previous post: "Rationality and the English Language"

Are people biased on average to follow someone else, rather than to make their own path?  It is not obvious to me.  Yes, many great failings have come from groups dedicatedly following a leader.  But surely many other failings have come from groups not dedicatedly following a leader.

These recent posts will be very useful to point to next time someone accuses Singularitarians of being a cult.

Or, Nick, a great source of irony for those people.  "For a site called 'Overcoming Biast'..."

I suspect that people tend towards following versus leading, much in the way that pack wolves have leaders and followers.

Robin, this verse is about following someone else - just following with intent to overtake, rather than following with intent to worship.  When is it ever appropriate to do the latter?

The Litany describes a dilemma that should only appear in arts, not sciences.  In a true science with many contributors, you wouldn't follow any single hero, unless you thought some portion of their work had been left undone.

I know, but they can serve that purpose - how many actual cult leaders write about how to avoid becoming a cult?

What about the Guru who wrote 'Why work towards the Singularity' ?  It is a text with a distinctly Messianic feel.  Or, to be more generous, a Promethean feel.   While it is true that Hom Sap has a nasty itch to create anything that can be created, regardless, thre's no need for such pseudo valuations as the following :
"If there's a Singularity effort that has a strong vision of this future and supports projects that explicitly focus on transhuman technologies such as brain-computer interfaces and self-improving Artificial Intelligence, then humanity may succeed in making the transition to this future a few years earlier, saving millions of people who would have otherwise died. Around the world, the planetary death rate is around fifty-five million people per year (UN statistics) - 150,000 lives per day, 6,000 lives per hour. These deaths are not just premature but perhaps actually unnecessary. At the very least, the amount of lost lifespan is far more than modern statistics would suggest."
Who says that continuing the lives of us dull old farts, to the inevitable detriment of the unborn, has any positive value ?   I'd say that's monstruous.  The transhuman AI may be an unavoidable consequence of our Luciferian inclination to meddle.  That doesn't mean it's a cause.   Any chance of it becoming a cult ?

Can you name 3 people who have transcended you in particular areas of rationality, and those areas? How about Spearman's g? Capacity/willpower for altruistic self-sacrifice? Conscientiousness? Tendency not to be overconfident about disastrous philosophical errors? Philosophical creativity? Mathematical creativity? Same questions with respect to 'rivaled.'

Also, your use of poetry and talk of the 'Way of Rationality' seems to be counter-signaling.

Plenty of religious and political organizations accuse outsiders and heretics of various kinds of bias and irrationality, and 'apply' the same criteria to themselves. The problem is that they do so in a biased fashion.

"Also, your use of poetry and talk of the 'Way of Rationality' seems to be counter-signaling."

I realize it's not likely to convince someone who's already committed to seeing Singularitarianism as a cult, but it might help someone who's relatively unfamiliar with the territory and getting a slight cultish feel.

@Chris: "Who says that continuing the lives of us dull old farts, to the inevitable detriment of the unborn, has any positive value ?"

I hear this argument against life extension and transhuman technologies over and over, and I think it is the absolute height of hypocrisy. Why? Well, if you care so much about the unborn ( = potential people, of whom there are infinitely many), then why aren't you eagerly campaigning for the immediate colonization of the solar system, followed by the galaxy? Remember, there are always more potential people left to be realized, and the best way of realizing them is by continually increasing the rate at which new people come into existence.

Surprisingly enough, the creation of a safe and powerful AI is probably the most effective way of accomplishing this increase in new-people-creation that will benefit the unborn. Chris, if you're really interested in the rights of potential persons [as I am], you should wholeheartedly support and work towards positive, safe technological acceleration.

I don't know about you guys, but if there was only one country in the entire universe, I'd rather it be Monaco than Congo.

'Unborn' does not equal 'potential people'.  I see little point in trying to exhaustively explore the space of potential people.  But given that there will be people coming after us, I fail to see the purpose in extending the lives of this generation at their expense.

Can you name 3 people who have transcended you in particular areas of rationality, and those areas? How about Spearman's g? Capacity/willpower for altruistic self-sacrifice? Conscientiousness? Tendency not to be overconfident about disastrous philosophical errors? Philosophical creativity? Mathematical creativity? Same questions with respect to 'rivaled.'

Daniel Kahneman undoubtedly knows more about heuristics and biases than I do;
E. T. Jaynes was superior in manipulating and applying Bayesian calculus;
Robyn Dawes has taught more students of rationality;
Von Neumann was probably brighter than I am;
Gandhi endured more for less;
Edison put in longer hours;
Epicurus seemed pretty skeptical;
If Siddhārtha Gautama was a real person, he was one hell of an imaginative philosopher;
Conway has probably created more math than I've learned.

Caledonian: If a longer lifespan is bad, surely a shorter one must be good? It would be a pretty unlikely coincidence if the current average of 67.2 years just happened to be morally optimal - and even if that coincidence were true now, it won't be for much longer.

So if you really believe what you're saying, then stop extending your own life; go kill yourself and knock that number down a notch. But there's the rub - you don't really believe it, and I'd bet that as soon as radical life extension comes on the market you'll go for it even while ridiculing others doing the same.

You just use irrational ideas as a way of sounding "cool", because there are all too many moronic humans who eat that crap up, thinking that anything must be right if it goes against the "establishment". If a poll was done, probably more than half of all people would claim to be non-conformists.

Obviously you're not going to find very many such idiots here, so who's your real audience? Do you show your posts to all your (nominally) progress-hating friends, gushing over how you dealt such a huge blow to The Man? Or are you such a sad, pathetic creature that you do all this purely to prove your own coolness to yourself?

That wasn't a very strong signal of non-guru status. Six out of those nine people are dead (why choose the dead?) and can't condemn your ideas or compete for current authority with you, making for a less informative signal of non-guru status. You praise Kahneman for academic knowledge of heuristics and biases, but notably not for actually overcoming bias. Mentioning Dawes' total output of students, given his line of work and greater age, is very different from praising his ability to actually convey rationality.

A guru could say those things and still consistently claim to be the most generally intelligent and personally rational do-gooder currently living on the planet Earth, a view which is false for most. Are you ready to explicitly reject that proposition with respect to yourself? To say that people who do not agree with you on some important matters of fact and of value (e.g. relating to your work), and who might hinder your accumulation of supporters and resources, are your rivals or superiors in general rationality? To specify significant ways in which you have been persistently (and harmfully on balance) more biased than interlocutors concerned with rationality like Nick or Robin?

You could easily address such questions in a much more informative fashion than in the list above.

Carl, I'm not trying to signal non-guru status.  If I was trying to signal non-guru status, I wouldn't write verse!  But a verse to remember and repeat as a mantra might be useful to someone trying to resist the slide into cultishness ("I was never your city" keeps going through my own mind).  I have little compunction about "looking like a guru" if it conveys information nicely.  So long as I'm not actually a guru.

Regarding the rest of your question, I acknowledge no superior in my own specialty, and would be expected to have many superiors anywhere outside my own specialty.

"I have little compunction about "looking like a guru" if it conveys information nicely. So long as I'm not actually a guru."
You're also in good company on verse with the MIT AI koans:

"A novice was trying to fix a broken Lisp machine by turning the power off and on.
Knight, seeing what the student was doing, spoke sternly: "You cannot fix a machine by just power-cycling it with no understanding of what is going wrong."
Knight turned the machine off and on.
The machine worked."
http://en.wikipedia.org/wiki/Hacker_koan

Why not? The word guru doesn't necessarily have negative connotations for me. This isn't a gripe over lexical definitions. I think most of the nine people listed could have been described as a guru - the last certainly was. They had devoted followers and imparted their knowledge to them. A guru does not a cult create - that honour's reserved for those who aren't comfortable with the prospect of being usurped or overtaken.

I have limitless admiration for someone who can teach all they know, and look on with nothing but pride as their protegés go on to surpass their achievements. I know I'd have trouble with that.

I suspect that ritualistic behavior is unlikely to aid in resisting the slide into cultishness.  Quite the opposite.

Perhaps you should study the people who are exposed to teachings that seem to favor cultishness, find value in the teachings, but do not enter the cult.

Maybe I'll take up the mantle of adversary, Eli, when the circumstances are right. You are far ahead, but I think I can catch up. Who else will do learn and over take, instead of idly chatting?

That one made me chuckle ... Good for you Eliezer! I do enjoy your posts. But that comment cracked me up. So I can only presume it was in jest, of course. It would be a somewhat ironic attempt at modesty to compair yourself to one of the greatest minds in history.

Caledonian: ritual behavior is only cultish if the ritual reinforces non-thought. Given that humans are so obviously born hungry for ritual, I'd be inclined to think rational/scientific culture is making far too little use of it, and more would be better. If anything, starving yourself of ritual will make you easy prey for cults.

Elizer: your PDF in the previous post changed the way I think about AI as a concept, stripping off much anthropomorphism. So to that extent you do get to be a guru to me, at least until I get good enough to make advances of my own ;-P

Couldn't resist adding a complaint about the abuse of the term 'guru' as a term of ...abuse.  It represents in fact an exponent of a perfectly respectable form of expertise transmission in non-rational domains.  Drift into abuse of authority by such an exponent is perhaps more likely because the method relies on authority rather than argument, but that doesn't mean that the concept is invalid, or indeed that there is any other method possible in those domains.

Goplat, can't answer for Caledonian, but as I'm pretty sad & pathetic myself, I'll take a stab.  The unborn represent variety and potentiality.   More of the same represents sterility.   Sure I'd like to live 500 productive & happy years, but am in my better moments conscious that with present biotechnology this is unlikely.  With SIAI improved biotechnology who knows ?  However, my totally uninformed intuition is that however superproductive & longlived the ultra-new curly-wurly chromosomes that my friendly neighbourhood SIAI will give me are, they would do better (in accordance with their interest) endowing them on the young of the species.   Your argument that we now are happy living 80 years where our ancestors were lucky to make 40 is pertinent, but adding years after 40 still doesn't increase the productive lifespan of a mathematician.  Jesus died at 30 (or was it 33 ?).  Mother Theresa was doing productive caring work into advanced old age.  So perhaps youth = creativity, age = caring.  A 'Self Improving' AI would surely privilege the 1st option.  For better or for worse.  Personally I'm for balance, and am all for the increase of life expectancy at a rate which is compatible with human capacity to adapt. I wrote a piece on the Impossibility of a 'Friendly' SIAI which I may inflict on the world someday.

Just had a response to Goplat rejected as spam.  Wonder what the biases built in to the new antispam filter are ?

That one made me chuckle ... Good for you Eliezer! I do enjoy your posts. But that comment cracked me up. So I can only presume it was in jest, of course. It would be a somewhat ironic attempt at modesty to compair yourself to one of the greatest minds in history.

Carl asked for someone with superior Spearman's g, which is more widely known as g-factor.  Not "least upper bound", just "superior".

Spearman's g is tricky.  It's easy for me to see that Jaynes is better at Bayesian calculus than I am, but that doesn't mean I can infer that Jaynes was doing it through superior g-factor (nor that he wasn't).

Traditional IQ tests sensibly and reliably measure a range of around 60-140.  Richard Feynman's measured IQ was 137, but you have to translate that as "outside the range of the IQ test", not "80 IQ points dumber than Marilyn vos Savant".

There have been attempts to devise measures of "genius IQ" but I'm not impressed with any of their validation measures, and in any case, I haven't taken any.

Von Neumann was famous as a genius who scared other geniuses.  I still added the qualifier "probably" because I don't actually know that von Neumann did his stuff via g-factor per se, rather than, say, by working so hard that he scared other hardworking mathematicians.  It does seem likely that von Neumann had one of the highest Spearman's-g of the 20th century, but it's not certain.  Anyone above a certain range tends to specialize in modes of cognition, and they do what they do by choosing tasks that fit their peculiar genius, not necessarily by being generally "better" than other geniuses in any directly comparable sense.  Was Einstein smarter than Newton?  I don't know; they applied different kinds of genius.  So I picked von Neumann as the archetype - his genius wasn't necessarily the most effectively applied of the twentieth century, but he comes to mind as having a damned high g-factor.

If you just say "smart", or something like that, then you're really asking after a sort of generalized status ranking, in which case merely to compare oneself to von Neumann would be an act of great social audacity.  Perhaps this is what made you laugh?  But Carl didn't ask about life accomplishment or social status, he asked about Spearman's g, which is a very specific request about a characteristic that's very hard to infer above the IQ 140 range.

Are you talking to yourself, or is there something wrong with the name on this post?

One presumes that the second paragraph ought to be italicized, to indicate that it is a quotation of HighlyAmused's earlier comment. Interestingly, the Internet Archive's record of this thread as it appeared on its old home at Overcoming Bias does display the italics correctly; it is certainly odd that the move to Less Wrong should result in such an idiosyncratic error.

No.  It is far more likely that the qualities that made Feynman a genius were not those that were measured by IQ tests.

It's not a matter of his intellect being outside of a range.  Intellect has a dimensionality far greater than IQ tests measure, period.

I have a suspicion that very high IQ is like comparing cheetahs to dogs. The dog isn't worse, he's just less of a specialist. High IQ means using the same wetware differently. More computation effort is devoted to a particular range of tasks. When you get into the ultra-genius range, you are actually starting to chip away at features used by the rest of the system. A narrow focus on one mode of cognition is unavoidable.

Is reading "GENERAL INTELLIGENCE," OBJECTIVELY DETERMINED AND MEASURED (http://psychclassics.yorku.ca/Spearman/) the best way to understand what you mean by "Spearman's g?"

Anon, Spearman's original book is pretty old.  Try Wikipedia, or search Gene Expression, or this page seems to have a lot of resources.  Jensen had a nice intro paper at Psycoloquy, but Psycoloquy seems to be down at the moment.

I'd agree that mathematicians probably peak somewhere around 40. I can see two things contributing to the subsequent decline: mental degeneration, and an increasingly irrelevant skill set; if your specialty is narrow enough, you may have solved all the easy problems in your microfield. I expect life extension technologies to fix the former problem. For the latter problem, Feynman recommends changing fields every 7 years. Of course, he's Feynman; maybe 10 years is better for us ordinary folks.

Is there a hidden meaning to this? I only grasp the exterior feel to this shiny poem.

"...Although, do please make the check out to 'Cash'."



Politics and Awful Art

One of my less treasured memories is of a State of the Union address, or possibly a presidential inauguration, at which a Nobel Laureate got up and read, in a terribly solemn voice, some politically correct screed about what a wonderfully inclusive nation we all were—"The African-Americans, the Ethiopians, the Etruscans", or something like that.  The "poem", if you can call it that, was absolutely awful.  As far as my ears could tell, it had no redeeming artistic merit whatsoever.

Every now and then, yet another atheist is struck by the amazing idea that atheists should have hymns, just like religious people have hymns, and they take some existing religious song and turn out an atheistic version.  And then this "atheistic hymn" is, almost without exception, absolutely awful.  But the author can't see how dreadful the verse is as verse.  They're too busy congratulating themselves on having said "Religion sure sucks, amen."  Landing a punch on the Hated Enemy feels so good that they overlook the hymn's lack of any other merit.  Verse of the same quality about something unpolitical, like mountain streams, would be seen as something a kindergartener's mother would post on her refrigerator. 

In yesterday's Litany Against Gurus, there are only two lines that might be classifiable as "poetry", not just "verse".  When I was composing the litany's end, the lines that first popped into my head were:

Which didn't sound right at all.  Substitute "pathway" for "road", so the syllable counts would match?  But that sounded even worse.  The prosody—the pattern of stressed syllables—was all wrong.

The real problem was the word des-ti-NA-tion—a huge awkward lump four syllables long.  So get rid of it!  "I was not your goal" was the first alternative that came to mind.  Nicely short.  But now that I was thinking about it, "goal" sounded very airy and abstract.  Then the word "city" came into my mind—and it echoed.

"I was never your city" came to me, not by thinking about rationality, but by thinking about prosody.  The constraints of art force us to toss out the first, old, tired phrasing that comes to mind; and in searching for a less obvious phrasing, often lead us to less obvious thoughts.

If I'd said, "Well, this is such a wonderful thought about rationality, that I don't have to worry about the prosodic problem", then I would have not received the benefit of being constrained.

The other poetic line began as "Laugh once, and never look back," which had problems as rationality, not just as prosody.  "Laugh once" is the wrong kind of laughter; too derisive.  "Never look back" is even less correct, because the memory of past mistakes can be useful years later.  So... "Look back, laugh once smile, and then," um, "look forward"?  Now if I'd been enthralled by the wonders of rationality, I would have said, "Ooh, 'look forward'!  What a progressive sentiment!" and forgiven the extra syllable.

"Eyes front!"  It was two syllables.  It had the crisp click of a drill sergeant telling you to stop woolgathering, snap out of that daze, and get to work!  Nothing like the soft cliche of "look forward, look upward, look to the future in a vaguely admiring sort of way..."

Eyes front!  It's a better thought as rationality, which I would never have found, if I'd been so impressed with daring to write about rationality, that I had forgiven myself the prosodic transgression of an extra syllable.

If you allow affirmation of My-Favorite-Idea to compensate for lack of rhythm in a song, lack of beauty in a painting, lack of poignancy in fiction, then your art will, inevitably, suck.  When you do art about My-Favorite-Idea, you have to hold yourself to the same standard as if you were doing art about a butterfly.

There is powerful politicized art, just as there are great religious paintings.  But merit in politicized art is more the exception than the rule.  Most of it ends up as New Soviet Man Heroically Crushing Capitalist Snakes.  It's an easy living.  If anyone criticizes your art on grounds of general suckiness, they'll be executed for siding with the capitalist snakes.

Tolerance of awful art, just because it lands a delicious punch on the Enemy, or just because it affirms the Great Truth, is a dangerous sign:  It indicates an affective death spiral entering the supercritical phase where you can no longer criticize any argument whose conclusion is the "right" one.

And then the next thing you know, you're composing dreadful hymns, or inserting giant philosophical lectures into the climax of your fictional novel...

Part of the Politics Is the Mind-Killer subsequence of How To Actually Change Your Mind

To be fair, we also hold some "art" to a different standard because it was made by an amateur, a child, or for various other reasons. I don't expect your average scientist to be as skilled at tale-telling as an average professional tale-teller. (Carl Sagan happened to be both a professional scientist and a pretty good fiction writer; I rather liked Contact.)

Once in a while, you do run into someone, such as George Orwell, who is good enough to stick an Author Filibuster into a novel and have it still be a good novel, but more often, they just make things boring to anyone except those who already agree with the argument or would read philosophy for fun anyway.

If you're looking for awesome atheist poetry, Lucretius' "De Rerum Naturae" will supply it -- in Latin, that's true, but, it CAN be translated, you know;-).  Yes, it DOES start with a hymn to Venus -- "hominum divomque voluptas", and the rest of the wonderful opening Hymn to Venus -- but that's just keeping the paying sponsors (the Caesars, Augustus in particular) happy, as they claim descent from Venus -- look around the "tantum religio potuet suadere malorum" part for some juicier materials;-).

Dryden even gave us a rhyming translation (although in some respects Lucretius isn't very transhumanisty at all).

I take your point, though I guess for "atheist hymns", or the closest things theirof, perhaps the first place to look would be Filk music? There're very very very few professional filkers, and most Filk is with untrained voices and so on, and has to be appreciated as just as it is, just for fun... but there's some good stuff too... Fire in the Sky, Hope Eyerie, etc.. (at least in my view)

One in particular that formed more or less out of the composer's frustration with a Young Earth Creationist is actually pretty good... perhaps one of the nicest attacks on YEC around, specifically "Word of God"

The ones I mentioned are at http://www.prometheus-music.com/eli/virtual.htm (Surprise! is just plain fun though! dunno about deep artistic merit, it's just fun. :))

Upon blind faith they place reliance
What we need more of is science!

I come to say "Hi!"
to let know of my appreciation
and I arrive at a post
that seems poetic masturbation.

Nightly I read
listen
learn
love
laugh
at the litany of biases being overcome by
Overcoming Bias'
staff

But Alas! and Woe! and forsooth! (and my tooth!)
For I read in bed
by the light of my phone
and can join the choired commentors,
Not.

So I power-up tonight! (my laptop delicate)
to say "hello, y'all!" from a position not prone (I stand, I won't sit)
"Leizer, you're the best! You're fun to read and to cheer for!"
"And Robin, your free-market posts are so full of bias and herefore!
But I love you anyway, for I'm a disciple of Jesus,
And I would not laugh or cackle if he beat out of you the begeesus!
(And also you offer us this blog, which may mitigate some sins...)"

But what do I find?
What does my screen show?
A post about poetry!
of which nothing I know...

Maybe to be beautiful, art has to have a sense of balance and proper proportion, but a political fanatic has very little of either of these.

As I remember from A Level English, Goldstein's 'book' on Big Brother's regime was the first part of 1984 to be written. I'm glad to see someone highlighting the parallels between great fictional works like Orwell's and classic rationalist scientific literature; I've always thought there was great value in this.

Rubbish art attempting to point up serious political issues is about as effective as a scientific paper detailing a poorly run experiment. It's the difference between an Atlas Shrugged and a 1984.

Ian, for an example of great, polemic, unbalanced political art, see Rage Against The Machine. Being artistic - even being good at it - doesn't make you honest, it just makes you accessible.

Actually, I think I found something better.
http://www.youtube.com/watch?v=jEOkxRLzBf0

It's such a shame about my failure
To have been born within Australia;
Because then the rhyme for "Overcoming Bias"
Could be found among "The Himalayas".

I've always felt that constraining yourself to poetry that rhymes restricts both what you can say and the artfulness with which you can say it.

I've had this thought before too, but I don't think there's any overall limit on how artful rhyming poetry can be. It's just harder and more time consuming. And yeah, sometimes you come up with a beautiful line and then can't use it because it doesn't fit with the syllable count. 

One of my less treasured memories is of a State of the Union address, or possibly a presidential inauguration, at which a Nobel Laureate got up and read

It can't have been a State of the Union address, since no one speaks at those except the President(*). On the other hand, Nobel Laureates reading poetry is exactly the kind of thing that happens at presidential inaugurations.

(  )And this was before Obama(*) and after T. Roosevelt, so the President wouldn't have been a Nobel Laureate himself .

(**)The LW spellchecker does not recognize this word (!)

I wish the exclamation point had been its own footnote.

A related problem is the idea that making 'funny' music somehow excuses you from making good music. I listen to quite a lot of 'silly' artists -- Weird Al, They Might Be Giants, The Poxy Boggards, Jonathan Coulton, Tenacious D, Tim Minchin -- and whenever a service like last.fm notices this, it inevitably ignores the fact that all the acts I've named are exceptionally talented musicians in their own right, and plays me lots of 'silly' songs by mediocre singers, players, and melodicists.

Hmmm - AFAIK, last.fm plays "songs that are played by other people that play the songs you like".

So it may not be last.fm that's doing this to you - but other fans of your favourite musicians...

One of my less treasured memories is of a State of the Union address, or possibly a presidential inauguration, at which a Nobel Laureate got up and read, in a terribly solemn voice, some politically correct screed about what a wonderfully inclusive nation we all were - "The African-Americans, the Ethiopians, the Etruscans", or something like that.

Could that be this one? It was indeed read at Bill Clinton's 1993 inauguration, by Maya Angelou (video), who is neither a Nobel Laureate nor (as I originally thought you might have meant) a US Poet Laureate, but, although I can't really figure out what this poem is about, it does sound a lot like the one you mentioned. ("...the Asian, the Hispanic, the Jew, / The African and Native American, the Sioux, / The Catholic, the Muslim, the French, the Greek, / The Irish, the Rabbi, the Priest, the Sheikh..." Then I think they all walk into a bar.)

(No Etruscans there, but I don't think there are a lot of them about anymore.)

the Greek, / The Irish, the Rabbi, the Priest, the Sheikh...

Aghhhh!!! A sheikh is a ruler, not an ethnic group, or a religious minister, so it doesn't fit with either list.  And sheikh is pronounced like "shake"; it doesn't rhyme with "Greek".

But that example definitely belongs in the list of "awful art we're supposed to pretend to like for signaling reasons"...

Could it be a mistranscription?  "Sikh" would make sense in context.

ETA: Guess not.  I just listened to the YouTube clip.  As ata says, she definitely pronounces an initial "sh" sound.

ETA2:  Maybe she said "the chic", out of solidarity with those ridiculed for being too stylish.

It was a beautiful theory, but it was wrong :).  She definitely pronounces an "sh" sound.

It sounds more like a "sh" in the video (around 3:10).

ETA: Guess not.  I just listened to the YouTube clip.  As ata says, she definitely pronounces an initial "sh" sound.

Unlikely, it seems that that's the wording according found in multiple hard copy sources according to Google Books. See for example this magazine article All the online copies (and there are many) have the word "Sheikh" there. 

A Google search for "The Irish, the Rabbi, the Priest, the Sikh" turns up no hits from a Google search which means that all online copies would have the poem this way. This seems unlikely for a transcription error. 

(Incidentally, apparently the correct title of the poem is "On the Pulse of Morning" although many websites list the title as "The Rock Cries Out to Us Today") 

You know, I've heard it argued that you're guilty of this yourself in the first few chapters of Harry Potter and the Methods of Rationality. But only the first few, the rest are fine.

My favorite example of something like this is about the Surrealists.  They had rather depressing fallings-out and betrayals of friends, mostly because they had different approaches to the relationship between politics and art.  Louis Aragon was wholly political; Andre Breton tried to strike a balance between politics and making the kind of art he liked, and he suffered for it.  His former friends really screwed him.

The 20th century was in general a very bad time to be an apolitical artist, with everyone adopting the principle 'if you're not my ally, you're my enemy'.

Even mild criticism of prevailing trends could kill your career; I read Robinson Jeffers The Double Axe, which had some very mild isolationist sentiments - but because this was during the fever-pitch of WWII, the publisher included a preface disavowing any responsibility and attacking the poems! Pretty amazing, especially considering that one of Jeffers's main criticisms was all the WWII propaganda, which we now know he was right about, and the reception almost proves his point by itself.

'The poet’s work is subjected to severe editing. Entire poems—10 in all—are excised. When the volume is finally published, it bears an extraordinary editorial note averring, “in all fairness to that constantly interdependent relationship, and in all candor,” the publisher “feels compelled to go on record with its disagreement over some of the political views pronounced by the poet in this volume.” The editor’s note concludes with the smug self-assurance of one who knows his reiteration of the conventional wisdom renders him practically unassailable: “Time alone,” he intones, “is the court of last resort in the case of ideas on trial.”'

--"Robinson Jeffers: Peace Poet", The American Conservative

"I have never known a novel that was good enough to be good in spite of its being adapted to the author's political views."

--Edith Wharton, letter to Upton Sinclair (Aug. 19, 1927), http://www.artsjournal.com/aboutlastnight/2009/09/tt_almanac_1508.html

That's when you said, 'I'll show them, I'll show them all!' and started cackling, right?

"And I said yayus, yayus, everybody yayus!  I said you must have faith in the creative spirit, because it is creativity... that gets things... created."

That is not even on the Internet, I checked.  100 nerd points to you.

Do I get more or less nerd points because I used my Google skills rather than watching the movie?

Eyes front!  It's a better thought as rationality, which I would never have found, if I'd been so impressed with daring to write about rationality, that I had forgiven myself the prosodic transgression of an extra syllable.

You seem to be saying that forcing yourself to make better art made the rationality better. That's confusing, what would be the mechanism for it?

Needing an answer that had an irrelevant property (number of syllables) forced him to consider more of the answer space than he otherwise would have. I don't believe that looking for artistically pleasing things would produce more rational answers per unit time, but it does at least enforce a lower bound on time spent.

If you allow affirmation of My-Favorite-Idea to compensate for lack of rhythm in a song, lack of beauty in a painting, lack of poignancy in fiction, then your art will, inevitably, suck.

If you allow awesome graphics or cut scenes in a video game to compensate for weak gameplay, your game will, inevitably, suck.

If you allow awesome special effects in a movie to compensate for plot or character development, your movie will, inevitably, suck.

If you allow awesome graphics or cut scenes in a video game to compensate for weak gameplay, your game will, inevitably, suck.

Bah. The existence of visual novels proves otherwise - and they consist entirely of cutscene!

Yep. The key point of political art is that you have to be excellent at both politics and art. Bob Dylan or The Clash are rare.

Actually, I like it much better that the version in the previous poster (but I mentally replaced “only” with “just”).

(I read “destination” in my head with a strong secondary stress on the first syllable: “I was NOT your DES-ti NA-tion”.)

There seems to be one class of a political topic that seems to lead inevitably to this (and to which I'm guilty of).  Any political stance that affects the means of creative production(for example, copyright/free culture).   If you get to the point where you cannot stand the people who are making art for political reasons, you are forced to create your own.  The result is going to be usually awful.  Warning people against creating awful art in that case goes too far -- awful art probably needs to be created in order for masterpieces to emerge from in relation to.  But a reminder that it is awful and that it's likely unsubjected to the scrutiny of a billion eyes for the period of time more mainstream art is(thus weeding out most crap in many iterative processes of crap removal), and can lead to affective death spirals, is a Good Thing.

"Dear God" by XTC is my favourite atheist hymn. On the other hand, "Transcendence" with Johnny Depp made me feel empathy for christians watching bible flicks - I so wanted to like the damn thing.

As to OPs main point, "politics is the art killer" has recently entered the discourse of almost every fandom (if the franchise is still ongoing). Congratulations on pointing out yet another problem years before it became so exacerbated, that people can no longer ignore it.



False Laughter

There's this thing called "derisive laughter" or "mean-spirited laughter", which follows from seeing the Hated Enemy get a kick in the pants.  It doesn't have to be an unexpected kick in the pants, or a kick followed up with a custard pie.  It suffices that the Hated Enemy gets hurt.  It's like humor, only without the humor.

If you know what your audience hates, it doesn't take much effort to get a laugh like that—which marks this as a subspecies of awful political art.

There are deliciously biting satires, yes; not all political art is bad art.  But satire is a much more demanding art than just punching the Enemy in the nose.  In fact, never mind satire—just an atom of ordinary genuine humor takes effort.

Imagine this political cartoon:  A building labeled "science", and a standard Godzilla-ish monster labeled "Bush" stomping on the "science" building.  Now there are people who will laugh at this—hur hur, scored a point off Bush, hur hur—but this political cartoon didn't take much effort to imagine.  In fact, it was the very first example that popped into my mind when I thought "political cartoon about Bush and science".  This degree of obviousness is a bad sign.

If I want to make a funny political cartoon, I have to put in some effort.  Go beyond the cached thought.  Use my creativity.  Depict Bush as a tentacle monster and Science as a Japanese schoolgirl.

There are many art forms that suffer from obviousness.  But humor more than most, because humor relies on surprise—the ridiculous, the unexpected, the absurd.

(Satire achieves surprise by saying, out loud, the thoughts you didn't dare think.  Fake satires repeat thoughts you were already thinking.)

You might say that a predictable punchline is too high-entropy to be funny, by that same logic which says you should be enormously less surprised to find your thermostat reading 30 degrees than 29 degrees.

The general test against awful political art is to ask whether the art would seem worthwhile if it were not political.  If someone writes a song about space travel, and the song is good enough that I would enjoy listening to it even if it were about butterflies, then and only then does it qualify to pick up bonus points for praising a Worthy Cause.

So one test for derisive laughter is to ask if the joke would still be funny, if it weren't the Hated Enemy getting the kick in the pants.  Bill Gates once got hit by an unexpected pie in the face.  Would it still have been funny (albeit less funny) if Linus Torvalds had gotten hit by the pie?

Of course I'm not suggesting that you sit around all day asking which jokes are "really" funny, or which jokes you're "allowed" to laugh at.  As the saying goes, analyzing a joke is like dissecting a frog—it kills the frog and it's not much fun for you, either.

So why this blog post, then?  Don't you and I already know which jokes are funny?

One application:  If you find yourself in a group of people who tell consistently unfunny jokes about the Hated Enemy, it may be a good idea to head for the hills, before you start to laugh as well...

Another application:  You and I should be allowed not to laugh at certain jokes—even jokes that target our own favorite causes—on the grounds that the joke is too predictable to be funny.  We should be able to do this without being accused of being humorless, "unable to take a joke", or protecting sacred cows.  If labeled-Godzilla-stomps-a-labeled-building isn't funny about "Bush" and "Science", then it also isn't funny about "libertarian economists" and "American national competitiveness", etc.

The most scathing accusation I ever heard against Objectivism is that hardcore Objectivists have no sense of humor; but no one could prove this by showing an Objectivist a cartoon of Godzilla-"Rand" stomping on building-"humor" and demanding that he laugh.

Requiring someone to laugh in order to prove their non-cultishness—well, like most kinds of obligatory laughter, it doesn't quite work.  Laughter, of all things, has to come naturally.  The most you can do is get fear and insecurity out of its way.

If an Objectivist, innocently browsing the Internet, came across a depiction of Ayn Rand as a Japanese schoolgirl lecturing a tentacle monster, and still didn't laugh, then that would be a problem.  But they couldn't fix this problem by deliberately trying to laugh.

Obstacles to humor are a sign of dreadful things.  But making humor obligatory, or constantly wondering whether you're laughing enough, just throws up another obstacle.  In that way it's rather Zen.  There are things you can accomplish by deliberately composing a joke, but very few things you can accomplish by deliberately believing a joke is funny.

Part of the Politics Is the Mind-Killer subsequence of How To Actually Change Your Mind

In a recent telephone poll, when asked if they would have an affair with former president Bill Clinton, 70% of American women replied, "Never again."

A better test of an Objectivist's sense of humor, perhaps?

http://www.savethehumans.com/instantgrat/thelist/objectivist_sex/index.shtml

Back during what one might call my Objectivist phase -- I prefer to think of it as the time during which I was processing Objectivism -- I was worried, just a little, when I didn't much appreciate a lot of the "jokes" about Objectivism and its adherents.  That list reassured me that, yes, I was still able to laugh at my beliefs when appropriate.

"If I want to make a funny political cartoon, I have to put in some effort.  Go beyond the cached thought.  Use my creativity.  Depict Bush as a tentacle monster and Science as a Japanese schoolgirl."

Yikes. This is scary because a tentacle monster and a Japanese schoolgirl would have been my first thought.

Only because you think of Japanese schoolgirls and tentacle monsters once a minute.

Would jokes where Dilbert's pointy-headed boss says idiotic things be less funny if the boss were replaced by a co-worker?  If so, does that suggest bosses are Hated Enemies, and Dilbert jokes bring false laughter?

I'd call that character humor, where the character of the boss is funny because of his exaggerated stupidity.  It wouldn't be funny if the punchline was just the boss getting hit in the face by a pie (well, beyond the inherent humor of pie-to-face situations).  Besides, most of the co-workers say idiotic things too!

Dilbert is less a satire and more a documentary. The amusement comes from us realizing how screwed up it is that large corporations work this way. We laugh like a man who just realized he was mortally wounded and none of his savings accounts he sacrificed earlier opportunities at hedonism for matter anymore.

The pointy-haired boss is presented as a Hated Enemy, but not just because he's a boss; it's because he's a boss and an idiot.

There are other considerations.  Substituting a celebrity known for their zany improv humor and lack of personal dignity for Bill Gates would probably ruin the joke.  You need someone who takes themselves seriously enough for the joke to work.

There's also an element of schadenfreunde involved.  As Mel Brooks once noted:  "Tragedy is when I cut my finger.  Comedy is when you fall into an open sewer and die."

Would jokes where Dilbert's pointy-headed boss says idiotic things be less funny if the boss were replaced by a co-worker? If so, does that suggest bosses are Hated Enemies, and Dilbert jokes bring false laughter?

I don't think this is true in general of Dilbert strips, but I would venture that it is true of an awful lot of Dilbert style or associated "humor".

Scott Adams' jokes about pointy headed bosses are 'release of tension' jokes : the tension that arises from having to live with the species. You could call  it, being constrained to live in absurdity.  In that sense, some say they serve rather to avoid the phb becoming a hated enemy.  You can't hate someone while laughing at his foibles.   I guess that is the distinction, we're laughing at the phb's absurdity, not at his discomfiture.
There is no such tension with a co-worker, hence no joke.

To the following phrase :
"You can't hate someone while laughing at his foibles" I should of course have added that you may, however, get a sense of reclaiming the human high ground in what might otherwise be  situational inferiority.

Robin: Dilbert has always had a number of defective coworkers too, most notably Wally.  Different characters have different personalities, and random scrambling of actions with disregard to personality would destroy humor, but all Dilbert characters are frequently mocked (except maybe Dogbert?).

Let's say my friends and I make crass jokes about our Hated Enemy: stupid people.  If we don't find similar jokes made by our Hated Enemy about People Like Us funny, is that because we're cultish or because jokes about scientists being stupid simply don't work?  Would that explain why I'd find Godzilla Bush stomping on Science funny but not Scientist Godzilla stomping on Truth?  (I'd find the latter funny if Scientist Godzilla was stomping on a Truth church; that would be adorable.)

This is a valid point: to reverse a joke you can't just change the labels around, because jokes that apply to stereotypes only make sense when they apply to a stereotype that people know about. In your case you might try laughing at a joke about a mathematician who's so deep in thought that he walks into traffic.

I was actually thinking of an (apocryphal) story I heard once about a physicist driving to work who absent-mindedly drove halfway there on a set of railroad tracks.

"But humor more than most, because humor relies on surprise - the ridiculous, the unexpected, the absurd.

(Satire achieves surprise by saying, out loud, the thoughts you didn't dare think.  Fake satires repeat thoughts you were already thinking.)"

Actually I've always felt a large part of humour is depicting saying what everyone thinks but nobody says. How many comedians make jokes about spouses, traffic, their own minority, how often are those jokes things people in the audience don't already think about?

"A building labeled "science", and a standard Godzilla-ish monster labeled "Bush" stomping on the "science" building.  Now there are people who will laugh at this - hur hur, scored a point off Bush, hur hur - but this political cartoon didn't take much effort to imagine."

It gave me a little chuckle, but not just because I dislike Bush (if a similar, but valid, joke was made about a politician I support my reaction would be much less, but still humorous). It's funny because none of the premise are things that are really in debate, none denies that Bush and scientists, or scientific institutions, rarely agree. Even the part about Bush being a big dumb brute isn't in huge contention (I rarely hear Bush supporters claim intellect as an attribute). The humour is in the fact that something so political, nuanced, and abstract, is put as bluntly as possible, that Bush is a big stupid brute stomping on science.

Gates with a pie in the face is nothing more than schadenfreude, something that might make me smirk if I was particularly displeased with Microsoft that day but not something that can really be classified as humour.

The tentacled monster I have to admit I didn't really find funny, I can see it has more levels than the stomping monster but it lost the brazenness of the stomping Bush monster.

In fact for an improvement on the Bushzila I'd suggest that instead having a Bush King Kong demolishing the building by using a giant cross as a pickax. All the bluntness of the original but also including his Religious motivations (could add some damage to the cross from it being used as a pickax if you want to suggest he's abusing religion).

Actually I've always felt a large part of humour is depicting saying what everyone thinks but nobody says. How many comedians make jokes about spouses, traffic, their own minority, how often are those jokes things people in the audience don't already think about?

I suspect that the "You think it, I say it" brand of comedy is more about signalling and/or wish-fulfillment than any thing else. Alternately, the surprise could be derived from the comedian saying things that the audience didn't expect to anyone to say out loud, which would explain why this kind of  schtick quickly loses it's charm as you can predict the jokes by asking yourself what you'd think in thesituation, but wouldn't say (of course this requires that the audience be good enough at metacognition to complete the pattern).

Personaly, my theory is that humor is derived from seeing the unexpected, and realizing that we should have expected it.

Actually I've always felt a large part of humour is depicting saying what everyone thinks but nobody says.

Actually, there are a lot of standardized hostile jokes. It could be that they're things people say frequently, but it's usually limited to a joke context.

"Requiring someone to laugh in order to prove their non-cultishness [...] doesn't quite work."

But if they don't laugh, and it's not sufficiently obvious that the joke is too obvious, doesn't the lack of laughter serve as (rather weak) Bayesian evidence of cultishness?

Q: How many Overcoming Bias readers does it take to change a lightbulb?
A: None; the RAND experiment showed that lightbulbs are worthless.

Q: How many Overcoming Bias readers does it take to change a lightbulb?
A: Just one, but first they have to calculate (P(change|light)P(light))/((P(change|light)P(light) + P(change|no-light)*P(no-light)).

"How many Overcoming Bias readers does it take to change a lightbulb?"
"I think four. What do you think?"
"Um, I was going to say 'One,' and then the punchl—"
"Okay, then 2.5?"

If you don't find the above funny, consider raising P(we're-a-cult).

I laughed at the first one.  The second one was too high-entropy, complicated without the unexpected coherence that would make the surprise.  The third one, I had to follow the link to get, and then it wasn't surprising enough to be funny.

I should mention - in case it's not obvious - that different people sometimes have different tastes in humor?

"One application:  If you find yourself in a group of people who tell consistently unfunny jokes about the Hated Enemy, it may be a good idea to head for the hills, before you start to laugh as well..."

Robin: "Would jokes where Dilbert's pointy-headed boss says idiotic things be less funny if the boss were replaced by a co-worker? If so, does that suggest bosses are Hated Enemies, and Dilbert jokes bring false laughter?"

Not really...consider, "The inmates are running the asylum.", i.e., clueless idiots are in charge and ruining our lives. When a co-worker is an idiot and is ruining his own life it is just pathetic.

Aaron: "Even the part about Bush being a big dumb brute isn't in huge contention..."

I don't mind when a brilliant scientist calls Bush dumb, but I find it ironic when, as is often the case, the person calling Bush dumb has an IQ below 120, is scientifically illiterate, and has no achievement comparable to POTUS. Clearly a high IQ scientist will respect neither Bush's intelligence nor his scientific knowledge...I feel pretty much the same about politicians of all flavors. Given his innate limits, I give Bush some credit for doing what he feels is right, too many politicians seem motivated only by personal benefit.

We have no end of fools who feel one way or another.  How about giving people credit for doing what they think is right?  Or even better, what they can demonstrate to be correct?

Robin; 'is the boss a typical hated figure?' Is that a sarcastic comment? Have you ever had a boss? The low-level people unite around shared distaste for their bosses, who unite in a similar distaste for the guys higher up, and so on. This is the normal social dynamic of the workplace, surely?

Eliezer, can't wait to use that retort upon not laughing at someone's rubbish joke:

"Why didn't you laugh?"
"Too high-entropy, complicated without the unexpected coherence that would make the surprise."

Eleven words:
Stephen Colbert at the 2006 White House Correspondents' Association Dinner.

Caledonian: "We have no end of fools who feel one way or another. How about giving people credit for doing what they think is right? Or even better, what they can demonstrate to be correct?"

I don't believe a person with an IQ around 125 and the skill to get elected POTUS is a fool. I respect intelligence and knowledge but those are not the only or even the most important traits necessary for leadership.

I don't really want to defend Bush. I just don't find him any worse than Clinton, Kerry, or Gore. I was also curious to see the reaction to my post. I found the concept of "Happy Death Spirals" interesting and wondered if it would be demonstrated on this thread.

How many members of a certain demographic group does it take to perform a specified task?

A finite number: one to perform the task and the remainder to act in a manner stereotypical of the group in question.

Unless you're making a math joke, in which case the number is transfinite.

How many Singularitarians does it take to change a light bulb?

Zero!  You can't change a light bulb that's brighter than you.

...what? Singularitarians are dim? Are you mocking people who say you can't build an intelligence greater than yourself?

How many Singularitarians does it take to change a light bulb?

Zero; they let their extrapolated volition decide whether to change it.

"How many Overcoming Bias readers does it take to change a lightbulb?"

Actually it's 3^^^3 + 1 (the first 3^^^3 have something in their eye).

you have been reading Doonesbury and Mallard Fillmore again haven't you.

Personally I suspect that the IQ of a political leader is somewhat independent of their decision making abilities. Judgement, in the sense of obtaining and assessing the opinions of experts, is much more valuable, and while there is some correlation with IQ the two are quite different qualities.

WRT to Bush, regardless of his actual IQ, he strongly portrays an image of a person who isn't particularly intelligent. Whether this is deliberate, or a side effect of an effort to portray other qualities ("trustworthiness" "down to earthness"), it is strongly conveyed in the media and I'm sure it's a quality he could change in his public persona if he really cared to. The fact that he continues to portray a "simple" image, which among other things carries with it an anti-intellectual and anti-science bias, means that jokes about his intelligence are quite valid.

How many Singularitarians does it take to change a light bulb?
Zero; they let their extrapolated volition decide whether to change it.

I'm sorry, but this is exactly what I mean by overly obvious failed jokes.  "Singularitarian" associates to - return the first cached thought - "extrapolated volition".  There's no gotcha, no surprise.

Q:  How many Eliezer Yudkowskys does it take to change a light bulb?

If you let your mind return the first cached answer, it will come out something like:

A:  Two.  One to change the light bulb, and one to say something about the Singularity or rationality.

A:  One, but he has to write another twenty Overcoming Bias posts before he gets there.

A:  One, because the thought of two or more Eliezer Yudkowskys is too terrifying to even contemplate.

A:  The problem of changing a single light bulb without turning the whole universe into light bulbs involves so many hidden difficulties that you essentially have to write a complete Friendly AI.

A:  The thirty-seventh virtue of changing light bulbs is the little screech it makes when you screw it in.

A:  Two, because if you just said "one", it wouldn't be funny.

One, maybe two if he was planning to destroy the world when he started.

I know there's some pun in here about the light bulbs as ideas motif

Q.How many Eliezer Yudkowskys does it take to change a light bulb?

Q: How many Eliezer Yudkowskys does it take to change a light bulb?

A:  His mind only needs to impose the 'triangular' concept on a light bulb, and then the light bulb changes by itself.

Q.  How many seed AIs does it take to implement the coherent volition of humankind?

A.  Just one, but after four years of thinking about it, I still think it is the wrong thing to implement.

No, no, no.  The key is not to think past the first thought.  The key is the take one of the first thoughts, and find a response that will unexpectedly harmonize with it.  The more obscure the seed concept of the response, the less likely that the audience will recognize it, and the weaker the humorous harmonization will be.

How many psychiatrists does it take to change a light bulb?
One, but it has to want to change.
How many Eliezer Yudkowskys does it take to change a light bulb?
One, but it has to still want to change when it's smarter, thinks faster, and is more like the light bulb it wants to be.

"How many Overcoming Bias readers does it take to change a lightbulb?"

Actually it's 3^^^3 + 1 (the first 3^^^3 have something in their eye).

When the movie Bob Roberts came out, I was pretty conservative in my politics, but I still found the movie incredibly funny. This is a testament to how good the movie was; my enjoyment/agreement ratio was quite high.

On a related note, I think that is why I have so much appreciation for this blog; I have never found a site that I disagree with so much yet still sincerely enjoy. Again, my enjoyment/agreement ratio is through the roof.

If an Objectivist, innocently browsing the Internet, came across a depiction of Ayn Rand as a Japanese schoolgirl lecturing a tentacle monster, and still didn't laugh, then that would be a problem.

This one caused actual spluttering hot drinks. Once in me when I read it, the second in my girlfriend when I sprung it on her. CANNOT UNSEE.

I am now tempted to recruit one of my artist friends to Rule 35 this, and then show it to my Objectivist friends.

This is a near-universal template for this sort of "humor."

The introduction, choice of example case, and drift of this post, makes me recall my own "political cartooning" of Bush 10 years ago which is just perfect in this context. It takes the form of the claim that the Python computer language shell passed (a fascinating approximation to) the Turing test with the following patriotic responses to inquiries :

| >>> filter(lambda W : W not in 'ILLITERATE','BULLSHIT')

Totally off topic, but can someone point me to an explanation of this paragraph?

You might say that a predictable punchline is too high-entropy to be funny, by that same logic which says you should be enormously less surprised to find your thermostat reading 30 degrees than 29 degrees.

I am not sure I get it, but I think it's that that if people commonly didn't actually care about temperature except to 5 degrees accuracy, then you might expect to see it set to a round number. On the other hand, my thermostat IS set to single-degree accuracy even though it can't maintain such a precise temperature.

As the saying goes, analyzing a joke is like dissecting a frog—it kills the frog and it's not much fun for you, either.
Yeah, i found out the hard way. Took up ridiculously ambitious projects to teach a program to differentiate semantic and/or homographic puns vs non- puns.. Ofcourse, failed spectacularly, and only while writing it up did i realize why that was a bad experimental design in the first place.  To paraphrase, HPMOR, "It(the plot) required more than 5 things to go right to work" :-P

Many UR readers have had the priceless educational privilege of growing up behind the Iron Curtain. These readers will identify Professor DeLong's tone at once: it is the tone of the Soviet humor magazine Krokodil. I will take the liberty of Anglicizing, and call it "crocodile humor." Extremely educated readers may also be familiar with the Nazi variant, as found in Der Stürmer and the like. The material is different, of course, but the tone is unmistakable. We'll hear a good deal more of it in the next four years.

Crocodile humor is the laughter of the powerful at the powerless. It is not intended to be funny. It is intended to intimidate. Those who laugh, as many do, are those who love to submerge themselves in a mob, feel its strength as theirs, chant and shake their spears as one. Professor DeLong and his tribe have certainly backed the strong horse in our little moment of hipparchy, and even those of us who mock the rite must respect its anointed, in the ancient way, as conquerors. A reactionary always respects strength. But the powerless, too, can laugh.

http://unqualified-reservations.blogspot.com/2008/11/president-obama-with-little-perspective.html

Even in context, I don't understand the example of crocodile humor that he gives. His claim that Obama is a communist is completely confusing.

The crocodile humor is DeLong's post, specifically the run-like-the-wind-Skittles bit. DeLong is being sarcastic and mocking the belief of folks like Pinkerton or those discussing Obama's less savory connections that publicizing it to any degree could hope to make a difference. It's the laughter of the powerful (the liberal side of the continuum who know that nothing short of assassination could stop Obama - 'the strong horse' - from winning at that point) at the powerless (the reactionaries).

So I tracked down the original DeLong post, and it still makes absolutely no sense. Mr. Skittles is a hamster?

At the risk of losing some Valuable Less Wrong Points for being offtopic, I really would like to know the answer to this: How do you feel about the various accusations of communism and association with Satan, in the post you're citing?

In other words, things I don't find funny are objectively bad. You want the right not to laugh at jokes you don't find funny, don't go around acting like you determine what is and isn't funny.

And fitting in with other people often necessitates doing things you don't like. It's part of living in a society. Laughter is not just some involuntary spasm you have when you find something funny. It's also a way to communicate with others. Furthermore, it makes you feel good, so learning to do it more often can make life a lot better. It's step one for anyone with anger problems.

Oh, and I don't personally find any of the jokes in here funny. Your Objectivist joke isn't funny to non-Objectivists. It's just absurdism, with no set up to be released.

It's funny when you realise that Godzilla was an unforeseen consequence of Science used for evil purposes. Godzilla is actually a metaphor for the dangers of science. So, you ironically made a cartoon that makes sense.

But you misunderstand humour. Humour is mostly about building rapport. So for smart people that could involve jokes that are intelligent. But that doesn't make intelligence the defining characteristic for humour. 

I personally use jokes to crack ice, as most people are too busy laughing to grasp an inner meaning :)

I know I'm 8 years late on this (only started reading LessWrong a year ago)- does anyone have a good, snappy term for the quality of humor being funny regardless of the politics? There have been times when I was amused by a joke despite disagreeing with the political point, and wanted to make some comment along the lines of "I'm a [group attacked by the joke] and this passes the Yudkowsky Test of being funny regardless of the politics", but I think "Yudkowsky test" isn't a good term (for one thing, I have no idea if Yudkowsky actually came up with this originally).

(actually, a more generalized term of the art principle including humor would be useful. Although the only time I could think when I might have wanted to apply that was when I first listened to the ISIL theme, and that was a somewhat different attitude from my reaction to people who don't murder their ideological opponents coming up with a funny joke.)

You might say that a predictable punchline is too high-entropy

I'm confused. Entropy is the average level of surprise inherent in the possible outcomes, a predictable punchline is an event of low surprise. Where does the high-entropy come from?



Human Evil and Muddled Thinking

George Orwell saw the descent of the civilized world into totalitarianism, the conversion or corruption of one country after another; the boot stamping on a human face, forever, and remember that it is forever. You were born too late to remember a time when the rise of totalitarianism seemed unstoppable, when one country after another fell to secret police and the thunderous knock at midnight, while the professors of free universities hailed the Soviet Union’s purges as progress. It feels as alien to you as fiction; it is hard for you to take seriously. Because, in your branch of time, the Berlin Wall fell. And if Orwell’s name is not carved into one of those stones, it should be.

Orwell saw the destiny of the human species, and he put forth a convulsive effort to wrench it off its path. Orwell’s weapon was clear writing. Orwell knew that muddled language is muddled thinking; he knew that human evil and muddled thinking intertwine like conjugate strands of DNA:1

In our time, political speech and writing are largely the defence of the indefensible. Things like the continuance of British rule in India, the Russian purges and deportations, the dropping of the atom bombs on Japan, can indeed be defended, but only by arguments which are too brutal for most people to face, and which do not square with the professed aims of the political parties. Thus political language has to consist largely of euphemism, question-begging and sheer cloudy vagueness. Defenceless villages are bombarded from the air, the inhabitants driven out into the countryside, the cattle machine-gunned, the huts set on fire with incendiary bullets: this is called PACIFICATION . . .

If you simplify your English, you are freed from the worst follies of orthodoxy. You cannot speak any of the necessary dialects, and when you make a stupid remark its stupidity will be obvious, even to yourself.

To make our stupidity obvious, even to ourselves—this is the heart of Overcoming Bias.

Evil sneaks, hidden, through the unlit shadows of the mind. We look back with the clarity of history, and weep to remember the planned famines of Stalin and Mao, which killed tens of millions. We call this evil, because it was done by deliberate human intent to inflict pain and death upon innocent human beings. We call this evil, because of the revulsion that we feel against it, looking back with the clarity of history. For perpetrators of evil to avoid its natural opposition, the revulsion must remain latent. Clarity must be avoided at any cost. Even as humans of clear sight tend to oppose the evil that they see; so too does human evil, wherever it exists, set out to muddle thinking.

1984 sets this forth starkly: Orwell’s ultimate villains are cutters and airbrushers of photographs (based on historical cutting and airbrushing in the Soviet Union). At the peak of all darkness in the Ministry of Love, O’Brien tortures Winston to admit that two plus two equals five:2

“Do you remember,” he went on, “writing in your diary, ‘Freedom is the freedom to say that two plus two make four’?”

O’Brien held up his left hand, its back towards Winston, with the thumb hidden and the four fingers extended.

“And if the party says that it is not four but five—then how many?”

The word ended in a gasp of pain. The needle of the dial had shot up to fifty-five. The sweat had sprung out all over Winston’s body. The air tore into his lungs and issued again in deep groans which even by clenching his teeth he could not stop. O’Brien watched him, the four fingers still extended. He drew back the lever. This time the pain was only slightly eased.

I am continually aghast at apparently intelligent folks—such as Robin Hanson’s colleague Tyler Cowen—who don’t think that overcoming bias is important.3 This is your mind we’re talking about. Your human intelligence. It separates you from an orangutan. It built this world. You don’t think how the mind works is important? You don’t think the mind’s systematic malfunctions are important? Do you think the Inquisition would have tortured witches, if all were ideal Bayesians?

Tyler Cowen apparently feels that overcoming bias is just as biased as bias: “I view Robin’s blog as exemplifying bias, and indeed showing that bias can be very useful.” I hope this is only the result of thinking too abstractly while trying to sound clever. Does Tyler seriously think that scope insensitivity to the value of human life is on the same level with trying to create plans that will really save as many lives as possible?

Orwell was forced to fight a similar attitude—that to admit to any distinction is youthful naiveté:

Stuart Chase and others have come near to claiming that all abstract words are meaningless, and have used this as a pretext for advocating a kind of political quietism. Since you don’t know what Fascism is, how can you struggle against Fascism?

Maybe overcoming bias doesn’t look quite exciting enough, if it’s framed as a struggle against mere accidental mistakes. Maybe it’s harder to get excited if there isn’t some clear evil to oppose. So let us be absolutely clear that where there is human evil in the world, where there is cruelty and torture and deliberate murder, there are biases enshrouding it. Where people of clear sight oppose these biases, the concealed evil fights back. The truth does have enemies. If Overcoming Bias were a newsletter in the old Soviet Union, every poster and commenter of Overcoming Bias would have been shipped off to labor camps.

In all human history, every great leap forward has been driven by a new clarity of thought. Except for a few natural catastrophes, every great woe has been driven by a stupidity. Our last enemy is ourselves; and this is a war, and we are soldiers.

1George Orwell, “Politics and the English Language,” Horizon, 1946.

3See Tyler Cowen, “How Important is Overcoming Bias?,” Marginal Revolution (blog), 2007, http://marginalrevolution.com/marginalrevolution/2007/08/how-important-i.html.

This is the great case against hypocrisy, that hypocrisy allows us to act contrary to our ideals, and at times our ideals could have prevented holocausts.  I suppose on the other side of the ledger must go the various "social graces" where hypocrisy supposedly smooths social interactions and lets us save face.  Is there a way to weigh these two sides against each other, or is there a way to distinguish them, so we could have the good hypocrisy without excessive risk of the bad slipping in too?

Hypocrisy is a protection against bad ideals as well as an impediment to achieving good ideals.

I assume that what you are referring to are some of the laws encountered in the Old Testament, which were part of a legal structure designed to apply to the Israelite nation (and no one else, point of interest). From a Judaism perspective, the law is supposed to apply only to Jews - those who are part of the religion and the race. 

Yes, because murder and genocide make perfect sense as long as you restrict them to a particular place and time! And there are such things as "races" and it makes sense for them to be units of moral analysis. And obviously "she must marry her rapist" (Deuteronomy 22:28-29) is a totally sensible rule for an ancient culture, and neither the Greeks nor the Chinese had figured out anything even remotely better by that time period. Yes, obviously, it was totally fair for Moses to be talking about slaughtering the Amalekites (and their children, and their cattle; Deuteronomy 20:16-17) at the same time in history when Demosthenes and Epicurus were debating about the proper form of democratic government. And no one today takes those ideas seriously, and certainly there aren't millions of Americans who use passages from Leviticus (18:22 and ... (read more)

When did Tyler say that overcoming bias is not important?  Are you talking about this post here: http://www.marginalrevolution.com/marginalrevolution/2007/08/how-important-i.html

He says it's not the most important thing in the world, not that it's not important.  So, is your reading of Cowen biased?  Or did I miss something?

J, that's Tyler quoting a summary of Hanson, not Tyler himself.

Robin, I think it'd be pretty silly to trade off social graces against the Inquisition, especially when some creative thinking could devise alternative social graces.

Seriously, we're trading off social graces against what?

In all human history, every great leap forward has been driven by a new clarity of thought.  Except for a few natural catastrophes, every great woe has been driven by a stupidity.  Our last enemy is ourselves; and this is a war, and we are soldiers.

Summary: if they can make you believe absurdities, they can make you commit atrocities.

"In my opinion, this is Establishment writing (Mao and Stalin as the "bad guys") only problematic to me because the strength against challenges of your presented ideas nontransparently rest on power alignment, rather than just their accuracy of modeling apparent reality and devising solutions to challenges we face."

Don't you love post modernists? their rhetoric is frankly baffling to common sense (what they would term a mental power-structure - I'm not sure even they understand what it is their writing half the time)

Its obviously been long since humanity had to strive for objectivity and earnest disinterest because human bias was creating so much suffering in the world.

There isn't much known about Hopefully Anonymous, but I'm fairly certain he does not consider himself a post-modernist.

mtraven - To be against bias is not the same as to be without bias, so even if we were to grant that James is "comfortably against bias and for torture without losing a moment's sleep", that would not constitute a counterexample to Eliezer's claim that "where there is...torture...there are biases enshrouding it."

"persist as subjective conscious entities. What actions that the 4 of us take will maximize our persistence odds? I think every ideal should be subordinated to that."

I'm not entirely sure I know what that means, but it SOUNDS like "each of us wants to be different -- it's more important than anything else that we be different from each other."

If my reading is correct, I fail to see why I would want to consider that my overriding priority.  Particularly in placing over, say, the truth.

And Eliezer, it just keeps getting better and better.... (read more)

Flynn, response on my blog within the next ten minutes ("being different" isn't what I mean).

Flynn, HA is a near-total egoist who wants to live forever.

Why would a near-total egoist hope to be anonymous?  :-)

HA, replied on your blog.  Sorry about the confusion.

I feel you exaggerate the case here Eliezer. Overcoming bias will not solve all the problems in the world. There's even a chance it could make them worst. Let's look at hypocrisy, for instance:

This is the great case against hypocrisy, that hypocrisy allows us to act contrary to our ideals, and at times our ideals could have prevented holocausts. I suppose on the other side of the ledger must go the various "social graces" where hypocrisy supposedly smooths social interactions and lets us save face. Is there a way to weigh these two sides against each other, or is there a way to distinguish them, so we could have the good hypocrisy without excessive risk of the bad slipping in too?

There's a huge positive chunk of hypocrisy that we're missing there - hypocrisy allows us to have ideals higher than we can (and do) attain in our actions. It can have a tremendously aspirational effect. The phrase "all men are created equal" was written by rich, white slaveowners. Eliezer feels that if hypocrisy had been banned, they would have written the same phrase, and set all their slaves free. I fear that if hypocrisy had been banned, they would have kept their slaves and instead... (read more)

There's a huge positive chunk of hypocrisy that we're missing there - hypocrisy allows us to have ideals higher than we can (and do) attain in our actions. It can have a tremendously aspirational effect. The phrase "all men are created equal" was written by rich, white slaveowners. Eliezer feels that if hypocrisy had been banned, they would have written the same phrase, and set all their slaves free. I fear that if hypocrisy had been banned, they would have kept their slaves and instead written "all rich, white men are created equal". And future progress would have been ruled out.

But at the same time, if hypocrisy had not decreased, we would still have rich white slaveowners.

It should be assumed by default that when I talk about the benefits of overcoming bias, I am talking about the sort of human being who comes into existence when they set out to overcome their own biases by acts of mental will and training.  Not, necessarily, the sort of entity that you get if you do neurosurgery on a human; nor the sort of entity that would have evolved if deception and self-deception had not been part of the ancestral environment.

I regret that I have to disagree with the post, even though I am a great fan of Orwell.

Stalin and Hitler did not suffer from lack of clarity.  They knew exactly what they were doing, knew why they were doing it, and were glad of the outcome.   More logic and better writing would simply have helped them be even more effectively evil.   Teaching clear thinking is important; but it will not stop evil people from having evil intentions or acting evil.   Evil emerges from the heart and soul, not the head.   Intellectuals who supported, and support, Lenin, Stali... (read more)

Stalin and Hitler did not suffer from lack of clarity. They knew exactly what they were doing

Intellectuals who supported, and support, Lenin, […], and so forth, knew what they doing.

No, I don't think that they did or do!  Orwell was writing to intellectuals who were in denial about what Stalin was doing and why.  Here is where hypocrisy causes problems.

Eliezer, you seem to say that trying to reduce hypocrisy is good for people who are trying to overcome their biases.  That seems a tautology, and doesn't seem that related to the issue you seemed to raise in the post, which is whether hypocrisy in society tends to promote holocausts.

"Helping people to open their eyes and see human suffering, raising children to be compassionate, will do far more to get rid of the Hitlers and Castros than logic and writing classes."

'Cause no one ever thought that Che Guivera or Lenin were acting out of a compassionate desire to end suffering.  Nobody EVER claimed that.  

Confucius on the Rectification of Names written some 2500 years ago.

"Tzu-lu asked 'If the Lord of Wei entrusts the government to you, what will you do first?"

"How can you stray so far from the point!  What would that correct?"

"Tzu-lu, you are a boor.  On matters of which he is ignorant a gentleman expresses no opinion.  If names are incorrect, it is impossible to speak.  When it is impossible to speak, work is not done.  When work is not done, society breaks down and punishment is ... (read more)

Eliezer, you seem to say that trying to reduce hypocrisy is good for people who are trying to overcome their biases. That seems a tautology...

"The sort of human being who makes a continual effort to overcome hypocrisy, and who manages to do so, will probably set the slaves free."  I don't quite see how this is tautological...

Stalin and Hitler did not suffer from lack of clarity.

Hitler certainly did.  Stalin... maybe not, I don't know his case in as much detail.  But it is their followers, and the rest of the world, who they managed to confuse.  This is what Orwell opposed.  He was not speaking to Stalin, but to the people who tried to excuse Stalin.

Helping people to open their eyes and see human suffering, raising children to be compassionate, will do far more to get rid of the Hitlers and Castros than logic and writing classes.

Opening eyes is what I do.  It's a lot more complicated than telling your kids, "Suffering is bad, m'kay?"

There's a long, long distance between being told by your parents not to murder, and learning how to actually see a "murder" taking place rather than an "alternative justice process".  Morality without logic will be flushed down a toilet by self-deception.

There's a long, long distance between being told by your parents not to murder, and learning how to actually see a "murder" taking place rather than an "alternative justice process".

David Brin has a nice analysis in his book The Transparent Society of what makes open societies work so well (no doubt distilled from others). Essentially it is the freedom to criticize and hold accountable that keeps powerful institutions honest and effective. While most people do not care or dare enough there are enough "antibodies" in a healthy open society to maintain it, even when the "antibodies" themselves may not always be entirely sane (there is a kind of social "peer review" going on here among the criticisms).

Eliezer, do you see the distance between how you are discussing this topic and how Anders is? Invoking "Good and Evil", with Stalin and Mao (losers of conflicts with the anglosphere?) being "evil" seems to me to me to be an appropriation of the overcomingbias space more so than a good faith effort to intelligently expand that space. Anders approach in general and in this post in particular serves as a good contrast, in my opinion.

In my post here you can find links to defenses of Stalin and Mao. They do not deny that both killed a huge amount of people, or that a great many of those people were completely innocent and it was tragic that they were killed. The author instead states that Stalin and Mao gave enough benefits to people, who had previously been faced with even worse rule, that those unfortunate deaths should be viewed as cons outweighed by the pros. I can't do an effective job of presenting his case (for one thing I completely disagree with it and think the two were among ... (read more)

While Eliezer and I may be approaching the topic differently, I think we have very much the same aim. My approach will however never produce anything worthy to go into anybody's quote file.

Anders & TGGP,
Response on my blog within 10 minutes (so as not to flood overcomingbias with posts).

How come this blog won't remember my info? I keep clicking that damn checkbox to no effect.

I read Orwell's essay last night. Quite impressive, but I didn't immediately understand some of his criticisms. I did later on, and would like to share.

One thing that I had a revelation about is this pair of equivalent passages:

"I returned and saw under the sun, that the race is not to the swift, nor the battle to the strong, neither yet bread to the wise, nor yet riches to men of understanding, nor yet favour to men of skill; but time and chance happeneth to th... (read more)

I think the recent 1984 quotes are close to encouraging generalization from fictional evidence. Bias and totalitarianism are not more connected because Orwell wrote a work of fiction connecting them; you may understand this on a gut level, but many readers probably don't. If there's a duty to make history available, isn't there a converse duty to make fiction unavailable?

Anyway, here are my thoughts on whether it's a good idea to choose bias.

The rules of the game are much different when you have bad faith, as in totalitarian societies, as opposed to comparing Democrats vs Republicans.  Or are they?

steven, your criticism is valid only if Eliezer used the passage from 1984 in some way that properly requires that it actually have happened. It is not at all clear that he did so. For example, if he used it as a way to illustrate a point, clarifying his meaning, then it was not improperly used. If he used it as evidence of Orwell's own well-thought-out views on the subject, then again, it was not improperly used. There are many ways to use fiction that are not improper.

"For example, if he used it as a way to illustrate a point, clarifying his meaning, then it was not improperly used. If he used it as evidence of Orwell's own well-thought-out views on the subject, then again, it was not improperly used. There are many ways to use fiction that are not improper."

What his intentions were doesn't matter; what matters is the expected reaction of the audience, which in this case is going to see a vivid example supporting Eliezer's claim that human evil sets out to muddle thinking. This happens to be true, but it doesn... (read more)

Copy of my post defending Stalin and Mao from Hopeanon.

Hello, my defense of Stalin and Mao are simple and the links can be found here on the Entitled To an Opinion blog. My argument is simple. Stalin saved far more lives than he took. In fact, Czarism was three times more deadly on a per capita basis than the average for the Stalin years. Plus, Stalin set a world record for the fastest doubling of life expectancy in any land. This amazing feat was only broken by Mao in 1976. Therefore, based on those records, I hold that Stalin and Mao were two of the grea... (read more)

This is a pretty interesting discussion. While the overall topic of this blog is the worthwhileness of overcoming bias, I think how that relates to "evil" is a pretty important facet of what we should talk about. Some of the comments on this post reminded me of a passage from a novel (a fantasy novel if you must know) on the nature of evil. I found it to be very profound and I think everyone here might find it sort of interesting. You'll have to excuse the use of some of the plot specific names, the beginning of each chapter of the book opens wit... (read more)

Clear thinking is a necessary but insufficient condition for avoiding evil.  Eichmann is a paradigmatic case of local rationality in the pursuit of evil ends.  And right here on this blog, we see proudly rational thinkers advocating what most normal people would think of as evil, namely the employment of torture as a judicial punishment.  I've argued against them, but perhaps my arguments aren't any good.  Maybe it is more rational to apply shocks to the genitals or waterboarding than to lock someone in a cell.  Maybe we don't have anything better than instinctive revulsion to keep us from evil. In which case, we should not be overcoming our biases, but listening closely to them.

mtraven,
You're ignoring concepts like inquiring empirically whether situationally employed torture can reduce net torture in the world. I brought it up in the torture thread and I think every commenter ignored the concept. Also, I'm unconvinced that the desire to label indivuduals as "good" and "evil" comes from a good faith attempt to accurately model reality, or even optimally solve existential challenges we face. It seems to come more from a desire to use morality to create status heirarchies, although in some cases it could also cr... (read more)

HA, that's exactly the sort of argument I'm talking about.  It is too easy to convince oneself by some bit of reasoning that doing an evil act is OK -- maybe it reduces some other evil, maybe it gets rid of the Jews who you have convinced yourself are a source of evil. Maybe you can convince yourself that implementing some torture will reduce the total amount of suffering in the world.  I would be extremely dubious.  Reasoning from first principles about practical affairs is extremely unreliable, and has to be augmented with heuristics, intuition, and gut ... (read more)

"I returned and saw under the sun, that the race is not to the swift, nor the battle to the strong, neither yet bread to the wise, nor yet riches to men of understanding, nor yet favour to men of skill; but time and chance happeneth to them all."

to be a paradigm of bad writing. The nasty trick it exemplifies is using a paradox to get one up on the reader without committing to a specific meaning.

If the race is not to the swift, who does win? The lucky? Contrast two aphorisms "the race is to the sw... (read more)

"Pro-torture and anti-torture factions will have to fight it out politically, just as the pro- and anti-homosexuality factions do. Which side are you on?"

haha, that reads as deliberate bait to me. Presenting 2 options as if they're the only options seems to be preying on a dualistic/binary bias common in most people, and that I think stems from our primate roots. That sentence reads like it could be lifted from a George W. Bush speech, that type that's widely mocked for performing a lack of nuance.

When we think in ways that hide the consequences of our actions, there's no way we can make good choices based on consequences.

But when that isn't blurred we still might disagree about the choices. So if you don't think DDT affects songbirds you're likely to think DDT is entirely a good thing. But even when you know, you might decide that perfect fruits are more important than birds.

Moral choices aren't inevitable when you understand the facts, but without the facts it's even harder.

There's often a conflict between immediate things and distant implication.... (read more)

J Thomas, I really like your last paragraph "Still, sometimes the language is central. When we say the US military is in iraq "protecting iraqis", it might work better to reduce the level of abstraction and say we're there "killing people and blowing things up". Or maybe we're "killing people that we think are about to kill the ones we don't want killed". When we say "train the iraqi army" we might say "train selected iraqis to kill people and blow things up under our direction". The clearer we say what we're doing, the easier it might get to create a better strategy."

I'm sure TGGP will agree with my request to you: Start a blog!

that reads as deliberate bait to me. Presenting 2 options as if they're the only options seems to be preying on a dualistic/binary bias common in most people, and that I think stems from our primate roots.

Everything we do stems from our primate roots.  I don't know you well enough to deliberately bait you, but using that expression (which comes from ) is meant to signify that at some point, when dealing with politics, you have to stop spouting hot air, choose which side of an issue you are on, and fight for it. That attitude seems somewhat antithetical to ... (read more)

Whoops, messed up a link there, was supposed to read: comes from an old union song. The link is to my own blog where I am basically taking the opposing view, that forced-side-choosing is bad, in many circumstances.  But I did say I was contrarian...

mtraven, my position is pretty transparent. I want to persist as a subjective conscious entity, forever, and everything else is subsidiary to that. To the degree torture (of myself or others) maximizes my persistence odds, then I perceive it to be in my interest to welcome it. To the degree torture (of myself or others) reduces my persistence odds, I oppose it.

To the degree you mtraven would place opposing torture over your own persistence as a subjective conscious entity is perhaps a triumph of meme over a subjective conscious individual, in my opinion.

mtraven, I'm not sure what it means to be "objective, apolitical" but I certainly hope that when issues arise here people here are willing to set aside what they think they know enough to imagine being uncertain and then trying to evaluate which way the evidence and analysis leans.

I'm puzzled, as usual, but perhaps more so: this post has helped clarify the lack of clarity in my understanding of "bias" as the word is used here. You see, I don't in general see an a priori distinction between "bias" and other kinds of heuristics; we are talking about computational shortcuts, ways to save on reasoning, and all of them go wrong sometimes. I'm glad to have scope insensitivity pointed out to me, and having seen the discussion on this blog may even keep me from some error at some time, but my reasoning will always be inc... (read more)

HA, you may have your personal single life goal worked out but I'm not sure why the rest of us should be interested.  My goal is emphatically not persisting my subjective reality as far forward in time as possible, let alone yours. I have other people I care about, I probably care more about the quality of my life than quantity, I do have memes that I place a great deal of value on.  Most other normal people feel the same way, I suspect.,

Robin, what evidence has been brought forth to support the proposition that torture may be a good idea? I have cited boo... (read more)

Carl Sagan (I think) said we should be open-minded, but not so open that our brains fall out. It's even more important when discussing issues as morally fraught as torture, that we don't open our minds so far that our souls fall out.

"Carl Sagan (I think) said we should be open-minded, but not so open that our brains fall out. It's even more important when discussing issues as morally fraught as torture, that we don't open our minds so far that our souls fall out.

Posted by: Eliezer Yudkowsky | September 16, 2007 at 06:07 PM"

What does that even mean? The quote and concept seem to distract from empirical inquiry and rational problem solving, rather than add to them. I'm not sure I see it as different in kind from "If it doesn't fit, then you must acquit."

HA, this is not the forum for it but perhaps somewhere else you might explain where you stand.

The way US law used to work, you or anybody else got to torture whenever you thought it was a good idea, and then you could expect to stand trial. If the police thought you did the right thing they might choose not to investigate, if the DA thought you did the right thing he might not prosecute, if the grand jury thought you did the right thing they might not continue, if the jury thought you did the right thing they might not convict, if the judge thought you did... (read more)

Tom Myers,

I think the convention on this blog, among the small set of people who have such a precise definition, is that not every heuristic is a bias, that only heuristics whose errors are worth overcoming should be called biases. I don't like this usage. For one thing, it's really hard to know the cost of overcoming particular biases. It's easy to look at an isolated experiment and say: here's a procedure that would have been better, but that doesn't cover cost of actually changing your behavior to look out for this kind of error. 

mtraven, do you really believe in the existence of the soul, or are you just using it because it is in common usage? At my blog I was thinking of writing a post whose title began "Thank god", then remembered I had already declared I was an agnotheist, and then considered "Thank goodness", but remembered I didn't believe in objective good either.

Do not take my rhetorical flourishes overly literally. We may be meat machines without an inhabiting ghost, but that doesn't mean that "soul" doesn't have meaningful connotations.  In this context, it (roughly) means "our deep-seated representations of ourselves, and others, and morality, and our ability to empathize with others."  It means that a rationality that only considers your own personal ends (as HA seems to advocate) is deficient. It means that people who blithely talk about torture as an option probably haven't spent too much... (read more)

Tom and Douglas, I'd take "bias" to mean something like "common feature of human thinking that gives us predictably wrong answers". Some biases might (for any given person) not be worth correcting, if correcting them requires sustained effort and similar effort could be more effective if deployed to other ends. I don't see why whether something's a "bias" should depend on whether it's the result of a heuristic operating out of the regime it was designed for, or on whether we can correct it.

Mtravern,

In my opinion you're preying on bias to achieve status advantage for yourself/posting name. But I don't think it will be as effective a social strategy in this overcomingbias medium as it would be in the general population.

Hopefully Anon, I can't imagine what great status or survival advantages you think I'm going to get by posting here.  If I was interested in advancing my status I'd pick better activities than flaming pseudonymously on blogs, you may be sure.

But in a way you are right, but trivially. Presumably everybody who posts here or otherwise engages in human communication has, at some level, an underlying motive of increasing their status.  Everybody hopes to make themselves look good.  I don't see how my postings differ from anybody else's in this regard.


mtravern,

I'll have a response up to your post on my blog within 10 minutes.

getting out of touch with your basic humanity

I am a homo sapien, therefore my characteristics are human. Perhaps I should wonder why you have an inhuman bias against torture, but of course that is human as well.
Homo sum: humani nil a me alienum puto

Douglas, with regard to systematic but unexplained errors, would you agree that we can (usually) describe these as due to unidentified heuristics? I'm feeling very unsure about that, but I would like to have some fairly concrete way of thinking about this blog's subject matter, and at least this way it's something I've taught. :-) I'm not about to insist that all thought can be modeled with symbol-processing. It may even be that the most fundamental errors are those that arise without any symbol-processing -- I've just been reading a dog-trainer's book whi... (read more)

Tom Myers,

Systematic but unexplained: sure, most errors are probably due to heuristics, but I'm not sure that's a useful statement. A number of posts here have been so specific, they don't seem like useful starting points for searching for heuristics.

Cost:

Most people don't seem to have sufficiently clear goals to make sense of whether something benefits or costs them, let alone balancing the two. 

People live normal lives by not thinking too much about things, so it shouldn't be so surprising that they don't think in psych experiments in which it is ofte... (read more)

Douglas Knight: for me, thinking of "bias" (as used on this blog) as a result of heuristic processing is moderately useful 'cos (a) mainly, it just gives a general framework, a set of very concrete metaphors and therefore heuristics (and therefore biases) that I've worked with over the years; (b) it suggests that the problem of bias can be ameliorated but not solved, because you'll never get perfect heuristics and you'll never be able to do all the computing that's required to do without heuristics; (c) ah, well, I forget what (c) was gonna be. B... (read more)

You probably won't go far wrong if you assume I agree with you on the points I don't respond to. I probably shouldn't have talked about them in the first place.

overcoming heuristics:

If we know a bias is caused by a heuristic, then we should use that heuristic less. But articulating a meta-heuristic about when to use it is very different implementing that meta-heuristic. Human minds aren't eurisko that can dial up the strength on heuristics. Even if we implement a heuristic, as in Kahneman's planning anecdote, and get more accurate information, we may simp... (read more)

I guess we're not disagreeing about much, at this point, though I think that you're basically more optimistic than I, and this might cause us to form different conceptions of the "overcoming bias" enterprise. I agree that we're not Eurisko (and suddenly I'm remembering Lenat's talk at IJCAI-77, explaining AM's fixed-heuristics problem that then led him to Eurisko...I was a graduate student) but my feeling is that we don't in general even have the choice of using a given heuristic less: we don't in general have the choice of becoming a less initia... (read more)

:The German text of the taped police examination, each page corrected and approved by EIchmann, constitutes a veritable gold mine for a psychologist - provided he is wise enough to understand that the horrible can be not only ludicrous but outright funny. Some of the comedy cannot be conveyed in English, because it lies in Eichmann's heroic fight with the Germna language, which invariably defeats him. It is funny when he speaks, passim, of "winged words" (geflugelte Worte, a Gemran colloquialism of famous quotes from the classics) when we means s... (read more)

Clearly, Winston was just an actor, and O'Brien was being tested by a researcher at Miniluv, whose name was Stanley Milgram.

I find it eerie how intellectually close O'Brien's mindset is to that of the pure Post-Modernist of today (for the purpose of comparison, we will disregard the fact that the word 'pure' in relation to post-modernism is an oxymoron).  If a meteor smashed through a roof, someone then cleaned up the mess and patched a hole in the roof, then erased the memories of those in proximity at the time, then the meteor never fell.  This is exactly how O'Brien deals with Winston's refusal to depart from the bare physicality of arithmetic on the fingers; the key similar... (read more)

New Speak always chilled me. To limit the abilities of population by limiting their vocabulary seems like a sneaky and underhanded thing to do that should never be attempted by any government. Needless to say the idea of 1984 being real freaks me out.

I really dislike this post. It is essentially propaganda. It claims (without providing any kind of evidence based assessment!) that all the good things in human history are the result of rational thinking, while all the bad things in human history are the result of stupidity. I think that's quite clearly false.

First, most deaths in human history could not have been avoided, only delayed at best. No one person could have created an industrial society on their own, no matter how clever they might have been. If Da Vinci couldn't save the world and stop death,... (read more)

Overcoming bias in itself will be useless if there would be people with the power to decide what is bias and what is not.

Just as the fight against extremism (or racism, intolerance, etc.) can be skewed if there are people with enough political power to decide the exact meanings of these terms.

You don't think how the mind works is important?  You don't think the mind's systematic malfunctions are important?  Do you think the Inquisition would have tortured witches, if all were ideal Bayesians?

From epistemic rationality how can one infer a particular route for instrumental rationality? I can’t think of any way since there are unaccounted for variables independent of rationality skills, like the complexity of one’s values (there’s a sequence post on this, too!)

In all human history, every great leap forward has been dr

Woes and leaps forward can be intertwined. Peter the Great deliberately sent many workers (not to mention soldiers) to certain deaths to build St. Petersburg and fleet to win over Charles XII of Sweden. Nor was he ever hypocritical about it - he was strict enough to witness executions and not care. But in the end Peter's actions do seem like a leap forward. No hypocrisy, no stupidity, but huge woes.

Orwell is frequently cited by both the left and right as the most clear-headed social critic of the millennium. But he is not a corrective to muddle-headedness. He was, indeed pretty muddle-headed himself. His early works, Down and Out, and The Road to Wigan Pier, were, he later admitted, largely fictionalized, lavishly embellished accounts of his adventures among the exploited and desperately poor. The conditions he described were not untrue, but they were dramatized. He entered the Spanish Civil War on the highly romanticized left and quickly became disi... (read more)






Death Spirals and the Cult Attractor

A subsequence of How to Actually Change Your Mind on two of the huger obstacles, the affective death spiral and the cultishness attractor.

Affective death spirals are positive feedback loop caused by the halo effect: Positive characteristics perceptually correlate, so the more nice things we say about X, the more additional nice things we're likely to believe about X.

Cultishness is an empirical attractor in human groups, roughly an affective death spiral, plus peer pressure and outcasting behavior, plus (quite often) defensiveness around something believed to have been perfected.

Some overlap with the Politics is the Mind-Killer subsequence (preferably read that first).




The Affect Heuristic

The affect heuristic is when subjective impressions of goodness/badness act as a heuristic—a source of fast, perceptual judgments. Pleasant and unpleasant feelings are central to human reasoning, and the affect heuristic comes with lovely biases—some of my favorites. 

Let’s start with one of the relatively less crazy biases. You’re about to move to a new city, and you have to ship an antique grandfather clock. In the first case, the grandfather clock was a gift from your grandparents on your fifth birthday. In the second case, the clock was a gift from a remote relative and you have no special feelings for it. How much would you pay for an insurance policy that paid out $100 if the clock were lost in shipping? According to Hsee and Kunreuther, subjects stated willingness to pay more than twice as much in the first condition.1 This may sound rational—why not pay more to protect the more valuable object?—until you realize that the insurance doesn’t protect the clock, it just pays if the clock is lost, and pays exactly the same amount for either clock. (And yes, it was stated that the insurance was with an outside company, so it gives no special motive to the movers.)

All right, but that doesn’t sound too insane. Maybe you could get away with claiming the subjects were insuring affective outcomes, not financial outcomes—purchase of consolation.

Then how about this? Yamagishi showed that subjects judged a disease as more dangerous when it was described as killing 1,286 people out of every 10,000, versus a disease that was 24.14% likely to be fatal.2 Apparently the mental image of a thousand dead bodies is much more alarming, compared to a single person who’s more likely to survive than not.

Suppose an airport must decide whether to spend money to purchase some new equipment, while critics argue that the money should be spent on other aspects of airport safety. Slovic et al. presented two groups of subjects with the arguments for and against purchasing the equipment, with a response scale ranging from 0 (would not support at all) to 20 (very strong support).3 One group saw the measure described as saving 150 lives. The other group saw the measure described as saving 98% of 150 lives. The hypothesis motivating the experiment was that saving 150 lives sounds vaguely good—is that a lot? a little?—while saving 98% of something is clearly very good because 98% is so close to the upper bound of the percentage scale. Lo and behold, saving 150 lives had mean support of 10.4, while saving 98% of 150 lives had mean support of 13.6.

Or consider the report of Denes-Raj and Epstein: subjects who were offered an opportunity to win $1 each time they randomly drew a red jelly bean from a bowl often preferred to draw from a bowl with more red beans and a smaller proportion of red beans.4 E.g., 7 in 100 was preferred to 1 in 10.

According to Denes-Raj and Epstein, these subjects reported afterward that even though they knew the probabilities were against them, they felt they had a better chance when there were more red beans. This may sound crazy to you, oh Statistically Sophisticated Reader, but if you think more carefully you’ll realize that it makes perfect sense. A 7% probability versus 10% probability may be bad news, but it’s more than made up for by the increased number of red beans. It’s a worse probability, yes, but you’re still more likely to win, you see. You should meditate upon this thought until you attain enlightenment as to how the rest of the planet thinks about probability.

As I discussed in “The Scales of Justice, the Notebook of Rationality,” Finucane et al. found that for nuclear reactors, natural gas, and food preservatives, presenting information about high benefits made people perceive lower risks; presenting information about higher risks made people perceive lower benefits; and so on across the quadrants.5 People conflate their judgments about particular good/bad aspects of something into an overall good or bad feeling about that thing.

Finucane et al. also found that time pressure greatly increased the inverse relationship between perceived risk and perceived benefit, consistent with the general finding that time pressure, poor information, or distraction all increase the dominance of perceptual heuristics over analytic deliberation.

Ganzach found the same effect in the realm of finance.6 According to ordinary economic theory, return and risk should correlate positively—or to put it another way, people pay a premium price for safe investments, which lowers the return; stocks deliver higher returns than bonds, but have correspondingly greater risk. When judging familiar stocks, analysts’ judgments of risks and returns were positively correlated, as conventionally predicted. But when judging unfamiliar stocks, analysts tended to judge the stocks as if they were generally good or generally bad—low risk and high returns, or high risk and low returns.

For further reading I recommend Slovic’s fine summary article, “Rational Actors or Rational Fools: Implications of the Affect Heuristic for Behavioral Economics.”

1Christopher K. Hsee and Howard C. Kunreuther, “The Affection Effect in Insurance Decisions,” Journal of Risk and Uncertainty 20 (2 2000): 141–159.

2Kimihiko Yamagishi, “When a 12.86% Mortality Is More Dangerous than 24.14%: Implications for Risk Communication,” Applied Cognitive Psychology 11 (6 1997): 461–554.

3Paul Slovic et al., “Rational Actors or Rational Fools: Implications of the Affect Heuristic for Behavioral Economics,” Journal of Socio-Economics 31, no. 4 (2002): 329–342.

4Veronika Denes-Raj and Seymour Epstein, “Conflict between Intuitive and Rational Processing: When People Behave against Their Better Judgment,” Journal of Personality and Social Psychology 66 (5 1994): 819–829.

5Finucane et al., “The Affect Heuristic in Judgments of Risks and Benefits.”
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A 7% probability versus 10% probability may be bad news, but it's more than made up for by the increased number of red beans.  It's a worse probability, yes, but you're still more likely to win, you see.

I don't understand. Do you mean you are more likely to win with 7 red beans rather than one but also proportionately more likely to lose with 93 non red beans rather than 9? You wink and suggest there is some great wisdom there. I simply don't even know what the hell you are talking about.

I think the idea of the game was you get one chance to pick a bean. After all, if you can just keep picking beans until you've picked all the reds, there's not really much point to the so-called game anymore, is there?

Topo, it's a simple unprobabilistic phase inversion topography manifold calculation, I can hardly see how you could fail to understand it.

A lot of the older comments are ported from Overcoming Bias, which doesn't have LW's thread structure.  So if you see posts from 2008 or earlier that look poorly threaded, that's probably what caused it.

Ha, Spock vs McCoy.   I think Kirk's position was that it's the affect heuristic that makes us warm, cuddly, and human, data processors, even if it can be faulted in some artificial situations..
This ties in with the other thread about how far we look down possible chains of results in deciding on an action.  We're wired to look to proximal results with high affect, and I'm all for it.

The three parts of that paper that I found most interesting were:

Concentrated affect beats diffuse affect. Everybody knows what "obnoxious" means but "intelligent" could mean alot of different things, therefore obnoxious wins, carries a higher weight in the averaging of the descriptions.
"More precise affective impressions reflect more precise meanings and carry more weight in impression formation, judgment, and decision making."

The fact that more people chose to accept a gamble when a small loss was involved, because the 

BTW, significant data was withheld in the examples given :
a) how many dips do you get at the jellybeans ?  Do the red ones taste better ?  What is their market value with the current weak dollar ?
b) 10,000 people overall or 10,000 infected people ?   Degree of infectiousness of the disease ?
But that's what the affect heuristic is for : taking decisions in situations of incomplete data.  150 people is a single bounded set, 98% of x people sounds as though it just might be a replicable set. Go for it.

One of the things I found interesting in Eliezer's chapter on biases from his site was the repeated cautions about always being aware that these biases can affect us as well, even when we're aware of them.  I certainly wouldn't trust the judgement of someone who chalks them up to the belief "most people are almost unbelievably stupid."

All people are unbelievably stupid most of the time.  Some people just manage to stop now and then.

"It's a worse probability, yes, but you're still more likely to win, you see.  You should meditate upon this thought until you attain enlightenment as to how the rest of the planet thinks about probability."

The first terrifying shock comes when you realize that the rest of the world is just so incredibly stupid.

The second terrifying shock comes when you realize that they're not the only ones.

This one should be on a list of quotes from Less Wrong comments.

Or consider the report of Denes-Raj and Epstein (1994):  Subjects offered an opportunity to win $1 each time they randomly drew a red jelly bean from a bowl, often preferred to draw from a bowl with more red beans and a smaller proportion of red beans.  E.g., 7 in 100 was preferred to 1 in 10.

How many times do I get to draw, and is it with or without replacement? If I get to draw every bean in the bowl, the number of non-red beans doesn't matter. ;)

"I proudly include myself in the idiot category... no matter how smart you are, you spend much of your day being an idiot." - Scott Adams, wise man

"[I]t's a simple unprobabilistic phase inversion topography manifold calculation..."

Tosh. This ignores the salience of the linear data elicitation projected over dichotomous variables with a fully specified joint distribution.

So now five people have made the same comment, all with the same length (1 to 3 sentences), all with a relatively similar, bland style of expression. Caledonian incidentally also made the same comment. Hmmm...

I wasn't trying to say the rest of the planet is stupid.  I'm saying that "probability" is a more difficult concept than it seems.  E.g. Mr. Spock predicts a 98% chance of the Enterprise being destroyed, and he does this twenty times and it never happens once.  That's the scriptwriter's concept of what the word "probability" means, and it's very closely related to the jellybean problem.

Probability is a "more difficult concept than it seems", you say, but in what sense is it difficult?  It does not require a vast and complex formalism to avoid the sort of error we see in the jellybean problem, so clearly it is not an inherently difficult error to avoid.  If it is a "difficult concept", then, it's difficult because our brains are fundamentally not wired to deal with it appropriately, which is a failure of the brain, or colloquially a "stupidity".

Spock is half right; the reason the Enterprise isn't destroyed is the MillionToOneChance effect that, in fiction, makes what would otherwise be objectively improbable outcomes more likely because they make for a better story. Spock's just not smart enough to realize that the reason that the Enterprise never does get destroyed is that he's a character in TV show. ;)

On the other hand, maybe he's just afraid of the consequences of breaking the fourth wall...

In fairness to analysts, if you are judging stocks that nobody is familiar with, or even worse, that nobody except for people who are complete morons are familiar with, then the risk-return relationship will break down. In general, judging whether an investment is fairly priced depends on your confidence in the judgement of the informed traders (which may include you, if the investment is familiar). The ordinary economic theory you cite does not apply when the market may become inefficient.

Statistics is actually fun, as the notion of probability is so non-intuitive.  There's a 1 in 6 chance of throwing a deuce.  What does that mean in the real world ?   Well, if I throw the die 6 times, it should come up once ? euh no...   Well if I throw 100 sequences of 6 throws I can predict the number of times the deuce will show up ?  euh, no....  Well, if I throw 1000 runs of 100 sequences of 6 throws......    sorry, you still don't know one damn thing about what the result will be.  So what does probability mean ?  It's great !  One of life's rich prizes is to watch someone making a prediction on a particular instance based on statistical reasoning.

I ran across a curious misunderstanding of probability in the SF novel Diamond Mask. In the murder mystery plotline of the book, the protagonist had collected and analyzed data on an (implicitly mutually exclusive and exhaustive) list of eight or nine suspects. The author used probabilities of lower than 20% as a shorthand for not too likely, probabilities of between 20% and 50% as moderately likely, and probabilities above 50% as indicating prime suspects. Unfortunately, there was ~300% total probability in the list. The author could have gotten away with it if she'd just used the word "likelihood" instead of "probability".

I don't think these people are quite as silly as is made out. Let's look at the morality rate example. When you give a morality rate instead of casualty figures, you haven't necessarily communicated what that means for a community, or what it means on a large scale. That information is implied, but you haven't handed it to people on a silver platter. A wise person would create that knowledge himself -- he'd realize that if 20% die, and 5k people are infected, that's 1k dead. He'd think of lots of things like that. He'd figure out what it means in a variety... (read more)

Elliot, I suspect something is missing from your comments.  The technocratic knowledge you are describing is multiplication.  It sounds like you are calling for greater education in basic arithmetic, or perhaps telling people "and use it."  Knowing that 20% of 5,000 is 1,000 is not the mark of an exceptionally wise person; it is the mark of a competent elementary school student.  There is perhaps a reason why we can support a game show called "Are You Smarter Than a 5th Grader?"

I do not have immediate access to the Yamagishi article.  W... (read more)

Suppose we "put things in perspective" by comparing the figures 1286 and 10000 to quantities people understand better. In my case, we might note my hometown had a bit over 10k people, and the high school had a bit under 1286. That could give me a less abstract understanding of what that kind of casualty rate means. With that understanding, I might be able to make a better judgment about the situation, especially if, like many people, I dislike math and numbers. (Which is perfectly reasonable given how they were sub... (read more)

Zubon, knowing when to use multiplication, how to use multiplication, why to use multiplication, and doing so reflexively and without outside prompting, is a bit more technocratic than you might think.  Have you ever tried to teach math to someone who is not good at math?

Elliot wrote:
"I don't think these people are quite as silly as is made out. "
"What is alleged about people seems to be that they have very bad judgment, or they are irrational."

Clearly human beings have a brain relatively well suited to their world which is, nevertheless, far from infallible. Hence stock market crashes, wars, and all manner of other phenomena which demonstrate the imperfect judging ability of the human mind. The human mind commits errors. One needn't condemn the human mind, or the average capacity of humanity, in orde... (read more)

Eliezer, we could spend a long time commiserating on that one.  I used to think the problem was that people never learned algebra properly, but I have begun to wonder how many have a firm grasp on applying second grade math.  The hard part seems to be knowing what to divide or multiply by what (teaching Bayes' Theorem is fun for this).  Real life is all story problems.

Recent adventures in math include baffling a room with the insight that 12*5/12=5 and explaining how to figure out what percent of 1200 300 is.  Perhaps I should be more worried about the technocratic difficulties of addition; Division of Labour has an occasional series of "The Diff."

Eliezer is correct that lots of people are very bad at calculating probabilities, and there are all kinds of well known biases in calculating when affect gets involved, especially small sample biases when one is personally aware of an outlier example, especially a bad one.

However, the opening example is perfectly fine.  Eliezer even has it: the higher insurance is to cover the real emotional pain of losing the more personally valued grandfather clock.  How much we subjectively value something most certainly depends on the circumstances of how we obtained it.  There is nothing irrational about this whatsoever.  Rationality above all involves following that old advice of Polonius: know thyself.

With 7 beans in a hundred, I can just keep drawing beans until I get $14 worth, where with 1 in ten, the most I can get is $2.  Not only that, I get to eat a hundred free jelly beans.  This doesn't seem too mysterious to me.

The monetary payout isn't higher for the more emotionally valuable object -- it's $100 in both cases.  If you missed that, that could explain why people paid more for it; they ignored the dollar figure and assumed that the more valuable item was insured for more.

But if you didn't miss that...  Are you suggesting that the $100 is more valuable when it coincides with a greater misfortune?

You are right.  I misread  it.  The first case is one of irrationality.

"A 7% probability versus 10% probability may be bad news, but it's more than made up for by the increased number of red beans.  It's a worse probability, yes, but you're still more likely to win, you see.  You should meditate upon this thought until you attain enlightenment as to how the rest of the planet thinks about probability."

I think this says less about probability and more about people's need to keep an optimistic outlook on life. You emphasize the positive fact that there's an "increased number of red beans", while ignoring the... (read more)

"A 7% probability versus 10% probability may be bad news, but it's more than made up for by the increased number of red beans.  It's a worse probability, yes, but you're still more likely to win, you see.  You should meditate upon this thought until you attain enlightenment as to how the rest of the planet thinks about probability."

I think this says less about probability and more about people's need to keep an optimistic outlook on life. You emphasize the positive fact that there's an "increased number of red beans", while ignoring the... (read more)

P.S. There's something screwy with the comments on this page. My first comment didn't show up at all after I posted, so I reposted, and now it's showing up as "Posted by: Barkley Rosser"...

"This may sound crazy to you, oh Statistically Sophisticated Reader, but if you think more carefully you'll realize that it makes perfect sense.  A 7% probability versus 10% probability may be bad news, but it's more than made up for by the increased number of red beans.  It's a worse probability, yes, but you're still more likely to win, you see.  You should meditate upon this thought until you attain enlightenment as to how the rest of the planet thinks about probability."

I snorted rather loudly upon reading this, and sent the quote to a friend... (read more)

 A 7% probability versus 10% probability may be bad news, but it's more than made up for by the increased number of red beans. 

The comedic timing was awesome! It just broke me into the giggles. They keep sneaking out. I can't stop. I'll be laughing for weeks about this.

One group saw the measure described as saving 150 lives.  The other group saw the measure described as saving 98% of 150 lives.  The hypothesis motivating the experiment was that saving 150 lives sounds vaguely good - is that a lot? a little? - while saving 98% of something is clearly very good because 98% is so close to the upper bound of the percentage scale.  Lo and behold, saving 150 lives had mean support of 10.4, while saving 98% of 150 lives had mean support of 13.6.

Pragmatics of normal language usage prescribes that any explicitly supplied infor... (read more)

"Yamagishi (1997) showed that subjects judged a disease as more dangerous when it was described as killing 1,286 people out of every 10,000, versus a disease that was 24.14% likely to be fatal.  Apparently the mental image of a thousand dead bodies is much more alarming, compared to a single person who's more likely to survive than not."

I'm not sure this is necessarily due to the mental image. My initial thoughts on reading this were that "1,286 people out of every 10,000" carries connotations implying that at least 10,000 people have b... (read more)

The link in the end of text is broken.
I've found another one, would you update it? 

Check whether it is the same pdf before posting. I believe it is.

I think some of these experiment results are better explained by a bunch of different quirks in human thinking, not Only the affect heuristic. Maybe I'm overconfident in my knowledge here, but still I'm going to go through them in order:

The thing about the clock is obviously the affect heuristic at work and there doesn't seem to be much more to it. The disease example I take issue with however. It seems to me that it's rather about framing than about the affect heuristic. Though peoples emotions about a deadly disease is at play too, the crucial difference... (read more)

Is this a derivative of the charity question, about saving the 20,000 birds? Seems very similar. And I love the bias you describe people having even when the stats themselves are not biased at all. This is like a mini phycology lesson! I love it!

Many of the examples given here suffer from what look to be deliberate ambiguities that leave the exact meaning of one of the compared elements wide open to interpretation. Note that I have not examined the source materials for consistency with your summary results, so perhaps this is an issue with the phrasing of your summary rather that the original research. For example:

My mind interprets "a disease [that kills] 1,286 people out of every 10,000" as: "for any given person, there is a 12.86% chance of dying of disease (A)". Since the s... (read more)

The way you're summarizing the "disease" study mangles what was described in the abstract, even though the abstract makes your own point. I haven't checked the rest. I went digging for the abstract:

Participants assessed the riskiness of 11 well-known causes of death. Each participant was presented with an estimation of the number of deaths in the population due to that particular cause. The estimates were obtained from a previous study of naive participants' intuitive estimations. For instance, based on the result of the previous study, the num

The Denes-Raj/Epstein study makes me wonder whether the subjects would still have picked the jar with 100 beans (7 red) if, say, the other jar had been announced to contain 6 beans (5 red) . Is there any “tipping point” (any specific number or percentage of red beans versus other beans)  at which the subjects finally choose to follow the probabilities instead of going with “more reds”?
What if the other jar had been stated to contain only 5, 4, 3, 2, or 1 bean — but with ALL beans in that jar stated to be red? Would some subjects still go for the jar with 

I think on the disease example that the so-called heuristic interpretation is not necessarily irrational but depends on the ambiguous significance of each description of evidence. The statement  that the disease kills 1,286 people out of every 10,000 can be interpreted as the report of a killing and is equivalent to "the disease is definitely fatal to at least some people". However the statement that the disease is 24.14% likely to be fatal can be interpreted as merely a speculation of the disease's potential fatality. 

This may sound rational—why not pay more to protect the more valuable object?—until you realize that the insurance doesn’t protect the clock, it just pays if the clock is lost, and pays exactly the same amount for either clock. (And yes, it was stated that the insurance was with an outside company, so it gives no special motive to the movers.)

There's always the hope that, if enough customers pay the outside company enough, it'll be zealous and make the movers an offer they can't refuse.



Evaluability and Cheap Holiday Shopping

With the expensive part of the Hallowthankmas season now approaching, a question must be looming large in our readers’ minds:

“Dear Overcoming Bias, are there biases I can exploit to be seen as generous without actually spending lots of money?”

I’m glad to report the answer is yes! According to Hsee—in a paper entitled “Less is Better”—if you buy someone a $45 scarf, you are more likely to be seen as generous than if you buy them a $55 coat.1

This is a special case of a more general phenomenon. In an earlier experiment, Hsee asked subjects how much they would be willing to pay for a second-hand music dictionary:2

The gotcha was that some subjects saw both dictionaries side-by-side, while other subjects only saw one dictionary . . .

Subjects who saw only one of these options were willing to pay an average of $24 for Dictionary A and an average of $20 for Dictionary B. Subjects who saw both options, side-by-side, were willing to pay $27 for Dictionary B and $19 for Dictionary A.

Of course, the number of entries in a dictionary is more important than whether it has a torn cover, at least if you ever plan on using it for anything. But if you’re only presented with a single dictionary, and it has 20,000 entries, the number 20,000 doesn’t mean very much. Is it a little? A lot? Who knows? It’s non-evaluable. The torn cover, on the other hand—that stands out. That has a definite affective valence: namely, bad.

Seen side-by-side, though, the number of entries goes from non-evaluable to evaluable, because there are two compatible quantities to be compared. And once the number of entries becomes evaluable, that facet swamps the importance of the torn cover.

While the average prices (equivalence values) placed on these options were $1.25 and $2.11 respectively, their mean attractiveness ratings were 13.2 and 7.5. Both the prices and the attractiveness rating were elicited in a context where subjects were told that two gambles would be randomly selected from those rated, and they would play the gamble with the higher price or higher attractiveness rating. (Subjects had a motive to rate gambles as more attractive, or price them higher, that they would actually prefer to play.)

The gamble worth more money seemed less attractive, a classic preference reversal. The researchers hypothesized that the dollar values were more compatible with the pricing task, but the probability of payoff was more compatible with attractiveness. So (the researchers thought) why not try to make the gamble’s payoff more emotionally salient—more affectively evaluable—more attractive?

And how did they do this? By adding a very small loss to the gamble. The old gamble had a 7/36 chance of winning $9. The new gamble had a 7/36 chance of winning $9 and a 29/36 chance of losing 5 cents. In the old gamble, you implicitly evaluate the attractiveness of $9. The new gamble gets you to evaluate the attractiveness of winning $9 versus losing 5 cents.

“The results,” said Slovic et al., “exceeded our expectations.” In a new experiment, the simple gamble with a 7/36 chance of winning $9 had a mean attractiveness rating of 9.4, while the complex gamble that included a 29/36 chance of losing 5 cents had a mean attractiveness rating of 14.9.

A follow-up experiment tested whether subjects preferred the old gamble to a certain gain of $2. Only 33% of students preferred the old gamble. Among another group asked to choose between a certain $2 and the new gamble (with the added possibility of a 5 cents loss), fully 60.8% preferred the gamble. After all, $9 isn’t a very attractive amount of money, but $9 / 5 cents is an amazingly attractive win/loss ratio.

You can make a gamble more attractive by adding a strict loss! Isn’t psychology fun? This is why no one who truly appreciates the wondrous intricacy of human intelligence wants to design a human-like AI.

Of course, it only works if the subjects don’t see the two gambles side-by-side.

Two ice cream cups from Hsee. © 1998 John Wiley & Sons, Ltd.

Similarly, which of the two ice creams in Figure 1 do you think subjects in Hsee’s 1998 study preferred?

Naturally, the answer depends on whether the subjects saw a single ice cream, or the two side-by-side. Subjects who saw a single ice cream were willing to pay $1.66 to Vendor H and $2.26 to Vendor L. Subjects who saw both ice creams were willing to pay $1.85 to Vendor H and $1.56 to Vendor L.

What does this suggest for your holiday shopping? That if you spend $400 on a 16GB iPod Touch, your recipient sees the most expensive MP3 player. If you spend $400 on a Nintendo Wii, your recipient sees the least expensive game machine. Which is better value for the money? Ah, but that question only makes sense if you see the two side-by-side. You’ll think about them side-by-side while you’re shopping, but the recipient will only see what they get.

If you have a fixed amount of money to spend—and your goal is to display your friendship, rather than to actually help the recipient—you’ll be better off deliberately not shopping for value. Decide how much money you want to spend on impressing the recipient, then find the most worthless object which costs that amount. The cheaper the class of objects, the more expensive a particular object will appear, given that you spend a fixed amount. Which is more memorable, a $25 shirt or a $25 candle?

Gives a whole new meaning to the Japanese custom of buying $50 melons, doesn’t it? You look at that and shake your head and say “What is it with the Japanese?” And yet they get to be perceived as incredibly generous, spendthrift even, while spending only $50. You could spend $200 on a fancy dinner and not appear as wealthy as you can by spending $50 on a melon. If only there was a custom of gifting $25 toothpicks or $10 dust specks; they could get away with spending even less.

PS: If you actually use this trick, I want to know what you bought.

1Christopher K. Hsee, “Less Is Better: When Low-Value Options Are Valued More Highly than High-Value Options,” Behavioral Decision Making 11 (2 1998): 107–121.

2Christopher K. Hsee, “The Evaluability Hypothesis: An Explanation for Preference Reversals between Joint and Separate Evaluations of Alternatives,” Organizational Behavior and Human Decision Processes 67 (3 1996): 247–257.

3Slovic et al., “Rational Actors or Rational Fools.”

Ouch, don't the units in that diagram hurt your brain? (Yeah, I understand what it means and it does make sense, but it looks soooo wrong. Especially in my part of the world where an ounce is a unit of mass or weight, not of volume.)

I think you can use this logic to explain why movie theaters sell small, medium, large, and extra large popcorn for $5, $6, $7, and $8 respectively. With the less attractive options priced relatively high, people are more likely to pay the unreasonable price of $8 for the extra large.

While the average prices (equivalence values) placed on these options were $1.25 and $2.11 respectively

All psychologically normal people carry a calculator between their ears.  Most are just too lazy to use theirs, even for easy problems like this, which is the source of many biases.

I'd say embarrassment is a bigger issue than laziness. People don't want to be seen as nerdy, especially about little things. Also, if some people are slow at mental math, they wouldn't want others to know that.

I am interested in this phenomenon as I have run afoul of it many times. I will describe what I have experienced in the role of the person doing the unwanted calculations. Let's suppose that people have made what appears to me to be a "guess choice", and I do the math and realize that another choice makes more sense optimizing for the thing they are representing themselves to be optimizing for. I point this out, and it is rejected. Here are some reasons I have perceived.

But most commonly (in my observation), and most importantly (to me)! 

The math is easy if you just ignore the /36 which is the same in both casts. 2*29=58 and 7*9 = 63. No calculator required.

It is hard to ignore a whole /36 standing in front of you

I bought my brother a huge gold buttplug for $250 (top of the line) rather than a medium range coat from The North Face.

Depending on the mass of the former, it might have been a better deal in material costs. 

"Naturally, those so-called "lotteries" were a failure. They had no moral force whatsoever; they appealed not to all a man's faculties, but only to his hopefulness. Public indifference soon meant that the merchants who had founded these venal lotteries began to lose money. Someone tried something new: including among the list of lucky numbers a few unlucky draws. This innovation meant that those who bought those numbered rectangles now had a twofold chance: they might win a sum of money or they might be required to pay a fine--sometimes a considerable one. As one might expect, that small risk (for every thirty "good" numbers there was one ill-omened one) piqued the public's interest. Babylonians flocked to buy tickets."

Long ago I was discussing this passage with a friend trained in economics (I am not). He insisted that is was silly and that people would never prefer deliberately the option with added penalties for losing. Glad to see he was wrong!

Why would that make you glad? You found out your prediction was correct, which is good, but you also found out people are idiots, which is very bad.

I know I might feel glad because I feel like I have a lot more control over whether I am right or wrong than the relative idiocy of the average person. On the other hand, being a person, I'd probably just be glad either way. The upside of being cynical. 

When buying $10 dust specks, do not get carried away and buy 3^^^3 of them.  You won't save any money that way.

What is 3^^^3? I see it a lot here, why is it special?

It's a ludicrously large number in Knuth's up-arrow notation used in some posts as an example of a number which is finite, but large enough to ludicrously surpass reasonable finite numbers like the size of the universe, or the number of possible states of a volume the size of the Solar System, or whatever.

But why is "3" chosen rather than another single-digit integer? I can see why 0 or 1 would not be chosen, obviously, and 2 could confuse people by appearing non-arbitrary due to the role of binary in computer science. Is 3 simply the first viable positive integer that came along?

2^^^...2 is 4 for any number of up-arrows. 3^^^3 is the first, simplest Knuth number (a three, three up-arrows, and a three) to give stupendously large values, far outstripping 2^^^4 or 4^^^2.

Ah ha, upon wiki'ing, I was bungling how up-arrow notation worked. Thank you!

But don't forget the main lesson of the economics of present giving: "It's the thought that counts". If you can find a €40 item that seems personalised and full of meaning, it's valued much more than the €50 bottle of mindless perfume.

Of course, it's much easier to be considerate if you know the person well. The closer you are, the more you know their preferences, and the more they will value your consideration. So be cheap and attentive to those closest to you, moving up to spendthrift and indifferent for strangers...

(that actually is my pattern of spending - are others in the same boat?)

It's also possible to be hit by this bias if you're not thinking of it while shopping. Last year, I was invited over to watch the Super Bowl at a friend's, and they were also celebrating his niece's birthday. Of course, I brought a gift -- a Cookie Monster plushie. Unfortunately for me, someone else brought a teddy bear that was obviously much larger and higher quality! Oops.

The moral, I suppose, is that if you're going to get a cheaper gift, shoot for something that's very different than what other people are likely to buy.

This advice on Christmas gifts will only work if you leave the price tag on, or if your recipient is sophisticated enough to recognize, say, that a particular scarf is worth $45. I once opened a package that I received in a gift-swap game that contained a (to my eyes, rather ordinary) Christmas ornament. My face must not have shown the proper appreciation, as my wife then whispered to me that this was a very expensive ornament. Evidently the givers had instinctively followed the "expensive junk" philosophy but the effect was nearly lost on unsophisticated me.

Thanks for this over the holidays.  (You asked for feedback from practical applications).

It helped me come to the realization on why some stores can get away with put horribly, stupidly expensive chocolates on display right at the counter top: not only do they want you to buy it (duh), but it also lets your recipients know that you bought them a $5.99 bar of chocolate that would otherwise be indistinguishable from the larger $1.49 chocolate bars at the grocery store (assuming that your recipients have shopped at the same stores as you and are aware of how "nice" the gift is).

As a result we bought several overpriced chocolate bars to show how generous we were.

Another good item which I bought for someone for his birthday (unconciously following the above advice) was a $15 version of the fifteen puzzle.  Compare vs. an $18 paperback book I was considering for that gift.

Now I'm wrestling with the inverse problem.  I find myself wanting an Asus Eee PC, and justifying it to my wife because of how cheap it is - $399.  Which is the same price as the PS3, which I don't even bring up because of how expensive it is - $399.

I find myself doing this, and even consciously recognizing it often doesn't change my actions.  For example, if a half-rack of BBQ ribs costs $12.99 and a full rack costs $18.99, I'll 'upgrade' to the full rack since it seems like a waste to pay so much for a half rack.  But if the only option was a full rack for $18.99, I'd order something else because that's too expensive.

I'll do this if I think there's any chance of my wanting the product again, and I don't want to have to pay the "entry fee" twice.

PS:  If you actually use this trick, I want to know what you bought.

When my boss's son was born, I gave him an expensive stuffed animal hand-made from recycled material. I didn't deliberately use the trick -- when I was making the purchase, I remembered that I had read something about gifts to buy to appear generous on OB, but I couldn't remember the details. I took the price off the tag, but if my boss or his wife thought to Google the artisan, they would be able to see roughly how much I payed.

"Which is more memorable, a $25 shirt or a $25 candle?"
I asked my younger brother and he said the shirt.

Also the 'theory' will only work if that person knows the worth(cost) of the item Or I guess you could leave the tags on.

Everyone I know always deliberately cuts the price tags off or goes over them with a permanent marker. It is considered gauche to show off how much or how little you spent on someone's gift. In this case, it might make more sense to put emphasis on how expensive the gift itself appears to be.

Is there a market, then, for products on which the price tag cannot be removed, thereby allowing you to demonstrate how expensive it is? Books are an example: often the price is listed on the cover (of course, unfortunately this mainly happens for paperback books, which are cheap). 

I suppose you could also go over the price tag with an insufficiently opaque permanent marker.

Is there a market, then, for products on which the price tag cannot be removed, thereby allowing you to demonstrate how expensive it is? Books are an example: often the price is listed on the cover (of course, unfortunately this mainly happens for paperback books, which are cheap).

Where I am, it is customary for book stores to put a sticker onto the price printed on the cover when you ask them to wrap the book in wrapping paper.

A shirt is going to be more memorable because people use shirts constantly.  The candle is used at most once.

Most of the shirts I've received as gifts I haven't actually worn, because they don't portray the image I'd like to (they're durable signals). A candle, as a private consumable, is something that I might burn even if it's incongruent, because burning it doesn't represent a commitment. (This is a strong, potentially non-obvious reason to prefer consumables over durables when getting gifts for others.)

Beyond that, memorable isn't just "amount of time it's used" but "remarkability." I rarely think about my underwear; I just grab the top one out of the drawer, and I buy the cheapest variety above some quality threshold. I own one pair that's bright green that I bought for the lulz; even though I wear it about a twentieth of the time as the first variety, it's much more memorable because it stands out.

A shirt that does portray the image the recipient would like to is a much better present.

Of course- in large part because the target is smaller, and thus it signals much more precise knowledge about the recipient. If you don't have a strong ability to discern other people's preferences, go with expensive consumables, because that's a broader target and expectations are lower.

Isn't signalling knowledge about the recipient pretty much the whole point of giving presents? Otherwise we'd just give people cash.

You can signal various other things too like sophisticated taste or having spent time picking/creating the present etc.

Either it isn't, or many people do an incredibly poor job. There are even specific events for getting rid of flop gifts (white elephant parties) and a phrase for how to get rid of a poor gift (re-gifting).

When I am given a candle, which I can save for power outages or impromptu celebrations or even just give it to somebody else, I am glad because 1) I'm not likely to buy one for myself but every single time I see it in a shop I think I would, were it only slightly cheaper, 2) it is a focus point, a symbol of voluntary solitude, even a cheap one, and in this way very unlike a shirt (although I have a couple shirts which for me have symbolic significance), 3) I am a twin who likes having her own things even if I don't mind sharing, and I have loaned clothes when other people were in need, and candles when we all were.

I'm collecting quotes to help me remember all the things that I should be remembering in order to overcome bias, and I'm wondering if someone has one for the sub-sequence on the Affect Heuristic.

and your goal is to display your friendship, rather than to actually help the recipient

I don't think that appearing to have spent a lot is the best way to achieve that, even if you manipulate what amount of money they think of as a lot. You'd better give some imaginative present that suits the recipient's tastes well. (Making something yourself rather than buying it is even better.)

PS:  If you actually use this trick, I want to know what you bought.

I have a sister who is very sensitive to her financial situation and will refuse to accept most gifts I've offered. She allowed that I might bring a salad to her recent birthday party - so I brought one of the cheaper ones from Edible Arrangements. She loved it, and I was able to spend about my price range on a gift for her.

Gosh, it's amazing the biases we have when the data is non-evaluatable, and then even when we can compare, we still have a bias towards an overflowing but smaller can, and an under filled but bigger can. The funny thing is I realize I've thought this way, too, until I read this just now. I shall not make the mistake again!

You probably will. I think this biases thing doesn't disappear even when you're aware of it. It's a generic human feature. I think self-critical awareness will always slip at the crucial moment; it's important to remember this and acknowledge it. Big things vs small things as it were.

. I think self-critical awareness will always slip at the crucial moment

I'm just a regular guy who stumbled on LessWrong some time ago, and it has helped me see a lot that I was missing in this world and, yes, to change my mind. Much of this stuff is hard to grasp for a man with limited math skills, but I think I may have an innate grasp of heuristics in some cases. At any rate, I have long made it a practice to budget an amount for a particular gift, and then seek out the smallest, most precious object that that amount will buy, rather than the biggest and most bountiful. (Except for children under 7 or so years of age--for them a big box trumps a small box no matter what's inside.) And I am not fooled by marketing tricks as often as my peers seem to be. Thank you all (commenters too!) for this great body of information. I intend to read every word in the whole wiki.

High-end brand neck tie or a scarf would be a classic example of this. You can also exploit the scarcity bias in this context. Find an antique item (e.g. something costs less than 50$ necktie) and tell that it's very rare and you spent some time to find it. In addition, they can never guess the price, it's an antique it can be hundreds of dollars who knows? 

Are the gambling guys actually suggested that they will play several times? Because I, seeing both things side by side, still prefer 29/36 over 7/36 by the easy reasoning "better win $2 then nothing", and, if I'm only playing once, I claim it *is* a good strategy (otherwise you could play a lottery suggesting to win a billion with chances of 1 to million instead of working on a one-time job for $500 guaranteed - again, I claim it is salient to choose the job).

Because I, seeing both things side by side, still prefer 29/36 over 7/36 by the easy reasoning "better win $2 then nothing", and, if I'm only playing once, I claim it is a good strategy

You are not only playing once. If you follow a consistent decision making strategy, your choice should hold every time you face similar odds in the future. Or at least, for as long as you plan to play similar games.

Mathematically, $2 is the same as 50% chance to win $4, is the same as 25% chance to win $8. So every time I am offered $2 or 25% chance to win $9, I should choose the latter. (Most people however are extremely risk adversive - I think the ratio is something like 2:1, which leads to missed opportunities).

This holds for me, until someone offers me a million dollars or 50% chance to win whatever. I can retire on a million, everything above that is imaginary. Or until I am stranded in the mall with no wallet and desperately need $1.50 for a bus ticket. Which is why every investor needs 6 months worth of expenses - you don't want to close positions at a bad time, just so you can pay rent.

With that in mind - and if $9 still seems low - at what price would you choose the second bet?

One should factor in the odds of similar games occurring multiple times throughout one's life (unless one is a frequent visitor of casinos). I claim that *these* are too low for the situation to "add up to normality".

Answering the question asked... I could start *considering* the second choice at 25% chance of 15 (probably properly 16 but my gut feeling has, of course, rounded it) and preferring it at... well, maybe never?

One should factor in the odds of similar games occurring multiple times throughout one's life (unless one is a frequent visitor of casinos). I claim that these are too low for the situation to "add up to normality".

No, one shouldn't. Playing a game of chance once or a thousand times does not influence the outcome of the next round (aka the gambler's fallacy). If a bet is a good idea one time, it's a good idea a thousand times. And if a bet is a good idea a thousand times, it is a good idea the first time.
How could you consider betting a thousand times to be a good idea, if you think each individual bet is a bad idea?

Besides that, even if you don't encounter exactly the same odds, you will encounter some odds. The numbers change, the way we make decisions remains the same.

The point of probabilities is not that the expected outcome occurs every time. The point is that it IS the expected outcome.
You might never be asked to participate in a betting game at the Mall. But at the end of your life, the sum of all your bets, big and small, will (probably) add up to normality.

Answering the question asked... I could start considering the second choice at 25% chance of 15 (probably properly 16 but my gut feeling has, of course, rounded it) and preferring it at... well, maybe never?

So, to summarize (and simplify a bit) - you would start considering letting go of (almost) certain $2 only after the expected utility is (around) $4.

I am sure you will not be surprised to learn you are not atypical in your preference:
"Some studies have suggested that losses are twice as powerful, psychologically, as gains.[1]" (https://en.m.wikipedia.org/wiki/Loss_aversion). You might also be interested in the following articles: https://en.m.wikipedia.org/wiki/Risk_aversion
and https://theintactone.com/2018/05/04/bf-u3-topic-5-loss-aversion-gamblers-fallacy/

Now, just because behaviour is common doesn't mean it's wrong. The loss aversion bias is called a bias, because it does lead to missed opportunities.

For example, a combination of loss aversion, risk aversion, status quo bias and lazyness leads to otherwise conscientious people keeping their savings in the bank. For them, any form of investment is deemed too risky, the topic too stress inducing to research or consider. Of course, inaction is also a decision and there is a thing called inflation - but you cannot put a price on your piece of mind./s

I realize the irony of writing about investments in 2020 - but when advising my best friend to buy gold (aka going long on fear) the response was "You know, I do not really believe in such things." I've raised the topic once with each of my friends, the lack of interest is almost universal. Paper just seems so much... safer... if you do not think about it.

You do realize never includes, but is not limited to, $1000, $100,000, $1,000,000 or, indeed, $3^^^3?

I hope you won't take offence, but I don't know how else to say it - you have expressed a preference for the (let's say) certainty of winning $2 so extreme, that I find it hard to believe you would stick to it in practice.

No, one shouldn't. Playing a game of chance once or a thousand times does not influence the outcome of the next round (aka the gambler's fallacy). If a bet is a good idea one time, it's a good idea a thousand times. And if a bet is a good idea a thousand times, it is a good idea the first time. How could you consider betting a thousand times to be a good idea, if you think each individual bet is a bad idea?

Gambler's ruin. The bets are the same, but you are not. If bets are rare enough or large enough, they do not justify they simplifying assumption of ergodicity ('adding up to normality' in this case) and greedy expected-value maximization is not optimal.

Correct. Which is why risk management and diversification are crucial and why you should never bet more than you can afford to lose. I have this as an implicit rule, but I should have mentioned it. Thank you for pointing this out.

Edit: And I should probably read up more on the Gambler's ruin. I can see how expected value maximization doesn't hold up in the extreme cases, but it had to be pointed to me first.

Can you expand on this a little? I don't understand why the number of sequential bets you're offered makes it easier to assume ergodicity, or indeed changes optimal bet sizing at all. (I strongly agree with the rest of your post fwiw)

The "two ice cream cups from Hsee (1988)" image is broken -- I think it was hosted on old-LW and has now gone away. So I found the paper and uploaded a new copy of the image to imgur. Here it is.

Note that you could also have found this image at ReadTheSequences.com :)

This seems related to scope insensitivity. In talking about 200,000 dead birds, 200,000 has low evaluability. Same with having a 1/X chance of dying in a car crash.

It's also worth to note that while the recipient of a 1000$ watch will probably mention it in their will, the recipient of a 1000$ car will mention you in not-so-kind words whenever it breaks down. The same with the expensive scarf and coat: the scarf is likely warm, soft, stylish and durable, since it is an expensive one, while the coat is likely the opposite, thereby representing a far lower value than its price would suggest.

Of course, the number of entries in a dictionary is more important than whether it has a torn cover, at least if you ever plan on using it for anything.

If you plan on using it to decorate your shelf, the cover is essential.



Unbounded Scales, Huge Jury Awards, & Futurism

“Psychophysics,” despite the name, is the respectable field that links physical effects to sensory effects. If you dump acoustic energy into air—make noise—then how loud does that sound to a person, as a function of acoustic energy? How much more acoustic energy do you have to pump into the air, before the noise sounds twice as loud to a human listener? It’s not twice as much; more like eight times as much.

Acoustic energy and photons are straightforward to measure. When you want to find out how loud an acoustic stimulus sounds, how bright a light source appears, you usually ask the listener or watcher. This can be done using a bounded scale from “very quiet” to “very loud,” or “very dim” to “very bright.” You can also use an unbounded scale, whose zero is “not audible at all” or “not visible at all,” but which increases from there without limit. When you use an unbounded scale, the observer is typically presented with a constant stimulus, the modulus, which is given a fixed rating. For example, a sound that is assigned a loudness of 10. Then the observer can indicate a sound twice as loud as the modulus by writing 20.

And this has proven to be a fairly reliable technique. But what happens if you give subjects an unbounded scale, but no modulus? Zero to infinity, with no reference point for a fixed value? Then they make up their own modulus, of course. The ratios between stimuli will continue to correlate reliably between subjects. Subject A says that sound X has a loudness of 10 and sound Y has a loudness of 15. If subject B says that sound X has a loudness of 100, then it’s a good guess that subject B will assign loudness in the vicinity of 150 to sound Y. But if you don’t know what subject C is using as their modulus—their scaling factor—then there’s no way to guess what subject C will say for sound X. It could be 1. It could be 1,000.

For a subject rating a single sound, on an unbounded scale, without a fixed standard of comparison, nearly all the variance is due to the arbitrary choice of modulus, rather than the sound itself.

“Hm,” you think to yourself, “this sounds an awful lot like juries deliberating on punitive damages. No wonder there’s so much variance!” An interesting analogy, but how would you go about demonstrating it experimentally?

Kahneman et al. presented 867 jury-eligible subjects with descriptions of legal cases (e.g., a child whose clothes caught on fire) and asked them to either

And, lo and behold, while subjects correlated very well with each other in their outrage ratings and their punishment ratings, their punitive damages were all over the map. Yet subjects’ rank-ordering of the punitive damages—their ordering from lowest award to highest award—correlated well across subjects.

If you asked how much of the variance in the “punishment” scale could be explained by the specific scenario—the particular legal case, as presented to multiple subjects—then the answer, even for the raw scores, was 0.49. For the rank orders of the dollar responses, the amount of variance predicted was 0.51. For the raw dollar amounts, the variance explained was 0.06!

Which is to say: if you knew the scenario presented—the aforementioned child whose clothes caught on fire—you could take a good guess at the punishment rating, and a good guess at the rank-ordering of the dollar award relative to other cases, but the dollar award itself would be completely unpredictable.

Taking the median of twelve randomly selected responses didn’t help much either.

So a jury award for punitive damages isn’t so much an economic valuation as an attitude expression—a psychophysical measure of outrage, expressed on an unbounded scale with no standard modulus.

I observe that many futuristic predictions are, likewise, best considered as attitude expressions. Take the question, “How long will it be until we have human-level AI?” The responses I’ve seen to this are all over the map. On one memorable occasion, a mainstream AI guy said to me, “Five hundred years.” (!!)

Now the reason why time-to-AI is just not very predictable, is a long discussion in its own right. But it’s not as if the guy who said “Five hundred years” was looking into the future to find out. And he can’t have gotten the number using the standard bogus method with Moore’s Law. So what did the number 500 mean?

As far as I can guess, it’s as if I’d asked, “On a scale where zero is ‘not difficult at all,’ how difficult does the AI problem feel to you?” If this were a bounded scale, every sane respondent would mark “extremely hard” at the right-hand end. Everything feels extremely hard when you don’t know how to do it. But instead there’s an unbounded scale with no standard modulus. So people just make up a number to represent “extremely difficult,” which may come out as 50, 100, or even 500. Then they tack “years” on the end, and that’s their futuristic prediction.

“How hard does the AI problem feel?” isn’t the only substitutable question. Others respond as if I’d asked “How positive do you feel about AI?”—except lower numbers mean more positive feelings—and then they also tack “years” on the end. But if these “time estimates” represent anything other than attitude expressions on an unbounded scale with no modulus, I have been unable to determine it.

1Daniel Kahneman, David A. Schkade, and Cass R. Sunstein, “Shared Outrage and Erratic Awards: The Psychology of Punitive Damages,” Journal of Risk and Uncertainty 16 (1 1998): 48–86; Daniel Kahneman, Ilana Ritov, and David Schkade, “Economic Preferences or Attitude Expressions?: An Analysis of Dollar Responses to Public Issues,” Journal of Risk and Uncertainty 19, nos. 1–3 (1999): 203–235.

If you are asked to estimate a number that is a product (or sum) of many numbers, and you have good estimates for all those numbers but one, well variance in that last number you can't estimate well will dominate the variance of your answer.  It just takes one.

I strongly encourage any AI worker who hasn't already done so to read Ian McDonald's 'River of Gods'.   He's pretty positive (in timescale terms...) on AI, his answer to the question "How long will it be until we have human-level AI?" is 2047 AD, and it's a totally gob-smacking, brilliant, read.

if so - it's a novel... and it includes aliens... I admit I haven't read it, but I'm skeptical as to how much you might deduce about AI's likelihood...

Derrida must have done a thousand essays on how an author trying to be very precise about how language could possibly work, winds up in an infinte loop clarifying a final point that amounts to in effect starting over.

This contributes a lot to an indefinite future, whatever the modulus problem, if you take AI as just such a project.

I observe that many futuristic predictions are, likewise, best considered as attitude expressions.  Take the question, "How long will it be until we have human-level AI?"  The responses I've seen to this are all over the map.  On one memorable occasion, a mainstream AI guy said to me, "Five hundred years."  (!!)

Did you ask any of them how long they felt it would take to develop other "futuristic" technologies? (in other words, their rank ordering of technological changes).

The damages experiment, as described here, seems not to nail things down enough to say that what's going on is that damages are expressions of outrage on a scale with arbitrary modulus. Here's one alternative explanation that seems consistent with everything you've said: subjects vary considerably in their assessment of how effective a given level of damages is in deterring malfeasance, and that assessment influences (in the obvious way) their assessment of damages.

(I should add that I find the arbitrary-modulus explanation more plausible.)

You probably won't see this since it's six years old, but just in case, why do you think such a long time? A significant portion of people who are in the AI field give a much closer number, and while predicting the future isn't exact, 500 years is a pretty big difference from the numbers I've most often seen.

Interesting, but without the dollar values adjusted for inflation, I feel like the point is lost on me of that part of the data, all though get the idea.

Edit: It only went up to $.84, so I guess it doesn't matter that much (used the Inflation Calculator)

''Assign a dollar value to punitive damages''' - does this corelated with the ammount of money, that peoples, who responded to this earn? It look plausible that people who earn more can assign a highely money punishement for body harm



The Halo Effect

The affect heuristic is how an overall feeling of goodness or badness contributes to many other judgments, whether it’s logical or not, whether you’re aware of it or not. Subjects told about the benefits of nuclear power are likely to rate it as having fewer risks; stock analysts rating unfamiliar stocks judge them as generally good or generally bad—low risk and high returns, or high risk and low returns—in defiance of ordinary economic theory, which says that risk and return should correlate positively. 

The halo effect is the manifestation of the affect heuristic in social psychology. Robert Cialdini summarizes:1

Research has shown that we automatically assign to good-looking individuals such favorable traits as talent, kindness, honesty, and intelligence (for a review of this evidence, see Eagly, Ashmore, Makhijani, and Longo, 1991). Furthermore, we make these judgments without being aware that physical attractiveness plays a role in the process. Some consequences of this unconscious assumption that “good-looking equals good” scare me. For example, a study of the 1974 Canadian federal elections found that attractive candidates received more than two and a half times as many votes as unattractive candidates (Efran and Patterson, 1976). Despite such evidence of favoritism toward handsome politicians, follow-up research demonstrated that voters did not realize their bias. In fact, 73 percent of Canadian voters surveyed denied in the strongest possible terms that their votes had been influenced by physical appearance; only 14 percent even allowed for the possibility of such influence (Efran and Patterson, 1976). Voters can deny the impact of attractiveness on electability all they want, but evidence has continued to confirm its troubling presence (Budesheim and DePaola, 1994).

A similar effect has been found in hiring situations. In one study, good grooming of applicants in a simulated employment interview accounted for more favorable hiring decisions than did job qualifications—this, even though the interviewers claimed that appearance played a small role in their choices (Mack and Rainey, 1990). The advantage given to attractive workers extends past hiring day to payday. Economists examining US and Canadian samples have found that attractive individuals get paid an average of 12–14 percent more than their unattractive coworkers (Hamermesh and Biddle, 1994).

Equally unsettling research indicates that our judicial process is similarly susceptible to the influences of body dimensions and bone structure. It now appears that good-looking people are likely to receive highly favorable treatment in the legal system (see Castellow, Wuensch, and Moore, 1991; and Downs and Lyons, 1990, for reviews). For example, in a Pennsylvania study (Stewart, 1980), researchers rated the physical attractiveness of 74 separate male defendants at the start of their criminal trials. When, much later, the researchers checked court records for the results of these cases, they found that the handsome men had received significantly lighter sentences. In fact, attractive defendants were twice as likely to avoid jail as unattractive defendants. In another study—this one on the damages awarded in a staged negligence trial—a defendant who was better looking than his victim was assessed an average amount of $5,623; but when the victim was the more attractive of the two, the average compensation was $10,051. What’s more, both male and female jurors exhibited the attractiveness-based favoritism (Kulka and Kessler, 1978).

Other experiments have demonstrated that attractive people are more likely to obtain help when in need (Benson, Karabenic, and Lerner, 1976) and are more persuasive in changing the opinions of an audience (Chaiken, 1979) . . .

The influence of attractiveness on ratings of intelligence, honesty, or kindness is a clear example of bias—especially when you judge these other qualities based on fixed text—because we wouldn’t expect judgments of honesty and attractiveness to conflate for any legitimate reason. On the other hand, how much of my perceived intelligence is due to my honesty? How much of my perceived honesty is due to my intelligence? Finding the truth, and saying the truth, are not as widely separated in nature as looking pretty and looking smart . . .

But these studies on the halo effect of attractiveness should make us suspicious that there may be a similar halo effect for kindness, or intelligence. Let’s say that you know someone who not only seems very intelligent, but also honest, altruistic, kindly, and serene. You should be suspicious that some of these perceived characteristics are influencing your perception of the others. Maybe the person is genuinely intelligent, honest, and altruistic, but not all that kindly or serene. You should be suspicious if the people you know seem to separate too cleanly into devils and angels.

And—I know you don’t think you have to do it, but maybe you should—be just a little more skeptical of the more attractive political candidates.

1Robert B. Cialdini, Influence: Science and Practice (Boston: Allyn & Bacon, 2001).

Perhaps firms should conduct "blind" interviews of potential employees in which the potential employee is interviewed while behind a screen.

I believe it's been shown that intelligence does correlate positively with height.  Is it possible that it correlates with symmetry or other physical traits that make people attractive?
I have no doubt that a bias is at work here, but is it possible that bias has some foundation in fact?

If it's true that intelligence correlates with height, I wonder if it is because childhood nutrition affects height? Perhaps childhood nutrition also affects brain development. Interesting.

Whoa…You could likely correlate this to a string of societal factors going back through time as well such as: attractive child receives more attention & assistance in areas of difficulty, which leads to understanding & an ability to pull ahead, snowballing over time (& combining with further effects of attraction bias) throughout their education. Until eventually they’re easily able to retain more knowledge, therefore becoming more intelligent than the less attractive classmate.

Jeff may be on too something here. I remember reading that symmetrical facial features is somewhat dependent on the level of oxygenation the fetus gets in the later stages of pregnacy. Of course I may have mixed up my facts but if this is true it seems to provide something of an explaination for the possible corrolation Jeff talks about.

Not if you're basing your judgment of intelligence on a description that's held constant with just the pictures swapped.

Swapping pictures leading to predicting higher intelligence is the point Jeff makes. A symmetrical face is a piece of evidence that positively correlates with higher intelligence just as a description of someone's accomplishments is evidence of intelligence. The description is much better evidence, but the attractiveness remains somewhat important.

The description is much better evidence, but the attractiveness remains somewhat important.

I would like to disagree on this one, if all of the major accomplishments of the candidate is written on that description then the attractiveness doesn't really matter as an evidence for intelligence, it's already been taken into account in that description. 

For example, a study of the 1974 Canadian federal elections found that attractive candidates received more than two and a half times as many votes as unattractive candidates (Efran & Patterson, 1976).

This does not mean what it sounds like it means. Well, it could, but it doesn't have to. Specifically, this result is consistent with the voters' claims that they don't vote for candidates because of physical attractiveness.

This is a case of "correlation does not imply causation". Just because good looks were correlated with votes doesn't mean they caused votes. There could be another effect causing both.

Such effects are easy to imagine. For example, perhaps people with good looks receive more encouragement in school and from their parents, and thus turn out smarter. Then they could have received all those votes because they were genuinely better candidates. This particular possibility may have been looked for and ruled out, but there are infinitely many others.

The important thing is that you can't find the truth purely by finding correlations. What you need are explanations. Specifically, there needs to be a detailed explanation of how being more attractive causes favoritism (and also of what causes people to be blind to their own favoritism). And when we have that explanation, then we can compare it to rival theories that explain the observed data, including the correlation, in other ways.

I remember when studying mathematics, that almost all professors and most of the good students where weird in several ways: the way they dressed, the way they spoke, the way they behaved etc... It seemed that the greater the genius the weirder his behavior.

Now I wonder if the bias in these academic settings could be the other way round: if you look like a normal person you will stand out and everyone will think: this is probably not one of the brighter guys. On the other hand if your last haircut was 2 years ago and you are always wearing the same jacket everyone will say: wow this guy must be one of the geniuses here.

I think it's more this effect: The people doing the hiring WANT you to be pretty, but they also want you to be brilliant.

If you are pretty enough, you can get in without being too brilliant; or if you are brilliant enough, you can get in without being too pretty.

Ideally, you would be both (i.e. you would be Richard Feynman); but you've got to have one or the other, or nobody will hire you. 

Hence, our sample will consist of
A: Pretty people who aren't that brilliant P(P&~B)
B: Brilliant people who are not pretty P(~P&B)
C: Pretty people who are also brilliant P(P&B)

If we presume merely that prettiness isn't strongly correlated with brilliance and both are relatively rare, then we will find exactly what we see: The brilliant ones who get hired are also mostly not pretty.

Paying attention to the description is probably less useful than looking at the features - the features are generally harder to misrepresent, and at the very least haven't passed through another person's mind before they got to you.

As Different says, but in regard to connections between perceived intelligence, and perceived honesty, to pick two particularly useful examples - the usefulness of either quality, in regard to your interactions with the individual, are dependent upon both.  I/e, it isn't a great idea to trust what a not-too-bright individual tells you, even if he or she has never told a lie in their life, for the simple reason that they may not have the faculty to evaluate their statements.  And the reverse might be true - particularly bright individuals may not be good candidates for trust, particularly on important issues, because they have great faculty for making value judgments about when it is most profitable to lie.  Individuals at either extremes may not be good candidates for trust.

I had a long discussion with my brother on precisely the issue of attractiveness - in regard to banks.  Banks are great examples because they spend immense quantities of money making themselves look respectable.  So - would you trust your money to a bank that was going to spend some of it making itself look good?  Or would you trust your money to a bank that doesn't care how it looks?  A bank that cares about its reputation enough to spend massive amounts of money maintaining it isn't going to sacrifice that by stealing your relatively small sum - it is the better choice, presuming on the rationality of the bank.  An individual who goes to great lengths to APPEAR competent is going to try to BE competent - someone who doesn't care whether or not they appear competent do not care whether you think they are competent, and hence, may not make an effort to be more competent as relates to you and your business.  The better-groomed candidate, other things being equal, is the better choice, presuming upon that individual's rationality.  (Particularly since the issue is reinforcing - clients and customers, after all, are making the same judgments.)

An individual who makes an effort to appear more attractive likely has a reason for doing so - they may care what other people think of them (which suggests they'll be nicer, when somebody is watching, at least), they may want to appear more competent (which suggests they'll be better at other things they do, presuming they follow similar levels of investment), and, presuming they DO have rational reasons for taking care of their appearance, they may simply be smarter than your average person.  Naturally good looking people may be getting the benefits of biases we develop based on those who acquire appearances by effort - and may get points for honesty, as well, because they aren't attempting to "lie" about their appearance.  (Which would be interesting, because it would mean naturally good-looking individuals gain more benefits than those who provided much of the bias incentive to begin with.)

This goes to the saying “dress for the job you want - not the one you have” which many seem to misunderstand as a show for others when in fact the origin is based on the hypothesis that we’re constantly influenced by what we do & can actually project ourselves into a better situation by believing it to be possible.

The bank analogy brings to mind Apple - the brand: your privacy the most important thing to them. Therefore, although we have no way of knowing if thats actually true (as we’re all VERY aware of PR-based-branding ploys these days) we still buy into it because they’re much more likely to avoid tarnishing that brand by faking privacy concern than another brand who doesn’t pretend to care.

This seems relevant, though perhaps the causality is uncertain.

Eliezer - wasn't Jeff's comment intended to suggest, not that there isn't a bias, but that the bias may be adaptive? Offhand I can't imagine quite what edge it might supply, but perhaps some story could be told.

Well, it encourages you to mate with people who are both pretty and intelligent, which seems like it would be good for your genes.

@roland
It helps to have lots of grease marks on your jacket. No dry cleaner or washing machine should ever touch these.
The mathematical mastermind is usually dressed in brown and green cords with lots of spots, while an artistic genius looks either like a colourful parrot or a dark-suited banker. On the other hand, bankers like to wear their designer-made bicycle helmets all day long.
If you are a female long legged blonde with blue eyes you are more likely to get the job if your employer is a short asymmetric male. The halo effect promising a good shag and many little mini blondes.
A long legged blonde tends to employ a short legged dark haired obese female and would like to marry her asymmetric male boss.  Boss is going to replace the blonde model if she is older than thirty. All of them are honest and kind as well as greedy, only interested in the best possible outcome for all parties.
No irony intended!

Just for interest - Joel Wapnick, a music education scholar at McGill University (and also, I discover from Googling him just now, an international Scrabble champ) has shown that people rate the quality of musical performances from more attractive players more highly than those from less attractive players. No surprise there. However, the effect persists even in an auditory-only condition, i.e. when the raters cannot see the performers. Wapnick has replicated the finding in different situations over a series of papers.

Do you have a reference for "stock analysts rating unfamiliar stocks judge them as generally good or generally bad - low risk and high returns, or high risk and low returns - in defiance of ordinary economic theory, which says that risk and return should correlate positively"?

I am also still looking for a reference on that one...

I am also struck by the correlation-vs.-causation issue in the canadian voters study. Moreover, how do we know that the attractiveness rating isn't actually a reflection of the qualities the voters claim to be looking for? I.e. a more confident, intelligent, eloquent candidate would probably appear more attractive than one who isn't, all other things being equal.

I am sympathetic to the counter-comments but need to point out that most of us (those who are not perfect 10s) want to believe that there is something else underlying the evidence that looks matter.  Who wants to accept that their talents are dominated by appearance?

On the other hand, if you've done reasonably well for yourself, it probably means you are good-looking, which I guess is a good thing?

I've noticed this in myself... I find it hard to think poorly of attractive females, even when the evidence indicates that I ought to.

I do the same for both males and females (and I'm bisexual, which may be part of it). 

And now the question becomes: What can we do about this? Should we train ourselves to automatically distrust good-looking people (that seems... problematic at best)?

it would seem that a good strategy would be to always vote for the ugliest candidate and hire the ugliest job candidate -- on the presumption that their (difficult to judge) talents must be tremendous in order for them to make it this far in the process despite their looks.

Nate - that strategy can only work insofar as other groups aren't utilizing it, and to that extent, you will be punished through those groups hesitating to employ you in their capacities as clients and customers.

I'd be interested to know the "curve" drawn when physical attractiveness is plotted against level of bias - whether there is a linear relationship, or whether the effect (indeed affect) tails off (or even turns negative?!) at some point. i.e. whether things just keep getting "better" the more attractive you are.

I think that the quoted Cialdini text blurs the distinction between physical attractiveness and grooming.

I can well imagine that people react positively to a well-groomed person because of the values such care over appearance indirectly demonstrates (social intelligence/wealth/hygeine etc.).

A halo effect based on pure physical attractiveness probably has more to do with a net positive bias resulting from a complex set of sexual dynamics created by different combinations of male/female and attractive/unattractive.

http://www.economist.com/displaystory.cfm?story_id=10311266

"...the accumulating evidence suggests that physical characteristics do give clues about intelligence, that such clues are picked up by other people, and that these clues are also associated with beauty."

"You should be suspicious if the people you know seem to separate too cleanly into devils and angels."

The halo effect perhaps provides a better explanation for the apparent insistence on Hitler's weird sex life:

Also the belief that he has only one testicle, which appears to be completely made up by British sailors.

The opposite is also true: a "negative halo effect" can be easily observed, wherein "bad" traits are also similarly grouped and feed on each other.

An interesting part of halo effects is that people seem to understand them on an instinctual level - not enough to get rid of them, but enough to exploit them...

I've drawn an extremely strong correlation in a particular online game between having a marijuana reference in one's handle and being bad at the game; being bad is not strongly linked with marijuana references, but that's only because they're in the extreme minority of the population; if you're sporting a "420", you're almost definitely underperforming. I've never bothered forming a hypothesis as to why this is, but it is.

So one day I decide to try a little experiment - for funsies, nothing rigorously scientific, just a "see what happens" thing - and predict aloud that an ally with a name referencing marijuana would perform poorly compared to the other players in the game. I turned out to be right (he was even worse than expected), but the interesting part was his response:

He implied my prediction was wrong, evidenced by that he was writing his college thesis on the effects of THC on the body.

The only way this statement makes sense is if we trace it through an expectation on his part that he can rebut the argument using the halo effect. "I am extremely accomplished academically," I could almost read on the screen, "Therefore, I am not a poor performer in this online video game."

Right! I mean, who would expect video game performance to correlate positively with academic performance? It could well be the other way around: Perhaps people who play video games for hours don't do their homework!

I suspect the intended implication was more like “I know what the effects of marijuana on humans are, and they don't include making people worse at MMORPGs, so just because I smoke marijuana doesn't mean you can conclude I must be bad at this game”.

I for one would openly admit that a political candidates physical appearance would factor into my decision on whether or not to vote for them. For reasons such as, but not limited to: because I'd rather look at JFK giving the state of the union address than Nixon. 

I've arrived at the conclusion that there is a decent correlation between attractiveness and intelligence, and more weakly with other positive characteristics. One might argue that such an effect stems from genetics, i.e., phenotype implies something about genotype: I see no reason why having a symmetrical face should directly improve ones fitness. Or perhaps attractive individuals have better opportunities in general, and for that reason acquire the characteristics associated with having a charmed life. That is, the halo effect validates and thusly annihilates itself.

Ive noticed something interesting thats sort of this but backwards.  This is how it goes: when I first meet someone, I might find them aesthetically displeasing.  But as I get to know them, if they become my friend or just someone I find nice and intelligent, I find them prettier than I did to begin with.  Possibly it`s just that as I now know more about them, their beauty or lack thereof becomes less important in my judgement about them.

You used three backquotes in writing your comment that should be forward quotes.  (Forward quote is to the right of the semicolon on almost every keyboard.)  Probably good for you to know for the future.

This probably has more to do with the exposure effect than a change of priorities.

Quite possibly; I am not certain.  I have a question--not a challenge, just a question: I have noticed that it is much harder to call up the faces of people I am intimately familiar with than people I barely know.  I thought that maybe it was because I knew more about the latter than the former, and that it was related to the above issue.  If it is exposure effect, than maybe not.  Any ideas?

Also, I may have accidentally reported your comment.  If so, my huge, overwhelming, absolute apologies. (I thought I was hitting the reply button.)  Consider it a newbie mistake and feel free to castigate me all you want.  I will stand and accept your metaphorical rotten fruit.

Apparently mods can make reports evaporate.  I have so evaporated; worry not.

Thank you.  Thank you, thank you, thank you.  Words cannot express the depths of my gratitude, and I am not being sarcastic.

Grading on appearance is unconscionable and should be a federal crime but in my experience it's very wide spread. Phd's who do it say they're right, but they can't offer any justification. "It just is" is not an argument, it's the ABSENCE of an argument. How is grading children on their appearance (and this happens) not child abuse? It causes emotional harm and may very well cause permanent cognitive damage. Grading on looks is an abomination born of eugenics, and it smacks palpably of Hitler and Nazi Germany. As someone personally abused by this, I consider it to be nothing short of evil.  

I see mention here of some correlation between looks and intelligence. It is frequently true, but not an absolute. And it's very possible that  the cognitive advantages that come with better looks are to some degree the result of  the enhanced nurturing, positive attention and social interaction they receive/partake of during their developmental years. 

While you are understandably upset, please NEVER compare something to the actions of Hitler/Nazis. It in itself is such a famous and extreme case of negative affect bias (Hitler is bad, Hitler did X, therefore X is bad) that trying to use it only makes your other arguments seem less valid (this, too, is a bias, but its easier to avoid the trigger than try to eliminate the effect). A particularly tongue-in-cheek discussion of that particular example can be found here.

While you are understandably upset, please NEVER compare something to the actions of Hitler/Nazis.

I endorse comparisons of Genghis Khan and Hitler whenever the topic happens to come up in conversation among people who aren't oversensitive. Comparing various leaders on the impressiveness of their achievement or the magnitude of their moral transgressions is entertaining. Also acceptable is speculating about what would in a fight between, say, a tiger and a bear. Or 3 wolves vs a bear. Or a Hippopotamus vs a tiger, three wolves and a bear. 

Nevertheless, it feels just fine to know, that democracy would most probably put something ratlike from the KGB ranks and dungeons into high security cell, and not in the White House.

But what if it means we exclude, say, Stephen Hawking from candidacy due to his paralysis and resulting unattractive appearance, despite the fact that he is one of the most brilliant men alive?

Nevertheless, it feels just fine to know, that democracy would most probably put something ratlike from the KGB ranks and dungeons into high security cell, and not in the White House.

Necroing, since this is such a stunning display of the Halo effect in action - as if there have never been a single handsome KGB agent, or all "rat-like" people belong in a a cell.

I realize this was an insult hurled at Putin, but it's extremely poorly worded and with some unpleasant implications. Would a good looking KGB agent be preferable? Is Putin that physically repulsive, or is matt33 misjudging his appearance due to the horn effect?

I think all those traits correlate, even when measured independently to avoid that effect.

One reason: who are people going to marry? People of the same worth as themselves, but not necessarily from the same category. Smart rich men get to marry beautiful women, or the kindest women, or the most honest women, whichever they prefer. So the positive traits get mixed with each other, and the negative traits get mixed with each other.

I wonder if this  really one hundred percent bias? I hate saying this, but when I moved to a new school 3 years ago I immediately noticed one person that I found extremely unattractive, and he later turned out to be one of the "bad kids", and did measurably bad things with two of his friends that no one besides them did. I don't think it was hindsight, I remember the exact moment when I first saw him and thought that he wasn't that attractive.

Could there possibly be some correlation between attractiveness and some other good qualities?

It's only when reading about these sort of experimental results when the full atrocious stupidity of an education system that doesn't educate people about logical fallacies begins to hit me.

They have this much of an impact on people in such critical situations where absolute neutrality is completely vital and yet no one seems to consider making it in any way mandatory to teach children how to THINK.

Research has shown that we automatically assign to good-looking individuals such favorable traits as talent, kindness, honesty, and intelligence

The next question, of course, is do we assign good-looking individuals these traits more, or less often than nature does? For example, there is a correlation between physical attractiveness and intelligence. A pretty big one.

If you want to estimate someone’s intelligence without giving them an IQ test, you would do just as well to base your estimate on their physical attractiveness as you would to base it on their years of education.

This article seems to be from quite a while ago and I'm only 15 (so I may not have as much experience if my thoughts are off) but I just wanted to point out that people who know things like this can use it to their advantage as well as it being a disadvantage to some. As for the situation with the workplace or a job...If a person working there is seen often and isn't closed off in an office corner...That person is also more likely to attract more customers who are also affected by this "effect." right?

Interesting case of an evolved heuristic gone wrong in the modern world.

Mutational load correlates negatively with facial symmetry, height, strength, and IQ. Some of these are important in assessing (desirability or inevitability of) leadership, and others are easier to externally verify. So in a tribe, you could be forgiven for assuming that the more attractive people are going to end up powerful, and strategizing accordingly by making favor with them. (Bit of a Keynesian beauty contest there, but there is a signal at the root which keeps the equilibrium stable.)

However, in modern society, we're not sampling randomly from the population; the candidates for office, or for a job, have already been screened for some level of ability. And in fact, now the opposite pattern should hold, because you're conditioning on the collider: X is a candidate either because they're very capable or because they're somewhat capable and also attractive!

Since all tech interviews are being conducted online these days, I wonder if any company has been wise enough to snap up some undervalued talent by doing their interviews entirely without cameras...

Do we even want to stop giving attractive people all manner of advantages in all domains of life? Sure, sometimes it may be in your best interest to claim you do, but that's a whole different matter.

What possible advantages do you have in mind? I think it is just a bad, irrational thing to automatically assume attractive people to be smart or honest.



Superhero Bias

Suppose there’s a heavily armed sociopath, a kidnapper with hostages, who has just rejected all requests for negotiation and announced his intent to start killing. In real life, the good guys don’t usually kick down the door when the bad guy has hostages. But sometimes—very rarely, but sometimes—life imitates Hollywood to the extent of genuine good guys needing to smash through a door. 

Imagine, in two widely separated realities, two heroes who charge into the room, first to confront the villain.

In one reality, the hero is strong enough to throw cars, can fire power blasts out of his nostrils, has X-ray hearing, and his skin doesn’t just deflect bullets but annihilates them on contact. The villain has ensconced himself in an elementary school and taken over two hundred children hostage; their parents are waiting outside, weeping.

In another reality, the hero is a New York police officer, and the hostages are three prostitutes the villain collected off the street.

Consider this question very carefully: Who is the greater hero? And who is more likely to get their own comic book?

The halo effect is that perceptions of all positive traits are correlated. Profiles rated higher on scales of attractiveness are also rated higher on scales of talent, kindness, honesty, and intelligence.

And so comic-book characters who seem strong and invulnerable, both positive traits, also seem to possess more of the heroic traits of courage and heroism. And yet:

How tough can it be to act all brave and courageous when you’re pretty much invulnerable?

I can’t remember if I read the following point somewhere, or hypothesized it myself: Fame, in particular, seems to combine additively with all other personality characteristics. Consider Gandhi. Was Gandhi the most altruistic person of the twentieth century, or just the most famous altruist? Gandhi faced police with riot sticks and soldiers with guns. But Gandhi was a celebrity, and he was protected by his celebrity. What about the others in the march, the people who faced riot sticks and guns even though there wouldn’t be international headlines if they were put in the hospital or gunned down?

What did Gandhi think of getting the headlines, the celebrity, the fame, the place in history, becoming the archetype for non-violent resistance, when he took less risk than any of the people marching with him? How did he feel when one of those anonymous heroes came up to him, eyes shining, and told Gandhi how wonderful he was? Did Gandhi ever visualize his world in those terms? I don’t know; I’m not Gandhi.

This is not in any sense a criticism of Gandhi. The point of non-violent resistance is not to show off your courage. That can be done much more easily by going over Niagara Falls in a barrel. Gandhi couldn’t help being somewhat-but-not-entirely protected by his celebrity. And Gandhi’s actions did take courage—not as much courage as marching anonymously, but still a great deal of courage.

The bias I wish to point out is that Gandhi’s fame score seems to get perceptually added to his justly accumulated altruism score. When you think about nonviolence, you think of Gandhi—not an anonymous protestor in one of Gandhi’s marches who faced down riot clubs and guns, and got beaten, and had to be taken to the hospital, and walked with a limp for the rest of her life, and no one ever remembered her name.

Similarly, which is greater—to risk your life to save two hundred children, or to risk your life to save three adults?

The answer depends on what one means by greater. If you ever have to choose between saving two hundred children and saving three adults, then choose the former. “Whoever saves a single life, it is as if he had saved the whole world” may be a fine applause light, but it’s terrible moral advice if you’ve got to pick one or the other. So if you mean “greater” in the sense of “Which is more important?” or “Which is the preferred outcome?” or “Which should I choose if I have to do one or the other?” then it is greater to save two hundred than three.

But if you ask about greatness in the sense of revealed virtue, then someone who would risk their life to save only three lives reveals more courage than someone who would risk their life to save two hundred but not three.

This doesn’t mean that you can deliberately choose to risk your life to save three adults, and let the two hundred schoolchildren go hang, because you want to reveal more virtue. Someone who risks their life because they want to be virtuous has revealed far less virtue than someone who risks their life because they want to save others. Someone who chooses to save three lives rather than two hundred lives, because they think it reveals greater virtue, is so selfishly fascinated with their own “greatness” as to have committed the moral equivalent of manslaughter.

It’s one of those wu wei scenarios: You cannot reveal virtue by trying to reveal virtue. Given a choice between a safe method to save the world which involves no personal sacrifice or discomfort, and a method that risks your life and requires you to endure great privation, you cannot become a hero by deliberately choosing the second path. There is nothing heroic about wanting to look like a hero. It would be a lost purpose.

Truly virtuous people who are genuinely trying to save lives, rather than trying to reveal virtue, will constantly seek to save more lives with less effort, which means that less of their virtue will be revealed. It may be confusing, but it’s not contradictory.

But we cannot always choose to be invulnerable to bullets. After we’ve done our best to reduce risk and increase scope, any remaining heroism is well and truly revealed.

The police officer who puts their life on the line with no superpowers, no X-Ray vision, no super-strength, no ability to fly, and above all no invulnerability to bullets, reveals far greater virtue than Superman—who is a mere superhero.

What? I didn't realize humility had become an objective value that changes the results of your actual actions. Who cares why people save lives? Or how brave they are inside?

Ghandhi built a movement that your anonymous nonviolent protester belonged to, and has inspired millions to be better people. I think that's a plus, and I don't really care if someone 'more deserving' 'sacrificed more' in a greater cause, but to less effect.

For anyone who hasn't read it yet, The Gandhi Nobody Knows.

I presume this article is the same article referenced by the earlier link.

Part of the reason people respect Gandhi is he created his fame. It's true that it got somewhat easier after he got started, but he still did something hard that other people weren't able to do. Anyone can march, but not anyone can successfully create a famous movement.

Being a celebrity may protect one from consequences, that's true. On the other hand, that celeb people are held in higher regard has partly to do with their taking a 'bigger' risk: Most celebrities could live well without further engaging themselves. They also don't profit as much for themselves - the regular guy's life next to him could change drastically upon any progress reached, while the celebrity himself could still live well without any progress whatsoever (and lose more by the backlash).

Maybe I'm thinking more of Kasparov than Ghandi, but well...

Also, of course, the small guy in the mass is pretty much exchangable. The celebrity in front is not (or to a much smaller degree). Both know that.

In Putin's Russia, I would feel safer as one of a crowd of protesters, than as a famous critic of Putin.

That's not historically true. If Russian police pull in 20 protestors and one of them is a celebrity that celebrity will be treated better, although better is a relative term. They won't disappear and never be seen or heard from again.

This "if" embodies the decrease of risk from being part of a crowd. In a protest of 5000, 20 may be pulled in, but the leader is much more likely to be one of them than any one person in the crowd.

People respected Zeus and gave him a tremendous amount of credit and he didn't even exist. Given that people are in the habit of giving nonexistent beings much more credit than they (being nonexistent) can possibly deserve, then surely it is all the easier for people to do the same with actual human beings, who start off with the advantage that they exist.

Why would we evolve to have positive feelings towards people in proportion to their altruism rather than in proportion to their value as allies?  If your positive feelings towards someone are supposed to correspond to the fitness benefit you stand to gain by helping them and thus becoming a more likely target for their altruism its surely far better to help Gandhi or Superman.
We probably aren't even evolved to note how altruistic someone is, only that they are altruistic.    If we know that a person is an altruist they are probably a member of our tribe, and so have reason to be altruistic towards us.

"But Gandhi was a celebrity, and he was protected by his celebrity."

Yeah, I'm particularly impressed at how celebrity protected Gandhi from assassination. Oh, wait...

A rebuttal is here. Both are flawed, but I don't like believing revelations before hearing counterarguments.

Normally, the stories tend to have superheroes go up against villains that are similarly empowered... Superman saving people from some guy with a gun? Not very heroic, although it makes for an impressive looking scene in a movie (and would be something to applaud anyway). Superman defending the world from someone powerful enough to harm and possibly even kill him, such as Darkseid? That would certainly qualify as "heroic" and makes for a better story. (Comic book writers have said that it's hard to write good Superman stories because he's too powerful. See also The Law of Bruce.)

I suppose heroism must be some kind of function of potential risks (to oneself and to others) and potential gains (to oneself and to others), but constructing a mathematical formula for it is not something I'd want to try.

What if the policeman has reason to expect that his death here would lead to the deaths of more than three other people that he (and only he) could have saved? Unrealistic, I know, but interesting as a case where the virtuous thing to do looks not only less virtuous but downright cowardly.

Well, Gandhi wasn't a born celebrity. There was a time when he was pretty much an "anonymous protestor" and he did get beaten up, thrown out etc.

Part of the attraction of superheroes is their alpha male status: The warm glow we feel from power that protects us, the more the better. This is not quite the same thing as the halo effect.

TGGP, most of what is said against Gandhi in that document, consists of Gandhi doing things that sound strange to Westerners and much less strange to Hindus.  The worst that can be said of Gandhi, in my opinion, is that he told the Jews and British to lie down in front of Hitler.  If Gandhi failed to confront the essential dilemma of pacifism - that it doesn't work against genuine Evil, only misguided Good - then he failed in his specialty.  Maybe he was just getting old and overly rigid, for he thought differently in middle age.

One must also be wary of what might be termed the "zero-sum game" bias.  In real life, how often does it really occur that a person is faced with either saving X people OR saving Y people (where Y is greater than X)?

The notion of human lives as some sort of currency to be paid in exchange for fate's favor seems like something stemming primarily from the world of mythology and story problems, rather than something stemming from practical reality.  While of course people shouldn't let themselves be "blinded by their own greatness" to the point where they merely save whatever group of people they believe will signal the most virtue on their part, it is important to keep one's mind attuned to the fact that sometimes, it is possible to save everyone.

(And, while I do think from a values standpoint that "Whoever saves a single life, it is as if he had saved the whole world", this does not imply that I believe that people who can save lives should feel "satisfied" once they have saved a single life.  And I don't think saving lots of lives is good because of some abstract "additive utility" that cannot ever be subjectively appreciated by any entity; I think saving lots of lives is good because individuals and their unique perspectives are irreplaceable, and from the perspective of each person who is saved, the entire world has been saved -- seeing as they can only continue to experience the world if they are saved!)

If X=HIV victims in Chad, Y=malaria victims in Gabon, to a pretty good approximation you do that every time you donate to a charity supplying antiretrovirals in Chad rather than one distributing bed-nets in Gabon. Time and other resources are scarce for each of us, and we have to deal with it.

I realize people have to make decisions regarding how to best distribute their own resources, and I agree that "whichever cause saves the most lives" is a far, far better choice criterion than "whichever cause is more likely to make others look admiringly at me".  That's a no-brainer as far as I'm concerned.  Of course we each have to deal with, if not a literal lack of sufficient resources, the difficulty of figuring out how to distribute resources effectively where they are needed.  My comment was meant simply to caution people against assuming too quickly that they know they're dealing with a zero-sum tradeoff, which could lead them to make a decision that effectively ends up saving fewer people.

I'm sure there's a component of having to avoid spending too much time seeking more information as people keep dying left and right (as they wait for you to make up your mind), but given that, I think my point still stands.  Not every situation is as clear-cut as it might seem to be at first, and plus, when it comes to the information people have available about possible charitable causes, there's a lot of "noise" to sort through (case in point: some celebrities are very gung-ho about "curing autism", to the point where I doubt that some of them even realize that autism isn't fatal!)

Examples where some lives might have to be sacrificed is placebo groups for potentially life saving drugs. If you don't have the placebo group, the efficacy of the medicine cannot be known for certain, putting lives of many people potentially at risk. But those in the placebo group are goners, for sure. Correct me if I am wrong.

Anne: Do you have some particular reason for thinking consequentialist/utilitarian thinking, in practice, leads to to people not searching hard enough for alternatives?

Nick: Institutional bias comes to mind.  A lot of people think that some groups (the elderly, people with particular disabilities) "naturally belong" in institutions, when the fact is that institutions are completely unnecessary. There is no form of care provided IN an institution that cannot be provided in the community (often for lower cost, though I don't have exact figures on hand right now).  And institutions themselves tend to be internally structured in such a way that power imbalances, abusive situations (see the Stanford Prison Experiment), and "learned helplessness" are perpetuated.

I'm not saying that a "proper" utilitarian (whatever that means) would agree that all old people need to be put in nursing homes "for the good of the community", but there are people who believe that institutional care saves money and represents an appropriate option for people with certain kinds of health needs.  This leads to a situation in which some health problems (pneumonia, infections, etc.) run the risk of being associated with the mere fact of being a certain kind of person as opposed to associated with an institutional environment.  Yet very few people seem willing to consider alternatives to nursing homes, since they see such facilities as fundamentally part of the landscape and not potential sources of problems.

That's the first example that came to mind, though I'll give that people's reluctance to seek alternatives may simply be a result of lazy thinking as opposed to specifically "utilitarian" thinking.

A second (semi-related) example is that of when intensive behavioural therapy was used in order to "cure" homosexual tendencies in boys who seemed to exhibit same-sex affections and "effeminate" behaviour.  It wasn't until 1973 that activists managed to get homosexuality removed from the Diagnostic and Statistical Manual of Mental Disorders.  And when young men were subjected to "therapies" intended to make them heterosexual, the basic idea behind these therapies was that it was only the outward result that mattered -- the notion of subjective internal distress was not even considered in light of the pervasive social sense that homosexuality was unhealthy, aberrant, sinful, etc.  That is, the "consequence" of ensuing hetero-normative behaviour was deemed much more important than whether the treatment led to depression or other mental health issues.  It certainly wasn't the psychiatrists or researchers who came up with the idea that forcing people to outwardly conform to social norms (like heterosexual behaviour) could result in internal strife; it was the actual individuals being subject to constant pathologization.

I guess what I'm saying is, while I do think utilitarian/consequentialist thinking have their places (to the extent that I understand them), they are somewhat vulnerable to a tendency to support prevailing social and structural norms even when those norms are destructive and damaging. (And beware the fallacy of the excluded middle -- I am certainly not saying that the utility-minded and consequentialists among us are all evil and blinded to social injustice, I'm just saying that there are traps people need to watch out for.  Incompleteness applies to philosophies as well as to mathematics.

Then how come we see utilitarian libertarianism as in Machinery of Freedom?

Also, the general claim "the fact is that institutions are completely unnecessary" seems suspicious. Capability of communities to provide help does not ensure that any help will be provided, whereas an institution, given certain control from outside, is unlikely to outright ignore its habitants.

I do think you're wrong, Prakash.  You're only looking at the case where the drug is actually better than the placebo.  When it isn't helpful, or is harmful, the placebo group is better off than those receiving the drug.

And that's just the immediate situation.  The long-term consequences of abolishing the placebo group and not understanding the true effects of the drug have to be considered as well.  Since it's far easier to screw up than to get things right, a drug with unknown effectiveness and questionable effects will tend to cause far more harm than it ever prevents.

AnneC:  That's the first example that came to mind, though I'll give that people's reluctance to seek alternatives may simply be a result of lazy thinking as opposed to specifically "utilitarian" thinking.

You can hardly argue otherwise, since you just inveighed against nursing homes on consequentialist, utilitarian grounds...

Eli: I wouldn't argue otherwise, though I think that sometimes people think they are applying "utilitarianism" when in fact they are just going with "what sounds good" to them based on very limited information.

This is probably just something I should think harder about and go off and make a post on my own blog about, but one thing I've noticed recently is that many people claim that their preferred option provides the most utility, when in fact, there are other options they haven't even considered.  So as I conceded above, the nursing home scenario (in which people don't even consider that perhaps nursing homes aren't necessary, or that they might do more harm than good) is probably a manifestation of "lazy thinking", but it seems as if there's a particular kind of lazy thinking that the structure of utilitarian/consequentialist thinking enables, if not the actual content.

That is, what looks like the "greatest good" on the surface might not actually be, and people need to be wary of assuming they've "found the answer" to a particular problem, particularly if "the answer" entails treating some groups of people in ways that would be considered unethical if applied to other groups.  E.g., a person can't just stick their mother-in-law in a nursing home because they find her irritating; however, if she has any trouble whatsoever managing daily living tasks, society will justify and enable nursing-home placement almost without question.

Hmm.  In some respects this actually relates back to the original post, in the sense that people might be tempted to choose a socially acceptable/enabled option and feel that their job is "done", when in fact, they could add more value to more people's lives by taking the reputational risk of an "outside the box" option.

Power and goodness are less common than goodness and so we value the combination higher.  Also in the case of Gandhi the powerful gain less from winning that fight (marginal benefit).

I would think the worst that could be said about Gandhi from Grenier's piece is that he supported British wars and may have actually delayed Indian independence (though possibly some might think those are good things!).

I myself have advocated leaving Hitler alone, even with the benefit of hindsight, and found myself to be more dovish than Noam Chomsky. While we're on the subject of pacifism though, I thought I'd point out this from Steve Dutch, this post from Mencius Moldbug and this paper by Dave Kopel on various Christian pacifist philosophies.

I'm thinking that there are two ways we think about the word hero, and that is part of the cause of disagreement.

First we think about it in the sense of heroism, whcih usually implies bravery in the face of adversity. That seems to be the way Eliezer was using it.

However, it can also mean a champion (of a cause for example). For example, Superman did not put himself in any danger by standing in front of a bullet, but he was taking up a noble cause, doing it for a higher purpose. After all, he could have been sitting at home in the hot tub with Lois drinking a purple kryptonite cocktail...

This reminds me of one time, long ago, when I was cave-crawling with a good friend of mine: I had crawled this cave several times before, and was not the least bit afraid, but my friend hadn't, and was absolutely terrified, tears running down her cheeks, shaking and even sobbing in a few tight places. I asked her several times if she was really certain that she wanted to continue, and she asked me if I was really, really sure that this was safe, and if she was going to make it. I was, and she wanted to continue, despite her fear. Afterward she asked me how I could be so brave that it didn't even scare me a little, and I answered almost reflexively how I wasn't the brave one, but that she was, going on despite her fear. It wasn't until much later that I realized how very true that was.

Well, this distinction is officially acknowledged sometimes, fortunately. Among the opponents of the communist regime, the internationally famous intellectuals suffered far less consequences than a simple provincial teacher or a some worker in some factory. They risked everything. There is pathos in such a risk: while facing it you had little chance to get any result, retaliation was coming your way. Few stories of this type surfaced and they are justly regarded as martyrs. Probably most of them vanished quietly - and we cannot represent the disproportion, we cannot imagine it (yes, we don't have an image for it). 

Although it lacks decency, I should point out that there is evolutionary value in such behavior. Their stories are immensely emotional, they are real heroes. But then we have a really complicated context to define real and heroes...

However, making the question a little bit more complex ... and adding in why that fame really can add to the act - 

How does it change your equation if that Policeman who saved the three prostitutes only became a policeman because he was inspired to do so by reading comic books about Superman saving 200 kids?

Inspiring others by your deeds, causing your actions to reflect against the world in a far greater effect than the deeds themselves would, I think, have quite an effect on the equation.

The police officer is PAID to do that. He isn't doing it for free out of the goodness of his heart like the superhero is. He didn't have to make his own moral judgements like the superhero. He didn't have to resist the option of just taking whatever he wanted in life while nobody could stop him.

By the way, you should know better than to believe the PC propaganda about Ghandi.

The police officer is PAID to do that. He isn't doing it for free out of the goodness of his heart like the superhero is.

I think the reason Ghandi is famous is because he orchestrated his protests. Sure, other people marched alongside (it would have failed otherwise) but he had to plan it, not just join in. Add to that the fasts and sacrifices he made to his cause, and I'd say he deserves his reputation.

I find that that there similar bias for acknowledging "altruistic" rich peope. Say if Beyonce donates a million dollars to a charitable cause, newspapers will write about it and people will admire her. However, seen from a economic point of view, people like Beyonce are is some sense 'invincible', giving a million USD is not really much a risk or a sacrifice, when you are worth several hundres million USD.
It is of course worth noting that a lot of good can be done for a million USD when compared the to the 100 USD that a low-income person might be able to produce. However, in terms of admiration, I have the sense that we fail to admire the small altruists, who might go to greater personal sacrifices to donate 'trivial sums' to charities.

(And yes, I know I am here far far too late to participate in the discussion)

Sounds like precisely the point Jesus recognized in the Lesson of the Widow's Mite (Mark 12:41-44, Luke 21:1-4). Not necessarily saying it was the best action, but recognizing a not very visible sacrifice against the backdrop of flashy, no-risk offerings.

How tough can it be to act all brave and courageous when you’re pretty much invulnerable?

I only learned it at an embarrassingly late age, but the canonical counter to such an argument is to challenge the arguer to tell that to the invulnerable guy to his face.



Mere Messiahs

Yesterday I discussed how the halo effect, which causes people to see all positive characteristics as correlated—for example, more attractive individuals are also perceived as more kindly, honest, and intelligent—causes us to admire heroes more if they're super-strong and immune to bullets.  Even though, logically, it takes much more courage to be a hero if you're not immune to bullets.  Furthermore, it reveals more virtue to act courageously to save one life than to save the world.  (Although if you have to do one or the other, of course you should save the world.)

"The police officer who puts their life on the line with no superpowers", I said, "reveals far greater virtue than Superman, who is a mere superhero."

John Perry was a New York City police officer who also happened to be an Extropian and transhumanist, which is how I come to know his name.  John Perry was due to retire shortly and start his own law practice, when word came that a plane had slammed into the World Trade Center.  He died when the north tower fell.  I didn't know John Perry personally, so I cannot attest to this of direct knowledge; but very few Extropians believe in God, and I expect that Perry was likewise an atheist.

Which is to say that Perry knew he was risking his very existence, every week on the job.  And it's not, like most people in history, that he knew he had only a choice of how to die, and chose to make it matter—because Perry was a transhumanist; he had genuine hope.  And Perry went out there and put his life on the line anyway.  Not because he expected any divine reward. Not because he expected to experience anything at all, if he died.  But because there were other people in danger, and they didn't have immortal souls either, and his hope of life was worth no more than theirs.

I did not know John Perry.  I do not know if he saw the world this way.  But the fact that an atheist and a transhumanist can still be a police officer, can still run into the lobby of a burning building, says more about the human spirit than all the martyrs who ever hoped of heaven.

As the Christians tell the story, Jesus Christ could walk on water, calm storms, drive out demons with a word.  It must have made for a comfortable life:  Starvation a problem?  Xerox some bread.  Don't like a tree?  Curse it.  Romans a problem?  Sic your Dad on them.  Eventually this charmed life ended, when Jesus voluntarily presented himself for crucifixion.  Being nailed to a cross is not a comfortable way to die.  But as the Christians tell the story, Jesus did this knowing he would come back to life three days later, and then go to Heaven.  What was the threat that moved Jesus to face this temporary suffering followed by eternity in Heaven?  Was it the life of a single person?  Was it the corruption of the church of Judea, or the oppression of Rome?  No: as the Christians tell the story, the eternal fate of every human went on the line before Jesus suffered himself to be temporarily nailed to a cross.

But I do not wish to condemn a man who is not truly so guilty. What if Jesus—no, let's pronounce his name correctly: Yeishu—what if Yeishu of Nazareth never walked on water, and nonetheless defied the church of Judea established by the powers of Rome?

Would that not deserve greater honor than that which adheres to Jesus Christ, who was only a mere messiah?

Alas, somehow it seems greater for a hero to have steel skin and godlike powers.  Somehow it seems to reveal more virtue to die temporarily to save the whole world, than to die permanently confronting a corrupt church.  It seems so common, as if many other people through history had done the same.

Comfortably ensconced two thousand years in the future, we can levy all sorts of criticisms at Yeishu, but Yeishu did what he believed to be right, confronted a church he believed to be corrupt, and died for it.  Without benefit of hindsight, he could hardly be expected to predict the true impact of his life upon the world.  Relative to most other prophets of his day, he was probably relatively more honest, relatively less violent, and relatively more courageous.  If you strip away the unintended consequences, the worst that can be said of Yeishu is that others in history did better.  (Epicurus, Buddha, and Marcus Aurelius all come to mind.)  Yeishu died forever, and—from one perspective—he did it for the sake of honesty.  Fifteen hundred years before science, religious honesty was not an oxymoron.

"It is not enough that Jesus was a man who transformed himself to such a degree that the Sermon on the Mount could be his heart's confession.  He also had to be the Son of God, born of a virgin, and destined to return to earth trailing clouds of glory.  The effect of such dogma is to place the example of Jesus forever out of reach.  His teaching ceases to become a set of empirical claims about the linkage between ethics and spiritual insight and instead becomes a gratuitous, and rather gruesome, fairy tale.  According to the dogma of Christianity, becoming just like Jesus is impossible.  One can only enumerate one's sins, believe the unbelievable, and await the end of the world."

I severely doubt that Yeishu ever spoke the Sermon on the Mount.  Nonetheless, Yeishu deserves honor.  He deserves more honor than the Christians would grant him.

But since Yeishu probably anticipated his soul would survive, he doesn't deserve more honor than John Perry.

1: The Bottom Line.
since Yeishu probably genuinely believed he would go to Heaven, he doesn't deserve more honor than John Perry

2: Eliezer, whose bias will this article help overcome? Seriously?

Christians won't accept your premise that Jesus died forever. Atheists presumably don't honor him. Muslims honor him as a prophet, and presumably (many islamic 'fundamentalists') don't honor atheist victims of 'jihad*'. 'The church of Judea[sic]' never had much affinity with Jesus to begin with, & Everyone else who uses the 'Jesus was a great moral teacher' sch... (read more)

The most interesting take on the actual historical Jesus is in Psychology of Prophetism by Koenraad Elst, which claims that Jesus was a schizophrenic narcissist who personally authored Revelations, was a near-anarchist who denounced the Romans and that all the peaceful sayings attributed to him were later additions intended to pacify the Romans.

Well, I'm sorry if it seems like I'm beating on Christianity, but come on - it makes such a beautiful case study!  The point isn't to deconvert people from Christianity, it's to point out how the same flaw that appears in Christianity powers the Superman comics and celebrity cults, and prevents us from thinking that we can do better ourselves.  If I were doing a series on cognitive biases contributing to the horror of the Soviet Union, would you accuse me of beating too hard on Communism?

TGGP, Hyam Maccoby makes an interesting case that Yeishu tried to follow the Judaic apocalyptic tradition in detail, but never claimed to be the Son of God and would probably have been quite horrified at the paganism of the concept (like any educated Jew of that era).  That part was added later, by an adventurer ignorant of Judaism, namely Paul, who successfully took over and wiped out the actual inheritors of Yeishu's movement, the Ebionites.

Excellent post.
I am a little confused on the notion of transhumanism.  Once immortality is achieved, where does everyone fit?  Do we quit breeding?  Do only a chosen few make the immortality cut?  Do we upload on to a matrix?
And as to AI, if it is to be our descendant, why does it have a moral obligation to keep us around?  What purpose would homo erectus serve in our world?

It's curious to me that you would malign Superman, yet strive to be him, laud the hero who accepts his mortal fate, and pity him for it.

I tip my hat to you.  Were I laying money in a futures market, I'd bet on you over some cloistered monk to change the world.  But I'd cut you both about the same odds for life everlasting.

It's curious to me that you would malign Superman, yet strive to be him

Me?  Strive to be Superman?  Pffft.  The human species did not become what it is by lifting heavier weights than other species.  There is only one superpower that exists in this universe, and those who seek to master it are called Bayesians.

laud the hero who accepts his mortal fate, and pity him for it.

I don't understand why you think this is a contradiction.  If someone accepted having both legs cut off to save others' lives, wouldn't you laud them for that, and yet rail against the fate they accepted - try to cure them if you could?

In your "as Christians tell the story", you're missing quite a bit.

Christ's level of suffering in the garden of Gethsemane and on the cross was such that he atoned for all of the sins of everyone who ever lived and ever would live. Atoned, as in "to atone is to suffer the penalty for sins, thereby removing the effects of sin from the repentant sinner and allowing him or her to be reconciled to God".

It's the method by which God is able to temper justice with mercy, through the mechanism of having someone else voluntarily pay a legitimate... (read more)

Depends on your theology. From what I remember reading Constantine's Sword, Anselm's theology was that Adam & Eve's crime against God was an infinite crime since God is infinite, and so nothing less than another punishment (of an infinite being) could be equally infinite and wipe it out. So it's not that Jesus experienced, packed into 3 short days, the sins or the suffering of all humanity through all time - it's just one crime of lèse majesté had to be balanced out.

(Of course, this is Christianity we're talking about. If you know of fewer than 100 distinct positions, that just shows you haven't done your homework.)

"Moreover, arguing that an error against God is infinite because He is infinite is like arguing that it is holy because God is, or like thinking that the injuries commited against a tiger must be striped." - Jorge Luis Borges

I think issue is being taken with the fact that Christ's suffering is being defined as something incomparably greater than what other humans can experience. There are a number of theological points which could be discussed (all fruitlessly in my opinion) but when I sit down to understand the Christ story, I do not attribute metaphysical degrees of suffering to Jesus. The point is that, as Richard Dawkins has said before, the "snapping of fingers" could have been chosen as an adequate basis for atonement, if God so wished it. That God, in this particular myth, required "the shedding of blood" for atonement means that, literally, God is responsible for his own suffering and was fully aware of surviving that suffering, however extensive it might have been. This makes him infinitely less of a hero than John Perry. Trying to literally define Christ's suffering as being however immense so as to render him a hero is not a line of reasoning that I'm prepared to view as reasonable in any sense.

Jeff: On your first question, see the transhumanist FAQ. On the second, we would have to build an AI to want to keep us around, but if we succeeded there's no reason it would suddenly decide to do away with us. Purpose is subjective, and we don't need any objective reason to continue existing.

"the tortures the Inquisition visited upon suspected witches"

IIRC, the Inquisition, at least the Spanish Inquisition, wasn't very concerned with witches.

In Spain there simply wasn't a witch-craze comparable to the one raging in other parts of Europe, thanks in no small part to the indifference of the Inquisition. It was when the "punishment" of witches fell on the hands secular authorities that lots of women were killed.

Or to put this in terms that Eliezer is likely to at least recognize:

When confronted with the dilemma, Christians claim God chose to torture one man rather than inflict 3^^^3 dust specks on 3^^^3 people.  Except that God let the man choose, and the man chose to suffer himself rather than let others go on suffering.

This is of course a deeply silly story once you actually begin to a... (read more)

I do not believe this myself, but in the interest of fairness:

There are some Christians who believe that the crucifixion was only the most visible outward agony that Jesus suffered.  The more significant agony was that he experienced being cut off from God the father.  (Hence the famous Aramaic exclamation.)  Some Christians have hypotheses that this agony was equivalent to all the weight of all the misery caused by all the sin and guilt ever.

I do not believe you will find direct textual support for this in the Bible, but it is an extant item of faith for ... (read more)

Even with full-blown space colonization, however, population growth can continue to be a problem, and this is so even if we assume that an unlimited number of people could be transported from Earth into space. If the speed of light provides an upper bound on the expansion speed then the amount of resources under human control will grow only polynomially (~ t3). Population, on the other hand, can easily grow exponentially (~ et). If that happens, then, since a factor that grows exponentially will eventually overtake any factor th... (read more)

It's an interesting hypothetical though to ask what fraction of the population (and what from different demographics and cultures) would even make the sort of minor sacrifice attributed by Eliezer to the Christian story version of Jesus.  My guess is still not high.  The Christian version of Jesus, after all, sees himself, rightly, as vastly more important than us, and may tend to see his pain as more important for reasons somewhat independent of simple indexicality/selfishness.  Maybe this makes his sacrifice comparable to avoiding eating factory farmed meat out of concern for animal suffering?

rukidding, Eliezer has already said -- in this very comments thread -- that he isn't aiming to deconvert Christians but to use some features of Christianity as a case study.

Why throughout all of your posts do you continue to speak of altruistic action as good or praiseworthy? Evolutionary psychology disproves ethical cognitivism... Just as there's no invisible dragon in my garage, there's also no such as thing as a value or a moral obligation.

Really?  I know what a garage would behave like if it contained an invisible dragon - we'd be able to measure the exhaled carbon dioxide, see footprints appearing in the ground, outline it by throwing flour into the air, etc.  I know what a garage would behave like if it contained a benevolent God; it would cure the cancer of people placed inside, etc.  Can you tell me what a garage would look like if it contains a moral obligation?

It's not that we looked in the morality garage and found that it was empty, but that, rather, morality isn't the sort of thing you find in a garage in the first place.

Mr. Yudkowsky,
It is the fact that purported moral facts add nothing to a description of a state of affairs and have no explanatory or predictive power that they are not facts at all.
Statements of moral proposition such as "X-actions are wrong" or "One ought to do X-actions" are rather simply expressions of preferences or pro attitudes for X actions.  If one has these preferences, then, those preference combined with a belief that a particular action A is an X-action gives you a reason to perform action A.  However, if an agent does no... (read more)

So, I can't conceive of an agent-independent reason for acting altruistically

If by that you mean an agent-independent cause of altruistic actions, then I agree.  My life would be a lot simpler if Friendly AIs automatically emerged from fully arbitrary Bayesian decision systems.

But I fear that you misinterpret me.  I'm simply (a) speaking from within my own moral frame of reference and (b) assuming that my audience is composed of human beings rather than fully arbitrary Bayesian decision systems.

Caledonian, I think the clear subtext is "A benevolent god as defined by those who believe in it". It's important to realise that a benevolent, omnipotent god doesn't make sense as far as we can tell. Sure you can propose the existence of something that cannot even in principle be understood - but what would be the point of that? Interesting when down the pub I suppose. Such things may or may not exist, but they are of no practical importance.

ECL, I'm another emotivist/non-cognitivist but I'm puzzled by your reaction. Isn't Eliezer's preferences for other-regarding norms sufficient for him to praise them?

I'd also say attributing the proof of non-cognitivism to evolutionary psychology is a bit much. To me, Hume's is-ought is what does it. Evolutionary psychology indicates in general that we will believe kooky things, which might make for a more general solipsistic skepticism rather than mere ethical skepticism.

I just discovered this blog today; looks thought-provoking.

In theory, Christians can go one up on non-believers in the self-sacrificing stakes, which is to act in such a way as to condemn themselves to Hell, a fate which I would consider worse than non-existence.  If they do it for the greater benefit of mankind this might be seen as a supreme act of virtue.

We then seem run into the question "Would a good God allow someone to go to Hell as a result of a supreme act of virtue?"

But that question is missing the point, unless we are trying imagine its manifestation and effect inside the mind of the would-be martyr.  All that matters is that the would-be martyr thinks he is condemning himself to Hell, just as he thinks there will be beneficial consequences to others of his damnation.  These beliefs could be right or wrong, but it would be unfair to judge virtue on the basis of knowledge.  (We might judge it on the basis of rationality, but there might well be circumstances under which it is rational to believe in damnation resulting from a virtuous act.)

Satan as martyr is a well-explored theme, though you could say (depending on the story/interpretation) that Satan exp... (read more)

In theory, Christians can go one up on non-believers in the self-sacrificing stakes, which is to act in such a way as to condemn themselves to Hell, a fate which I would consider worse than non-existence. If they do it for the greater benefit of mankind this might be seen as a supreme act of virtue.

In theory, deed that would damn your soul is never a good deed, per definition. 

Does anyone know of a real-life analogue of Kenny McCormick in this context? (Not in terms of whether they actually went to Hell, but in terms of what they thought the consequences of their actions would be, and the resulting choices they made.)

Ljubo Milos,Croatian war criminal, according to anecdote:

Dr. Maček was in custodio onesta and was interned for a while in Jasenovac. And when they become more familiar because they slept in the same room - Dr. Maček noticed that Miloš prayed every night before going to bed. Finally, he ventured the question, and he said, "How do you combine your Catholicism with the task you are performing in this camp?". "Don't ask me anything", replied Miloš. "I know that I'll burn in the hell - for everything I have done and for everything I'm going to do. But, I'll burn for Croatia."

See:  Huckleberry Finn, in which the protagonist believes he'll go to Hell for helping a slave escape.

In theory, Christians can go one up on non-believers in the self-sacrificing stakes, which is to act in such a way as to condemn themselves to Hell, a fate which I would consider worse than non-existence. If they do it for the greater benefit of mankind this might be seen as a supreme act of virtue.

You know, you're right.  I suppose it's debatable that both a transhumanist sacrificing indefinitely large positive utilities of continued existence, and a religionist e.g. rescuing ten slaves at what they sincerely anticipate to be the price of eternal damnation, are both facing "indefinitely large" personal utility differentials.  But it would certainly take more courage for a Christian to defy God and go to hell!

I don't know of a good real-world case, but it seems probable that at least once in history, someone did something they were sincerely convinced would condemn themselves to hell, to save the soul (not just life) of one or more people they loved more.  If so, that says more about the human spirit than even John Perry's sacrifice.

Wow.  Didn't think of that at all.  Defying God for the sake of what you know deep down is right, has Gandhi beat cold.

Sorry, that's 1000 years before science.  Cf. Ibn al Haytham.

Is that vitriol I can smell? Tough to say. However, I definitely enjoyed this:

"There is only one superpower that exists in this universe, and those who seek to master it are called Bayesians."

I would love to read a thousand words on this Eliezer, and I say that with no hint of sarcasm or challenge. I understand Bayes, I'd just like to get my head around your "religion".

Regarding your most recent response above, Eliezer, I can assure you (as one who had his Catechism drummed in from an early age) that nothing so theoretically interesting... (read more)

Eliezer, I dunno about Christianity, and it wouldn't, in this case, be eternal, but isn't there something about some Buddhists who've tried to get into/be reborn into some hell plane when they die to help those trapped there?

At least I seem to have this memory of reading stuff along those lines.

Also, actually, I know I've heard Jewish stories about various Rabbis supposedly making contracts and shuffling stuff around to give up their share in The-World-To-Come for the sake of another. Perhaps not identical, but the theme does show up here and there.

The souls you refer to in Buddhism are called Bodhisatvas. They are compassionate souls who instead of attaining Nirvana and ceasing their birth and death cycles choose to remain within those cycles to liberate others.

Back when I was a Muslim, in  my final stage right before stumbling on this place, which was the final catalyst for me turning Atheist, I had decided to disregard Sharia and even direct Qranic law in every point in which it conflicted with my consciousness. My reasoning was that either God would understand that due to the social and intellectual progress since the times of Muhammad and would accept my behaviour as obeying the spirit of the Law rather than the dead letter, OR that he was more similar to that Jehovah prick than I thought, which meant I didn't care if such a despicable being would want to punish me eternally for this.

Of course, there isn't anything heroic about that. It would just have meant disobeying Him in fairly standard ways that are already practiced by most alledged Muslims, such as not flaying adulterers, not cutting thieves' hands, not forcing your wife to be an eternal minor under male tutelage, and so on. Except I had though about it and deliberately decided to violate God and the Prophet's commands, unlike what other people did, which was merely Not Thinking About It.

Then I read Religion's Claim To Be Non Disprovable among other things and thought: "If I'm going to favour my own principles AND empirical evidence OVER Word Of God, I might as well give up on religion entirely and save myslef much guilt and fear."

"If I'm going to favour my own principles AND empirical evidence OVER Word Of God, I might as well give up on religion entirely and save myslef much guilt and fear."

Drop the 'empirical evidence' bit and this is basically how I decided to leave Christianity: Some bits of advice in the bible are obviously wrong, and if I'm going  to be using my own judgment to determine which of the questionable bits are right and which are wrong, I might as well just use my own judgment in general.

I suspect that this kind of reasoning might be more palatable to religious folks than the more common proofs that religion is wrong on matters of fact.

We (cultural Muslim, I am still quite fond of Muhammad and Islamic cultural heritage) basically treat the OT and NT as very rough outlines of what happened canonically, because we believe priests have been distorting everything to fit their current interests. It's tainted evidence, so to speak. So, while Allah (lit. "The [One] God") and Jehovah may be the same person, they do not share the same personality. Allah is characterized much more of a "stric, but fair God", and far less of a monster than Jehovah. He is also much more aloof, distant, and inhuman, almost an abstract concept rather than a "person". I refer you to wikipedia if you are really interesting to learn more: I have found there articles that were enlightening even to me, and there is much there that the average fundamentalist muslim is not aware of.

Sorry if I am being redundant, I just can't shake the feeling that my writing might have been a bit ambiguous in the original post: I must insist that all the corporeal punishing and the woman patronising are in fact NOT practiced by most Muslims, and the numbers of those who DO practice it are steadily diminishing as we speak. It's just that people refuse to think about it. I, on the other hand, was determined to be a true, honest Muslim, regardless of convenience or social convention, as well as a good man, and that truly tore my heart apart.

Maybe Superman doesn't risk much when he goes around being heroic, but it takes a certain strength of morality for Superman not to take over the world and use it to his own ends.

John Perry was a New York City police officer who also happened to be an Extropian and transhumanist, which is how I come to know his name.  John Perry was due to retire shortly and start his own law practice, when word came that a plane had slammed into the World Trade Center.  He died when the north tower fell.  I didn't know John Perry personally, so I cannot attest to this of direct knowledge; but very few Extropians believe in God, and I expect that Perry was likewise an atheist.

Don't know about the atheist part, but seems that the man was at least a cryonicist - found this on Alcor's webpage : 

Two members of cryonics organizations were lost in the 2001 collapse of the World Trade Center towers. One was a policeman performing rescue operations. 

The John Perry link seems to have stopped working, which is a shame. I found his story impressive.

The whole point of it being Yeishu dying was because he was a perfectly not sinful God's son, and since he had superpowers people would actually take notice.

I'd say the same applies to Catholics' aggrandisement of the Virgin Mary. Catholics are supposed to try to emulate someone whose virtue was so great before she was even conceived that she was born free from original sin (something no-one else can claim according to the appaling original sin doctrine). She then receives messages from god, bears his child (becoming both virgin and mother, a combination of virtuous states no-one else can achieve) and is bodily claimed into heaven. Isn't a human being who actually struggles with temptation, someone who overcom... (read more)

As the Christians tell the story, Jesus Christ could walk on water, calm storms, drive out demons with a word.  It must have made for a comfortable life:  Starvation a problem?  Xerox some bread.  Don't like a tree?  Curse it.  Romans a problem?  Sic your Dad on them.

In fairness to Christianity, I feel like I ought to point out that according to the Gospels, Jesus didn't use those powers to make his life more comfortable. Not only do we not see any instances of him doing this (at least, I don't recall any, and it doesn't fit with my understanding of the... (read more)

My understanding is that a hero is 1) capable of great feats in a conflict and 2) not aligned with evil. Extreme moral virtue is neither a necessary, nor a sufficient attribute of a hero. You can be a heroic sniper, pilot, swordsman, etc with pure skill, though you can also be heroically courageous or loyal if circumstances allow you to demonstrate such.

I agree with your idea. It reminds me of your lecture in Stanford: all humans dying is bad because in effect we lose the entire known universe. Someone risking their only chance at sentient existence is much braver than someone who thinks they will live on in heaven. Very cool. Just told my friend and he agreed.



Affective Death Spirals

Many, many, many are the flaws in human reasoning which lead us to overestimate how well our beloved theory explains the facts. The phlogiston theory of chemistry could explain just about anything, so long as it didn’t have to predict it in advance. And the more phenomena you use your favored theory to explain, the truer your favored theory seems—has it not been confirmed by these many observations? As the theory seems truer, you will be more likely to question evidence that conflicts with it. As the favored theory seems more general, you will seek to use it in more explanations. 

If you know anyone who believes that Belgium secretly controls the US banking system, or that they can use an invisible blue spirit force to detect available parking spaces, that’s probably how they got started.

(Just keep an eye out, and you’ll observe much that seems to confirm this theory . . .)

This positive feedback cycle of credulity and confirmation is indeed fearsome, and responsible for much error, both in science and in everyday life.

But it’s nothing compared to the death spiral that begins with a charge of positive affect—a thought that feels really good.

A new political system that can save the world. A great leader, strong and noble and wise. An amazing tonic that can cure upset stomachs and cancer.

Heck, why not go for all three? A great cause needs a great leader. A great leader should be able to brew up a magical tonic or two.

The halo effect is that any perceived positive characteristic (such as attractiveness or strength) increases perception of any other positive characteristic (such as intelligence or courage). Even when it makes no sense, or less than no sense.

Positive characteristics enhance perception of every other positive characteristic? That sounds a lot like how a fissioning uranium atom sends out neutrons that fission other uranium atoms.

Weak positive affect is subcritical; it doesn’t spiral out of control. An attractive person seems more honest, which, perhaps, makes them seem more attractive; but the effective neutron multiplication factor is less than one. Metaphorically speaking. The resonance confuses things a little, but then dies out.

With intense positive affect attached to the Great Thingy, the resonance touches everywhere. A believing Communist sees the wisdom of Marx in every hamburger bought at McDonald’s; in every promotion they’re denied that would have gone to them in a true worker’s paradise; in every election that doesn’t go to their taste; in every newspaper article “slanted in the wrong direction.” Every time they use the Great Idea to interpret another event, the Great Idea is confirmed all the more. It feels better—positive reinforcement—and of course, when something feels good, that, alas, makes us want to believe it all the more.

When the Great Thingy feels good enough to make you seek out new opportunities to feel even better about the Great Thingy, applying it to interpret new events every day, the resonance of positive affect is like a chamber full of mousetraps loaded with ping-pong balls.

You could call it a “happy attractor,” “overly positive feedback,” a “praise locked loop,” or “funpaper.” Personally I prefer the term “affective death spiral.”

Coming up next: How to resist an affective death spiral.1

1Hint: It’s not by refusing to ever admire anything again, nor by keeping the things you admire in safe little restricted magisteria.

Please define "magisteria" in the follow-up post. I tried three dictionaries without finding its definition.

Phlogiston was the cause of fire.  It's a reification error, is all.  Like ``power'' in political discourse, which is supposed to be a thing you can acquire, or lose, or contest.  Whole analyses depend on it.

magisteria (plural) – Realms of belief, for example, the realm of religious belief taken together with the realm of scientific belief. The absence of legitimate conflict between these realms was termed non-overlapping magisteria by Steven J. Gould.


(Just keep an eye out, and you'll observe much that seems to confirm this theory...)


I hope everyone was paying attention to that bit :-)


Coming tomorrow:  How to resist an affective death spiral.


Please include judging how much to resist what may partly be a due to the spiral, so as not to overcompensate. Sometimes a   "Great Thingy" is genuinely great.

Affective death spiral sounds like something to do with depression, praise locked loop may give a more accurate impression of the idea.

"Affective death spiral" sounds like the process by which I became a militant evangelical Bayesian. But I got better: now I'm only a fundamentalist Bayesian, and my faith does not require me to witness the Bayesian Gospel to those who aren't interested.

I've always thought it was silly to call great football players "heroes." But in fact, people can be heroes (in the sense of role models) in one area of life and not in others. You can admire and be inspired by a role model's athleticism, intellectual honesty, kindness, etc. even though these are not usually found all together in one person.

This reminds me of a Karl Popper excerpt that I read several years ago. Popper levels similar charges against Marxism and Freudianism:

http://www.stephenjaygould.org/ctrl/popper_falsification.html

Death spiral comes from airplanes and pilot disorientation leading to corrective action making a descending turn progressively worse.  Without the disorientation, it doesn't happen.

Flying blind without instruments leads to disorientation very fast, if you're doing the flying.
If you're just a passenger, you reorient from what the pilot does; but it's fatal if the pilot
does that, without instruments to reorient himself from.

"Coming tomorrow:  How to resist an affective death spiral.  (Hint:  It's not by refusing to ever admire anything again, nor by keeping the things you admire in safe little restricted magisteria.)"

Hmmm... maybe you could consider scenarios in which the Great Thingy gets you killed or seriously injured? Or by extrapolating it out until you reach predictions that are obviously absurd (eg, my boss is part of a government anti-Marxist conspiracy)?

Or by extrapolating it out until you reach predictions that are obviously absurd (eg, my boss is part of a government anti-Marxist conspiracy)?

That works just fine until your boss actually is part of a government anti-Marxist conspiracy...

Coming tomorrow:  How to resist an affective death spiral.

Listening to some really good satire or mockery of the thing admired would help - it would dampen your emotional commitment to it, while leaving your rational commitment intact.

Trying to picture a world - sci-fi if needed - where your pet theory is not true may help, as long as you can create a reasonable functioning world, not a caricature...

But I'm feeling it's something far more cunning coming along...

On a more serious note: cut up your Great Thingy into smaller independent ideas, and treat them as independent.

For instance a marxist would cut up Marx's Great Thingy into a theory of value of labour, a theory of the political relations between classes, a theory of wages, a theory on the ultimate political state of mankind. Then each of them should be assessed independently, and the truth or falsity of one should not halo on the others. If we can do that, we should be safe from the spiral, as each theory is too narrow to start a spiral on its own.

But some Great Thingies might not be readily splittable. For instance, consider the whole edifice of theoretical physics, which is a pretty good candidate for a genuinely great Thingy (though not of quite the same type as most of the Great Thingies under discussion here). Each bit makes most sense in the context of the whole structure, and you can only appreciate why a given piece of evidence is evidence for one bit if you have all the other bits available to do the calculations with.

Of course, all this could just indicate that the whole edifice of theoretical physics (if taken as anything more than a black box for predicting observations) is a self-referential self-supporting delusion, and in a manner of speaking it's not unlikely that that's so -- i.e., the next major advance in theoretical physics could well overturn all the fundamentals while leaving the empirical consequences almost exactly the same. Be that as it may, much of the value of theoretical physics comes from the fact that it is a Great Thingy and not just a collection of Little Thingies, and it seems like it would be a shame to adopt a mode of thinking that prevents us appreciating it as such.

Notably, regarding theoretical physics, there are at least nine models for modern theoretical physics, all of which can perfectly explain the empirical observations, and all of which are completely and totally contradictory to one another.  (Okay, almost all of which.  There are a few compatibilities scattered amongst them.  Neorealism can work fine with the multiverse model, and there are a small handful of models which are derived from Bohr's interpretations and are semicompatible with one another.)

I think "completely and totally contradictory" is putting it too strongly, since they do in fact all agree about all observations we have ever been able to make or ever anticipate being able to make. Extreme verificationists would argue that the bits they disagree about are meaningless :-).

They agree about observations - but we already have the observations, so that doesn't mean much.  Any theory worth thinking about isn't going to disagree about those observations, which, after all, they are created to explain.  They disagree in every way it is meaningful that they, theories about the reason why, MAY disagree - in the reasons why.  And extreme verificationists can go take a leap off a logical cliff when it comes to discussing differences in the reasons why something may be.

"they do in fact all agree about all observations we have ever been able to make or ever anticipate being able to make."

Nick: Oh, sorry, I forgot that there are still people who take the Copenhagen interpretation seriously. Though actually I suspect that they might just decree that observation by a reversible conscious observer doesn't count. That would hardly be less plausible than the Copenhagen interpretation itself. :-)

(I also have some doubt as to whether sufficiently faithful reversibility is feasible. It's not enough for the system to be restored to its prior state as far as macroscopic observations go; the reversal needs to be able to undo decoherence, so to speak. That seems like a very tall order.)

Adirian: the fact that their agreement-about-observations was predictable in advance doesn't make it any less an agreement. (And if you're talking only about the parts of those theories that are "theories about the reasons why", bracketing all the agreements about what's observed and how to calculate it, then I don't think you are entitled to call the things that disagree completely "models for modern theoretical physics".)

Nick - that proof works fine for any of the neorealist models, in which Everett's model is, variably, placed.  The problem is in interpretation.  Remember that there is great disagreement in the Copenhagen models about where, exactly, waveform collapse happens - after all, if one treats the quantum measurement device itself as being in a quantum state, then 100% correlation may be acceptable.  (Because the waveform state of the computer wasn't collapsed until the first and third measurements were examined together.)

The real problem here is that the Copenhagen models are effectively unscientific, since it is fundamentally impossible to disprove the concept that anything that is unmeasured is in an uncertain/undefined state.  It's an intellectual parlour trick, and shouldn't be taken seriously.

Upvoted because, while I don't know the details of the Copenhagen models, if it is true they rely on "the concept that anything that is unmeasured is in an uncertain/undefined state", then until some method of testing this state is devised the theories are effectively pseudo-science.

The Popper essay, originally mentioned above, describes the problem nicely.

It doesn't speak to the truth or untruth of the theory, just to its scientific status, or lack thereof.  In a nutshell, if it's not testable, it's not scientific, whether it is true or not.  This is why it should not be taken too seriously, at least not until it becomes testable.

At the same time though, not calculating a value until something actually needs it is exactly the kind of efficiency hack one would really want to implement if they were going to simulate an entire universe...

So if we are in some level of sub-reality that would make it much more likely that the model is correct, even if there's no way for us to actually test it...

So from a practical point of view, it comes down entirely to which model lets us most effectively predict things.  Since that's what we actually care about.  I'll take a collection of "parlour tricks" that can tell me things about the future with high confidence over a provably self-consistent system that is wrong more often.

the fact that their agreement-about-observations was predictable in advance doesn't make it any less an agreement. (And if you're talking only about the parts of those theories that are "theories about the reasons why", bracketing all the agreements about what's observed and how to calculate it, then I don't think you are entitled to call the things that disagree completely "models for modern theoretical physics".)

At best, out of N formulas, each has a 1/N chance of being correct.  (At worst, none of the formulas is correct.)

Technical note: Occam factors (and prior probabilities generally) can cause these chances to deviate from 1/N.

I didn't mean specifically, I meant on average.  My apologies for the poor phrasing.  Yes, any individual formula's odds of being correct can vary.  (To deny this would be to deny Bayesian reasoning, and I think I might get mugged here if I tried that.)

 Don't know if that'll solve matters, just trying.
This does seem very Popperian - in a bad way, in that it's an oversimplified approach to theory-formation. What do you think about Kuhn, who finds this kind of reinforcement in normal, productive science - but still allows a distinction between evidence-based science and entirely circular nonscience? What about the idea that we have 'rings' of beliefs, and will sacrifice any number of 'outer-ring' theory detail to preserve our core beliefs?

Yeah, the 'help' was a futile attempt to close the open italics tag.
Didn't work, obviously.

Adirian (sorry for not noticing your response sooner), the situation is more like: we have a million data points and several models that all fit those points very precisely and all agree very precisely on how to interpolate between those points -- but if we try to use them to extrapolate wildly, into regions where in fact we have no way of getting any real data points, they diverge. It also turns out that within the region where we can actually get data -- where the models agree -- they don't agree merely by coincidence, but turn out to be mathematically equivalent to one another.

You are welcome to describe this situation by saying that the models "completely and totally contradictory", but I think that would be pretty eccentric.

(This is of course merely an analogy. I think the reality is even less favourable to your case.)

ADS may be observed, most tragically, in the history of "facilitated communication."

I personally prefer The Law of Fives: "ALL THINGS HAPPEN IN FIVES, OR ARE DIVISIBLE BY OR ARE MULTIPLES OF FIVE, OR ARE SOMEHOW DIRECTLY OR INDIRECTLY APPROPRIATE TO 5."

With the corollary: "I find the Law of Fives to be more and more manifest the harder I look."

Ever since reading Hitchhikers Guide to the Galaxy I've seen the number 42 pop up at an alarming rate... Though I guess people use that number more than average for that very same reason. (I know I do!)

Good article but why do you only talk about positive "death" spirals
It would be just thr same with negative toughts added insecutity iy would be even harder to break out.

In the 20-th century, Richard Feinmann did point out that there may be some problem with how we patch our phisics by cutting out the neigbourhoods.  Nowdays we are pathing the General Relativity with the dark matter (it wasn't predicted, really) and even dark matter.  It looks like we'll have to patch some "too fast neitrino in the matter" fenomenon.

I am not claiming this "patching" business something intristically right and beautifull.  Never.  We'll have to propose some new theories.  But... before we'll have some better theory, to patch General Relativity seems just the thing to do.  May be - the only thing to do, sorry.

An average scientist (if there is such a thing) isn't expected to propose something better, than General Relativity.  Not really.  So, even as we teach scientists, most of 'em wouldn't need to remember, that "patching" old theories isn't the right thing to do, in the long run.  As they may do nothing about it.   These with Nobel Prize ambition level would be wise to remember it, thought.

Yeah, "dark matter" really bothers me.  Which seems more likely?  

That there are massive quantities of invisible matter in the universe that only interacts via gravitation?  And happens to be spread around in about the same density distribution as all the regular matter?

Or that our estimate for the value of the universal gravitational constant is either off a little bit or not quite as constant as we think?

The former sounds a little too much like an invisible dragon to me.  Which doesn't make it impossible, but exotic, nigh-undetectable forms of matter just doesn't seem as plausible as observation error to me.

That there are massive quantities of invisible matter in the universe that only interacts via gravitation? And happens to be spread around in about the same density distribution as all the regular matter?

Your second sentence is a pretty straightforward  consequence of your first.

That is a reasonable possibility, although if it only interacts with normal matter via gravitation, which is relatively weak, then I'd expect to see its dispersal lag significantly behind, say, a supernova.  And that lag would seem likely to result in such events skewing the distribution over time.

Unless we're also going to postulate that dark matter has its own energy, chemistry, and physics which resemble those of normal matter so closely that such things happen in both realms at the same time...

Measurement error and/or gravity having some kind of propagation properties we haven't worked out yet still seems like a contender for the explanation, unless they have, indeed found pockets in the universe with differing amounts of excess gravitation that match what one would expect in the wake of fast-moving objects.  I haven't seen any reports about that myself, but I can't say I'm an insider on the latest research or anything.

The whole point of dark matter is to hold galaxies together through gravity. And it is posited as having exotic properties apart from gravity.

Is there such a thing as negative feeling death spirals, where say fear or mental illness keeps pushing you towards a terrible thought, concept or idea.

I think so. It's a positive feedback loop either way.

Applying this to my own beliefs, I seem to be trapped in an affective death spiral around science and rationality. In fact, just as you described, this spiral has led me to seek out new opportunities to apply and engage with science and rationality, shaping not just my career but the entirety of my life in the process. I have a feeling most folks around here can relate to these statements.

So I wonder, are affective death spirals always a bad thing? More specifically, should they always be avoided? Do seemingly positive affective death spirals carry risk of negative externalities?

One place where my own obsession with science and rationality seems to get in the way of things is in highly emotional interactions with other people. Often, my attempts to apply science and rationality to statements made during a heated argument simply make matters worse. Same goes when consoling a friend or partner about something sad; few in such situations are actually interested in applying the scientific method.

Then again, I also used science and rationality to get out of this pattern. I noticed my default approach wasn't working, came up with new approaches, and tested them in different situations as they arose. After evaluating the results, admittedly with little in the way of statistical analysis, I landed on a robust system for dealing with highly emotional interpersonal encounters. (The biggest hurdle has been actually remembering to use it rather than defaulting to what feels right according to the affective death spiral around science and rationality which rules my life.)

Edit: I continued onto the next article in this series. I now feel surprisingly prescient and a little silly.

I also found it a good practice to generate your own answers to how you would escape the happy death spiral, before reading the next article.

Remember that powerful theories are the ones that eliminates many options, not ones that explains everything.

I think it is a reasonably good answer as it somewhat contains 3/5 of the points

This effect is really noticeable when you’re manic.



Resist the Happy Death Spiral

Once upon a time, there was a man who was convinced that he possessed a Great Idea. Indeed, as the man thought upon the Great Idea more and more, he realized that it was not just a great idea, but the most wonderful idea ever. The Great Idea would unravel the mysteries of the universe, supersede the authority of the corrupt and error-ridden Establishment, confer nigh-magical powers upon its wielders, feed the hungry, heal the sick, make the whole world a better place, etc., etc., etc. 

The man was Francis Bacon, his Great Idea was the scientific method, and he was the only crackpot in all history to claim that level of benefit to humanity and turn out to be completely right.1

That’s the problem with deciding that you’ll never admire anything that much: Some ideas really are that good. Though no one has fulfilled claims more audacious than Bacon’s; at least, not yet.

But then how can we resist the happy death spiral with respect to Science itself? The happy death spiral starts when you believe something is so wonderful that the halo effect leads you to find more and more nice things to say about it, making you see it as even more wonderful, and so on, spiraling up into the abyss. What if Science is in fact so beneficial that we cannot acknowledge its true glory and retain our sanity? Sounds like a nice thing to say, doesn’t it? Oh no it’s starting ruuunnnnn . . .

If you retrieve the standard cached deep wisdom for don’t go overboard on admiring science, you will find thoughts like “Science gave us air conditioning, but it also made the hydrogen bomb” or “Science can tell us about stars and biology, but it can never prove or disprove the dragon in my garage.” But the people who originated such thoughts were not trying to resist a happy death spiral. They weren’t worrying about their own admiration of science spinning out of control. Probably they didn’t like something science had to say about their pet beliefs, and sought ways to undermine its authority.

The standard negative things to say about science aren’t likely to appeal to someone who genuinely feels the exultation of science—that’s not the intended audience. So we’ll have to search for other negative things to say instead.

But if you look selectively for something negative to say about science—even in an attempt to resist a happy death spiral—do you not automatically convict yourself of rationalization? Why would you pay attention to your own thoughts, if you knew you were trying to manipulate yourself?

I am generally skeptical of people who claim that one bias can be used to counteract another. It sounds to me like an automobile mechanic who says that the motor is broken on your right windshield wiper, but instead of fixing it, they’ll just break your left windshield wiper to balance things out. This is the sort of cleverness that leads to shooting yourself in the foot. Whatever the solution, it ought to involve believing true things, rather than believing you believe things that you believe are false.

Can you prevent the happy death spiral by restricting your admiration of Science to a narrow domain? Part of the happy death spiral is seeing the Great Idea everywhere—thinking about how Communism could cure cancer if it were only given a chance. Probably the single most reliable sign of a cult guru is that the guru claims expertise, not in one area, not even in a cluster of related areas, but in everything. The guru knows what cult members should eat, wear, do for a living; who they should have sex with; which art they should look at; which music they should listen to . . .

Unfortunately for this plan, most people fail miserably when they try to describe the neat little box that science has to stay inside. The usual trick, “Hey, science won’t cure cancer,” isn’t going to fly. “Science has nothing to say about a parent’s love for their child”—sorry, that’s simply false. If you try to sever science from e.g. parental love, you aren’t just denying cognitive science and evolutionary psychology. You’re also denying Martine Rothblatt’s founding of United Therapeutics to seek a cure for her daughter’s pulmonary hypertension.2 Science is legitimately related, one way or another, to just about every important facet of human existence.

All right, so what’s an example of a false nice claim you could make about science?

One false claim, in my humble opinion, is that science is so wonderful that scientists shouldn’t even try to take ethical responsibility for their work—it will turn out well in the end regardless. It appears to me that this misunderstands the process whereby science benefits humanity. Scientists are human; they have prosocial concerns just like most other other people, and this is at least part of why science ends up doing more good than evil.

But that point is, evidently, not beyond dispute. So here’s a simpler false nice claim: “A cancer patient can be cured just through the publishing of enough journal papers.” Or: “Sociopaths could become fully normal, if they just committed themselves to never believing anything without replicated experimental evidence with p < 0.05.”

The way to avoid believing such statements isn’t an affective cap, deciding that science is only slightly nice. Nor searching for reasons to believe that publishing journal articles causes cancer. Nor believing that science has nothing to say about cancer one way or the other.

Rather, if you know with enough specificity how science works, then you know that while it may be possible for “science to cure cancer,” a cancer patient writing journal papers isn’t going to experience a miraculous remission. That specific proposed chain of cause and effect is not going to work out.

The happy death spiral is only an emotional problem because of a perceptual problem, the halo effect, that makes us more likely to accept future positive claims once we’ve accepted an initial positive claim. We can’t get rid of this effect just by wishing; it will probably always influence us a little. But we can manage to slow down, stop, consider each additional nice claim as an additional burdensome detail, and focus on the specific points of the claim apart from its positiveness.

What if a specific nice claim “can’t be disproven” but there are arguments “both for and against” it? Actually these are words to be wary of in general, because often this is what people say when they’re rehearsing the evidence or avoiding the real weak points. Given the danger of the happy death spiral, it makes sense to try to avoid being happy about unsettled claims—to avoid making them into a source of yet more positive affect about something you liked already.

The happy death spiral is only a big emotional problem because of the overly positive feedback, the ability for the process to go critical. You may not be able to eliminate the halo effect entirely, but you can apply enough critical reasoning to keep the halos subcritical—make sure that the resonance dies out rather than exploding.

You might even say that the whole problem starts with people not bothering to critically examine every additional burdensome detail—demanding sufficient evidence to compensate for complexity, searching for flaws as well as support, invoking curiosity—once they’ve accepted some core premise. Without the conjunction fallacy, there might still be a halo effect, but there wouldn’t be a happy death spiral.3

Even on the nicest Nice Thingies in the known universe, a perfect rationalist who demanded exactly the necessary evidence for every additional (positive) claim would experience no affective resonance. You can’t do this, but you can stay close enough to rational to keep your happiness from spiraling out of control.4

Cut up your Great Thingy into smaller independent ideas, and treat them as independent.

For instance a marxist would cut up Marx’s Great Thingy into a theory of value of labour, a theory of the political relations between classes, a theory of wages, a theory on the ultimate political state of mankind. Then each of them should be assessed independently, and the truth or falsity of one should not halo on the others. If we can do that, we should be safe from the spiral, as each theory is too narrow to start a spiral on its own.

This, metaphorically, is like keeping subcritical masses of plutonium from coming together. Three Great Ideas are far less likely to drive you mad than one Great Idea. Armstrong’s advice also helps promote specificity: As soon as someone says, “Publishing enough papers can cure your cancer,” you ask, “Is that a benefit of the experimental method, and if so, at which stage of the experimental process is the cancer cured? Or is it a benefit of science as a social process, and if so, does it rely on individual scientists wanting to cure cancer, or can they be self-interested?” Hopefully this leads you away from the good or bad feeling, and toward noticing the confusion and lack of support.

1Bacon didn’t singlehandedly invent science, of course, but he did contribute, and may have been the first to realize the power.

3For more background, see “Burdensome Details,” “How Much Evidence Does it Take?”, and “Occam’s Razor” in the previous volume, Map and Territory.

4The really dangerous cases are the ones where any criticism of any positive claim about the Great Thingy feels bad or is socially unacceptable. Arguments are soldiers; any positive claim is a soldier on our side; stabbing your soldiers in the back is treason. Then the chain reaction goes supercritical. More on this later.

5Source: http://lesswrong.com/lw/lm/affective_death_spirals/gp5.

So it turns out that all you have to do is overcome bias?  I confess I was hoping for something a little more specific than that.

I think it's time to take a step back and re-evaluate the purpose of this bully pulpit, because it's not fulfilling its stated goal, and I don't think it's even fulfilling its unspoken and more-pragmatic goals.

Pointing out situations where eliminating bias is all well and good, but that's not difficult.  It's not needed, because we can do it ourselves easily.  What we need are elegant instructions on HOW to avoid types of bias, and this site doesn't seem to have had anything substantial to say on that topic.

I think "cancer paper writing journal papers isn't going to experience a miraculous remission" should read patient instead of the first paper. Although, I would think if we had the kind of sophisticated AI that would allow papers to write papers we would probably be well on the way to curing cancer...

The rationalist checked his gun - a repeated, almost compulsive gesture before the coming battle, even though he already knew the weapon better than himself. He was running out of Burdensome detail bullets, but still had enough Causal Chain Specifics to pepper the Big Thingy with. He gingerly fingered the Non-Rehearsed Evidence hanging from his belt - he hoped he wouldn't have to use them, they were dangerous and exploded all over the place.

Maybe this wouldn't be so tough after all... There was no reason to suspect this Big Thingy would be a strong one, was there? Happiness mounting from this unprovable claim, he quickly swallowed a rational combat pill to keep it at bay. Reason returned, and he chanted the mantra against unreason: "I will not fear, I will not doubt, but I will not refuse to admire. When the refusal to admire is gone there will be nothing; only I will remain." He readied his weapons...

And he hoped, above all else, that this Big Thingy had already been cut into manageable pieces. Because if it hadn't, if it was huge and whole, then there was nothing for it: he'd have to deploy illegal BNPS (biased negative points searches), or even call down the big safe box...

IIRC, the core of Marxism is historical materialism. But that doesn't mean anything to me. Is it more than the sum of Armstrong's independent parts?

Should really ask crooked timber or somewhere. Very good post.

I'm afraid Francis Bacon cribbed essentially all of his scientific method from an Iraqi usually called "Ibn al Haytham" (or "Alhacen", or "Alhazen", in different contexts).

Al Haytham invented modern science as an adjunct to studying (i.e., creating the field of) optics, about a thousand years ago.  Appealingly, instead of simply advocating the method, he demonstrated using it to investigate natural phenomena, and explained, alongside his results, how the method offered the reader both confidence in his results and a means to correct his errors.

Bacon deserves some credit for bringing al Haytham's insights to the English-speaking public, centuries later.  He didn't pretend to originality, but the English at the time weren't very interested in what an Iraqi had done 500 years earlier.

Feyerabend,
as Greg Egan put it, "the basis of science is just systematic honesty, and there's nothing we can't be honest about".
Of what use are "alternative approaches", I wonder!

But personally, I doubt life has any meaning in the context of infinite universe, where every possible history is guaranteed to exist or even already exists in some way, as I understand it.

I felt Eliezer's project has reached a point where some drama would be required.

Artyom, that is a predictable non-response. Why it is about science that grants it a monopoly on systematic honesty? Why is systematic honesty the relevant procedural virtue with regard to this question? Why do you seem so sure that only science is capable of producing worthy answers to such questions?

This blog is the most cringe-inducing example of Plato's Cave I have seen in a long, long time.

Why it is about science that grants it a monopoly on systematic honesty? 

Nobody here (but you) has claimed that science had a monopoly on systematic honesty.

Why is systematic honesty the relevant procedural virtue with regard to this question?

Systematic honesty is relevant to science for reasons that should be fairly obvious. The point of science is that dishonesty can't be hidden for long. Repeatability shows the way to the truth, and there's no hiding from it. The benefit of systematic honesty is that we approach the truth iteratively.

You asked "of what use is science". Artyom seemed to be trying to point out that science is of great use - if you are seeking the truth.

He then questioned the benefit of your "alternative approaches"... which you never actually mentioned a) what they are or b) what use they are, by comparison with the scientific method of seeking.

You seemed to imply that science was of no benefit to seeking meaning... but gave no evidence of that fact, nor any benefits of you alternatives.

Why do you seem so sure that only science is capable of producing worthy answers to such questions?

he probably isn't sure. Just as I am not... However, my own experience with science.. and with many alternative methods gives me the background to state that science, with its systematic honesty, tends toward better solutions than any other method I've so far been able to find. Also that you can, in fact, combine science with almost any other useful method.

Take (as a random example) "following your heart" as an "alternative method". It is my experience that "following your heart" is generally undertaken as a random decision-making procedure... but there is no reason why, at any one decision, you can't write down what your heart predicts to be a good answer... then checking if it worked out to be the best option when the dust settles... and using that as input into your next decision. 

This blog is the most cringe-inducing example of Plato's Cave I have seen in a long, long time.

Hmm, ad hominem, and no evidence of any actual evidence of why even you consider this blog to be related to Plato's cave... sadly, my heart tells me that you are likely just a troll... 

This comment is going on a decade old, and if you still access this account, I would be curious about your stance on your above statements now.

The value of a mode of inquiry lies as much in the value of the questions it generates as in the answers.  Science sets a high threshold for answers, but a good question can be worth much more than any answer.

What is important in life? Meaning.
Life still seems important to me though I think it quite possible it's all absurd. Reactions may vary.

Why do you seem so sure that only science is capable of producing worthy answers to such questions?
Science works. It gives us cool things like rocketships. What have your alternative approaches ever given us?

For those unfamiliar with Feyerabend's namesake, treat yourself to some David Stove.

"If you try to sever science from e.g. parental love, you aren't just denying cognitive science and evolutionary psychology.  You're also denying Martine Rothblatt's founding of United Therapeutics to seek a cure for her daughter's pulmonary hypertension.  (Successfully, I might add.)  Science is legitimately related, one way or another, to just about every important facet of human existence."

Well, no. No one in their right mind makes the argument that "scientists can't love their children" or "a scientific enterprise cannot be motivated by love.".

The phrase "Science has nothing to say about a parent's love for their child" means only that there is no "scientific explanation" for a parent's love. This may or may not be entirely true, but right or wrong, it has nothing to do with (as you rather confusingly put it) "denying" Martine Rothblatt seeking a cure for her daughter's pulmonary hypertension. That search is an act of love, motivated by love, not an explanation for why the love is there in the first place.

The phrase "Science has nothing to say about a parent's love for their child" means only that there is no "scientific explanation" for a parent's love.

Not yet, anyway, at least with regards to the specific mental mechanisms that create the feeling.  If you take a "ten thousand foot high" view of the subject, evolution explains love perfectly - love is what drives humans to be monogamous (though not perfectly, for various reasons) and it also drives us to protect our young.  This is beneficial for the survival of the species, and it is one of the reasons humans are arguably the most successful creatures on the planet in terms of survival.  Nearly every mammal exhibits similar behavior, with variations depending on their specific adaptations, so it is quite reasonable to say they likely experience a feeling very much like what we call love. 

That's the point.  There is nothing that science is not involved with, and there are researchers right now attempting to find why we love (and there has been a lot of progress in the area - I've seen some really cool documentaries on the subject).

jsabotta didn't make claims about whether a scientific explanation of parental love exists; he stated, correctly I think, that your beliefs about the existence of such an explanation have no bearing on whether or not you deny Martine Rothblatt's founding of United Therapeutics to seek a cure for her daughter's pulmonary hypertension.

"You're also denying Martine Rothblatt's founding of United Therapeutics to seek a cure for her daughter's pulmonary hypertension."
I'm not sure what Eliezer means by this statement.  Is he talking about denying that Martine Rothblatt founded United Therapeutics?  Is he talking about denying that she founded it to seek a cure for her daughter's pulmonary hypertension?  I think that there must be some other interpretation because I don't see how denying either of those things would result from denying that science can explain parental love.

bigjeff, I don't see how you can claim that love "is one of the reasons humans are arguably the most successful creatures on the planet in terms of survival," if "Nearly every mammal exhibits similar behavior."  How can our position as the "most" successful species be a result of a characteristic that we share with so many other animals?  The reason we are most successful needs to be something that distinguishes us from all other species, our intelligence, for instance.

I'm not sure whether this is redundant , but keep an eye out for Goodhart's Law. Does a particular thing which is claimed to be wonderful actually share the virtues of some wonderful thing that it resembles?

This post made me think of this article: http://www.nytimes.com/2011/08/29/opinion/republicans-against-science.html

Okay, was the voting down because I posted this, or in response to the article? Just curious since no one explained...

1) The linked to article brings some examples of thinking distorted by politics but does not explain the relationship between belief and political convenience. If anything, he implies there is little relationship.

In the first example, Perry already truly believes what would be convenient, and is castigated for believing the unlikely and not changing his mind, but the original reasons for his beliefs and his reasons for not changing them aren't really explored.

In the second example, in the author's opinion, Romney has not had his beliefs corrupted by what would be convenient to believe, but is merely hiding his inconvenient beliefs with ambiguous statements. 

2) That guy writing about politics corrupting clear thought has clearly had his own mind badly damaged by politics (or is writing as if he had as part of his job). It is impossible to tell how much the linked to piece was motivated by its contents' truth and how much was motivated by the attractiveness of making accusations against political enemies, true or not.

I, For one, liked the article. The author might benefit from reading Politics is the MindKiller, and so on, but he has valid points, and linking to it does not, in my opinion warrant a downvote.

My own cure for the Singularitarian happiness death spiral: Science falls on the just and the unjust alike.

In my humble opinion, one false claim is that science is so wonderful that scientists shouldn't even try to take ethical responsibility for their work, it will automatically end well.  This claim, to me, seems to misunderstand the nature of the process whereby science benefits humanity.

Gather ’round while I sing you of Wernher von Braun,
A man whose allegiance
Is ruled by expedience.
Call him a Nazi, he won’t even frown,
“Ha, Nazi, Schmazi,” says Wernher von Braun.  

Don’t say that he’s hypocritical,
Say rather that he’s apolitical.
“Once the rockets are up, who cares where they come down?
That’s not my department,” says Wernher von Braun.  

Some have harsh words for this man of renown,
But some think our attitude
Should be one of gratitude,
Like the widows and cripples in old London town,
Who owe their large pensions to Wernher von Braun.  

You too may be a big hero,
Once you’ve learned to count backwards to zero.
“In German oder English I know how to count down,
Und I’m learning Chinese!” says Wernher von Braun.  

Once you know about affective death spirals, you can use them in tricky ways.  Consider for example, that you got into an affective death spiral about capital "R" Rationality which caused you to start entertaining false delusions (like that teaching Rationality to your evil stepmother would finally make her love you, or whatever).  If you know that this is an affective death spiral, you can do an "affective death spiral transfer" that helps you avoid the negative outcome without needing to go to war with your own positive feelings:  in this case, realise that it's incredibly awesome that Rationality is so cool that it can even help you correct an affective death spiral about itself.  Of course, you have to be careful to become actually good at this (but you get Rationality points for realising this, and triple Rationality points for actually achieving it.  Awesome!!!).  You also get huge Rationality boosts for realising failure modes in your pursuit of Rationality in general (because that's totally Rational too!  See how that works?). 

Affective death spirals are like anti-akrasia engines, so getting rid of them entirely might be substantially less advantageous than applying some clever munchkinry to them.

It may be useful to the cause of avoiding one's own potential happy death spirals (HDSs) to actively attempt to subvert the "my ideas are my children" trope.  Perceived ownership of an idea or mental tool may be a prime contributor to HDS thinkery, giving rise to the kind of protectiveness we humans tend to provide our offspring whether or not they deserve it.  The fact that our child started the fight with another child doesn't prevent us from stepping in on OUR child's side; the fact that our child is demonstrably average doesn't prevent us from telling complete strangers how intelligent, sweet, talented, beautiful, etc. OUR child is, was, and shall always be, forever and ever, amen.

So too it seems to be with the ideas we feel we own, particularly the ones we ourselves have generated.  This impulse is entirely understandable within the context of a species whose primary survival trait is intelligence, with opposable thumbs taking a distant second.  Yet to feel ownership of an idea to the point that we feel protective of it seems rationally contraindicated: an idea - anyone's - should only be valued insofar as it can stand on its own in the uncaring realm of reality... in a making beliefs pay rent kind of way.

So perhaps a good solution to the "How?" of resisting HDSs would be to try to view ideas and mental tools as being both fundamentally borrowed and potentially disposable upon breaking.  It's a nice way of avoiding even the temptation to indulge in ad hominem, as well.

Dead link to "scientists shouldn't even try to take ethical responsibility for their work" link is now here

"You’re also denying Martine Rothblatt’s founding of United Therapeutics to seek a cure for her daughter’s pulmonary hypertension" - if I were defending a mind/science division I would say you are messing up possibilities of science and motivations to do science. She may have been motivated by her parental (ahem, maternal... funny how parental and paternal consist of the same letters...) love to go to seek Science's help but it tells us nothing more about possibilities of science than going to seek a shaman's help would tell about possibilities of shaman rituals.

I just want to call these two paragraphs out as truly exceptional.

The happy death spiral is only an emotional problem because of a perceptual problem, the halo effect, that makes us more likely to accept future positive claims once we’ve accepted an initial positive claim. We can’t get rid of this effect just by wishing; it will probably always influence us a little. But we can manage to slow down, stop, consider each additional nice claim as an additional burdensome detail, and focus on the specific points of the claim apart from its positiveness.

What if a specific nice claim “can’t be disproven” but there are arguments “both for and against” it? Actually these are words to be wary of in general, because often this is what people say when they’re rehearsing the evidence or avoiding the real weak points. Given the danger of the happy death spiral, it makes sense to try to avoid being happy about unsettled claims—to avoid making them into a source of yet more positive affect about something you liked already.

The Happy Death Spiral is a very really thing still 14 years later. In the past I’ve heard similar behaviors called “True Believer Syndrome.” But I can spot many times in my past when an initial positive feeling about something made me too eager to believe other claims in it’s orbit.

I wouldn't say Bacon's scientific method is the only great idea that both promised and delivers on being massively beneficial to all mankind.

There are certain social principles that crop up again and again as well.  For example, the idea that free people making their own decisions and setting their own goals are, in the long run, vastly more efficient at practically everything than top-down, centralized control.  

It works surprisingly well wherever it's tried, consistently out-performs the predictions of the centralizers, and, at this point, we're even starting to understand the logical and mathematical basis for why it works.

And yet, somehow, most of its historical proponents are seen as crackpots or religious nuts.

What is the mathematical basis for people doing stuff at their own "free will"? I would appreciate some keywords or links.

I'm afraid I haven't collected a definite list.  I just notice when it pops up in the wide variety of materials I tend to read.  For example, traffic studies showing better flow rates and safety when drivers are allowed more individual discretion.  You'll probably also find some stuff in Austrian economics with regard to how more freedom of choice allows for better optimization by making fuller use of the processing capability of each individual.  And there have been a few references to it in business management studies about why micromanaging your employees almost invariably leads to worse productivity.

"Network Effects" is probably a good keyword if you want to go looking for such examples specifically.  It seems to be a common phrase.

See also critical brain hypothesis; attempting to summarize my current understanding in english, seems like systems work together better if every node in the system is given enough information that no other part of the system can predict that node's response, but every part of the system can trust that every other part of the system is well informed. Collective action works better when every node can contribute to what the collective action actually is; local free will is probably "useful chaos". At least, that's my current read of things. see https://www.youtube.com/watch?v=vwLb3XlPCB4 - an interesting implication of this is that it's possible to have less free will, when you're trying to be more disciplined and ignore parts of your own brain's input; not a lot less, but less. see also https://pubmed.ncbi.nlm.nih.gov/35145021/

From the economics side of things, individual nodes having massive amounts of locally useful information, but it being very difficult to determine exactly which pieces of that information are globally relevant and it being completely impractical to ship and process every piece of that information at the global level is the fundamental problem that most "command economies" tend to run into.

indeed. since it came up - hence the need to move out of a centrally planned economy and into one where workers own their own planning ;) though of course most of the issue is the high extraction ratio of stocks compared to bounded forms of debt such as bounded loans. interest bearing loans are a significant fraction of the problem. this is all probably irrelevant to ai long term, but short term I really like the capped returns model as a starting point.

but re information availability - kademlia style information routing in latent space seems likely to suffice to me.

There are quite a few ways it can go wrong other than just central planning.  Ultimately most of them come back to some special interest group attempting to forcibly subvert the economy to favor their own preferences.  

High extraction ratios aren't inherently problematic economically speaking since it's not like the extracted resources simply vanish, and market forces tend to bring the extraction ratio down over time until it reaches the lowest level anyone's willing to do the job for.  But, high extraction ratios do make a tempting target for non-economic actions designed to preserve the lucrative ratio against the actions of the market.

I find splitting the Great Idea a very useful tool to quantify its relevance ("For how many parts do I feel they are true?"), and this way, to apply falsification (for which I find "If your idea wasn't true, how would you find out? Because if you don't ask, it might be not true, but you didn't find out." to be the most logical and intuitive description. And so in case of splitting, you can say "I would admit my idea was incorrect, if not all its 12 parts felt correct separately. Easy.".).

If you retrieve the standard cached deep wisdom for don’t go overboard on admiring science, you will find thoughts like “Science gave us air conditioning, but it also made the hydrogen bomb” ... But the people who originated such thoughts ... Probably they didn’t like something science had to say about their pet beliefs, and sought ways to undermine its authority.

Among early critics of science making the hydrogen bomb were Einstein, Oppenheimer, Leo Szilard, and Bertrand Russell. They didn't like the risk of mass death, civilizational collapse, and possible human extinction. They weren't trying to undermine the authority of science.

If someone is so deep into a "happy death spiral" about science that nuclear weapons don't make them blink that is a severe case. I think it can be an effective argument for milder cases. Certainly my love for science was held in check by reading about AI extinction risk in 1997.

More generally I think that noticing the skulls of your Great Idea is often a cure. If someone is getting a happy death spiral about the USA, it helps if they notice the slavery. If industrialization, notice the global warming. If Christianity, notice the Inquisition. And so on.

a foundation for a culture more productive and virtuous than mainstream culture

It helps to apply scepticism to every post, and internally rank posts by usefulness and credence.



Uncritical Supercriticality

Every now and then, you see people arguing over whether atheism is a “religion.” As I touch on elsewhere, in “Purpose and Pragmatism,” arguing over the meaning of a word nearly always means that you’ve lost track of the original question.1 How might this argument arise to begin with? 

An atheist is holding forth, blaming “religion” for the Inquisition, the Crusades, and various conflicts with or within Islam. The religious one may reply, “But atheism is also a religion, because you also have beliefs about God; you believe God doesn’t exist.” Then the atheist answers, “If atheism is a religion, then not collecting stamps is a hobby,” and the argument begins.

Or the one may reply, “But horrors just as great were inflicted by Stalin, who was an atheist, and who suppressed churches in the name of atheism; therefore you are wrong to blame the violence on religion.” Now the atheist may be tempted to reply, “No true Scotsman,” saying, “Stalin’s religion was Communism.” The religious one answers “If Communism is a religion, then Star Wars fandom is a government,” and the argument begins.

Should a “religious” person be defined as someone who has a definite opinion about the existence of at least one God, e.g., assigning a probability lower than 10% or higher than 90% to the existence of Zeus? Or should a “religious” person be defined as someone who has a positive opinion (say, a probability higher than 90%) on the existence of at least one God? In the former case, Stalin was “religious”; in the latter case, Stalin was “not religious.”

But this is exactly the wrong way to look at the problem. What you really want to know—what the argument was originally about—is why, at certain points in human history, large groups of people were slaughtered and tortured, ostensibly in the name of an idea. Redefining a word won’t change the facts of history one way or the other.

Communism was a complex catastrophe, and there may be no single why, no single critical link in the chain of causality. But if I had to suggest an ur-mistake, it would be . . . well, I’ll let God say it for me:

If your brother, the son of your father or of your mother, or your son or daughter, or the spouse whom you embrace, or your most intimate friend, tries to secretly seduce you, saying, “Let us go and serve other gods,” unknown to you or your ancestors before you, gods of the peoples surrounding you, whether near you or far away, anywhere throughout the world, you must not consent, you must not listen to him; you must show him no pity, you must not spare him or conceal his guilt. No, you must kill him, your hand must strike the first blow in putting him to death and the hands of the rest of the people following. You must stone him to death, since he has tried to divert you from Yahweh your God.

This was likewise the rule which Stalin set for Communism, and Hitler for Nazism: if your brother tries to tell you why Marx is wrong, if your son tries to tell you the Jews are not planning world conquest, then do not debate him or set forth your own evidence; do not perform replicable experiments or examine history; but turn him in at once to the secret police.

I suggested that one key to resisting an affective death spiral is the principle of “burdensome details”—just remembering to question the specific details of each additional nice claim about the Great Idea.2 This wouldn’t get rid of the halo effect, but it would hopefully reduce the resonance to below criticality, so that one nice-sounding claim triggers less than 1.0 additional nice-sounding claims, on average.

The diametric opposite of this advice, which sends the halo effect supercritical, is when it feels wrong to argue against any positive claim about the Great Idea.

Politics is the mind-killer. Arguments are soldiers. Once you know which side you’re on, you must support all favorable claims, and argue against all unfavorable claims. Otherwise it’s like giving aid and comfort to the enemy, or stabbing your friends in the back.

. . . then the affective death spiral has gone supercritical. It is now a Super Happy Death Spiral.

When it comes to our original question—“What makes the slaughter?”—the key category to pay attention to isn’t religion as such. The best distinction I’ve heard between “supernatural” and “naturalistic” worldviews is that a supernatural worldview asserts the existence of ontologically basic mental substances, like spirits, while a naturalistic worldview reduces mental phenomena to nonmental parts. Focusing on this as the source of the problem buys into religious exceptionalism. Supernaturalist claims are worth distinguishing, because they always turn out to be wrong for fairly fundamental reasons.3 But it’s still just one kind of mistake.

An affective death spiral can nucleate around supernatural beliefs—particularly monotheisms whose pinnacle is a Super Happy Agent, defined primarily by agreeing with any nice statement about it—and particularly meme complexes grown sophisticated enough to assert supernatural punishments for disbelief. But the death spiral can also start around a political innovation, a charismatic leader, belief in racial destiny, or an economic hypothesis. The lesson of history is that affective death spirals are dangerous whether or not they happen to involve supernaturalism. Religion isn’t special enough, as a class of mistake, to be the key problem.

Sam Harris came closer when he put the accusing finger on faith. If you don’t place an appropriate burden of proof on each and every additional nice claim, the affective resonance gets started very easily. Look at the poor New Agers. Christianity developed defenses against criticism, arguing for the wonders of faith; New Agers culturally inherit the cached thought that faith is positive, but lack Christianity’s exclusionary scripture to keep out competing memes. New Agers end up in happy death spirals around stars, trees, magnets, diets, spells, unicorns . . .

But the affective death spiral turns much deadlier after criticism becomes a sin, or a gaffe, or a crime. There are things in this world that are worth praising greatly, and you can’t flatly say that praise beyond a certain point is forbidden. But there is never an Idea so true that it’s wrong to criticize any argument that supports it. Never. Never ever never for ever. That is flat. The vast majority of possible beliefs in a nontrivial answer space are false, and likewise, the vast majority of possible supporting arguments for a true belief are also false, and not even the happiest idea can change that.

And it is triple ultra forbidden to respond to criticism with violence. There are a very few injunctions in the human art of rationality that have no ifs, ands, buts, or escape clauses. This is one of them. Bad argument gets counterargument. Does not get bullet. Never. Never ever never for ever.

1Link: http://lesswrong.com/lw/lf/purpose_and_pragmatism/.

2It’s not trivial advice. People often don’t remember to do this when they’re listening to a futurist sketching amazingly detailed projections about the wonders of tomorrow, let alone when they’re thinking about their favorite idea ever.

3See, for example, “Mysterious Answers to Mysterious Questions” in Map and Territory.

How does one determine the appropriate burden of proof?

Apparently I left a tag open.  The first paragraph is yours, whereas the second is my question.

Minor point.  It is peculiar to talk about the "death of communism" when there are about as many communists in the world as there are Christians.

"Death of the Purported Worldwide Worker's Communist Revolution" is closer to the truth (and a mouthful).

How about "Death of Worldwide Revolutionary Communism"?

The problem with Communism is timing. In the future (if we survive the next century) there will be enough technological progression to create essential Communism (no-one needs to work, everyone will have necessary resources to live incredible lives and so forth). Of course, we won't call it Communism.

Haven't had a post this good in a while. With immediate application,too.

Err... did that post end up dying in a free speech happy death spiral?

Especially odd from a person who believes in the probable possibility of humanly irresistible bad arguments as a reason for not AI boxing.  If there are minds that we can't let exist because they would make bad arguments that we would find persuasive this seems terribly close, from an aggregative utilitarian standpoint, to killing them.

I'm not an expert in the Rwandan genocide, but it's my impression that to a substantial extent the people behind it basically just made arguments (bad ones, of a primarily ad-hominem form like "Tutsis are like cockroaches") for killing them and people who listened to those arguments on the radio went along with it.  At least with the benefit of hindsight I am reluctant to say that the people promoting that genocide should have been stopped forcibly.  Similarly, it's my impression that Charles Manson didn't personally kill anyone.  He merely told his followers ridiculous stories of what the likely results of their killing certain people would be.

It would be nice if, as Socrates claimed, a bad argument cannot defeat a good one, but if that was true we wouldn't need to overc... (read more)

Especially odd from a person who believes in the probable possibility of humanly irresistible bad arguments as a reason for not AI boxing. If there are minds that we can't let exist because they would make bad arguments that we would find persuasive this seems terribly close, from an aggregative utilitarian standpoint, to killing them.

Fine, let me rephrase: in the human art of rationality there's a flat law against meeting arguments with violence, anywhere in the human world.  In the superintelligent domain, as you say, violence is not an ontological category and there is no firm line between persuading someone with a bad argument and reprogramming their brain with nanomachines.  In our world there is a firm line, however.

Let me put it this way:  If you can invent a bullet that, regardless of how it is fired, or who fires it, only hits people who emit untrue statements, then you can try to use bullets as part of a Bayesian analysis.  Until then, you really ought to consider the possibility of the other guy shooting back, no matter how right you are or how wrong they are, and ask whether you want to start down that road.

If the other guy shoots first, of course, that's a whole different story that has nothing to do with free speech.

So what is your response to someone like Hitler? Assuming the thug won't listen? Die? Run? I mean before the AGI goes "phoom".

Eliezer, I first saw the distinction between "natural" and "supernatural" made the way you describe in something by Richard Carrier. It was probably a blog entry from 2007-01, which points back to a couple of his earlier writings. I had a quick look at the 2003 one, and it mentions a few antecedents.

"In the future (if we survive the next century) there will be enough technological progression to create essential Communism (no-one needs to work, everyone will have necessary resources to live incredible lives and so forth)."

"[...]there is never an Idea so true that it's wrong to criticize any argument that supports it."

Or make jokes about it? Having a sense of humour ought to be mentioned as a primary piece of equipment in the Bias-Buster's toolkit. It's easy and fun... (read more)

In the superintelligent domain, as you say, violence is not an ontological category and there is no firm line between persuading someone with a bad argument and reprogramming their brain with nanomachines. In our world there is a firm line, however.

I don't think there is such a firm line. I think argument shades smoothly into cult brainwashing techniques.

Peter:  It seems to me that we can draw a firm line, but on one side sits our very strictest most careful thought in the spirit of inquiry and on the other sits everything remotely aimed at influencing others, from legal argument to scientific defense of a position to advertising to flirtation to music (at least lyrical music) to conversation using body language and tones of voice to cult brainwashing techniques and protest rallies etc.  It's very clear that we can't live entirely to one side of that line, or if we can, that we can only live on the side that contains, well, life, and also, sadly, violence.

"Bad argument gets counterargument.  Does not get bullet.  Never.  Never ever never for ever."

What about knowledge which is actually dangerous, eg., the Utterly Convincing and Irresistible Five-Minute Seminar on Why We Should Build a UFAI, with highly detailed technical instructions.

there are about as many communists in the world as there are Christians.
Really? There are a lot of Christians. From what I've read, virtually nobody in China is a communist now, just as people had stopped believing in the last days of the Soviet Union. In North Korea or among the rebels of Nepal there are still true-believers, but I don't think there are as many as there are Christians.

In general I like having a norm against using force when people make bad arguments. I deplore the anti-fascist fascists who seem to be the primary enemies of free speech to... (read more)

Incidentally, I've taken to using the term "afaithist" for myself rather than "atheist" largely due to above mentioned issues. I'm not all that concerned so much about various religious beliefs rather than the notion of the virtue of non rational/anti rational belief, including various "must not question" flavors. Questions like existance of god/etc etc are almost incidental, questions of "mere" (eheh) fact.

Tom: If there was such a convincing eminar, perhaps it contains such a convincing argument that it's genunitely correct. Modify it to "Utterly Convincing and Irresistable Five-Minute Brainwashing Seminar On Why....." :)

"And it is triple ultra forbidden to respond with violence.  There are a very few injunctions in the human art of rationality that have no ifs, ands, buts, or escape clauses."

I'm half-convinced that Eliezer put that one in just to see whether we'd spot him contradicting his own advice and pick up on it, so that he can catch us all out in the next post in this series. I think that

"no ifs, ands, buts, or escape clauses... Bad argument gets counterargument.  Does not get bullet.  Never.  Never ever never for ever."

Anyway, an excellent post apart from the little "are you still awake" test at the end. It ties a lot of things together for me; i have always wondered about how to best describe the commonality between Stalinist Communism and fundamentalist religion, as I often find myself debating whether religion is a net cause of human suffering or not.

no, anonymous.  The problem with communism is that it's coercive and tyrannical.  A super-duper welfare state is not the same as communism.  Especially as productivity goes up.  The difference being: under a welfare state you are taxed a portion of what you have, and some of that goes to the poor.  Under communism you are essentially owned by the state.  The state can tell you when to work, what to work on, and how many hours.  The state tells you what you can or cannot buy, because the state decides what will or will not be produced.

Whatever you think about welfare states, communism is something else entirely.

"Tom: If there was such a convincing eminar, perhaps it contains such a convincing argument that it's genunitely correct. Modify it to "Utterly Convincing and Irresistable Five-Minute Brainwashing Seminar On Why....." :)"

It was just an example; it was deliberately chosen to be as extreme as possible, to avoid grey-area questions. No human, so far as I can determine, has the intelligence to actually produce such a thing. Many less-extreme examples of this abound, eg., what should we do with blueprints for nuclear weapons? What about genetic databases which include deadly viruses? What about genetic databases which are .1% deadly viruses and 99.9% life-saving medical research? And on and on it goes.

No.  You're confusing rationality with your own received ethical value system.  Violence is both an appropriate and frequently necessary response to all sorts of arguments.

Drawing a sharp distinction like this between violence and the implied threat of violence (e.g., firing weapons and "harsh words" and the invoking of authority backed by force) is problematic. The efficacy of the latter depends on the former; a law-maker known to be reliably nonviolent firing a harmless noisemaker would be far less effective.

From what I've read, virtually nobody in China is a communist now, just as people had stopped believing in the last days of the Soviet Union. In North Korea or among the rebels of Nepal there are still true-believers, but I don't think there are as many as there are Christians.

I find it useful to distinguish between the Chinese and the Swedish.  I call the Chinese form of government "communism", and I call the Swedish form of government "socialism".  If they are all sub-tribes of "Canadians" to you, then you don't prize dis... (read more)

And it is triple ultra forbidden to respond with violence.

I agree. However, here are my minority beliefs on the topic: unless you use Philosophical Majoritarianism, or some other framework where you consider yourself as part of an ensemble of fallible human beings, it's fairly hard to conclusively demonstrate the validity of this rule, or indeed to draw any accurate conclusions about what to do in these cases.

If I consider my memories and my current beliefs in the abstract, as not a priori less infallible than anyone else's, a "no exceptions to Freedo... (read more)

A rule of human rationality becomes flat when the probability of falsely perceiving an exception to the rule, vastly exceeds the probability of ending up in a real-world situation where it genuinely makes sense to violate the rule.  Relative to modern Earth which includes many violent people and many difficult ethical dilemmas, but does not include the superbeing Omega credibly threatening to launch a black hole at the Sun if you don't shoot the next three Girl Scouts who try to sell you cookies.

I think a lot of the commenters to this thread are also missing the counterintuitive idea that once you fire a gun, the target or their survivors may shoot back.

Isn't the probability of ending up in a real world situation where the entire world is in terrible danger and only you can save it vastly smaller than that of falsely perceiving such a situation?  Despite that, I'm glad Petrov made his decision.  Expected costs and benefits have to be considered, not just probabilities, but then you are back in normal decision theory or at least normal but not yet invented "decision theory for biased finite agents".

Not murdering people for criticizing your beliefs is, at the very least, a useful heuristic.

Isn't the probability of ending up in a real world situation where the entire world is in terrible danger and only you can save it vastly smaller than that of falsely perceiving such a situation? Despite that, I'm glad Petrov made his decision.

Fair enough.  s/probability of/expected utilities associated with/

But you can still end up with a "flat" rule for the human art of rationality, when the expected negative utilities associated from biased decisions that "the end justifies the means, in just this one case here", exceeds the expected... (read more)

Agreed Nominull, spectacularly useful.  Definitely the sort of heuristic one would sensibly like to promote.

Rolf:  It seems to me that you are trying to assert that it is normative for agents to behave in a certain manner because the agents you are addressing are presumably non-normative.  The trouble is, using that strategy you guarantee no normative agents.  The non-normative agents are not corrected by adopting your strategy, as it only mitigates their irrationalities, while any normative agents are adopting an inappropriate strategy.  You can never cho... (read more)

in the human art of rationality there's a flat law against meeting arguments with violence, anywhere in the human world

"No. You're confusing rationality with your own received ethical value system. Violence is both an appropriate and frequently necessary response to all sorts of arguments."

I want to note that Buzz Aldrin, the second man to set foot on the moon, famously encountered a man who denied that humans have ever gone to the moon but that the videos of Buzz on the moon were filmed in arizona. Buzz's response when the man presented his argu... (read more)

In this case it seems that Eliezer is a bit biased toward defending his stated position, despite the fact that it is entirely obvious that his "flat rule" is in fact a leaky generalization.

For example, he keeps mentioning consequences that result from the response of the person attacked or the imitation of others. These consequences will not follow in every case. There will be no such consequences when no one (including the person attacked) will ever find out that one has responded to an argument with violence.

It seems to me Eleizer has arrived at a line of  arguing that mirrors buddhusm and other similar systems. People are attached to certain ideas, concepts, beliefsystems etc, and when two opposing ideas clash together the result is killing, and a destructive spiral. The challenge is to transcend the situation, by being able to keep the mind cold when the rest of society goes amok. Unfortunately while scientists are good at discribing a situation, when it comes to giving normative advice they are mostly useless.

Another thing, faith is so often brought up as a... (read more)

Indeed; unknown has a good point. It's perfectly possible for violence to be the only action which will avert terrible outcomes, and it's perfectly possible for violence to not lead to further violence. As for

"A rule of human rationality becomes flat when the probability [expected utility] of falsely perceiving an exception to the rule, vastly exceeds the probability [expected utility] of ending up in a real-world situation where it genuinely makes sense to violate the rule."

why do special rules need to be invented here? A rational agent should a... (read more)

But you can still end up with a "flat" rule for the human art of rationality, when the expected negative utilities associated from biased decisions that "the end justifies the means, in just this one case here", exceeds the expected positive utilities from cases where the universe really does end up a better place from shooting someone who makes an argument you don't like after taking all side effects into account including encouragement of similar behavior by others.

"You'd need a murder-suicide to pull this off properly..."

Reminds me of Agatha Christie's "Curtain". Of course this is fictional evidence, and in any case I was thinking of more obviously justified cases.

You can think of reasons to be violent, you can think of the good that violence might create, but consider this:

The only human being who is remembered as being completely good because he shot someone was Hitler, when he shot himself.

The list of possitive changes accomplished in the REFUSAL to shoot anyone is much longer.

I don't believe violence can ever have a positive effect, except when used to defend against greater violence.

In argument, short of the entirely impossible situation where an abominable idea is irrestable to everyone else, (and assuming tha... (read more)

Let me rephrase: Hitler's action (suicide) was for the good. Not he as a human being, or pretty much anything else he did. (With the exception of painting, those weren't bad.) I really should proofread this before I come off as saying something completely different.

There are plenty of situations where violence is the correct answer.  There are even situations where being the first to initiate violence is the correct answer, for example, to establish a property-ownership system and enforce against anyone being able to wander in and eat the crops you grew, even if they don't use violence before eating.

However, in real life, initiation of violence is never the correct answer to a verbal argument you don't like.  Anyone can "imagine" exceptions to the rule, involving definite knowledge that an argument persuading other people is wrong, and (more difficult) absolute knowledge of the consequences, and (most difficult) themselves being the only people in the world who will ever pick up a gun.  Except that it's easy to forget these as conditions, if you imagine in a naively realistic way - postulate a "wrong argument" instead of your own belief that an argument is wrong, postulate "I shoot them and that makes the problem go away" instead of your own belief that these are the consequences, and just not think about anyone else being inspired to follow the same rule.  Real ethical rules, however, have to apply in the case of states of knowledge, rather than states of reality.  So don't tell me about situations in which it is appropriate to respond to an argument with violence.  Tell me about realistically obtainable states of belief in which it is appropriate to respond to an argument with violence.

It seems to me that normative statements like "let us go and serve other gods" aren't really something you can have a rational debate about. The question comes down to "which do you love more, your god or me", and the answer should always be "God"... according to God.

Similarly,  one could have a rational debate about whether a command economy will outperform a market economy or vice versa (although the empirical evidence seems pretty one-sided), but a statement like "all people ought to be socially and economically equal" seems like something that just has to be accepted or rejected.

If you met John Barnes and he argued that he's doing the right thing, would it be appropriate to sock him in the jaw?

No, because the statement that "the only appropriate response to some arguments is a good swift sock in the jaw" is not itself one of the arguments whose appropriate response is a  sock in the jaw. There may or may not be any such arguments, but socking him in the jaw is admitting that he is fundamentally right. Of course, it might be appropriate to sock him for some other reason :-)

One can argue that Buzz Aldrin had a special righ... (read more)

GW, to what extent should we treat people as we want them to treat us, and to what extent should we treat them the way they say is right and the way they treat others?

Sometimes it's polite to treat other people by their own standards, and it isn't an admission that their way is right and ours is wrong.

J Thomas:  Ideally you knock him out and he falls down and hits his head on the floor, and when he wakes up he will be a chastened antisemite, a subdued antisemite, a far more submissive antisemite. He will not annoy you with logical argument.

Gosh, I hope no one ever tries anything similar on a Jew.

"I recognize that in some situations it could hypothetically be the case that free speech leads to bad outcomes, in which case I'd be alright with restricting it. I think such cases would be fantastically rare..."

What about the "Werther Effect"?  Journalism guidelines are drafted on the assumption that it is real, and browsing through PubMed suggests that the evidence is strong enough.

So, if imitative suicide is facilitated through art or media stimuli in predictable ways, isn't the empirical question as to whether there are... (read more)

What about the "Werther Effect"?
I'm not really that bothered by a bunch of people I don't know killing themselves. It's your life to make or take.

Unless you don't think suicide is a bad thing, I suppose.
I think my more apathetic attitude toward human life separates me from transhumanists/immortalists. I discuss that a bit here. I'm thinking more along the lines of violent totalitarian ideologies that have a reasonable chance of taking over and really screwing things up.

I heard he also roundhouse kicked a holocaust denier through a plate glass window and karate chopped a 9/11 truther in the balls.

dutz, as paintings, yes, they weren't any good. But still, much better than genocide.

Violence may convince your opponent it isn't worth arguing with you. But it will convince your audience that you're an emotional, impulsive, irrational person, no matter how right you were.

People can see someone as less than human. Until they see the getting beaten with fire hoses, and then pity sinks in.

I think in the original context, Eliezer was talking about violence commited by a society/sect/police force against an individual.

I happen to believe a swift punch in the ... (read more)

DaCracka: I think these are two issues related in a different way. His paintings were not better than genocide.  This is like saying butter is better than a smack in the face. This is kind of illogical. Though, if his paintings would have been better there would have been a chance to avoid this genocide, because the Academy would have accepted him and he might have become a painter instead of a dictator.
About the violence thing. I agree nobody should react with violence to an argument. There are people out there who do so. They do it  because they are eit... (read more)

"But there is never an Idea so true that it's wrong to criticize any argument that supports it.  Never.  Never ever never for ever."

Was it wrong for the guy who thought Buzz Aldrin helped fake the moon landing to present his arguments to Buzz?

One of the hungarian Manhattan-project physicists had a slogan that went "It is not enough to be rude, one must also be wrong." When it comes time to decide whether to answer a verbal argument with violence, does it matter whether the argument is wrong, or is it enough to be rude?

guts, I would prefer butter to a slap in the face anyday. I'm sure you would, too.

The point I was making about the paintings, (in the tradition of the late Mr. Vonnegut,) is that Hitler was a person. Being a person, he should've stuck to painting, rather than violence. We should encourage more video games where people make art rather than shooting things. We should be less upset about children seeing naked people and more upset about them seeing dead ones.

We'd all agree that beating a child is wrong, and that Mike Tyson isn't... (read more)

That looks like a verbal argument to me. Kind of bare without any supporting evidence, but he might have been about to provide supporting evidence. Hard to tell what he was about to do.

About violence and society. What do we define by violence? Do we also define intrusion in our personal sphere, psychological re-programming, etc. as violent activities?

You should read Randall Collins.

What about the Resistance in countries that were occupied by Nazi Germany?

Did they actually accomplish anything? I think it was the violence of the opposing armies that actually ended Nazi occupation.

Thanks for pointing out Randall Collins.

Resistance certainly achieved something. I mentioned it as an example for 'justified' violence. 

What did the Resistance accomplish? I already stated that it seemed to me that it was the opposing armies that got rid of the Nazis. If you disagree on that or have something else you think they did, state it.

The Resistance pinned down occupation troops that otherwise would have been available to fight opposing armies.

Anyway, it's different committing violence against people who kill you if they catch you disobeying them, versus committing violence against people who are only presenting a verbal argument. Some of us take the moral stand that it's wrong to hurt people just for what they say, while others of us figure that the practical thing is to stop bad stuff at whatever stage is most effective.

About violence and society. What do we define by violence? Do we ... (read more)

Eliezer, your post appears to at least in part be animated by a frustration with people who are incapable/unwilling/don't make a serious enough effort to both pursue interesting tangents that could later be developed into other full-length conversations and stay on topic overall.  Granted, this probably describes a vast majority of people.  Nevertheless, presuming the straying from topic though tangent acknowledgment to be an affliction of conversation with all people unfortunately leads you imply a necessary trade-off between the values of rigorous word d... (read more)

Rolf: It seems to me that you are trying to assert that it is normative for agents to behave in a certain manner because the agents you are addressing are presumably non-normative.

On a semantic level, I agree; I actually avoided using the word "normative" in my comment because you had, earlier, correctly criticized my use of the word on my blog.

I try to consistently consider myself as part of an ensemble of flawed humans. (It's not easy, and I often fail.) To be more rigorous, I would want to condition my reasoning on the fact that I'm one of the... (read more)

About the word "supernatural"... isn't this whole concept not bogus?

This is obvious if we assume the there was No Design(er). However the same applies more widely. Anything that happens or exists will be natural by definition.

Consider this: Let's assume for arguments sake that Intelligent Design is correct. Then all of nature is created and hence unnatural by definition. Depending on the nature of the designer it might be the only really natural thing around.

Conclusion: So unless intelligence is considered supernatural, the simple conclusion must be that nothing supernatural exists.

This has of course been pointed out, but "And it is triple ultra forbidden to respond to criticism with violence... Does not get bullet.  Never.  Never ever never for ever." --- doesn't make sense.  It's a bizarre authoritative / normative assertion completely out of place in all of this.  And Eli knows that, I'm sure.  I suspect that he's just had this directive beat into him in previous encounters, in objection to the "coldness" of purely utilitarian decision-making.  If e.g. an argument-ending bullet is what it takes to ensure humanity gets off-planet, then the utilitarian answer is to shoot.

There is one type of claim for which a bullet does provide relevant evidence: claims about bullets themselves, such as "Your bullets will not harm me." (For example, an armored vehicle that is supposed to protect its occupants from gunfire will certainly end up being tested against actual gunfire at some point before its design is put into widespread use.)

Not replying to the comment thread: I think the quote might actually be Deuteronomy 13:6-10 in the King James Version.

Talk about a successful meme strategy!  No wonder we still have this religion today.  It killed off its competitors.

If you don't place an appropriate burden of proof on each and every additional nice claim, the affective resonance gets started very easily.  Look at the poor New Agers.  Christianity developed defenses against criticism, arguing for the wonders of faith; New Agers culturally inherit the cached thought that faith is positive, but lack Christianity's exclusionary scripture to keep out competing memes.  New Agers end up in happy death spirals around stars, trees, magnets, diets, spells, unicorns...

In the August 2010 open thread, Risto_Saarel... (read more)

Look I know this is a stupid quibble. But I have a quibble. One of those little things that just bugs me and snaps me out of reading the article specifically to complain about it.

Stalin was religious and lifted the ban on religions put in place by Lenin. Stalin trained in being a minister before he started being a communist. (Check wikipedia for evidence)

That having been said: Other then that this article is pretty good, and I can understand not wanting to actually get into the religion vs aethisim debate or spending the time to correct my quibble... Other... (read more)

Concerning many comments already here that I am not sure which one I should reply to:

Never an argument to warrant violence? Or OK against superintelligences but NO against humans? Do not suppose there's a sharp line between human and superintelligence situations. To me some of you may well be akin to superintelligences, that I cannot outwit. No absolute line between argument and verbal abuse either, when I think about it. Also, I think I have some examples of dangerous/disgusting arguments - nothing exists, you should die, your consciousness doesn't exist ... (read more)

While reading, i tried to think of a case when i fell in affective death spiral, and interesting thing came to my mind.
Falling in love falls under Halo Effect? Butterflies in stomach, worshiping the beloved, etc... That means that who overcomes this bias can't fall in love that way anymore?

Am I the only one who hears Eliezer's "Never ever never for ever" voiced roughly like HJPEV?

Not all wrongness is innocent error. Sometimes people are lying, consciously or unconsciously. This is violence directed at the listener to control their behavior. Even advertising that makes no false claims is often in this category, when it raises the salience of something for basically adversarial reasons. (Hard sells and infomercials are less like this, branding is more like this.) If it never ever never for ever gets bullet, then eventually a bunch of thugs barge into your nice unwalled garden (walls being a form of structural violence) and ruin it.

It's worth pointing that phrase "atheism is also a religion" is essentially an accusation. So, the notion that religion is a bad stuff  is so ingrained even in beliviers mind, if they think that phrase  "you have a religion" can be used as an acusation

The problem with arguing over words in this manner is that each side is attempting to "win" by picking a definition that lets them shut down the other side entirely, rather than finding common meaning so they can use the linguistic token for further communication.  It's a contest of social dominance, not a search for truth.  If you've ever tried to have an honest discussion with someone doing that you know exactly what I mean.  You let them have their definition of the word and just pick a different word for the purposes of the discussion to... (read more)



Evaporative Cooling of Group Beliefs

Early studiers of cults were surprised to discover that when cults receive a major shock—a prophecy fails to come true, a moral flaw of the founder is revealed—they often come back stronger than before, with increased belief and fanaticism. The Jehovah’s Witnesses placed Armageddon in 1975, based on Biblical calculations; 1975 has come and passed. The Unarian cult, still going strong today, survived the nonappearance of an intergalactic spacefleet on September 27, 1975.

Why would a group belief become stronger after encountering crushing counterevidence?

The conventional interpretation of this phenomenon is based on cognitive dissonance. When people have taken “irrevocable” actions in the service of a belief—given away all their property in anticipation of the saucers landing—they cannot possibly admit they were mistaken. The challenge to their belief presents an immense cognitive dissonance; they must find reinforcing thoughts to counter the shock, and so become more fanatical. In this interpretation, the increased group fanaticism is the result of increased individual fanaticism.

I was looking at a Java applet which demonstrates the use of evaporative cooling to form a Bose-Einstein condensate, when it occurred to me that another force entirely might operate to increase fanaticism. Evaporative cooling sets up a potential energy barrier around a collection of hot atoms. Thermal energy is essentially statistical in nature—not all atoms are moving at the exact same speed. The kinetic energy of any given atom varies as the atoms collide with each other. If you set up a potential energy barrier that’s just a little higher than the average thermal energy, the workings of chance will give an occasional atom a kinetic energy high enough to escape the trap. When an unusually fast atom escapes, it takes with it an unusually large amount of kinetic energy, and the average energy decreases. The group becomes substantially cooler than the potential energy barrier around it.

In Festinger, Riecken, and Schachter’s classic When Prophecy Fails, one of the cult members walked out the door immediately after the flying saucer failed to land. Who gets fed up and leaves first? An average cult member? Or a relatively skeptical member, who previously might have been acting as a voice of moderation, a brake on the more fanatic members?

After the members with the highest kinetic energy escape, the remaining discussions will be between the extreme fanatics on one end and the slightly less extreme fanatics on the other end, with the group consensus somewhere in the “middle.”

And what would be the analogy to collapsing to form a Bose-Einstein condensate? Well, there’s no real need to stretch the analogy that far. But you may recall that I used a fission chain reaction analogy for the affective death spiral; when a group ejects all its voices of moderation, then all the people encouraging each other, and suppressing dissents, may internally increase in average fanaticism.1

When Ayn Rand’s long-running affair with Nathaniel Branden was revealed to the Objectivist membership, a substantial fraction of the Objectivist membership broke off and followed Branden into espousing an “open system” of Objectivism not bound so tightly to Ayn Rand. Who stayed with Ayn Rand even after the scandal broke? The ones who really, really believed in her—and perhaps some of the undecideds, who, after the voices of moderation left, heard arguments from only one side. This may account for how the Ayn Rand Institute is (reportedly) more fanatical after the breakup than the original core group of Objectivists under Branden and Rand.

A few years back, I was on a transhumanist mailing list where a small group espousing “social democratic transhumanism” vitriolically insulted every libertarian on the list. Most libertarians left the mailing list; most of the others gave up on posting. As a result, the remaining group shifted substantially to the left. Was this deliberate? Probably not, because I don’t think the perpetrators knew that much psychology.2 At most, they might have thought to make themselves “bigger fish in a smaller pond.”

This is one reason why it’s important to be prejudiced in favor of tolerating dissent. Wait until substantially after it seems to you justified in ejecting a member from the group, before actually ejecting. If you get rid of the old outliers, the group position will shift, and someone else will become the oddball. If you eject them too, you’re well on the way to becoming a Bose-Einstein condensate and, er, exploding.

The flip side: Thomas Kuhn believed that a science has to become a “paradigm,” with a shared technical language that excludes outsiders, before it can get any real work done. In the formative stages of a science, according to Kuhn, the adherents go to great pains to make their work comprehensible to outside academics. But (according to Kuhn) a science can only make real progress as a technical discipline once it abandons the requirement of outside accessibility, and scientists working in the paradigm assume familiarity with large cores of technical material in their communications. This sounds cynical, relative to what is usually said about public understanding of science, but I can definitely see a core of truth here.3

1No thermodynamic analogy here, unless someone develops a nuclear weapon that explodes when it gets cold.

2For that matter, I can’t recall seeing the evaporative cooling analogy elsewhere, though that doesn’t mean it hasn’t been noted before.

3My own theory of Internet moderation is that you have to be willing to exclude trolls and spam to get a conversation going. You must even be willing to exclude kindly but technically uninformed folks from technical mailing lists if you want to get any work done. A genuinely open conversation on the Internet degenerates fast.

It’s the articulate trolls that you should be wary of ejecting, on this theory—they serve the hidden function of legitimizing less extreme disagreements. But you should not have so many articulate trolls that they begin arguing with each other, or begin to dominate conversations. If you have one person around who is the famous Guy Who Disagrees With Everything, anyone with a more reasonable, more moderate disagreement won’t look like the sole nail sticking out. This theory of Internet moderation may not have served me too well in practice, so take it with a grain of salt.

If you eject them too, you're well on the way to becoming a Bose-Einstein condensate and, er, exploding.

Hmmm... to continue the metaphor more directly, their brains get frozen and can no longer update their beliefs?

Apparently debiasing techniques and encouragement of dissent played a role in the American re-evaluation of the Iranian nuclear program:

http://www.nytimes.com/2007/12/05/washington/05intel.html?ref=middleeast
"Over the past year, officials have put into place rigorous new procedures for analyzing conclusions about difficult intelligence targets like Iran, North Korea, global terrorism and China.

Analysts from disparate spy agencies are no longer pushed to achieve unanimity in their conclusions, a process criticized in the past for leading to “groupthink.” Alternate judgments are now encouraged.

In the case of the 2007 Iran report, “red teams” were established to test and find weaknesses in the report’s conclusions. Counterintelligence officials at the C.I.A. also did an extensive analysis to determine whether the new information might have been planted by Tehran to throw the United States off the trail of Iran’s nuclear program.

One result was an intelligence report that some of the intelligence community’s consistent critics have embraced."

There's no particular reason to want to continue that metaphor more directly.  Only mathematically precise metaphors have that kind of power.

I actually just got confused and thought of "exploding" as (the group ends in fireworks). It's a bit unintuitive that this meant the opposite (the group becomes unchanging).

You don't believe in the artistic value of a beautifully extended metaphor?

Unquestionably, things get done a lot more by groups of people who are very much alike. Differences in opinions only tend to brake things.

The question is not whether you need people who are different in order to brake the group. The question is whether you're in the right group to begin with. As per Kuhn, things will get done faster and better if members of the group share a lot of commonalities.

If you're in the right group, excluding dissenters will allow you to progress faster. But if you're in the wrong group, then you're going to be making progress towards the wrong things.

Have you read Bion's "Experiences in Groups"?  He was an English Freudian, so he was extremely passive while observing group behavior, which is fine, because he was also careful to record what was happening.

I am less satisfied with his analysis, because, as a typical Freudian, he always has ad-hoc reasons why any piece of evidence (or its exact opposite) perfectly confirms his theories.  Absolutely impossible to falsify.

What I took from it was that, after you establish a concrete, positive goal for a group's interactions, for each and every sub-element of the goal, you can find some element of the human personal dynamic, or the human group dynamic, that will work against it.

It is a strong statement along the lines of Murphy's Law: "Whatever can go wrong, will go wrong".  If it is a sub-element of a concrete, positive goal, there will be, in opposition, some element of the human personal dynamic, or the human group dynamic.  It is a strong statement you can use to predict failure modes of your particular work group.

* If great progress is being made by the group, the individual identities of the members will lessen in importance.  So people will assert their individual identities through disruption, gaining attention.

* If progress of the group demands full attention on the final objective, the group will become paranoid and invent some internal or external bug-a-boo to focus on instead.

My personal take, informed by Buddhism, is that this is not necessarily a bad thing.  There should be some push-back on the goals of working groups.  99 out of 100 ideas turn out to be terrible ideas, and so it is a good thing they die from the irrational failure modes of the human personal dynamic or the human group dynamic.  If it is a good idea, then it is worth to take care from assaults from human irrationality.

And also, attempting to attack head-on any particular irrational failure mode will only make it stronger.  For example, a troll will never have so many defenders as when the group leaders focus in to remove him.  Better to use Jujutsu.  (Trolls are best countered with neglect leading to boredom.)

Bion's "Experiences in Groups" will give a good sample of failure modes.  You can attempt to skillfully steer around them, and keep the group working on the positive goal.

Yours is an interesting idea, keeping a "token" troll around.  I would make a rule: any discipline against a troll will be matched by identical discipline against anyone who engages that troll, even in attack.  "Feeding the troll" will have precisely the same sanctions as trolling itself.

I've believed this was so for a long time, after reading about the Klu Klux Klan.  Which, it is weird to think, was once a (for the time) moderate and respected political institution.  After the Grand Dragon got caught in a sex scandal, membership dwindled rapidly, leaving a core of fanatics - with results that I think we're all quite familiar with.

I think the schism in Objectivism ended differently - because I don't think on the one hand you have the fanatics, but rather simply two groups, each of which ended up defining Objectivism differently.  One treats Objectivism as a complete value set, by which every aspect of their lives can be defined.  I don't think they're fanatics, but, rather individuals who already lived in agreement with that value set.  And on the other hand are those whose value system has a different set of values, who treat Objectivism as an approach to thinking rather than the definition of it.  The latter definition is best expressed in Atlas Shrugged and We The Living; the former is best expressed in The Fountainhead and her philosophical essays.  It's a distinction in definition.  I am, incidentally, of the latter persuasion - I consider myself an Objectivist, but disagree with Ayn Rand on the matter of values.   (I, for example, reverse her logic - life is important because it is necessary to reason, rather than the other way around.)

There's no particular reason to want to continue that metaphor more directly. Only mathematically precise metaphors have that kind of power.

Well, is it better to continue a vague analogy, or mix your metaphors and end up with something that reads oddly? ("Evaporative cooling" leading to an explosion? Isn't freezing the relevant phase transition here?)

I'm just nitpicking language here, so maybe I should stop hijacking the thread. ;)

Well, is it better to continue a vague analogy, or mix your metaphors and end up with something that reads oddly? ("Evaporative cooling" leading to an explosion? Isn't freezing the relevant phase transition here?)

When I followed the link to the page, I watched the gif of a condensate cooling down; at a certain point, when enough of the 'red' (warmer) points had disappeared, the white column seemed to surge or 'explode' upwards.

Evaporative cooling could lead to a nuclear explosion. Imagine uraneous ore, dissolved in a fluid medium, surrounded by a potential barrier, and heated. Non-uranium particles escape first, followed by lighter isotopes. The end result would be a tight concentration of the heaviest available isotope: critical mass.

As it approached critical, it would generate heat. There would be an equilibrium. In this case, the group itself becomes super stable - but its ideas become unhinged.

I really can't think of any comparable system, except condensation.

An almost identical system actually happened in nature.

So the point is that the idiots who are directly useless - make no useful contributions, have no ideas, spark nothing good - may be useful because they give shelter for others who want to raise controversial ideas?

I'd want to see a group not already mad that suffered for not having an idiot in their number before I believed it...

As a former member of a lot of different "christian"(the quotes are there for a reason) churches I can only say: you hit the nail on the head! Btw, I'm not a member of any church nowadays.

If you get rid of the old outliers, the group position will shift, and someone else will become the oddball.  If you eject them too, you're well on the way to becoming a Bose-Einstein condensate and, er, exploding.

The real problem is that some group-leaders really want their groups to become BECs, with them at the center of control. So they will do all that is possible to eject dissenting voices. Alas, I speak from experience here.

Maybe those cultists were so brainwashed that they no longer judged their ideas by reality, but reality by their ideas? So in their eyes, strictly speaking, the non-arrival of the space fleet did not count as evidence either way. Scary thought, I know.

Is suvine.com just being ironic after reading the stuff about trolling? If so, you really had me going there for a while.

In practice, such rules create echo chambers where any discussion that the moderators don't agree with is silenced.  It's theoretically possible for a human being to be utterly impartial when deciding whether conversations are useful, but it requires near-superhuman patience and tolerance.

Quite a lot of the problem is that the category of 'troll' quickly expanded beyond its original meaning; in everyday Netspeak, it generally refers to "a person who persists in saying things I don't wish to tolerate".

e.g. say sauvine.com had said: "this is why i think the scientists who believe in global warming have formed a BEC..."

i bet people would downvote, but i doubt they would label them as a troll.

If you have one person around who is the famous Guy Who Disagrees With Everything, anyone with a more reasonable, more moderate disagreement won't look like the sole nail sticking out.

Like the Devil's advocate in the catholic church? He seems to have done his role admirably; according to Wikipedia:

Actually, Jehovah's Witnesses and their predecessors have set one date after another since 1843, and are right now trying to figure out the next:

As I recall that particular religion was originally created so that its founder could sell "blessed" wheat seed at a premium because he'd been sued so many times over false claims that his wheat produced a higher yield than the common variety (It was, actually the same variety and there was demonstrably no difference.)

He soon discovered that running a cult was more profitable.

Most commenters refer to cultists as if they are not them.  Wrong.  Understanding how the brain works--how it clings to belief--does not place one outside his own brain.

It is our emotional core of thought that leads to irrational attachment to belief.  If machine intelligence can precipitate around a different "thought model" it may escape most(?) of the irrationality of its forerunners.

However, it will probably end up with a different set of irrationalities. We haven't got any examples of a near-human intelligence that's inherently rational, and I'd conjecture it's unlikely that our first few attempts will succeed in this.

I think a better way to use Kuhn's idea to interpret the process and effects of the skeptics leaving is through an ontological reflection on the group's essence:  We can say that the group or discipline really started existing in a relevant sense (living out its core beliefs, "getting any real work done") only after the original skeptics were gone.  Perhaps the discipline's increasingly inhospitable environment to internal dissenters is a more relevant place to draw the line of exactly when that discipline "[abandoned] the requirement of outside accessibility" than the group's own idea of when it started existing.  Put another way, the skeptics, while technically belonging to what I'm considering the not-yet-self-realized group were the outsiders whose access was, in a sense, curtailed by a later change in tone of discussion, etc

There's no particular reason why you need to have a detailed knowledge of the psychological literature for fanatics to try to chase moderates out of a group. That particular piece of knowledge, that if you shout down and away anybody who disagrees with you then you are in control, seems built in to human understanding of politics.

Great post!  I'd guess the effect is smaller than cognitive dissonance, but it definitely seems real.  The tricky part, as you point out at the end, is how to apply it.  But I don't think it's that hard to separate trolls from dissenters.

Hrm... I'm not sure having just "that one guy that's the Known Contrary Guy" would have the desired effect.

Maybe I'm completely wrong, but by personal expectation would be that having just one would instead be a convinient "bad example"... actually resulting in a reduction of dissent among the rest by having people partly wanting to, in a sense, avoid being like that guy. Having more than one may be better since then it wouldn't be "that one crazy guy that you don't want to be like" but "just some people that disagree."

Or am I completely and utterly wrong on the psychology of this?

Adirian:  "...I consider myself an Objectivist, but disagree with Ayn Rand..."

Psy-Kosh, having that some-people-that-disagree dynamic is clearly preferable to having that-one-crazy-guy-you-don't-want-to-be-like setup, but I'd expect that many such dynamics tend to start with having just one strong dissenter, don't you think?

Also, I can imagine another difficulty for that Known Contrary Guy:  his input may unfortunately be less well received by others not just because of the clash of the views but also, and I fear even more so, because of ad-hominem-type dismissals by the rest of the group.

Adirian: "...I consider myself an Objectivist, but disagree with Ayn Rand..."

Do you realize how ridiculous that sounds?
Would that be more or less ridiculous that saying "I consider myself an Objectivist; I agree with Ayn Rand"?

Let's make sure we're all discussing the same thing here: I'd say there's an appreciable difference between 'The Guy Who Disagrees With Everything' and your average troll. Note the word 'articulate' in the original post. A clued-up Devil's Advocate is an important way of keeping yourself honest. An annoying idiot (even just the one) is just a quick way of bringing a debate to its knees. Unfortunately, I fear there's no way to quickly discern which is which....

The metaphor can be made mathematically precise if we first make the analogy between human decision-making and optimization methods like simulated annealing and genetic algorithms. These optimization methods look for a locally optimal solution, but add some sort of "noise" term to try to find a globally optimal solution. So if we suppose that someone who wants to stay in his own local minimum has a lower "noise" temperature than someone who is open-minded, then the metaphor starts to make sense on a much more profound level.

ME, such an analogy is deeply inappropriate.  Simulated annealing and genetic algorithms are rather nitwit, inefficient algorithms that AI programmers use because current programs can't abstract and compress and leap across the search space the way that humans do.  Rationality is not about random noise and selection, or it would take humans millions of years to think anything significantly complex.

Eliezer, you are right, what I really meant to say was, once a person finds a locally optimal solution using whatever algorithm, they then have a threshold for changing their mind, and it is that threshold that is similar to temperature.

Have a look at the first letter. Classic example of this post's subject. Newcastle had a good fanbase from all around England a few years ago, but "as soon as Keegan was gone [world not ending as predicted] so were the neutrals [skeptical followers] owing to the fact that they were never really accepted as 'real' Newcastle fans on account of they weren't Geordies. They don't have any 'outsider' fans to keep them calm and give them a sense of reality." I read that and had to stop myself saying "Evaporative Cooling of Group Beliefs!" out loud in the office....

I'd already thought of this myself before I saw the article. Not only is Evaporative Cooling in evidence at Newcastle United, they are caught in a Happy Death Spiral. For the philistines out there, Newcastle United Football Club recently reappointed Kevin Keegan as manager. Keegan was a star as a player for Newcastle thirty years ago, and had a spell as a manager about ten years back. They played brilliant attacking football under him, but Keegan's tactical naivete saw them throw away a commanding lead to lose the championship. He left, and it's been downhill ever since.

In the intervening years the team has struggled to show any real class, and rose-tinted hindsight means the fans still call Keegan 'The Messiah'. His recent second return has been greeted as if it were actually the second coming. He and the supporters have had a big old media love-in, reinforcing one another's sense of righteousness, and the club is now unnaturally confident about its prospects. When Keegan's faults are pointed out to fans, the stock reply is 'who cares, the Messiah's back, we're going to see some exciting football!'

When an unusually fast atom escapes, it takes with an unusually large amount of kinetic energy, and the average energy decreases. 

Prophecy Fail:  What happens to a doomsday cult when the world doesn't end? Vaughan Bell, Slate.com, May 20, 2011:

When Prophecy Fails has become a landmark in the history of psychology, but few realize that many other studies have looked at the same question: What happens to a small but dedicated group of people who wait in vain for the end of the world? Ironically, Festinger's own prediction—that a failed apocalypse leads to a redoubling of recruitment efforts—turned out to be false: Not one of these follow-ups found evidence to support his claim. The real story turns out to be far more complex.

In fact, so many studies have been conducted on unfulfilled prophecies from religions large and small that they were compiled into a fascinating book from 2000, Expecting Armageddon. None of the groups described reacted to the unexpected persistence of the world with a zealous drive for new members, and most made just minor adjustments to their beliefs.

When the reasonable people start leaving, the center of mass of the group shifts to wack space.

As for the comments on moderation, the solutions described are overly constrained by the pitiful state of web forum software.

Back in the early 90s, I was on an email list with elaborate filtering mechanisms, including collaborative filtering. Usenet had the magic of killfile filtering. Today, we're lucky to get "thumbs up", "thumbs down", and "ignore". It's just pitiful. It's like grubbing around in the Dark Ages, after living in Imperial Rome.

This reminds me of a thought experiment where perfect averages skew towards one extreme when you eliminate one radical. It makes mathematical sense. Apparently, a village can come extremely close to guessing the weight of an ox by taking all of their guesses and averaging them, even if some indivuals are radically under or over. But change the scope and you may change the median's accuracy (or sanity, as the articles metaphor) Lock the village in a room with no clocks or windows and wait until 6 am, just before any hint of sunlight, then show them the sky and take their guesses. The radicals that guess 'midnight' won't change, but the ones who would have said 'noon' will, so your average would slide to ever more inaccurately early. Just a thought model though, I've never read this precise test being done.

I'm not certain that that would be wrong. From the observations they have access to, they have no way of telling the difference between different points in the night.

If they can see the moon, however, this changes. Similarly, if they can wait an hour and see what changes. Similarly if they can see the stars, and know roughly what month it is. Because it's not just the most extreme people who'll update their beliefs.

(By the way; the averaging thing only works if the individuals don't communicate about their guesses, which means that this isn't in any way an accurate representation of the behaviour described in this article!)

"And what would be the analogy to collapsing to form a Bose-Einstein condensate?"

...All of them moving into the same compound and acquiring an arsenal seems about right, particularly when you consider the increased chance of violent explosion.

```No thermodynamic analogy here, unless someone develops a nuclear weapon that explodes when it gets cold```

You should just flip it around and call it evaporative *heating.* Human groups work exactly opposite to hot atoms; it is the *cooler* ones who find it easier to escape. Then those who are left get hotter and hotter until they explode.

"Early studiers of cults were surprised to discover than when cults receive a major shock"

Anders Sandberg used evaporative cooling in the 1990s to explain why the descendants of the Vikings in Sweden today are so nice.  In that case the "extremists" are leaving rather than staying.

Eliezer might never have imagined that years later, this concept would be rediscovered by VTB fans. Across the ocean, people refer to it as "fan purification and crystallization".



When None Dare Urge Restraint

One morning, I got out of bed, turned on my computer, and my Netscape email client automatically downloaded that day’s news pane. On that particular day, the news was that two hijacked planes had been flown into the World Trade Center. 

The overreaction to this will be ten times worse than the original event.

A mere factor of “ten times worse” turned out to be a vast understatement. Even I didn’t guess how badly things would go. That’s the challenge of pessimism; it’s really hard to aim low enough that you’re pleasantly surprised around as often and as much as you’re unpleasantly surprised.

Nonetheless, I did realize immediately that everyone everywhere would be saying how awful, how terrible this event was; and that no one would dare to be the voice of restraint, of proportionate response. Initially, on 9/11, it was thought that six thousand people had died. Any politician who had said, “6,000 deaths is 1/8 the annual US casualties from automobile accidents,” would have been asked to resign the same hour.

No, 9/11 wasn’t a good day. But if everyone gets brownie points for emphasizing how much it hurts, and no one dares urge restraint in how hard to hit back, then the reaction will be greater than the appropriate level, whatever the appropriate level may be.

This is the even darker mirror of the happy death spiral—the spiral of hate. Anyone who attacks the Enemy is a patriot; and whoever tries to dissect even a single negative claim about the Enemy is a traitor. But just as the vast majority of all complex statements are untrue, the vast majority of negative things you can say about anyone, even the worst person in the world, are untrue.

I think the best illustration was “the suicide hijackers were cowards.” Some common sense, please? It takes a little courage to voluntarily fly your plane into a building. Of all their sins, cowardice was not on the list. But I guess anything bad you say about a terrorist, no matter how silly, must be true. Would I get even more brownie points if I accused al-Qaeda of having assassinated John F. Kennedy? Maybe if I accused them of being Stalinists? Really, cowardice?

Yes, it matters that the 9/11 hijackers weren’t cowards. Not just for understanding the enemy’s realistic psychology. There is simply too much damage done by spirals of hate. It is just too dangerous for there to be any target in the world, whether it be the Jews or Adolf Hitler, about whom saying negative things trumps saying accurate things.

When the defense force contains thousands of aircraft and hundreds of thousands of heavily armed soldiers, one ought to consider that the immune system itself is capable of wreaking more damage than nineteen guys and four nonmilitary airplanes. The US spent billions of dollars and thousands of soldiers’ lives shooting off its own foot more effectively than any terrorist group could dream.

If the USA had completely ignored the 9/11 attack—just shrugged and rebuilt the building—it would have been better than the real course of history. But that wasn’t a political option. Even if anyone privately guessed that the immune response would be more damaging than the disease, American politicians had no career-preserving choice but to walk straight into al-Qaeda’s trap. Whoever argues for a greater response is a patriot. Whoever dissects a patriotic claim is a traitor.

Initially, there were smarter responses to 9/11 than I had guessed. I saw a Congressperson—I forget who—say in front of the cameras, “We have forgotten that the first purpose of government is not the economy, it is not health care, it is defending the country from attack.” That widened my eyes, that a politician could say something that wasn’t an applause light. The emotional shock must have been very great for a Congressperson to say something that . . . real.

But within two days, the genuine shock faded, and concern-for-image regained total control of the political discourse. Then the spiral of escalation took over completely. Once restraint becomes unspeakable, no matter where the discourse starts out, the level of fury and folly can only rise with time.

I would like to give praise to express my agreement with the spirit of this post.

(Attacking Afghanistan made sense... but much of the rest of what was done, militarily and otherwise, was sheer overreaction.)

I would argue that that our reaction to 9/11 was not a uniquely bad use of the military, but that most of our wars were mistaken (as were most domestic reactions like locking up dissenters in WW1 or Japanese in WW2). It saddens me that otherwise intelligent people see restraint as indications of being a crackpot.

Despite your post being entirely correct, if for a moment we ignore the welfare of humanity and consider the welfare of the United States alone, there is a good chance that this irrational overreaction will be remembered, and that it will serve as deterrence to any aspiring attackers for a hundred years to come.

Sometimes irrational wrath pays, especially if you can inflict pain much more effectively than you need to endure it.

The cost to humanity is probably dominated by some 1,000,000 deaths in Iraq, but the cost to the U.S. at least in terms of deaths is comparatively smaller. The Iraq deaths are an externality.

As a non-US citizen, I can state that the irrational over-reaction was exactly the response that the terrorists were aiming for. Lots of Fear, Uncertainty and Doubt - lots of panic and mindless reaction... it has also greatly debilitated the effectiveness (and no doubt the profitability) of the entire world's air-transport system, without actually enhancing security thereby.

IMO this would not in any way discourage future attackers - but encourage them.

As a non-US citizen, I can state that the irrational over-reaction was exactly the response that the terrorists were aiming for. 

I remember when I heard "They hate us for our freedom" I immediately thought, "Don't worry, soon we'll have much less of those". Turns out they still hate us, probably for bombing their country and replacing their democracy with dictatorships in the name of democracy.

Despite your post being entirely correct, if for a moment we ignore the welfare of humanity and consider the welfare of the United States alone, there is a good chance that this irrational overreaction will be remembered, and that it will serve as deterrence to any aspiring attackers for a hundred years to come.

On the contrary, this now teaches someone that if they want to do damage to the United States they can easily get it to engage in an autoimmune disorder along with a few oversea adventures.

Moreover, this isn't the only example. Look at how one of the most successful post 9/11 attacks terrorist in the last few  years was by many metrics Richard Reid, the shoe bomber. In terms of lost time and productivity in responding to his unimpressive attempt, literally millions of people every day need to take off their shoes, run them through already busy x-ray machines, and then put them back on. 

An unrelated but creepy thought:  my first reaction to type in some sort of full-fledged assent was immediately dampened by a queasy post-Patriot-Act thought (of, admittedly, a very IT-illiterate person), "If I openly write something like this, will They know and will They care and will I ever come to regret it?"  Or maybe it's not such an unrelated thought -- the not always irrational fear of Big Brother did, after all, turn out to be a significant part of the more-than-ten-times-worse assessment of things to come.

denis bider, the people who perpetrated the 2001-09-11 attacks died, and knew they were going to die, so others like them won't be deterred by the likelihood that the USA will go after them personally. It doesn't seem like the US's overreaction to those attacks has been all that effective in harming al Qaeda (I mean, bin Laden is still alive so far as anyone knows). It doesn't seem like it's been all that effective in making people who might have been sympathetic to groups like al Qaeda less so.

So I'm wondering how you expect the overreaction to deter other people who might be considering similar attacks.

In the weeks after 9/11, my colleague Roger Congleton, who had some expertize on terrorism, did a number of radio and other interviews where he argued that 9/11 was a unlucky aberration, and warned against overreacting.  It wasn't a message people wanted to hear then, and his being right early wins him nothing in today's media game.

You're right, and the thing that depresses me is that we can see this and yet at least I have barely any notion of what to do about it. Actually... (Well, actually, the relevent thought belongs on the Open Thread, so I'll go there...)

Or, one could do what noted Law scholar and hero of secular humanists Alan Dershowitz calls for, which is destroy the families, homes and towns of the attackers.  He has explicitly argued that Israel should destroy the entire town of every Palestinian attacker.

The fact that Dershowitz can say something so obviously hateful and still be considered a sane member of society is another manifestation of the spiral of hate that has gripped this nation.

It doesn't seem like the US's overreaction to those attacks has been all that effective in harming al Qaeda
I disagree, if we count the invasion of Afghanistan in there. It seemed to have quite effectively smashed al Qaeda proper so that they could not pull off any attacks since (remember that they attacked the U.S.S Cole, two embassies in Africa and bombed the WTC in the years before) with the remaining terrorists who call themselves "al Qaeda" franchises being quite buffoonish.

rukidding wrote: now you're claiming brainwashed (if not drug-induced) suicide of defenseless and unsuspecting people isn't the height of cowardice. Is there a reason you can't work on your OWN biases? 

I agree with you on two points, ru, (1) that the overall thrust of this post by Eliezer is strong, and (2) that cowardice is a fair and accurate descriptor of the hijackers.

I understand Eliezer's point about the folly of tossing every kitchen-sink insult at the Enemy even when it's inaccurate. I think he just chose a bad example. The definition of cowardice ... (read more)

Well, I wouldn't have the balls to hijack an airplane and crash it into a building.  If they're cowards, what does that make me?

America has one of the largest and best-equipped armed forces in the world.  Only an idiot would attempt to confront it directly and according to the "rules of war".

Reality check:  when openly declaring war and restraining one's tactics will inevitably lead to defeat, breaking the conventions is not only canny but necessary.  There is simply no branch of the contingency tree where playing by the rules leads to a benefit in such a scenario.

I think that militarily President Bush under-reacted to 9/11.  The U.S. faces a tremendous future threat of being attacked by weapons of mass destruction.  Unfortunately, before 9/11 it was politically difficult for the President to preemptively use the military to reduce such threats.  9/11 gave President Bush more political freedom and he did use it to some extent.  But I fear he has not done enough.  I would have preferred, for example, that the U.S., Russia, China, UK, Israel and perhaps France announced that in one year they will declare war an any ot... (read more)

"I'd say they were cowards. Suicide isn't an act of bravery."

If they had lived, we would have caught them and slowly tortured them to death. They were taking the easy way out by dying. Similarly with palestinian suicide bombers. By dying they avoid the treatment they'd get as prisoners of the israelis -- they get off easy.

"I still remember a kid who hit me from behind on the street once, because he was too much of a pussy to come up to my face about it."

He was expressing his feelings. Did he ... (read more)

I know this comment is very old, but I'm a bit incredulous at this.

If they had lived, we would have caught them and slowly tortured them to death.

If they had lived, they would have been among the highest profile prisoners America has ever seen. Torture is officially illegal in the United States, and whatever we get up to out of sight and off our turf, the government doesn't like to show the public how we torment our hated enemies. 

Timothy McVeigh got a lethal injection, one of the most painless methods of execution which we can contrive. This was, controversially, allowed to be witnessed on broadcast by those closest to the victims of his attack. Perhaps one might argue that torturing the bombers to death for preventative or retributive reasons would have been a good idea, but it's simply not realistic that we would have done it. 

If you believe invading Afghanistan was a correct choice then I'm not sure how you could say Iraq was a complete mistake. The invasion of Afghanistan was aimed at eliminating a state that offered aid and support to an enemy who would use that aid and support to project power to the US and harm her citizens or the citizens of other western states. Denying that aid and support would hope to achieve the purpose of reducing or eliminating the ability of the enemy to project power.

Any other state that might offer aid and support to ... (read more)

"I would have preferred, for example, that the U.S., Russia, China, UK, Israel and perhaps France announced that in one year they will declare war an any other nation that either has weapons of mass destruction or doesn't allow highly intrusive inspections to make sure they don't have weapons of mass destruction."

James D. Miller, I think your idea has possibilities. However, it would be very hard for it to succeed with israel on the list of nations that has nukes but denies them to others. Israel would have to be one of the nations that would be ... (read more)

"If you believe invading Afghanistan was a correct choice then I'm not sure how you could say Iraq was a complete mistake. The invasion of Afghanistan was aimed at eliminating a state that offered aid and support to an enemy who would use that aid and support to project power to the US and harm her citizens or the citizens of other western states. Denying that aid and support would hope to achieve the purpose of reducing or eliminating the ability of the enemy to project power.

"Any other state that might offer aid and support to the enemy would e... (read more)

By that 'reasoning', invading Switzerland would have been a proper response to the 9/11 attacks.

I've always used motorcycle fatalites as the yardstick to put it in perspective; 9-11 came up just short.

I suspected we might be in trouble when they floated the story that Bush didn't return to Washington because of a credible threat to Air Force One, a threat in which, the supposed terrorists were more concerned with establishing credibility than carrying out their attach and thus used some sort of code word that only someone with inside knowledge would have.

It was perfectly reasonable for Bush to put a half dozen states between himself and the most like... (read more)

"We will be safer after we conquer every potential enemy."

There are limits on our physical and moral capacity for making war. My post was simply pointing out that failing to respond to someone who actually attacks you can have increasingly dangerous results over time. That enemy leeches at your resources and learns how to become better at attacking you, while you gain nothing. There are plenty of potential enemies out there who aren't attacking us and may never attack us. They aren't gaining actual experience at attacking us. Their knowledge is o... (read more)

And maybe suicide can be viewed as cowardly, but not many people are capable of slitting someone's throat with a boxcutter.  See a MR blog (and the linked book chapter):
http://www.marginalrevolution.com/marginalrevolution/2007/11/violence-a-micr.html

The one point where I think Eli goes off the rails is assuming the response would be completely disproportionate.  I agree with those who've said that the Afghanistan campaign was just about right (from the perspective of the government).  Unfortunately, this even happened when the New American Century crowd w... (read more)

Comparing the lives lost in 9/11 to motorcycle accidents is a kind of moral calculus that fails to respect the deeper human values involved. I would expect people who die on motorcycles to generally understand the risks. They are making a choice to risk their lives in an activity. Their deaths are tragic, but not as tragic. The people who died in the WTC did not make a choice to risk their lives, unless you consider going to work in a high rise in America to be a risky choice. If you're doing moral calculus, you need to multiply in a factor for "not b... (read more)

rukidding:
And one of the possible ramifications of the Iraq invasion is an end to the escalation of terrorist actions.
How does the causality work there?

childish and hateful number
I have never read any of those two adjectives precede that noun.

how does anyone here know that there wouldn't have been more deaths if Saddam had remained in power?
Look at a graph of deaths under Saddam, assume any current trends continue. It's not certain, but it's a reasonable guess.

Why is the board so determined to think that being anti-bias should only mean being anti cons... (read more)

Well its more or less an empirical question isn't it? On the one hand maybe 9/11 was a fluke - in that case the best option would be to just rebuild and carry on, like Eliezer says. But maybe it wasn't - maybe the people behind it were/are both willing and capable to successfully launch more attacks. In that case it seems to make sense to wager, or at least consider wagering, some amount of lives to prevent greater losses in the future. It all depends on the information available: what are the resources/intents of your enemy? Would it be at all possible to... (read more)

Afghanistan and iraq were stupid mistakes. The bush administration simply fed off the people's desire for revenge and gave them afghanistan, which in turn let bush build a case for plundering oil rich iraq.
All this was exactly what al quaeda wanted, to show the infidel empire attacking the moslem lands.
End result, massive polarisation of moslem opinion against america and the creation of a whole new herd of terrorists and sympathisers across the world.
America should have gone after Osama and only Osama and avoided any impression of a crusade. Special fo... (read more)

I don't believe in heaven, so for me it would take a lot of courage to commit suicide, but I don't know if it's the same for a devout religious person, because I can't get in to their head. Probably there would be some sort of fear response on the biological level, even for them, so at the very least they would have to achieve "mind over matter" and probably bravery also, but I can't say for sure the last.

As for 9/11, I think the correct response would have been to attack the organization "Al Qaeda," and to ask all other governments in ... (read more)

From various readings and my own observations I do agree 'we'(meaning the Public and the government taken as a whole) have overreacted. On the other hand I wonder how many people think like me and think it's overblown but don't say it because they know it makes them look bad. It's almost assured that the better option is to keep mum rather than risk ire because voicing doubts about our specific reaction(was unpopular then but OK now) or expecially voicing doubts about the severity of the attack itself(still unpopular) is n... (read more)

Susan Sontag pointed out that the 9/11 hijackers weren't cowards a week after the event, and took an enormous amount of shit for it.  And in fact there were a great many people engaging in relatively sane, measured reactions after 9/11.  But they were drowned out by the much louder negative death spiral.

Many conflicts are really formed out of two mutually reinforcing negative death spirals.  In this case, our overreaction to 9/11 caused us to take actions that produced more hatred of us in the Islamic world, leading to more conflict, leading to further hatred on both sides.  This is a very basic dynamic underlying war.

ego in action, hard to stop, but in conscious circles, the outcomes were already known... ego-driven people are mostly unconcsious

An unrelated but creepy thought: my first reaction to type in some sort of full-fledged assent was immediately dampened by a queasy post-Patriot-Act thought (of, admittedly, a very IT-illiterate person), "If I openly write something like this, will They know and will They care and will I ever come to regret it?"

I see this "omnipotent government" bias all the time. I wonder why.

I remember my initial reaction to the attacks of September eleventh. I hoped our country would do the right thing.  Despite this tragic occurrence we would be leaders.  We "would not let the terrorists win."  We would clean up the mess and rebuild.  We would learn from our mistakes.  We would reinforce our national security structure, and possibly make a few key intel and military maneuvers.

By no means did I think that this was grounds for an endless full scale war on keyword Terror.  If anything the lessons of September eleventh have extended be... (read more)

I remember my initial reaction to the attacks of September eleventh. I hoped our country would do the right thing.  Despite this tragic occurrence we would be leaders.  We "would not let the terrorists win."  We would clean up the mess and rebuild.  We would learn from our mistakes.  We would reinforce our national security structure, and possibly make a few key intel and military maneuvers.

By no means did I think that this was grounds for an endless full scale war on keyword Terror.  If anything the lessons of September eleventh have extended be... (read more)

You abuse, commas when you, write your blog post. Stop abusing commas, because they make all, your sentences start sounding, just like this. Like William, Shatner. Only, without the, differing intensity levels, between pauses.

 No comments on the religious, social and cultural biases that caused a group of extremists to hijack passenger planes and kill as many people as they could. 

 That reveals a bias in itself, actually. (So much for the scientific method, eh?)

 (Hint: They didn't hate us just because we're rich and happy and decadent, or because the last of the Ottoman Empire collapsed during WWI. They don't even hate us because of Western foreign policy.)

 Culturally and socially, the world is still a dangerous place. There are still people ... (read more)

"If the USA had completely ignored the 9/11 attack - just shrugged and rebuilt the building - it would have been better than the real course of history."

The World Trade Center was comprised of several buildings -- doesn't everyone know that? The centerpiece was the twin towers, which is what the planes hit. The towers were each a city block square and over 100 stories tall. They were so huge and held so many people they had their own zip code. When they fell, the impact destroyed several other Trade Center buildings in the surrounding blocks, not... (read more)

If you want to see an example of a measured response, take a look at the UK's after the London Underground bombings of 7th July 2005. Admittedly the bombings weren't of the same league as the September 11th attacks, but virtually nobody in the UK was saying "let's bomb the f*ers" And a month or two later (at the most) it was as if nothing had ever happened.

"If you want to see an example of a measured response, take a look at the UK's after the London Underground bombings of 7th July 2005. Admittedly the bombings weren't of the same league as the September 11th attacks, but virtually nobody in the UK was saying "let's bomb the f*ers" And a month or two later (at the most) it was as if nothing had ever happened."

The fact is, the british empire is gone and the british are ex-colonialists. As a nation they're old and tired and wimpy. It's different for... (read more)

"The world is not a 'nice,' quiet, middle-class, suburban neighborhood."

Translation: a bellicose attitude is to be adopted when dealing with other nations.
Preemptive wars, false insinuations about other countries, breaking alliances, CIA-meddling in other nation's affairs, disingenuous overtures of peace, torture, mass imprisonment, black-flag operations and shit-on-you diplomacy is what is called for.

None of us know to what future conflicts our whimsical meddling will lead... very unfortunate. Seeing the US's hopeless bumbling on the internatio... (read more)

"The overreaction to this will be ten times worse than the original event."

Those were my thoughts that day too, except for the multiplier of ten. I don't think i put a number on it, but 50 to 500 times was probably close.

It'd give the current administration and all the hawks a blank-check excuse to do all kinds of fundamentally bad moves, that they'd had on their wish-list for a long time. Sadly they have made the most of this possibility and have hardly wasted any time ever since, making the world a worse place and squandering foreign support of the US.

I do so regret not having a blog at that time, as this would've been a 'told you so' so big it's scary.

Okay, I'm totally not understanding the claim that the attackers were cowards. Either the people saying that are using a different definition of "cowardice", or perhaps they're thinking of the attack's mastermind(s) who stayed safely at home. m-w.com defines "coward" as "one who shows disgraceful fear or timidity" -- perhaps the hijackers timidly crept to the front of the plane, and killed or incapacitated the pilots with disgracefully shaking hands?

Or perhaps you mean fear of facing their enemies directly in fair combat, inst... (read more)

I've been reading this blog in RSS for a while onw and I was happy to see it on the front page of Reddit!

In "The Fog of War" about McNamara's life, he discusses proportionality when dealing with your enemy.  The fact that America invaded Iraq (that had nothing to do with 9-11), enacted the Patriot Act, and will have troops in Afghanistan for decades to come is not a proportional response to a small group of hijackers flying planes into three national symbols.

Many people wanted blood after 9-11 though.  My neighbor was a vet student (so he's presumably smart) and he was ranting on 9-11 about the need to show everyone "who's boss."  I guess that hasn't worked out so well in hindsight.

So is the propensity to say, "I knew it instantaneously" a kissing cousin of the hindsight bias?

p=.02 the first 3 conscious thoughts were, sequentially:
"I guess I really am living in the Future.
Thank goodness it wasn't nuclear.
and then
The overreaction to this will be ten times worse than the original event."

I can see the utility in starting off the post with such a narrative (grabbing attention and establishing svengali authority), and don't doubt those 3 thoughts popped up fairly quickly, in one form or another.

I know it's effective, but I expect a little better.

I think this is the first blog post I have read in years that contains ONLY civil and intelligent response.  It makes me hopeful!

Almost all of our responses to 9/11 seem irrational, most of them ineffective.  It seems to me that fear informed almost all choices, whether it was fear from the 'terrorists', or fear from domestic political reactions.  America became fearful of gels, liquids, underwire bras, breastmilk on airplanes, pocket knives,  tshirt slogans, and remarkably, the disapproving eyes our our fellow citizens... we don't want to look unpatriotic... (read more)

Warren Bonesteel (is that seriously your last name?):
No comments on the religious, social and cultural biases that caused a group of extremists to hijack passenger planes and kill as many people as they could.
Eliezer discussed that here.

Eliezer never said the world was a nice place or that people wouldn't try to kill us. He said the reaction was foolish, and judging by the bodycounts we can say worse.

Mike K:
If you want to see an example of a measured response, take a look at the UK
Didn't they shoot a Brazilian electrician and pass all sorts of Big Brot... (read more)

I wish we could draw a distinction between the mess we're in now, as a country, and what was going on a few months maybe even a year after 9/11. But with everything becoming so muddled, it's really hard to accurately look back and understand what was going on, then.

But as rational people, we know that Iraq and 9/11 have nothing to do with each other - and regardless if 9/11 even happened or not, there is an educated chance that, knowing the Bush admin - that we'd end up in Iraq anyway.

To stand idly by though as terrorists blatantly attack and murder people... (read more)

This is one of the truer things I have read since 9/11; I know that because it perfectly matches my own opinions.  :)  I also had more or less the same three thoughts in rapid succession in the immediate aftermath of the attack on the towers.  A previous commentator, 'david', was skeptical about that kind of claim, i.e. that the mental event would have gone down precisely in that fashion.  To david, I would concede that certainly in accounts such as this we omit some stray thoughts, such as: "Where's the remote control?" or "I bet nobody's g... (read more)

"If you want to make a point about science, or rationality, then my advice is to not choose a domain from contemporary politics if you can possibly avoid it.  If your point is inherently about politics, then talk about Louis XVI during the French Revolution.  Politics is an important domain to which we should individually apply our rationality - but it's a terrible domain in which to learn rationality, or discuss rationality, unless all the discussants are already rational."

"I guess we can try to have a debate in the philosophies about appropriate response, but I know if some dude ran a plane into my house, I'd want to kick his ass."

As I keep trying to explain to Bush Plan supporters: that is exactly what we are failing to do, and it is precisely because of the stupidity (or "inappropriateness" if you prefer) of our response to the attack that we are failing to do it.

To put it in terms that the unashamedly "WHUP ASS!!" crowd can understand: the perpetrators have probably become exhausted from rol... (read more)

NYC 9/11 Survivor.  Generally during a gunfight, it is a bad idea to let the enemy know

he has hurt you.  The voices of civilians placed at risk and even the voices of

civilian HEROES, including the building maintenance crew were NOT HEARD.

TV and media focus on Guliani, presidential candidate. His choice of 'command center'

was located at Ground Zero and could not be used.  Confusion reigned, according to the

Village Voice.

Fury and folly together is dangerous.  Many guys when lost, speed up I am angry I am late.

They rarely consider asking others for direc... (read more)

steven: I looked for that same quote. What's happened in comments was so predictable, and Yudkowsky must have known any abstract point about bias would be lost. Even got Truthers scuttling out from under their rock. Maybe he was trying to attract more eyeballs (reddit), fair enough if so, awfully close to trolling.

An personal observation: best for me to learn to address the way of thinking, not the thought.

With that in mind, I thought I'd address a thought or two...


First, the discussion about "bravery" vs "cowardice" is dumb.

One can be brave and cowardly at the same time.  You can bravely

perform a cowardly act.  Easy.

Secondly, it occurs to me that a "real" war would require a draft.

If this is the Monumental Challenge of the Centuries (as we are told

it is), then why, OH WHY, don't we have conscription?  Absolutely no

need for shortages of soldiers...!...draft everyone!  Easy.

Of course if that happened, this phoney-baloney war would be over

in 10 minutes.

Burger flipper, as nearly as I can recall, those were literally my first three conscious reactions with no intervening thoughts.  Could be retrospective distortion, but I think I summarized those three thoughts shortly after 9/11 (same day?) so it's not quite a first attempt to recall after years.  As you say, though, retrospective distortion is subtle.  I'd rate the probability higher than 0.02 though.  (Doesn't alter the logic of the post either way, except to point up that the overreaction was foreseeable in advance, not just in hindsight.)

Don't know if I can blame bad form on making 78 McSkillet Burritos.

That morning I was a fine display of generalizing from fictional evidence.

Most salient among my initial thoughts seeing the buildings on TV: that looks like the end of Fight Club.

Then on the drive in I was listening to NPR.  A reporter was live on air and on site as the plane struck the Pentagon.  From that I extrapolated (momentarily) the existence of a far larger plot.

However, the most impressive reaction I'm aware of came from an high school chum of... (read more)

Don't thank goodness just yet. It will be. Probably not in Palo Alto, but Washington DC is a good bet.

After that you'll see an "over reaction" to remember.

Well I find an underreaction from the people who if they investigated some facts about 9/11 would see it had to be an inside job. No hijackers they weren't on the flight lists. They say they ID'd everybody in the planes including the hijackers. Where did they get the DNA to check that? Go back one day 09/10/01 and goodle Donald Rumsfailed at the Pentagon and see him announce that the Pentagon has misplaced 2.3 TRILLION Dollars. And what luck 9/11 the next day so no more questions about the missing money. We never should have bombed anybody for 9/11 except ... (read more)

For the record, as far as my knowledge goes, the reasons George Washington won against the English are:

1) He avoided fighting battles that could lead to a decisive English victory; all he had to do was "not lose" and make the English keep spending resources to try to finish his forces off. Until...

2) Benjamin Franklin was able to persuade France to lend military support. France had a military as strong as England; it was basically the French army that won the American colonies their independence.

I also, on 9/11, thought, and in fact could see, that we'd overreact.  I was in a bar where the average opinion was expressed as "just bomb'em, just bomb'em to pieces."  I was there saying "bomb who?"  I would have said "bomb whom" but it wasn't that kind of bar.

But the point of my post is that no one can calculate the ramifications of actions, or inactions.  Did Hiroshima/Nagasaki cost lives, or save them?  That's one of the clearest examples of "saving by killing" I can imagine, and I mean saving Japan... (read more)

As to the separate "cowardice" debate in this thread--relevant to bias because the label is being rejected because of political bias--let me ask this.

A man loses his job, can't find another, can't support his family, and so kills himself.  Bravery?

A woman gets divorced, fears being alone, kills herself.  Bravery?

Now, that's "personal" suicide, you'll be saying.  Not "political" suicide.  As if mass murder of civilians changes it from cowardice to bravery.  As if killing yourself in the attack, so that you don't face the conse... (read more)

I don't think you understand the nature of their message.  They weren't trying to get themselves killed as a form of political protest, they were trying to get themselves killed in order to demonstrate that the US could be hurt, and badly, by people willing to risk their lives to do so.

Empires always sneer at the efforts of guerillas and people who won't fight by 'civilized' rules as cowards - see the British response to the Americans' refusal to adopt mass marching tactics during the Revolutionary War.

The Americans DID adopt mass marching tactics during the Revolutionary War. We even won battles that way!

Here is Wikipedia on the mistaken idea that the American Revolution was won by guerrilla tactics.

1) Eliezer_Yudkowsky just made a  post arguing that it's not very virtuous to do things at great person risk when you believe you're immortal, and when you believe you are doing it to get great things in the afterlife.

2) The 9/11 hijackers believed they would be greatly rewarded in the after life.

3) It does not take much courage to argue on the internet, or in public forums.

4) The 9/11 hijackers did not argue their point of view with their intellectual opponents.

5) But, the 9/11 hijackers were courageous.  

If you can't make the argument that the invasion is saving lives, and if you can't make the argument that it's costing lives, you don't belong in the argument.

"The same people who would never blindly accept a Bush Admin figure will blindly accept an anti-Bush figure."

Notice how you assume, without bothering to Google it, that the million-casualties figure was "anti-Bush". If it came from Clinton for President, or MoveOn, or the Democratic Party, you would have a case. In reality, the survey was conducted by Opinion Research Business, an independent polling agency which is not even US-based (their HQ is in London). The same group has published pro-Bush results in the past (eg, see http://www.t... (read more)

rukidding, it's obvious that it's saved some lives (of people who would have been killed by Saddam Hussein and his minions) and cost some lives (of people killed by US forces, or by the people opposing them, or as a result of the general state of lawlessness and civil war in Iraq, or because the chaos there has produced poverty, poor healthcare, etc.), and certainly someone who is unable to consider both doesn't belong in the argument.

But if you're saying that no one "belongs in the argument" who can't make both a serious argument that on balance... (read more)

Okay, fine, let me rephrase:  to the Americans' willingness to resort to nonstandard tactics.

It would seem to me we have all missed the point here. If we were not arrogant enough to presume we have a right to invoke military presence in their countries in the first place, they would not have felt the need to attack us. Simply put, if we had left them alone, they would leave us alone. PERIOD.

R U Kidding, it seems to me that you are not serious and I mostly don't want to reply to you. However, you have said some things that look like they could lead to interesting conversation among actual commenters.

But the point of my post is that no one can calculate the ramifications of actions, or inactions. Did Hiroshima/Nagasaki cost lives, or save them? That's one of the clearest examples of "saving by killing" I can imagine, and I mean saving Japanese lives as well as American lives. Yet many auto-condemn the bombings. And they might be right... (read more)

The terrorists don't have to be cowardly or courageous, you know.

rukidding, being biased doesn't mean we can't know anything.

Look at the amazing results of this poll: 68% out of more than 120 voters agree with this post
 click here to see the poll 

the overreaction was foreseeable in advance, not just in hindsight

To paraphrase what my brain is hearing from you, Eliezer:

In 2001, you would have predicted, "In 2007, I will believe that the U.S. overreacted between 2001 and 2007."

In 2007, your prediction is true: you personally believe the U.S. overreacted.

Not very impressive. (I know lots of people who can successfully predict that they will have the same political beliefs six years from now, no matter what intervening evidence occurs between now and then! It's not something that you should ta... (read more)

Rolf, I think I have a non-uncanny knack which is not more powerful than a prediction market, i.e., I don't think I can beat the most informed bettors out there.  If you'd shown me a betting market predicting otherwise, I would have adjusted my own guess.

If you'd asked me to define "overreaction" in verifiable terms, I probably would have defined it as "Killing at least ten times as many people and costing at least ten times the property damage."

This strikes me as an instance of a larger category: topics on which making group-acceptable statements is considered more important than making accurate ones.

Here's anther example, pulled off recent Reddit. Kiddy shagging. Do the children ever initiate and deliberately intend the proceedings? A sane analysis of human variability would say "some times, of course". Are children universally mentally incompetent to understand what sex means? Again, a sane analysis would say "in some cases, they're perfectly competent". But you can't say th... (read more)

Eliezer, the US killed at least a million Japanese in World War 2, while the attack at Pearl Harbor killed less than 2500.  Maybe it is true that the US response to 9/11 is "greater than the appropriate level, whatever the appropriate level may be" but I don't think you have showed that to actually be the case.


Julian Morrison, William Saletan has suggested lowering the age of consent but states that people wouldn't think rationally about it. I discussed that here, and noted here a study showing that sex and pot don't screw kids up like people thought.

TGGP:

 Yes. That is my real name. First Anglicized in nearly it's present form in 1715 at Three Forts in NY state (Bonnesteel). I understand that a small museum stands there, now. The etymology is from north of the Caucus Mountains prior to the 1400's; later "Germanicized" to Bohnenstielen and then Anglicized five years after the Paletine Immigration. ...learning the true meaning of the name requires learning about ancient Teutonic and Indo-European linguistics, archecology, the Human Genome Project ...and certain specialties in ancient history.... (read more)

(sex and drugs, that is... not the Bonesteels. The Bonesteels is cool with me.)

A word about the terrorists being called cowards: when you take into consideration their complete certainty that they were going directly to paradise, the statement that they were cowards seems more reasonable. As a thought experiment, imagine that some person was faced with a choice between preventing the violent deaths of some 3000 people, or going directly to a paradise of eternal bliss. If  this hypothetical person were to choose the former, I would consider that to be a brave decision. If they were to choose the latter, I would have to go with cowardly (and reprehensible, obviously). Put it this way: in their eyes at least, they were taking the easy way out, at least if my understanding of their radical doctrine is correct.  

"Eliezer, the US killed at least a million Japanese in World War 2, while the attack at Pearl Harbor killed less than 2500. Maybe it is true that the US response to 9/11 is "greater than the appropriate level, whatever the appropriate level may be" but I don't think you have showed that to actually be the case."

DL, let me put it this way. If the Rotary Club in canada declared war on somebody and did an atrocity, and that somebody in response killed ten million americans most of whom were not Rotarians, and mostly after they won the war against us and disbanded our surrendered army, would you perhaps consider that greater than the appropriate level?

'the point here was a very short distance from ones I'd already made in "Uncritical Supercriticality" and "Affective Death Spirals"'

Perhaps the main point was, but statements like this:

"If the USA had completely ignored the 9/11 attack - just shrugged and rebuilt the building - it would have been better than the real course of history."

seem to me to require another month of steps of inference even if they're true. Tracking and comparing consequences in world politics is really really complicated.

Maybe I missed it in the many, and often rambling, posts, but has anyone addressed why we haven't been attacked again since 9/11?  If we're talking about predictions, I would guess there were VERY few of us who would have predicted that on 9/12.

Second, it's remarkable how much confidence people have defining alternative courses of history.  (Of course, it's made Harry Turtledove a fortune.)  I haven't seen the ability to predict events in advance that would lead to such confidence.

gator80, I haven't noticed anybody saying why they thought the continental USA hasn't been attacked since 9/11.

1. In the days after 9/11 we rolled up the AQ network, that we had been watching before but not doing much about since after all they weren't doing much and the ones we let run sometimes led us to new agents and such. Once we eliminated the ones in the USA and our allies eliminated the ones in their own countries, new ones haven't really gotten a foothold.

2. AQ is following Napoleon's maxim which goes "Never inter... (read more)

(I link to this post and print my reply over at my own site.  I actually have some pleasant things to say about you - which you might not readily guess from this comment.)

The longer I consider this post the more it troubles me.  Your argument is "The American public was destined to overreact to the events of 9-11.  Therefore, what they did do must be an overreaction."  When I state it that way, you would of course rise in protest â�� â��No, no.  What the American response was to 9-11 can be demonstrated to be an overreaction in its own right.  Th... (read more)

Pretty good summary.  Scenario 3 is clearly ludicrous (unless you like totally inconsistent logic and a complete absence of evidence).  Beyond that I tend to favor the Occam's Razor solution, which is number 1.  I could be wrong, of course, but a plan to have the world's mightiest armed forces hunting you down, killing your followers and forcing you to live in caves hardly seems like one that would have survived the Al Qaeda brainstorming session.

I also have a hypothesis why scenario 1 is never mentioned - and which is consistent with the responses on this board.  It would require giving credit to the administration, the most appalling scenario of all!

Assistant Village Idiot, I sympathise with your desire to go over the old talking points again. I like to do that sort of thing myself sometimes. Like, I'll find people to argue with about Kerry and the swiftboating. I didn't like Kerry that much, he just turned into the only alternative to the Bush ongoing disaster, but he didn't deserve what he got from the Swiftboat liars who certainly didn't deserve nearly the media attention they got after their first lie was exposed. But the truth is, it's a dead issue. The swiftboat liars won and Kerry lost, and arg... (read more)

I think that on the whole it would be wiser to close comments on this thread at this point.  What's sayable has probably been said.

hi. i'm not going to use any capital letters because i come from a very small country. australia has no weapons of mass destruction. we promise. we promise promise promise. please don't invade australia like you did iraq - even though we do have an abundance of natural resources, mostly steel and uranium. we're on your side. really really.

Why are you all talking about the US's over-reaction to the 9/11 attacks? You all realise that the invasion of Iraq had nothing to do with terrorism or nukes or polie-actions. You know this. It was about oil. From the ver... (read more)

Initially, there were smarter responses to 9/11 than I had guessed.  I saw a Congressperson - I forget who - say in front of the cameras, "We have forgotten that the first purpose of government is not the economy, it is not health care, it is defending the country from attack."  That widened my eyes, that a politician could say something that wasn't an applause light.  The emotional shock must have been very great for a Congressperson to say something that... real.

This may have been more of an applause light than you thought. This is an outlook I've heard expressed quite frequently by conservatives of a more libertarian bent, and the fact that congresspeople don't say such things more often is most likely because they're not offered many contexts in which it's an appropriate way to endear themselves to their constituents. 

Interesting article, and I agree with most of it, but there is a point in which I fail to understand your reasoning, and which seems to contradict the rest of the article.

It's the « "We have forgotten that the first purpose of government is not the economy, it is not health care, it is defending the country from attack." » part. How is that not an applause light ? And how is that real ? When the country was just attacked, like after 9/11 or after Pearl Harbor, when everyone has in mind the fact the country is attacked and the horrors of violent death, but everyone forgets about the horror of diseases and the fact that half a million die from cancer in the US each year (according to cancer.gov), that is, one 9-11 every 3 days, that's definitely an applause light.

The first purpose of government is to maximize a very complex utility function, that contains factors about protecting people's life, factors about their (average, median, ...) economical well-being, factors about protecting personal freedom and safety, ... Maximizing this utility function requires investing resources into defending the country against external aggression - because external aggression comes with a ... (read more)

was a smarter-than-one-would-have-guessed response to 9/11. Had anyone forgotten to hire soldiers and fund the secret services before 9/11? Why was preventing 9/11 more important than reducing the number of traffic fatalities by, say, 30% (and thereby saving about 10000 lives per year)? Or preventing 30% of the 45,000 yearly deaths due to lack of health insurance? What am I miss... (read more)

The overreaction to this will be ten times worse than the original event.

I can't think of a better description of COVID-19, thank you!



The Robbers Cave Experiment

Did you ever wonder, when you were a kid, whether your inane "summer camp" actually had some kind of elaborate hidden purpose—say, it was all a science experiment and the "camp counselors" were really researchers observing your behavior?

But we'd have been more paranoid if we'd read Intergroup Conflict and Cooperation:  The Robbers Cave Experiment by Sherif, Harvey, White, Hood, and Sherif (1954/1961).  In this study, the experimental subjects—excuse me, "campers"—were 22 boys between 5th and 6th grade, selected from 22 different schools in Oklahoma City, of stable middle-class Protestant families, doing well in school, median IQ 112.  They were as well-adjusted and as similar to each other as the researchers could manage. 

The experiment, conducted in the bewildered aftermath of World War II, was meant to investigate the causes—and possible remedies—of intergroup conflict.  How would they spark an intergroup conflict to investigate?  Well, the 22 boys were divided into two groups of 11 campers, and—

The researchers' original plans called for the experiment to be conducted in three stages.  In Stage 1, each group of campers would settle in, unaware of the other group's existence.  Toward the end of Stage 1, the groups would gradually be made aware of each other.  In Stage 2, a set of contests and prize competitions would set the two groups at odds.

They needn't have bothered with Stage 2.  There was hostility almost from the moment each group became aware of the other group's existence:  They were using our campground, our baseball diamond.  On their first meeting, the two groups began hurling insults.  They named themselves the Rattlers and the Eagles (they hadn't needed names when they were the only group on the campground).

When the contests and prizes were announced, in accordance with pre-established experimental procedure, the intergroup rivalry rose to a fever pitch.  Good sportsmanship in the contests was evident for the first two days but rapidly disintegrated.

The Eagles stole the Rattlers' flag and burned it.  Rattlers raided the Eagles' cabin and stole the blue jeans of the group leader, which they painted orange and carried as a flag the next day, inscribed with the legend "The Last of the Eagles".  The Eagles launched a retaliatory raid on the Rattlers, turning over beds, scattering dirt.  Then they returned to their cabin where they entrenched and prepared weapons (socks filled with rocks) in case of a return raid.  After the Eagles won the last contest planned for Stage 2, the Rattlers raided their cabin and stole the prizes.  This developed into a fistfight that the staff had to shut down for fear of injury.  The Eagles, retelling the tale among themselves, turned the whole affair into a magnificent victory—they'd chased the Rattlers "over halfway back to their cabin" (they hadn't).

Each group developed a negative stereotype of Them and a contrasting positive stereotype of Us.  The Rattlers swore heavily.  The Eagles, after winning one game, concluded that the Eagles had won because of their prayers and the Rattlers had lost because they used cuss-words all the time.  The Eagles decided to stop using cuss-words themselves.  They also concluded that since the Rattlers swore all the time, it would be wiser not to talk to them.  The Eagles developed an image of themselves as proper-and-moral; the Rattlers developed an image of themselves as rough-and-tough.

Group members held their noses when members of the other group passed.

In Stage 3, the researchers tried to reduce friction between the two groups.

Mere contact (being present without contesting) did not reduce friction between the two groups.  Attending pleasant events together—for example, shooting off Fourth of July fireworks—did not reduce friction; instead it developed into a food fight.

The boys were informed that there might be a water shortage in the whole camp, due to mysterious trouble with the water system—possibly due to vandals.  (The Outside Enemy, one of the oldest tricks in the book.)

The area between the camp and the reservoir would have to be inspected by four search details.  (Initially, these search details were composed uniformly of members from each group.)  All details would meet up at the water tank if nothing was found.  As nothing was found, the groups met at the water tank and observed for themselves that no water was coming from the faucet.  The two groups of boys discussed where the problem might lie, pounded the sides of the water tank, discovered a ladder to the top, verified that the water tank was full, and finally found the sack stuffed in the water faucet.  All the boys gathered around the faucet to clear it.  Suggestions from members of both groups were thrown at the problem and boys from both sides tried to implement them.

When the faucet was finally cleared, the Rattlers, who had canteens, did not object to the Eagles taking a first turn at the faucets (the Eagles didn't have canteens with them).  No insults were hurled, not even the customary "Ladies first".

It wasn't the end of the rivalry.  There was another food fight, with insults, the next morning.  But a few more common tasks, requiring cooperation from both groups—e.g. restarting a stalled truck—did the job.  At the end of the trip, the Rattlers used $5 won in a bean-toss contest to buy malts for all the boys in both groups.

The Robbers Cave Experiment illustrates the psychology of hunter-gatherer bands, echoed through time, as perfectly as any experiment ever devised by social science.

Any resemblance to modern politics is just your imagination.

(Sometimes I think humanity's second-greatest need is a supervillain.  Maybe I'll go into that line of work after I finish my current job.)

Sherif, M., Harvey, O. J., White, B. J., Hood, W. R., & Sherif, C. W. 1954/1961. Study of positive and negative intergroup attitudes between experimentally produced groups: Robbers Cave study. University of Oklahoma.

Was this before or after Lord of the Flies I wonder?

Anyway, I think children are different enough from adults that you can't conclude much about what adults will do from studying the behavior of children.

Ethics be damned we need more experiments like this

How is this experiment unethical? It was just a regular summer camp, with counselors that happened to be taking notes.

What sort of long-term developmental effect do you think this experience had on the boys?

God could be the ultimate supervillian. Except it would make for a very small 'in' group.

If you count every murder, disease, rape, robbery, death for any other reasons, intellectual disability, and addition to uncyclopedia as his responsibility, he already is.

If those are the unfortunate downsides of policies that are worthwhile overall, then I don't think that qualifies for 'supervillain' status.

I mean, if you're postulating the existence of God, then that also brings up the possibility of an afterlife, etc, so there could well be a bigger picture and higher stakes than threescore years and ten. Sometimes it's rational to say, That is a tragedy, but this course of action is still for the best. Policy debates should not appear one-sided.

If anything, this provides a possible answer to the atheist's question, "Why would God allow suffering?"

"Policy debates should not appear one-sided" doesn't in this case give credence to the idea that a world with suffering implies the possibility of the God.  Quite the opposite.  That is a post-hoc justification for what should be seen as evidence to lower the probability of "belief in just and benevolent God."  This is analogous to EY's example of the absence of sabotage being used as justification for the concentration camps in "Conservation of Expected Evidence"

I didn't mean to suggest that the existence of suffering is evidence that there is a God. What I meant was, the known fact of "shared threat -> people come together" makes the reality of suffering less powerful evidence against the existence of a God.

Except it really doesn’t, because a truly omni God (omniscient, omnipotent, omnibenevolent, etc) realistically wouldn’t help against the problem of evil. The point of the reality of suffering being evidence against God isn’t about omnibenevolence existing within a vacuum, but about omnibenevolence existing within the context of joint omnipotence and omniscience - Mackie’s inconsistent triad, so to speak. A God possessing both of the latter wouldn’t have to worry about puny human concerns like logic and the like, so logic or rationality-based theodicies (including those around finding a shared enemy) don’t, in my opinion, provide adequate arguments against the problem of evil.

Ian C.: Is there any reason in particular that you think that adults are so different from children? I would say that most adults most of the time act pretty childish, though they often couch it in a form that seems more mature.

Agreed. The main difference between adults and children, I think, is that adults are more capable of criticizing their own actions according to a moral framework. But they aren't necessarily inclined to do so. Adults who don't question their own thoughts and actions won't necessarily behave any better than children, just more within social convention, since they've had time to absorb those "rules". 

I have also speculated on the need for a strong exterior threat. The problem is that there isn't one that wouldn't either be solved too quickly, or introduce it's own polarizing problems.

A super villain doesn't work because they lose too quickly, see Archimedes, Giorgio Rosa, et al.

Berserkers are bad because they either won't work or work too well. I can't see any way to make them a long term stable threat without explicitly programming them to lose.

Rogue AI doesn't work, again because it either self-destructs or kills us too quickly, or possibly sublimes, depending on quality and goal structure.

The best proposal I've ever heard is a rival species, something like an Ant the size of a dog, whose lack of individual intelligence was offset by stealth hives, co-op, and physical toughness. But it would be hard to engineer one.

My friend had the idea that we need a race of bunnies from another planet to infest Earth. They would be a nuisance, nothing more. They would breed and eat crops. But they would be enough trouble that we would have to work together to stop them.

My friend had the idea that we need a race of bunnies from another planet to infest Earth. They would be a nuisance, nothing more. They would breed and eat crops. But they would be enough trouble that we would have to work together to stop them.

Some others have Have Got A Theory that suggests the opposite approach!

(All but Giles)
What cant we do if we get in it?
We'll work it through within a minute,
We have to try, we'll pay the price,
Its do or die,

(All)
What can't we face if we're together?
What's in this place that we can't weather?
There's nothing we cant face....

You could just move plants and animals to continents where they don't belong. Image what would happen if kudzu was released in the US. Oh wait, it was.

You ever heard the phrase "X is like violence; if it's not solving your problems, it's because you're not using enough of it."? This is the very first time I've heard somebody propose "problems" as the value of X.

I don't want to say what it is for fear of spoilering it, but is anyone else thinking of the same groundbreaking comic book I am?  Perhaps that's the supervillain Eliezer is thinking of...

Rot13 Jngpuzra.  The main villain is trying to force the world powers to unite to fight his fake alien invasion, and you aren't supposed to find this out until the end.

last time we spoke about it, Eliezer was of the opinion that the last scene implies that A* V** failed. I thought it was more ambiguous than that.

"Is there any reason in particular that you think that adults are so different from children?"

I believe the main determinant of how people act is their ideas (as against biology or some other factor). So choosing a group of people to represent society who likely have a far narrower set of ideas than actual society is probably a bad experiment. Because it's not just any old difference, it's a difference in the main causal factor.

Children are a good representative sample for society. It is proven that and type of group, no matter the age, will act in the same way. with leaders followers and the middle ground people. Regardless if the group consists of children or adults, a group with that same common goal and ideas with have the same reactions.

I would believe the main influence the larger set of ideas has, is to provide a more extensive set of rationalizations as to why we did as we did, and to express those rationalizations more eloquently when we defend our actions.

"Now that we know who you are...I know who I am. I'm not a mistake! It all makes sense. In a comic, you know how you can tell who the arch-villain's going to be? He's the exact opposite of the hero, and most times they're friends, like you and me. I should've known way back when. You know why, D? Because of the kids. They called me Mr. G."

Eliezer - would you not say that humanity could take its pick of super-villains, but chooses not to do so because this would be akin to taking out flood insurance when there had been no floods in living memory? Nuclear war, near-Earth objects, global warming, grey goo, take your pick of vaguely-disturbing-but-comfortably-removed-from-real-life Doomsday Scenarios.

I fear humanity wouldn't unite, Independence Day-style, until our destruction was pretty much assured. Or, more likely, until the markets noticed that the end was nigh and sought to do something about it.

I've no doubt everyone's well aware of Phil Zimbardo's seminal 1970s prison guard experiments, but if not, http://en.wikipedia.org/wiki
/Stanford_prison_experiment

As I pointed out before, Ronald Reagan had the idea of humanity uniting against an anthropomorphic menace long ago.

Just in case : "1984" was written in 1947. The original title of the book was to be "1948", the editor asked Orwell to change it so he reversed the numbers.Or so I have heard, I can't seem to find the confirmation, if anyone could confirm or infirm ?

I've thought that the single best thing that could happen our species is a hostile alien invasion (short of electronic transcendence, that is).

I don't feel this in/out group bias very strongly -- so I think it's possible to eliminate the mentality under certain circumstances. The question becomes, what are those circumstances, and how can they be reliably recreated?

Well when I look at the behavior of some sports fans it seems so strange.  At a football game recently I saw a few people sitting behind the opposition bench and trying to bate the players into a fight.

Global warming shows that it is not so simple to create a common enemey.

"Sometimes I think humanity's second-greatest need is a supervillain."

Isn't this like saying the hurrican was so great it created all those contruction jobs?  I agree it would be nice if we could work together more, but lets do it to be productive, not just to maintain status quo.

This may depend on how long the cooperation lasts after the external conflict occurs.

Why the hating on summer camp?  The good ones are wonderful.

Please don't spoil important literary works in this thread.  Spoilers will be deleted.

Great post.  History's main supervillain has been the Devil -- unfortunately, the Rattlers inevitably decide that the Eagles do his dark bidding, and vice versa.

And for all that, The Devil is simply used as more rationalization for pack behavior and scapegoating.

Setting the conversation of a super-villain aside is there another important aspect to this study, such as the unification of two groups at odds through collaboration and teamwork?  Segregation is polarizing and continues this 'us vs. them' attitude and often these ideas are challenged when collaboration occurs, voluntarily or forced.

When writing on the internet, it is best to describe children's ages using years, not their position in your local education system.

I wonder what would happen if you left 22 boys together, without an explicit split. Would the factionalize on their own?

If a misspent youth in Boy Scouts is any indication -- for American Midwestern boys, yes.

I wonder what would happen if you left 22 boys together, without an explicit split. Would the factionalize on their own?

Perhaps. They may even end up fighting over glasses. There might be dead pigs involved and maybe a great big glow stick. I think there was something to do with a rock crushing someone.

Now to be fair, the choir boys were already a subgroup. :P Also, Generalization from Fictional Evidence. But I have a feeling you were being facetious.

He was, but it's still good to remember not to argue from fictional evidence. There must be plenty of real-world examples of what happens to young boys fending for themselves; for example, we could look at the Ik who reportedly do basically that with their kids:

Children are minimally cared for by their mothers until age three, and then are put out to fend for themselves. This separation is absolute. By age three they are expected to find their own food and shelter, and those that survive do provide for themselves. Children band into age-sets for protection, since adults will steal a child's food whenever possible. No food sharing occurs within an age-set. Groups of children will forage in agricultural fields, which scares off birds and baboons. This is often given as the reason for having children.

..... How abjectly horrifying. Thank you, gwern. However, I'm not sure to what degree that's applicable... there's an obvious age disparity between each of these groups, which provides the impetus for social factioning.

Has this experiment been repeated since? On kids who weren't growing up in the near aftermath of a great war? It seems to me to be a bit of a stretch to take this as indicative of the nature of all humans everywhere at all times.

Has this experiment been repeated since? On kids who weren't growing up in the near aftermath of a great war? 

Would you argue that there is some attribute that is fundamentally different between children growing up in the post WWII era and today (or any other era for that matter)? My very anecdotal evidence is that once any sort of division into groups occurs, children act in a matter very similar to the Ratters and Eagles. There was a gifted and talented program at my elementary school, which consisted of students from across the county who were bussed into the school and took classes seperately from other students. At the graduation pool party, an innocent slash contest escalated into a full out fight between over.. I'd say approximately 40 students, some of whom inflicted relatively significant injuries. Of course, in group bias had always existed throughout the school years, but violence associated with in group bias isn't something that I feel would be atypical in children of different eras. 

I think that this shows not just that splitting people into groups makes the people in one group like themselves and hate the people in the other group, but also that when people figure problems out together that they like eachother more.

Here http://www.abc.net.au/radionational/programs/hindsight/inside-robbers-cave/4515060 is a radio show on ABC radio Australia (roughly equivalent to the US PBS), casts a new light on the Robbers Cave experiment.

Those conducing the experiment came in with a preconceived agenda which they wished to prove ie that conflict easily arises based on quite trivial group differences etc.

There had been two previous failed experiments in which attempts had been made to create the conflicts described in this study and involving in some cases quite blatant attempts to foment conflict (eg false flag attacks) (see at 12:15 in the audio). 

In this third experiment conditions were artfully manipulated to create and then defuse conflict. It appears the key issue in creating conflict is that the two groups must not be permitted to get to know each other and become friendly, and that intense competitive situations are needed, preferably with zero or negative sum outcomes. To then defuse the conflict, allowing socialization no longer sufficed and it was necessary to create a common threat or difficulty to bring the groups together again.

Well, the 22 boys were divided into two groups of 11 campers, and—
—and that turned out to be quite sufficient.

I don't know if the claims are true. Given how 'right' the results of the original experiment feel, and did feel after WWII, one should be on guard.

Edit; corrections - the experiment was not rigged to quite the degree I originally said. But still I would argue not quite as advertised.

See eg 12:15 where the experimenters were frustrated at fratanization and took steps to fan conflict.

Also worth noting in this context the great difficulty armies have in getting soldiers to actually kill the enemy. A lot of military training is aimed at desensitizing soldiers to the thought of killing the enemy. 

In WWI informal truces kept breaking out along the front. 

It appears the key issue in creating conflict is that the two groups must not be permitted to get to know each other and become friendly

Because then, of course, they might start attributing each other's negative actions to environmental factors, instead of assuming them to be based on inherent evil.

I know I'm very late to this thread, but I wanted to mention that this article also provides reasons to not place too much weight on Sherif's results. (Although of course the broad inferences drawn from his results might happen to be true anyway.) In particular, the article suggests Sherif had attempted a similar study earlier (in another location, with other boys), did not find the results he wanted (despite manipulation), and then suppressed that attempt's results:

That said, the article doesn't seem to provide evidence of substantial manipulation during the Robbers Cave study itself. So perhaps the conclusion to draw from Sherif's pair of studies is that, under such conditions, intense intergroup conflict will arise naturally roughly half the time.

Note that this article isn't included in the latest edition of Rationality: AI to Zombies, for roughly the reasons listed here (if I remember correctly). 



Every Cause Wants to be a Cult

Cade Metz at The Register recently alleged that a secret mailing list of Wikipedia’s top administrators has become obsessed with banning all critics and possible critics of Wikipedia.1 Including banning a productive user when one administrator—solely because of the productivity—became convinced that the user was a spy sent by Wikipedia Review. And that the top people at Wikipedia closed ranks to defend their own. 

Is there some deep moral flaw in seeking to systematize the world’s knowledge, of the sort that would lead pursuers of that Cause into madness? Perhaps only people with innately totalitarian tendencies would try to become the world’s authority on everything—

Correspondence bias alert! If the allegations about Wikipedia are true, they’re explained by ordinary human nature, not by extraordinary human nature.

The ingroup-outgroup dichotomy is part of ordinary human nature. So are happy death spirals and spirals of hate. A Noble Cause doesn’t need a deep hidden flaw for its adherents to form a cultish in-group. It is sufficient that the adherents be human. Everything else follows naturally, decay by default, like food spoiling in a refrigerator after the electricity goes off.

In the same sense that every thermal differential wants to equalize itself, and every computer program wants to become a collection of ad-hoc patches, every Cause wants to be a cult. It’s a high-entropy state into which the system trends, an attractor in human psychology. It may have nothing to do with whether the Cause is truly Noble. You might think that a Good Cause would rub off its goodness on every aspect of the people associated with it—that the Cause’s followers would also be less susceptible to status games, ingroup-outgroup bias, affective spirals, leader-gods. But believing one true idea won’t switch off the halo effect. A noble cause won’t make its adherents something other than human. There are plenty of bad ideas that can do plenty of damage—but that’s not necessarily what’s going on.

Every group of people with an unusual goal—good, bad, or silly—will trend toward the cult attractor unless they make a constant effort to resist it. You can keep your house cooler than the outdoors, but you have to run the air conditioner constantly, and as soon as you turn off the electricity—give up the fight against entropy—things will go back to “normal.”

On one notable occasion there was a group that went semicultish whose rallying cry was “Rationality! Reason! Objective reality!”2 Labeling the Great Idea “rationality” won’t protect you any more than putting up a sign over your house that says “Cold!” You still have to run the air conditioner—expend the required energy per unit time to reverse the natural slide into cultishness. Worshipping rationality won’t make you sane any more than worshipping gravity enables you to fly. You can’t talk to thermodynamics and you can’t pray to probability theory. You can use it, but not join it as an in-group.

Cultishness is quantitative, not qualitative. The question is not, “Cultish, yes or no?” but, “How much cultishness and where?” Even in Science, which is the archetypal Genuinely Truly Noble Cause, we can readily point to the current frontiers of the war against cult-entropy, where the current battle line creeps forward and back. Are journals more likely to accept articles with a well-known authorial byline, or from an unknown author from a well-known institution, compared to an unknown author from an unknown institution? How much belief is due to authority and how much is from the experiment? Which journals are using blinded reviewers, and how effective is blinded reviewing?

I cite this example, rather than the standard vague accusations of “scientists aren’t open to new ideas,” because it shows a battle line—a place where human psychology is being actively driven back, where accumulated cult-entropy is being pumped out. (Of course, this requires emitting some waste heat.)

This essay is not a catalog of techniques for actively pumping against cultishness. I’ve described some such techniques before, and I’ll discuss more later. Here I just want to point out that the worthiness of the Cause does not mean you can spend any less effort in resisting the cult attractor. And that if you can point to current battle lines, it does not mean you confess your Noble Cause unworthy. You might think that if the question were, “Cultish, yes or no?” that you were obliged to answer, “No,” or else betray your beloved Cause. But that is like thinking that you should divide engines into “perfectly efficient” and “inefficient,” instead of measuring waste.

Contrariwise, if you believe that it was the Inherent Impurity of those Foolish Other Causes that made them go wrong, if you laugh at the folly of “cult victims,” if you think that cults are led and populated by mutants, then you will not expend the necessary effort to pump against entropy—to resist being human.

1See “Secret Mailing List Rocks Wikipedia” (http://www.theregister.co.uk/2007/12/04/wikipedia_secret_mailing) and “Wikipedia Black Helicopters Circle Utah’s Traverse Mountain” (http://www.theregister.co.uk/2007/12/06/wikipedia_and_overstock).

2See “Guardians of the Truth” (http://lesswrong.com/lw/lz/guardians_of_the_truth) and “Guardians of Ayn Rand” (http://lesswrong.com/lw/m1/guardians_of_ayn_rand).

"Resist against being human" is an interesting choice of words.  Surely, most people would not see that as a goal worth pursuing.

I am annoyed at many things that are part of being human. In no particular order, mortality, enjoying unhealthy foods, having to exercise to be fit, getting scared of things I know to be safe, becoming confrontational when someone is trying to help me with deeply held but wrong beliefs, poor intelligence and especially memory (other people say otherwise), pathetic mathematical abilities (takes longer than the blink of an eye to divide two 100 digit numbers), spending 1/3 of my time asleep, inability to communicate at more than about 0.005 kB/s, bleeding, requiring an environment with a narrow range of acceptable temperatures, atmospheres, and gravity, and I'm pretty sure I could fill up several pages with things I don't like about being human.

If you're going to concern yourself with popularity contests, you might as well abandon this entire field of endeavor right now.  What "most people see" is utterly irrelevant.

And yet it's a true observation, and entirely relevant if you're going to concern yourself with convincing other people to resist against being human.

I wonder if a Randian will pop up to deny any assertions of cultishness.

I liked your bit about science. I get tired of people saying "Science is a religion too" or some variant thereof, whether from Christians or global warming skeptics like Arnold Kling.

If Randians do pop up, the lady doth protest too much methinks.

Science very much isn't a religion.  (At least, it's not supposed to be.  The whole initial point of the system was to get thinking divorced from religious attachment to old ideas so progress would be quicker.)

But there are very much people for whom it has become their religion.  Just listen.  Any time you hear somebody talking about "the science" as though the mere fact that scientists have said something makes it true, that's religious thinking.

And it pops up all over the place.  The climate change debate is a perfect example.  Doesn't matter which side you agree with normally, the mere fact that politicians and the public talk about "the consensus" and "the science" as though the universe gives a crap about what "the majority" of scientists think should worry you.  Especially when you dig into it further and find that the first surveys of "scientists" done to establish it as the "consensus" view consisted primarily of researchers in other fields who you wouldn't expect to know much more about the subject than the average guy on the street.  But once "the consensus" is rolling, it's darned hard to stop.

Is the "consensus" view correct?  Hard to say.  It definitely could be, but the way everyone has started shouting down all counterevidence (because "consensus") makes it hard to tell.

It's the same political and religious mistakes mankind has been making since the beginning, dressed up in the fancy, new suit of "science".  

Only that's even worse, because now you have a religion which has been ripped loose from the last 2000 years worth of studying human nature that the world's major religions had.  And worse, hostile to anything and everything religious philosophers have ever learned.  A new religion that not only throws the baby out with the bath water, but does so on purpose merely because it wasn't theirs.

And every time someone insists that "science isn't a religion" without making sure both sides of the conversation are talking about the same thing, they're just feeding the beast and making it stronger.  If we're not careful, we'll end up with a theocracy of "scientific management" with "experts" taking the place of priests, prophets, and gods all at once.

This is a great post. Especially since it applies just as much to the cause of "overcoming bias."

whose rallying cry was "Rationality!  Reason!  Objective reality!"

Not to disagree with your main point (I've seen cultishness even in mathematics, where we really do have objective reality), but aren't those cults whose banner is Rationality in a better position than those who aren't? They may be just as cultish on the inside, but they have publicly accepted a standard that makes then vulnerable to criticism they cannot just dismiss. Wouldn't that make them a bit more honest?

Same point: are we more honest at overcoming bias, because we have a type of discourse that leaves us vulnerable to arguments of bias in ways we can't ignore - or do we just become more skilled at rationalising?

That's a question that everybody here needs to ask themselves every time they post, if they're to fight the good fight against cult-entropy.

TGGP: Not to defend global warming denialism, but is that the entirety of your evidence that Kling is a denier?  Because when I read that, I strongly got the impression that he was not rallying against people who believe that anthropogenic global warming is occuring, but rather against people preaching dogmatic versions of a nuanced science.  I didn't get the impression that he was saying that global warming scientists are preaching a religion, but that global warming activists are, and I think that's completely reasonable.  I mean, there's a difference between calling out science and calling out activists: One thing to note is that Al Gore has been on the global warming beat since BEFORE there was a scientific consensus about it (at least as far as he tells it).  I don't want to go off on Al Gore too much, but that's certainly the sign of a dogmatist (that is, believing something to be true before the world's experts on the subject had come to a consensus about it).  There were basically two dogmas on the issue, and if you picked randomly you'd have a 50% chance of being vindicated.

And I hate to have to reiterate this, but I'm afraid to be lumped in with global warming deniers because I am defending someone who is perceived to be one, but I do NOT find the denialist position compelling.  I do however think that Kling makes a good point there (and a similar point to the one in this blog post, I might add) that it is important to convey how you know what you know.  It might be reading too far into it, but I would say that that circles back to the point made in this post about cultishness: it's easy to say that something "good" like trying to prevent climate disasters isn't going to have those cultish aspects of attempting to suppress dissent and form in-group mentality, and it it is important (if you are interested in overcoming your biases) to work against this by quantifying how big of a cultish presence you have in your "good" cause.

Just to point it out, even the term "denialist" was designed to be a loaded word that biases everyone who hears it against the position.  Which doesn't make them any more or less likely to be correct, but it does let you know that the whole debate has gone political and scoring points against the opposing side has become more important than finding the truth.

Which doesn't actually add any evidence to either side being correct, because the universe doesn't really care about what we think, but it does tell you to watch out, because the mainstream voices have already picked which side they want to be correct and are ruthlessly filtering the "evidence" to eliminate all dissent.  Perhaps the dissenters really don't have a point, but if they did they'd be shouted down long before they could make it.

The I found the main points of the article interesting and fairly convincing but you seem to over-correct for correspondence bias when you say
"If the allegations about Wikipedia are true, they're explained by ordinary human nature, not by extraordinary human nature". Even if normal human behaviour leads to cultishness, why assume that individual psychological quirks didn't have a relevant effect in a specific case?

It's certainly possible to overcompensate for the fundamental attribution error.

This is what I think happens when people say things like "Stalin was just a product of his circumstances." No, he was a manipulative, sadistic psychopath; his circumstances are what made him a world leader and mass murderer instead of a corrupt banker or serial killer.

But in this case, I do think that the admins of Wikipedia are humans of at least normal---if not in fact above-average---moral character, falling prey to their circumstances. Their behavior does not seem SO extreme, SO cruel, that it can't be fit with what we know about normal human beings.

TGGP, Kling wasn't calling science a religion, he was calling the anti-global-warming movement a religion, which strikes me as true regardless of whether the skeptics are right about the science (I think they're not).

So can we learn to recognize the sound of a "cult cooler", cooling down the cultishness, and distinguish it from a fake recording of such?  Or at least invent a cultometer, so we can check our cultempature?

There is a http://en.wikipedia.org/wiki/Crackpot_index

http://www.tariqnelson.com/2007/02/signs-you-might-be-in-a-cult/

Your second link is broken.  In addition to the Internet archive I have posted a blog post inspired by some of my experiences with a cult, containing the article in its entirety for posterity.

I singled out Kling because I could remember several occasions where he used the phrase "the religion of global warming" or something like it and just linked to that post after some quick googling. Perhaps my memory is bad and he hasn't used it that many times though.

In the same sense that every thermal differential wants to equalize itself, and every computer program wants to become a collection of ad-hoc patches, every Cause wants to be a cult.  It's a high-entropy state into which the system trends, an attractor in human psychology.

For this to be strictly true, there would have to be more cultish microstates, more possible cultish groups, than sane ones. Do you think that's actually the case?

Aren't those cults whose banner is Rationality in a better position than those who aren't? They may be just as cultish on the inside, but they have publicly accepted a standard that makes then vulnerable to criticism they cannot just dismiss.

They can still dismiss it by redefining "rationality" to exclude the methods the attacker is using.

That thought occurred to me too, and then I decided that EY was using "entropy" as "the state to which everything naturally tends" But after all, I think it's possible to usefully extend the metaphor. 

There is a higher number of possible cultish microstates than non-cultish microstates, because there are fewer logically consistent explanations for a phenomenon than logically inconsistent ones. In each non-cultish group, rational argument and counter-argument should naturally push the group toward one describing observed reality. By contrast, cultish groups can fill up the rest of concept-space.

"Resist against being human" is an interesting choice of words. Surely, most people would not see that as a goal worth pursuing.

Nominull nailed it on the head, Eliezer.  What are the human qualities worth amplifying, and what are the human qualities worth suppressing?

For myself, "cultishness" is definitely a human group failure mode.

To others, maybe "cultishness" is a comfortable state of being, like relaxing in a warm bath.  (Partake in the vivid imagery of a group of nude people in a drowsy state soaking in their collective body-temperature urea solution...)

I assert that the choice of what elements of humanity are worthy, and what are unworthy, is completely personal and subjective.  I would be interested in seeing the argument for the differentiation being objective.  Is there an objective criteria for what elements of humanity are worthy, and what are unworthy?

A different point:  You really demonstrate the value of blogging and independently developing a stable of ideas, and then being able to reference those ideas with terminology backed up by a hyperlink.  I am constantly rereading your posts as you link back to them, and it is interesting and profitable.

We really need to figure out how to create more cultishness.  If you could build a cult around known science, which happily describes everything in human experience, and spread it, you'd do more good in the world than "rationality" or "overcoming bias" ever could.

No. Part of the definition of a cult is an unquestionable dogma, which runs counter to the core ideas of science. Building a cult around known science (even if you understand the principles well enough to avoid engaging in cargo cult science) is going to slow progress.

Consider replacing "core ideas of science" with "core ideas of society" and I'll wager that's closer to the commonly-used meaning of "cult".

Dropping in mid thread, but I think you parsed that differently than intended; I read it as saying that the notion of unquestionable dogma runs counter to the core ideas of science, not that the dogma itself must run counter to anything in order to be a cult. 

Ah. Yeah, I may have parsed that one incorrectly, now that you mention it. Thanks for pointing that out.

"So can we learn to recognize the sound of a "cult cooler", cooling down the cultishness, and distinguish it from a fake recording of such? Or at least invent a cultometer, so we can check our cultempature?"

We could just ask our perfect Baysian leaders.  They know all and understand all.

Eliezer's reminder that even rationalists are human, and so are subject to human failings such as turning a community into a cult, is welcome.  But it's a big mistake to dismiss explanations such as "Perhaps only people with innately totalitarian tendencies would try to become the world's authority on everything."  There is a huge degree of heterogeneity across people in every relevant metric, including a tendency toward totalitarianism.  I can't imagine that anyone disputes this.  And if the selection process for being in a certain position tends to advantage people with those tendencies, so that they are selected into them, that might well explain a large part of how people in those positions behave.

Or at least invent a cultometer, so we can check our cultempature?

It's a bad sign if we develop identifiable cliques. Because of general attitudes it stands to reason agreements and disagreements won't be randomly distributed, but ideally we shouldn't "agree" or "disagree" with others because we agreed or disagreed with them in the past. It probably wouldn't be too hard to develop some sort of voting software that measured cliquishness if there's a demand for it.

Of course, the real disaster would be if people start saying things like "Eliezer is always right".  Nobody is always right.

"Of course, the real disaster would be if people start saying things like "Eliezer is always right". Nobody is always right.

Posted by: George Weinberg | December 12, 2007 at 03:49 PM "

That understates the risk, since self-identified rationalists familiar with the literature would concoct much better rationalizations. For instance, someone might say that "Nick Bostrom is very intelligent, actively works to overcome biases, and seems to have been relatively successful at it. Since almost all top academics are not immersed in the heuristics and biases literature and committed to Overcoming Bias, in a sustained dispute between top academics and Nick Bostrom we should expect the latter to be right much more often than a random high quality academic dissenter," but then treat this as license to accept Bostrom's positions on an improbable number of independent disagreements.

And even if Bostrom is always right, repeating back what Bostrom says may not mean that you have acquired any of Bostrom's beliefs.  Works great for ingroup identification though.

I strongly endorse this post. I've actually watched it happen: Groups dedicated to secularism or the Singularity or even rationality itself can degrade into cliques, evolve into tribes, and then ultimately become as much cults as their greatest foes.

It's interesting to stumble across old references to authors whose names you only recognize now, but didn't at the time. Cade Metz, huh? I wonder what he's been up to lately!

For others who also havent heard of Cade Metz: he seems to be a news reporter (for the lack of a better word) writing mostly about AI. see https://www.nytimes.com/by/cade-metz.

I feel confused about the distinction between ingroup behavior and cult-like behavior. It makes sense to me that groups would, as a default, regress towards ingroup behavior without a force pulling them away from it. But it doesn't seem accurate to say that they will naturally move towards cult-like behavior.

Maybe cult-like behavior is similar to ingroup behavior. We only label things as cults when the behavior gets extreme enough/far enough along the spectrum. And so, maybe it is accurate to say that groups naturally move towards cult-like behavior.

But even so, the equilibrium point surely isn't anything close to an "actual" cult. Ingroup behavior can certainly be very powerful, but rarely powerful enough to cause you to given away all your property in anticipation of the saucers landing. 

Seems relevant in the wake of the FTX scandal. I've seen people blaming effective altruism for the scandal, as if it FTX's fraudulent practices prove that the philosophy of giving to charities that demonstrably do the most good is flawed. Even if the entire EA movement is cult-like and misguided, that doesn't mean that the principle it's based on is wrong. I think the modern EA movement is misguided to some extent, but only because they have misjudged which causes are the most effective, and this shouldn't stop anyone else from donating to causes that they believe are more effective.

Interestingly, I do think the EA movement/philosophy is fundamentally misguided, but for very different reasons than their critics think.

That's not interesting to read unless you say what your reasons are and they differ from other critics'. Perhaps not say it all in a comment, but at least a link to a post.



Guardians of the Truth

The criticism is sometimes leveled against rationalists:  "The Inquisition thought they had the truth!  Clearly this 'truth' business is dangerous."

There are many obvious responses, such as "If you think that possessing the truth would license you to torture and kill, you're making a mistake that has nothing to do with epistemology."  Or, "So that historical statement you just made about the Inquisition—is it true?"

Reversed stupidity is not intelligence:  "If your current computer stops working, you can't conclude that everything about the current system is wrong and that you need a new system without an AMD processor, an ATI video card... even though your current system has all these things and it doesn't work.  Maybe you just need a new power cord."  To arrive at a poor conclusion requires only one wrong step, not every step wrong.  The Inquisitors believed that 2 + 2 = 4, but that wasn't the source of their madness.  Maybe epistemological realism wasn't the problem either?

It does seem plausible that if the Inquisition had been made up of relativists, professing that nothing was true and nothing mattered, they would have mustered less enthusiasm for their torture.  They would also have had been less enthusiastic if lobotomized.  I think that's a fair analogy.

And yet... I think the Inquisition's attitude toward truth played a role.  The Inquisition believed that there was such a thing as truth, and that it was important; well, likewise Richard Feynman.  But the Inquisitors were not Truth-Seekers.  They were Truth-Guardians.

I once read an argument (can't find source) that a key component of a zeitgeist is whether it locates its ideals in its future or its past.  Nearly all cultures before the Enlightenment believed in a Fall from Grace—that things had once been perfect in the distant past, but then catastrophe had struck, and everything had slowly run downhill since then:

"In the age when life on Earth was full...  They loved each other and did not know that this was 'love of neighbor'. They deceived no one yet they did not know that they were 'men to be trusted'. They were reliable and did not know that this was 'good faith'. They lived freely together giving and taking, and did not know that they were generous. For this reason their deeds have not been narrated. They made no history."
        —The Way of Chuang Tzu, trans. Thomas Merton

The perfect age of the past, according to our best anthropological evidence, never existed.  But a culture that sees life running inexorably downward is very different from a culture in which you can reach unprecedented heights. 

(I say "culture", and not "society", because you can have more than one subculture in a society.)

You could say that the difference between e.g. Richard Feynman and the Inquisition was that the Inquisition believed they had truth, while Richard Feynman sought truth.  This isn't quite defensible, though, because there were undoubtedly some truths that Richard Feynman thought he had as well.  "The sky is blue," for example, or "2 + 2 = 4".

Yes, there are effectively certain truths of science.  General Relativity may be overturned by some future physics—albeit not in any way that predicts the Sun will orbit Jupiter; the new theory must steal the successful predictions of the old theory, not contradict them.  But evolutionary theory takes place on a higher level of organization than atoms, and nothing we discover about quarks is going to throw out Darwinism, or the cell theory of biology, or the atomic theory of chemistry, or a hundred other brilliant innovations whose truth is now established beyond reasonable doubt.

Are these "absolute truths"?  Not in the sense of possessing a probability of literally 1.0.  But they are cases where science basically thinks it's got the truth.

And yet scientists don't torture people who question the atomic theory of chemistry.  Why not?  Because they don't believe that certainty licenses torture?  Well, yes, that's the surface difference; but why don't scientists believe this?

Because chemistry asserts no supernatural penalty of eternal torture for disbelieving in the atomic theory of chemistry?  But again we recurse and ask the question, "Why?"  Why don't chemists believe that you go to hell if you disbelieve in the atomic theory?

Because journals won't publish your paper until you get a solid experimental observation of Hell?  But all too many scientists can suppress their skeptical reflex at will.  Why don't chemists have a private cult which argues that nonchemists go to hell, given that many are Christians anyway?

Questions like that don't have neat single-factor answers.  But I would argue that one of the factors has to do with assuming a defensive posture toward the truth, versus a productive posture toward the truth.

When you are the Guardian of the Truth, you've got nothing useful to contribute to the Truth but your guardianship of it.  When you're trying to win the Nobel Prize in chemistry by discovering the next benzene or buckyball, someone who challenges the atomic theory isn't so much a threat to your worldview as a waste of your time.

When you are a Guardian of the Truth, all you can do is try to stave off the inevitable slide into entropy by zapping anything that departs from the Truth.  If there's some way to pump against entropy, generate new true beliefs along with a little waste heat, that same pump can keep the truth alive without secret police.  In chemistry you can replicate experiments and see for yourself—and that keeps the precious truth alive without need of violence.

And it's not such a terrible threat if we make one mistake somewhere—end up believing a little untruth for a little while—because tomorrow we can recover the lost ground.

But this whole trick only works because the experimental method is a "criterion of goodness" which is not a mere "criterion of comparison".  Because experiments can recover the truth without need of authority, they can also override authority and create new true beliefs where none existed before.

Where there are criteria of goodness that are not criteria of comparison, there can exist changes which are improvements, rather than threats.  Where there are only criteria of comparison, where there's no way to move past authority, there's also no way to resolve a disagreement between authorities.  Except extermination.  The bigger guns win.

I don't mean to provide a grand overarching single-factor view of history.  I do mean to point out a deep psychological difference between seeing your grand cause in life as protecting, guarding, preserving, versus discovering, creating, improving.  Does the "up" direction of time point to the past or the future?  It's a distinction that shades everything, casts tendrils everywhere.

This is why I've always insisted, for example, that if you're going to start talking about "AI ethics", you had better be talking about how you are going to improve on the current situation using AI, rather than just keeping various things from going wrong.  Once you adopt criteria of mere comparison, you start losing track of your ideals—lose sight of wrong and right, and start seeing simply "different" and "same".

I would also argue that this basic psychological difference is one of the reasons why an academic field that stops making active progress tends to turn mean.  (At least by the refined standards of science.  Reputational assassination is tame by historical standards; most defensive-posture belief systems went for the real thing.)  If major shakeups don't arrive often enough to regularly promote young scientists based on merit rather than conformity, the field stops resisting the standard degeneration into authority.  When there's not many discoveries being made, there's nothing left to do all day but witch-hunt the heretics.

To get the best mental health benefits of the discover/create/improve posture, you've got to actually be making progress, not just hoping for it.

"What is true, and valid, does not require defense." -- Diane Duane

The Inquisitors were not Truth-Guardians.  They were Doctrine-Guardians.  That is a very different matter.  Truth does not require guarding.  Doctrines often do.

It's amusing to see 'criterion of goodness' as a simile for 'criterion of correctness'.   The Inquisition believed they were both 'correct' and 'good'.   In torturing you, they were saving your soul, which was, for them, the ultimate in Utility.  So, in calculating utility, beware of your assumptions.

nothing we discover about quarks is going to throw out Darwinism

Hah, tell that to the people who say "Darwinism" is based on a "debunked deterministic metaphysics".

Doesn't it, though? If a minority that happens to know a truth, but they all keep quiet about it, what's to keep the masses from remaining ignorant indefinitely? Of course (tautologically) the truth will still be true whether or not anyone knows it, but I get the sense that you were implying something less trivial.

If the masses don't want to invest in learning the truth, then they won't learn it, but you'd need some extremely totalitarian guarding to prevent that. However if the truth happens to permit you to achieve useful things in a subject, then that is leverage that can be used to inspire some part of the masses to learn it.

In my experience, loudly proclaiming an unfamiliar truth is one of the best ways to keep people ignorant.

The only sorts of knowledge that need to be protected and preserved are the ones that involve contingency:  biodiversity, history, paleontology and archeology, etc. can all be harmed if their data is lost.  Undying truths can always be rediscovered no matter how many times they're lost.

When nearby (in idea space) nodes encounter an unfamiliar truth, that unfamiliar truth attracts new adherents, mostly early-adopters. Those early adopters will be few if the truth is obviously crazy or "losing." Once early adopters grow to a "viable network" threshold, they are adopted more easily, by conformists. Such unfamiliar truths, following this progression, do not remain unfamiliar long.

This is how popular untruths come into being, often with force at their core. Such popular untruths then "max out" at a certain high percentage, and rationalists either fight against them, or ignore them. Some popular untruths then proceed to kill all the rationalists, delaying progress. ( When Lilburne, Walwin, and Overton died, there weren't really any equals to follow them, but the Quakers took their principles to the USA. Progress fell behind in England, but it continued in new networks.)

There may be limits to the types of truths that a majority can hold onto, given the random distribution of sociopaths and conformists. The sociopaths tend to capture conformist networks and put them to use/servitude. This is the nature of most of the planet's surface right now, to some large extent. In this case, the majority won't rediscover the truth, but the minority never lost it.

When you speak of "guardians of truth" I hear "guardians of social order." I don't think the Inquisition thought of truth in epistemic terms, the way we do. They thought of "truth" as the order of the world that was under constant assault by dark forces.

Truth guardianship in science might be understood as defending Kuhnian "normal science" from assault by people outside of the dominant paradigm; or perhaps the process of indoctrinating new scientists in the accepted norms of that paradigm.

Kary Mullis talks about this, in his Nobel Prize acceptance speech:
http://www.nobelprize.org/nobel_prizes/chemistry/laureates/1993/mullis-lecture.html

The perfect age of the past, according to our best anthropological evidence, never existed.

Minor point: in defense of the esteemed Taoist, I would argue Chuang Tzu was speaking of the time humans were small groups of hunter-gatherers.  Based on my understanding of Jared Diamond's "Agriculture: the worst mistake in the history of the human race".

Back on the point of your post.  I am not ashamed to say I listen to Zig Ziglar tapes (I probably should be).  His folksy way of putting it is "Do you want to be a learner, or learned?"  With "learned" implying that you have mastered a system of thought perfectly suited for a receding past.

I would argue Chuang Tzu was speaking of the time humans were small groups of hunter-gatherers.

Small groups of hunter-gatherers were only nice to each other within the group. I would much rather live in a world where it's accepted to lie to your neighbor than one where it's accepted to murder someone who isn't.

Hunter-gatherers also resorted to murder in-group too.

Did Chuang Tzu know that much about the ancient history of humans, really?

I just put up a series of posts about Merton that I think you’d enjoy at:

If you believe in G-d then you believe in a being that can change reality just by willing it. So therefore you believe it's possible for consciousness to change/control existence.

So that could explain why Guardians fear too many non-believers: they feel threatened by what they perceive as the power of other people's consciousness. They fear that if there are too many non-believers that it might change the truth somehow.

But scientists (Seekers) know that reality is what it is regardless of what other people think, so they don't ascribe so much power to their fellow beings, and therefore don't feel as threatened by them.

Christians believe that God doesn't change reality just by willing it. No one really knows how he supposedly created the universe. The theory is that Jesus doesn't perform miracles by bending the laws of nature. I'll explain: Potassium + water = big explosion. But if you added something to the water or to the potassium, you could keep it from exploding. So, on earth, nothing ever happens to water that will turn it into wine. But if God exerted a supernatual force on it, it would, without bending the laws of nature. The idea is that the laws of nature incorporate supernatual meddling, but these are laws that we may never discover because we can't meddle with things supernatualy. God doesn't change reality. And anyways, the Guardians thought that God was all-powerful, and that humans weren't, so I'm not even sure they're thoughts went down that road.

Presumably God, if He exists, implements this by having a Universe that's inherently stochastic. :)

If stochastic means what I think it means (random) then yup! Water + divine intervention = wine. But it had to be weird to attract people's attention. Or there's something about the universe that would make sense of all this that we don't know yet. O_o

If you believe in G-d then you believe in a being that can change reality just by willing it

OK, so by that definition...if you instead believe in a perfect rationalist that has achieved immortality, lived longer than we can meaningfully express, and now operates technology that is sufficiently advanced to be indistinguishable from magic, including being involved in the formation of planets, then - what label should you use instead of 'G-d'?

Khepri Prime, if the sequel to "Worm" goes the way I hope. More seriously, I don't believe any of that, and physics sadly appears to make some of it impossible even in the far future. Most of us would balk at that first word, "perfect," citing logical impossibility results and their relation to idealized induction. So your question makes you seem - let us say disconnected from the discussion. Would you happen to be assuming we reject theism because we see it as low status, and not because there aren't any gods?

"Would you happen to be assuming we reject theism..."

Some LWers reject theism because they see it as low status, some for better reasons, and some do not reject it.

I do have an opinion on your personal motivations as opposed to those of other LWers, but it would be obviously unproductive to give it. So it is also an unproductive question.

I'd probably have to invent a name for it.  Or I might use the term "godlike being", implying that the being has some, but not all, characteristics in common with what people think of as God.

There's "demigod" or if you like the Eastern flavour, "bodhisattva".

"Undying truths can always be rediscovered no matter how many times they're lost."

At potentially prohibitive expense. Can you imagine trying to start physics over again, from the beginning?

It feels to me like the cost would be roughly proportional to how much is lost. Or maybe quadratic or something in how much is lost.

Like on the margin we probably regularly lose and rediscover unimportant physical discoveries, because it's just too expensive to keep track of them. If there was some very important law that was magically lost with nothing else changed, then it would probably not take very long to stitch it together from context and observations.

But these observations would be based on advanced measurement devices that have been constructed in part using knowledge from physics, and the other context would also to a great extent be knowledge in physics.

If everything was missing - physics knowledge, measurement devices, even people who knew what could in theory be achieved - then yeah, that does seem prohibitively expensive to restore.

But that also seems to imply a very extreme case. Like with that much regress, having someone around to guard the truth probably isn't sufficient to preserve it, instead it more seems like a societal destruction thing that needs to be averted. If society could continually identify and fix problems then this probably wouldn't happen at all.

The greatest expense would be time.  Trying to rediscover a science, from the beginning, in one or a handful of generations would require crushing amounts of money and work.  If any science is ever so thoroughly lost, it would be hopeless to expect it to be retrieved so rapidly - it could only be a long-term project.

I don't think it would be too bad, though.  Look at how rapidly science has developed since the end of the Dark Ages.

If we instantly forgot everything known about gravity, and even forgot calculus, but we kept the existing economic infrastructure of science and math - computers, professional mathematicians of roughly equivalent skill level who happen not to know calculus, billions of dollars a year in R&D funding, etc. - then calculus would be discovered in a month (though it wouldn't be rigorous), Newton's laws a week later, and Einstein's general relativity before the year was out.  That's seriously my best estimate for how long it would take.

I once read an argument (can't find source)
that a key component of a zeitgeist is whether it locates
its ideals in its future or its past.

David Brin has written about this in his discussions of
Star Wars (here
and here)
and Lord of
the Rings.

Beaten to the punch on Brin. Mencius Moldbug provides an interesting contrast on the ideal of "progress", though I can't decide on a specific post to single out.

Regarding the Inquisition, there are some who claim that that our conception of it is the result of the same sort of Protestant "black legend" type propaganda that causes us to think of Gustavus Adolphus as a hero but Wallenstein as a villain. Don't know myself, but I find the idea interesting.

an academic field that stops making active progress tends to turn mean.
Which ones were you thinking of? I know you don't want to upset people here, but you seem to be making a claim without providing any evidence. Lysenkoism, perhaps?

The Inquisitors were not Truth-Guardians. They were Doctrine-Guardians. That is a very different matter. Truth does not require guarding. Doctrines often do.
I thought that was what made a doctrine a doctrine. At any rate, since the Inquisitors believed it was true, I don't have a problem calling them Truth-Guardians.

Prediction markets are a great way to turn the tables in favor of seekers vs guardians. The guardians will bankrupt themselves trying to keep the "correct" beliefs high in price while the seekers will advantageously extract more and more money from them.

Eliezer, can we get some confidence intervals on those time estimations? If nothing else, I'd like to know what your thought process is about what would go into rediscovering calculus in a month.

I'd like to know what his thought processes are on a disaster that could wipe out all hardcopy and memories of a subject, but leave the research infrastructure intact.

"The Inquisition thought they had the truth!  Clearly this 'truth' business is dangerous."

The Inquisition was not that unusual. Religious and political loyalties tended to be quite entwined, so most states discriminated against believers in the wrong religion, sometimes banning such religions entirely. This naturally led to people carrying on the old (or new) beliefs in secret.

So the Inquisition was empowered to go looking for those secret heretics.

There were large, bloody and religiously inspired wars in Britain, France and Germany, to name but three.

There were none in Spain or Portugal, so perhaps the Inquisition did more good than you think.

This website kinda beats up on Christianity a lot . . . I'm sure that there are plenty of other influental religions to bang on . . . 

Sure, but Shinto doesn't get so pushy about boneheaded cosmological claims. Mostly they just dance. Where's the fun in arguing with that?

Well, they do charge for purification rituals and so on (modern Shinto shrines are basically businesses, they have to get their money somewhere,) but I don't think anyone on this site has ever felt pressured to pay for their services. 

Making a living by performing standardized services for money on the open market is pretty much the opposite of the sort of thought and behavior this site tends to "bang on."

Well, we've got a lot of libertarian and libertarian-leaning members, but I think a lot of people here are also not so hot on businesses like, say, homeopathy, which provide goods or services on the presumption that they do something that they actually don't.

How is this "beating up on Christianity"? Pseudonymous is saying that the Inquisition - the main counterargument to the claim that Christianity is good for society - was actually justified. That seems like defending Christianity to me.

Is there any evidence that he was?  How would he have had knowledge of hunter-gatherer tribes?  This sounds suspiciously like over-fitting.

Perhaps the difference between the Inquisition and Feynman is that science specifically claims it has nothing to say about morality, so it can't justify killing anyone in its name.

Science has much to say about morality. It can say which morals different groups of people have, what are probable causes for morals, and which morals are useful on an gene|individual|group|society|planet level.

which morals are useful on an gene|individual|group|society|planet level

On your view, does science have anything to say about the probable causes for gastric enzymes, eyeballs, or toenails?

I think it's easier to go deeper yet simpler. I would say that this is close, but still missing
"Questions like that don't have neat single-factor answers.  But I would argue that one of the factors has to do with assuming a defensive posture toward the truth, versus a productive posture toward the truth."

and: "When people connect their personal value and self-esteem to a given belief they're prone to persecute anyone claiming that given belief to be false, since they see that claim as undermining their reason to exist".

Or more plainly: Debates become existential struggles for some people, because they ultimately do not separate themselves from their believes and opinions. Hence they react extremely strongly to any perceived threat to their belief or opinion; occasionally as strongly (or stronger) than had their physical person been threatened with extinction.

I think you have just captured the essence of what makes the Enlightenment culture different from all the others. It's also why people who aren't yet quite sold on the Enlightenment project have so much trouble understanding us; they are used to harkening back to the "good old days", and when we tell them, "No, the past was terrible; you'd die of malaria or get burned at the stake" they don't understand. They think we have no values, because we have no authorities on value. They think we don't believe in truth because we locate the truth in the future instead of the past. 

(It doesn't help that there are moral relativists who actually say things like "There is no such thing as truth" and "anyone's values are as good as anyone else's". Maybe we should be spending more time refuting and repudiating such people.)

I even see this among people who mostly accept the basic ideals of rationality and science; they do things like quote Thomas Jefferson as if Jefferson were one of the ancient prophets who knew all the deep truths we have since forgotten. The man owned slaves! He was right about a lot of things, but also wrong about a lot of other things; you should be quoting him only to talk about his ideas, not yours. Similar things happen when people harken back to the US Constitution, or the writings of Ayn Rand. It's not even that wrong---it's surely better than the Bible or the Qur'an---but you're missing the whole point if you hold up a chunk of cellulose and say it's the truth. You should be pointing outside, at the world.

I think someone is failing to consider that sometimes truth gets mixed with politics. When truth and politics mix, it suddenly becomes very significant whether other people accept your truth or not. People become not just wrong, but enemy. Can this concept be dis-entwined from the concept of authoritarian guardianship of non-recoverable truth?

For example, I would say that Democrats are supposed to be forward-looking and in favor of knowledge and science, yet I'm quite sure that many Democrats would be opposed to scientific studies that show ineffectiveness of one of their social programs.

I forget where I saw this (might actually have been elsewhere on LW?), but I encountered the idea that a component of the backward-reverent ages was the Roman Empire.  When your civilization is built on the remnants of Roman roads that are better than anything you can make, it's forgivable to view the world as having fallen from grace.

There is not one "truth value" in any person. Every person is a network of truth values, on all different subjects. Some are closely linked to one another, others not. Every truth exists in a hierarchy of importance.

Most people have crude heuristics. Other people (like Kurzweil, Freitas, Drexler) have well-developed hierarchies of importance, relationships, accuracy, relevance to other subjects, etc.

Any time my networked truth values,  as nodes, exchange information with reality, they can be altered, updated, or solidified, based on the input, and output back to the message sender. The more communication, the more the true pattern of reality is reflected in my network, to the extent I am intelligent.

The unintelligent have little choice but to defend the limited truth they comprehend. If they properly perceive the morality of the domain they are considering, and it is a moral domain, they are obligated to defend it. This is why Penn Jilette doesn't mind preaching directed at him: he prefers honest to accuracy. If people think he's damned unless he accepts Jesus, he says he'd be upset if people didn't debate the issue with him.

I'd be annoyed, but I see his point: The domain of the truth you believe, and the amount of difference in others in your environment determines how useful you judge the truth to be. Your value judgment of your message informs others' receipt of your message. They then let you know whether they think your value judgment is accurate.

So long as force is disallowed, this is the optimum, even if it doesn't seem so to dispassionate rationalists.

After all, I might be critical of radical Islamists on their way to shoot up cartoonists. If he vociferously sends out the idea that apostates or infidels should be killed (because otherwise he believes his world would end, or whatever) then I have a lot to be thankful for. I may have my hand on my pistol, but I tell him he's 100% full of shit, and counter his claims with logic. Maybe the logic convinces him, but even if it doesn't the value judgment he's given me has informed me that I'm in a dangerous situation.

The same rules apply to the highly intelligent, but there will be less vociferous communication from them. Why? Because getting into vociferous communications with people isn't smart, unless a meteorite is headed for your city. There's no reason to get agitated, in most conversations.

So the lunatics send out more vociferous communications. OK, got it. We're used to them. But that's also useful, because the more lunatics there are, the more they're identified, and the more we can assess the health of society: It either creates a lot of lunatics who have occasion to be loud and boisterous, or it creates very few. In either case, them being honest is overall good for society, even though we don't want to hear them.

...And occasionally, there's a Kary Mullis who gets called a lunatic, but whose excellent vociferously-communicated ideas are at least equal to his crazy ones. So long as he can't impose his crazy ones on anyone with violence, the presence of his ranting is purely benevolent.

Moreover, let's say that western civilization breaks down, and we're all subjugated to Islam (or Christianity, etc.). Well, then perhaps the central nodes upon which the others rest, the ones that have been very solidified by feedback and experience, take over. Then, it's time for retaliatory force.

The truth nodes that are "protective" should deal with force. But those nodes should be very few, very small, and never used in normal situations.

Moreover: It's not useful to hunt the heretics, but it is useful to send out messages that present an alternate truth. There's no reason to "go negative" unless you're asked about the truth. Then, sure, speak the truth, reveal that you believe that "idea X" is a crazy idea, from a damaged brain, and that you're happy to debate "idea X". The willingness to put mutually-exclusive ideas into conflict with one another is another core node of western civilization, and science itself.



Guardians of the Gene Pool

Like any educated denizen of the 21st century, you may have heard of World War II.  You may remember that Hitler and the Nazis planned to carry forward a romanticized process of evolution, to breed a new master race, supermen, stronger and smarter than anything that had existed before.

Actually this is a common misconception.  Hitler believed that the Aryan superman had previously existed—the Nordic stereotype, the blond blue-eyed beast of prey—but had been polluted by mingling with impure races.  There had been a racial Fall from Grace.

It says something about the degree to which the concept of progress permeates Western civilization, that the one is told about Nazi eugenics and hears "They tried to breed a superhuman."  You, dear reader—if you failed hard enough to endorse coercive eugenics, you would try to create a superhuman.  Because you locate your ideals in your future, not in your past.  Because you are creative.  The thought of breeding back to some Nordic archetype from a thousand years earlier would not even occur to you as a possibility—what, just the Vikings?  That's all?  If you failed hard enough to kill, you would damn well try to reach heights never before reached, or what a waste it would all be, eh?  Well, that's one reason you're not a Nazi, dear reader.

It says something about how difficult it is for the relatively healthy to envision themselves in the shoes of the relatively sick, that we are told of the Nazis, and distort the tale to make them defective transhumanists.

It's the Communists who were the defective transhumanists.  "New Soviet Man" and all that.  The Nazis were quite definitely the bioconservatives of the tale.

Relatively new to the forum and just watched the 2 1/2 hour Yudkowsky video on Google.  Excellent talk that really helped frame some of the posts here for me, though the audience questions were generally a distraction.

My biggest disappointment was the one question that popped up in my mind while watching and was actually posed wasn't answered because it would take about 5 minutes.  The man who asked was told to pose it again at the end of the talk, but did not.

This was the question about the friendly AI:
"Why are you assuming it knows the outcome of its modifications?"

Any pointer to the answer would be much appreciated.

The Soviet new "man" that Stalin wanted to create was a half-ape, half-man super-warrior.

See http://news.scotsman.com/ViewArticle.aspx?articleid=2688011

This entry reminded me of Blank Slate Asymmetry from Gene Expression. A lot of people would say the difference in our perceptions/opinions result from our general attitude toward progress, but I would suggest that it was contingent on our opposition in war to the Nazis while many of our elites were rather friendly towards the Soviets.

The Soviets weren't what I'd call transhumanists, because their New Man wasn't a definable goal or factual trend, he was a utopian catch-all of projected virtue. A transhumanist will be able to break down his goals ("uploading") into subgoals ("AI and brain scans") and roughly sketch a research path ("symbolic AI") that would either approach the goal, or fail in an informative way ("combinatorial explosion"). The Soviets could do no such thing, because NSM was nothing definable. He would certainly pop up as a consequ... (read more)

It has nothing to do with poverty of imagination and everything to do with black propaganda. The Soviets were simply never evil enough. And we know that looking forward into the future is evil, therefore the Nazis must have been guilty of that crime. If the Soviets had done it, why it may even have rehabilitated that concept. Can't have that, can we?

The problem isn't that Westerners can't imagine themselves in the shoes of the Romantic Nazis. All to the contrary, the problem is that elite conservative Westerners find it ALL TOO EASY to imagine themselves i... (read more)

It is often forgotten in the early days of proto-Nazi racial theory the Prussians were said to be the Master Race because they were a combination of German and Slav! Their combination was supposed to be just right from the perspective of Prussians, reminding me of Charles Murray's "Who wants to be an elephant?". Nietzsche also proposed breeding ubermenschen by giving Prussian officers jewish brides (haven't read him myself, just heard he said this in BG&E).

The example of Communism shows that being future-oriented will not always eliminate the "Guardians of Truth" syndrome. Sometimes it will produce people who guard a specific view of the future.

It says something about the degree to which the concept of progress permeates Western civilization, that the one is told about Nazi eugenics and hears "They tried to breed a superhuman."

What interests me is the frequent opposition to transhumanism because of transhumanism's supposedly mistaken notion of progress. Just because progress might not be smooth, it doesn't mean that we haven't experienced it in various dimensions. Skeptics about progress seem to have a romanticized view of the past, going along with a quasi-religious notion of a fall fr... (read more)

"Sometimes it will produce people who guard a specific view of the future."

Anyone read Joseph's post (just above) and immediately think 'Singularitarians!'?

Certainly the majority of (though not all) people I've met who assign that word to themselves are closer to being Guardians than Seekers. Fairly natural in that all causes want to be cults, but still likely to be harmful to the cause.

Not all of us who believe physics-since-1600 and biology-since-1860 have seen unequivocal progress believe there has been unequivocal progress in popular political or moral opinion.  The civil-rights movement of the 1950s and 1960s for example clearly represents an increase in the consistency of the application of the ideal of equality, but it constitutes unequivocal progress only if you believe that the spread of the ideal of equality constitutes unequivocal progress.

'Progress' is the accumulation of changes towards a pre-defined goal.

Just a few lifespans ago, 'progress' consisted of spreading settlers into sparsely-populated land, killing or driving away the aborigines, draining the wetlands, slaughtering the predators, and converting the ecology into farmland.  It was using antibiotics widely and prophylactically, replacing ancient crop strains with monocultures, and designing our communities around the automobile.

'Progress' is the hobgoblin trotted out by everyone who thinks they know what the future should be.  Anyone foolish enough to name their political goals 'progressive' ought to be excluded from the political process.

"Sometimes it will produce people who guard a specific view of the future."

Anyone read Joseph's post (just above) and immediately think 'Singularitarians!'?

"Anyone read Joseph's post (just above) and immediately think 'Singularitarians!'?"

There are, of course, many different future visions that could be guarded.

A Truth-Guardian is someone who 'guards' an Idea by zapping (in its myriad forms) rather than through rational argument.

Are you willing to tell me that you've never met a Singularitarian who has attacked an opponent's authority (zap), or denigrated another's work (zap), or sought to work on their Idea's strong points to the neglect of its weak points (subtle zap), or acted in an elitist manner in order to confer perceived authority on themself (smug zap), or presented new data in such a way as to strengthen their previous predictions (super Bottom Line zap... (read more)

"The moment anyone makes a biased argument because of their attachment to an Idea, they become a Guardian."

I think it's more important what happens when the bias is discovered. Does the group in question reward it or try to eliminate it? For example there is corruption in democracies as well as less free forms of government, what makes the difference is what happens when it is discovered.

Ben, of course no one is 100% un-Guardian-like, but you seemed to be claiming Singularitarians were unusually Guardian-like.

Wouldn't that make them "bio-reactionaries" or "bio-romantics"?  Or has the equation of "conservatism" (which once denoted an inclination to preserve the status quo) with "reactionism" (desire to re-instate the status quo ante), "romanticism" (promotion of some vanished, idealized past), or raw fascism (power is its own logic) pervaded even these hallowed halls?  Do we have a name for what was once called conservatism, or does the concept no longer have any meaningful referent?

Caledonian a Singularitarian?  I doubt he knows what the word means.  I don't recall him on the Singularity Institute donors list, or any of the mailing lists or websites.  The term denotes activism, not belief - an "environmentalist" is not someone who believes in the existence of the environment.

Ben Jones, if the standard confirmation/disconfirmation bias is regarded as "Guardianship" then the guardian/discoverer distinction loses all meaning even with respect to scientists versus the Inquisition.  The question is whether people exhib... (read more)

"an "environmentalist" is not someone who believes in the existence of the environment."
Non sequitur.  An environmentalist is someone who believes in the value of the environment. sloppy, sloppy, sloppy.......

Really, Chris.  So if I believe in the value of the environment, but believe that it's much less valuable than the use to be gained by paving it over with strip mines, then I'm an "environmentalist"?

In any case it's a moot point.  Mark Plus coined the term "Singularitarian", but didn't do much with it; when I decided to build a Singularitarian movement, I asked Mark Plus for ownership of the word and was granted it; and I define the term to involve activism.  If you mean something else by the word, feel free to call yourself a "Singularian" or something.

Were/Are you joking? Seriously. I don't understand how one can own a word. Did I miss something?

I'm not disagreeing that it might involve activism (though I would define activism quite broadly), but how can one "own" a word?

Yudkowsky, I was using the colloquial meaning of the word value, that is, positive value. If you insist, positive value of a healthy environment to promote the interests of, and as defined by, the entity that assesses the value.  OK ?   No prob for 'ownership' of the label, my issue was with the metaphor.
BTW, as I respect the issues raised here, and the expertise of those who raise them, I'd love to see a post on the biases around the concept 'ownership'.

It's wonderful using words in arguments when you get to redefine them.  Who's the source for the alternate definition, the one that replaced "one who believes the concept of a Singularity" and the one more complex than "activist for the Singularity"?  Hmmm...

I also love that you equate "working toward bringing about the Singularity" with donating money t... (read more)

I... wow.  I don't quite know how to respond to a person who makes a statement such as this.

Seekers of truth do not attempt to hardwire goals and evaluations means into entities they create, whether deistic or merely offspring. Only Guardians value their beliefs so much that they attempt to transmit them as arbitrary, received 'wisdom'.

Values are not "beliefs", "true", or "false". (What about this is so hard to understand?)

Values (that is, goals of optimizers) are vastly meaningful; they affect the future shape of the universe.

A fair point, Eliezer. I'd agree that if it weren't for dis/confirmation biases, nothing would ever get done. If Einstein, when questioned about what he would have done if his special theory was disproved, had said 'meh, I can take it or leave it,' he probably wouldn't have had the drive to discover it in the first place. Attachment to your Big Idea is often what drives us.

That said, I don't see that a Big Idea About The Future is so different from a Big Idea About The Past in terms of value for humanity. Both can be open or closed, pacifistic or violent, ... (read more)

Retrospective apologies for the long post - will keep it brief in future!

The whole point of attempting a "Friendly AI" is that its proponents believe that it IS possible to exclude entire branches of possibility from an AI's courses of action - that the superhuman intelligence can be made safe.  Not merely friendly in a human sense, but favorable to human interests, not... (read more)

caledonian said: "Perhaps the possibility that a consequence of an entity being utterly good might be its being utterly unsafe has never occurred to them."

This describes monotheism rather well. It has occured to me.

Yes, it has occurred to 'them'. I hope you haven't read http://www.singinst.org/AIRisk.pdf, since if you have, you haven't grasped the challenge. The crux isn't excluding branches of possible action by an AI, it's ensuring those avenues aren't attractive options for any reason.

Would you care to explain what the distinction between those two states is?

Sure - it's the difference between not stealing because you think you'll get caught and go to prison, and not stealing because you think theft is irrational/immoral/wrong/you name it. The first is sociopathy, the second is what we'd term normal human reasoning. Can I assume you believe there is no such thing as a Friendly AI?

When you're determining the value structure of a mind, "ensuring those avenues aren't attractive options for any reason" IS excluding them from the set of possible courses of action.  The key phrase there is for any reason.

As for the rest of your argument, reasoning is precisely what the normal human does NOT do, and it's hilarious that you think logical arguments are what keeps most people from theft.

Caledonian, shouldn't you check up on who currently owns the word 'reasoning' before stating that?

I guess there must be some sort of register somewhere...

A minor semantic point: wouldn't advocating a return to the ancient Nordic race make them racial reactionaries rather than racial conservatives?

Taking the British National Party as an example of a racial conservative group, we see that they endeavour to PRESERVE the white race. They believe the master race (or, in this case, the race that somehow deserves ownership of the UK) is extant, and must be protected. On the other hand, the Nazi wished to RESTORE a racial standard that they believed had been long buried.

This is somewhat true.  (It gets even stranger when you find out that they were also trying to similar things with animals, trying to somehow breed dogs back to the first dog ancestor.)  However, it's worth noting that Nazis directly tapped into the common "eugenics" mode of thought in our society, and eugenicists in general were trying to "breed better humans" (by doing things like encouraging the forced sterilization of the insane and the physically disabled, ect). 

Of course, it's still a fundamental fail of an idea all the way around... (read more)

"if you failed hard enough to endorse coercive eugenics"

This might be found a bit too controversial, but I was tempted to come up with not-so-revolting coercive eugenics system. Of course it's not needed, if there is technology for correcting genes, but let's say we only have circa 1900 technology.
It has nothing to do with the point of Elizer's note, it's ust my musing.

Coervie eugenics isn't strictly immoral itself. It is a way of protecting people not yet born from genetical flaws - possible diseases, etc. But even giving them less then optimal... (read more)



Guardians of Ayn Rand

"For skeptics, the idea that reason can lead to a cult is absurd.  The characteristics of a cult are 180 degrees out of phase with reason.  But as I will demonstrate, not only can it happen, it has happened, and to a group that would have to be considered the unlikeliest cult in history.  It is a lesson in what happens when the truth becomes more important than the search for truth..."
                 —Michael Shermer, "The Unlikeliest Cult in History"

I think Michael Shermer is over-explaining Objectivism.  I'll get around to amplifying on that.

Ayn Rand's novels glorify technology, capitalism, individual defiance of the System, limited government, private property, selfishness. Her ultimate fictional hero, John Galt, was <SPOILER>a scientist who invented a new form of cheap renewable energy; but then refuses to give it to the world since the profits will only be stolen to prop up corrupt governments.</SPOILER>

And then—somehow—it all turned into a moral and philosophical "closed system" with Ayn Rand at the center.  The term "closed system" is not my own accusation; it's the term the Ayn Rand Institute uses to describe Objectivism.  Objectivism is defined by the works of Ayn Rand.  Now that Rand is dead, Objectivism is closed.  If you disagree with Rand's works in any respect, you cannot be an Objectivist.

Max Gluckman once said:  "A science is any discipline in which the fool of this generation can go beyond the point reached by the genius of the last generation."  Science moves forward by slaying its heroes, as Newton fell to Einstein.  Every young physicist dreams of being the new champion that future physicists will dream of dethroning.

Ayn Rand's philosophical idol was Aristotle.  Now maybe Aristotle was a hot young math talent 2350 years ago, but math has made noticeable progress since his day.  Bayesian probability theory is the quantitative logic of which Aristotle's qualitative logic is a special case; but there's no sign that Ayn Rand knew about Bayesian probability theory when she wrote her magnum opus, Atlas Shrugged.  Rand wrote about "rationality", yet failed to familiarize herself with the modern research in heuristics and biases.  How can anyone claim to be a master rationalist, yet know nothing of such elementary subjects?

"Wait a minute," objects the reader, "that's not quite fair!  Atlas Shrugged was published in 1957!  Practically nobody knew about Bayes back then."  Bah.  Next you'll tell me that Ayn Rand died in 1982, and had no chance to read Judgment Under Uncertainty: Heuristics and Biases, which was published that same year.

Science isn't fair.  That's sorta the point.  An aspiring rationalist in 2007 starts with a huge advantage over an aspiring rationalist in 1957.  It's how we know that progress has occurred.

To me the thought of voluntarily embracing a system explicitly tied to the beliefs of one human being, who's dead, falls somewhere between the silly and the suicidal.  A computer isn't five years old before it's obsolete.

The vibrance that Rand admired in science, in commerce, in every railroad that replaced a horse-and-buggy route, in every skyscraper built with new architecture—it all comes from the principle of surpassing the ancient masters. How can there be science, if the most knowledgeable scientist there will ever be, has already lived?  Who would raise the New York skyline that Rand admired so, if the tallest building that would ever exist, had already been built?

And yet Ayn Rand acknowledged no superior, in the past, or in the future yet to come.  Rand, who began in admiring reason and individuality, ended by ostracizing anyone who dared contradict her.  Shermer: "[Barbara] Branden recalled an evening when a friend of Rand's remarked that he enjoyed the music of Richard Strauss.  'When he left at the end of the evening, Ayn said, in a reaction becoming increasingly typical, 'Now I understand why he and I can never be real soulmates.  The distance in our sense of life is too great.'  Often she did not wait until a friend had left to make such remarks."

Rand grew up in Russia, and witnessed the Bolshevik revolution firsthand.  She was granted a visa to visit American relatives at the age of 21, and she never returned.  It's easy to hate authoritarianism when you're the victim.  It's easy to champion the freedom of the individual, when you are yourself the oppressed.

It takes a much stronger constitution to fear authority when you have the power.  When people are looking to you for answers, it's harder to say "What the hell do I know about music? I'm a writer, not a composer," or "It's hard to see how liking a piece of music can be untrue."

When you're the one crushing those who dare offend you, the exercise of power somehow seems much more justifiable than when you're the one being crushed.  All sorts of excellent justifications somehow leap to mind.

Michael Shermer goes into detail on how he thinks that Rand's philosophy ended up descending into cultishness.  In particular, Shermer says (it seems) that Objectivism failed because Rand thought that certainty was possible, while science is never certain.  I can't back Shermer on that one.  The atomic theory of chemistry is pretty damned certain.  But chemists haven't become a cult.

Actually, I think Shermer's falling prey to correspondence bias by supposing that there's any particular correlation between Rand's philosophy and the way her followers formed a cult.  Every cause wants to be a cult.

Ayn Rand fled the Soviet Union, wrote a book about individualism that a lot of people liked, got plenty of compliments, and formed a coterie of admirers. Her admirers found nicer and nicer things to say about her (happy death spiral), and she enjoyed it too much to tell them to shut up.  She found herself with the power to crush those of whom she disapproved, and she didn't resist the temptation of power.

Ayn Rand and Nathaniel Branden carried on a secret extramarital affair.  (With permission from both their spouses, which counts for a lot in my view.  If you want to turn that into a "problem", you have to specify that the spouses were unhappy—and then it's still not a matter for outsiders.)  When Branden was revealed to have "cheated" on Rand with yet another woman, Rand flew into a fury and excommunicated him.  Many Objectivists broke away when news of the affair became public.

Who stayed with Rand, rather than following Branden, or leaving Objectivism altogether?  Her strongest supporters.  Who departed?  The previous voices of moderation.  (Evaporative cooling of group beliefs.)  Ever after, Rand's grip over her remaining coterie was absolute, and no questioning was allowed.

The only extraordinary thing about the whole business, is how ordinary it was.

You might think that a belief system which praised "reason" and "rationality" and "individualism" would have gained some kind of special immunity, somehow...?

It worked around as well as putting a sign saying "Cold" on a refrigerator that wasn't plugged in.

The active effort required to resist the slide into entropy wasn't there, and decay inevitably followed.

And if you call that the "unlikeliest cult in history", you're just calling reality nasty names.

Let that be a lesson to all of us:  Praising "rationality" counts for nothing.  Even saying "You must justify your beliefs through Reason, not by agreeing with the Great Leader" just runs a little automatic program that takes whatever the Great Leader says and generates a justification that your fellow followers will view as Reason-able.

So where is the true art of rationality to be found?  Studying up on the math of probability theory and decision theory.  Absorbing the cognitive sciences like evolutionary psychology, or heuristics and biases.  Reading history books...

"Study science, not just me!" is probably the most important piece of advice Ayn Rand should've given her followers and didn't.  There's no one human being who ever lived, whose shoulders were broad enough to bear all the weight of a true science with many contributors.

It's noteworthy, I think, that Ayn Rand's fictional heroes were architects and engineers; John Galt, her ultimate, was a physicist; and yet Ayn Rand herself wasn't a great scientist.  As far as I know, she wasn't particularly good at math.  She could not aspire to rival her own heroes.  Maybe that's why she began to lose track of Tsuyoku Naritai.

Now me, y'know, I admire Francis Bacon's audacity, but I retain my ability to bashfully confess, "If I could go back in time, and somehow make Francis Bacon understand the problem I'm currently working on, his eyeballs would pop out of their sockets like champagne corks and explode."

I admire Newton's accomplishments.  But my attitude toward a woman's right to vote, bars me from accepting Newton as a moral paragon. Just as my knowledge of Bayesian probability bars me from viewing Newton as the ultimate unbeatable source of mathematical knowledge. And my knowledge of Special Relativity, paltry and little-used though it may be, bars me from viewing Newton as the ultimate authority on physics.

Newton couldn't realistically have discovered any of the ideas I'm lording over him—but progress isn't fair!  That's the point!

Science has heroes, but no gods.  The great Names are not our superiors, or even our rivals, they are passed milestones on our road; and the most important milestone is the hero yet to come.

To be one more milestone in humanity's road is the best that can be said of anyone; but this seemed too lowly to please Ayn Rand.  And that is how she became a mere Ultimate Prophet.

Eliezer: "As far as I know, [Rand] wasn't particularly good at math."

A relevant passage from Barbara Branden's biography of Rand:

"The subject [Rand] most enjoyed during her high school years, the one subject of which she never tired, was mathematics. 'My mathematics teacher was delighted with me. When I graduated, he said, "It will be a crime if you don't go into mathematics." I said only, "That's not enough of a career." I felt that it was too abstract, it had nothing to do with real life. I loved it, but I didn't intend to be an engineer or to go into any applied profession, and to study mathematics as such seemed too ivory tower, too purposeless---and I would say so today.' Mathematics, she thought, was a method. Like logic, it was an invaluable tool, but it was a means to an end, not an end in itself. She wanted an activity that, while drawing on her theoretical capacity, would unite theory and its practical application. That desire was an essential element in the continuing appeal that fiction held for her: fiction made possible the integration of wide abstract principles and their direct expression in and application to man's life." (Barbara Branden, The Passion of Ayn Rand, page 35 of my edition)

I would note that high school math isn't really "math". 
At least I don't think of it that way.
Maybe that's because I'm a "rare case": really good at math (though not super good like some people here) - 36 on math ACT, AIME qualifier - and then not at all exceptionally good at college math. It could have been psychological factors: maybe if I studied linear algebra now I'd understand it just fine (in fact, I suspect I would). That's just the justification for my observation is all.

From the impression I get from my acquaintances who grew up in the USSR, high school math over there was considerably more advanced than what passes as 'math' in most of North America's school system, and included linear algebra and calculus. I don't know if this is still the case.

And that's why people should follow Saint Max instead.

But, how can a set of ideas be a closed system? It's ridiculous. If someone were to tell me that Objectivism is closed, I would say, Ha! I just reopened it. Ha! Try and stop me from calling myself an Objectivist if I feel like it! Oh, they can trademark it, I supposed, but if they do, I could rename my system as Reasonablism and explain it as an improved form of what-Ayn-Rand-was-talking-about.

A community of people can close itself off, but ideas are helpless to resist whatever buccaneering minds may prey upon them. This harkens to Buckminster Fuller's cry that "true wealth only increases", because true wealth is knowledge and knowledge is infinitely replicable and shareable.

But what if the source of much of your material in this essay on Ayn Rand's life is itself inaccurate and untrue? Another author--James Valliant--who wrote on Ayn Rand's life studied her private journals (that were unavailable to Barbara Branden and Nathaniel Brandon). According to him, the air of cultishness was initiated and encouraged by Nathaniel Brandon, who monitored all of Rand's guests, visitors, and letters, to ensure that they were not antagonistic to Rand. Apparently, all this was done without Rand's knowledge until much later she found out, including Branden's continued deception of her.

And of course, Eleizer has already quoted the scripture of the prophet Brian, who sayeth:

"Look. You've got it all wrong. You don't need to follow me. You don't need to follow anybody! You've got to think for yourselves. You're all individuals! You're all different! You've all got to work it out for yourselves!  Don't let anyone tell you what to do!" (Life of Brian, scene 19)

'...Marx wrote a letter to the French workers' leader [...], accusing them of "revolutionary phrase-mongering" and of denying the value of reformist struggles; "if that is Marxism" — paraphrasing what Marx wrote — "then I am not a Marxist".'

From Wiki. It must take a lot of balls to say 'you have strayed from my original Idea, I want none of this', and risk marginalisation. Much easier to just be the idol.

Regarding Shermer on science being uncertain: I listen to a lot of skeptics, and I think he's merely saying that science cannot be literally 100% absolute in its certainty.  Sure, a theory can explain all the existing evidence (known cases) and make accurate predictions its scope about unexamined cases. But empirical test of it can only ever approach 100% certainty and can never really achieve it.

But what if the source of much of your material in this essay on Ayn Rand's life is itself inaccurate and untrue? Another author--James Valliant--who wrote on Ayn Rand's life studied her private journals (that were unavailable to Barbara Branden and Nathaniel Brandon). According to him, the air of cultishness was initiated and encouraged by Nathaniel Brandon, who monitored all of Rand's guests, visitors, and letters, to ensure that they were not antagonistic to Rand.

A single anecdote should throw enough light on Rand's character to disprove this hypothesis.   The libertarian economist Murray Rothbard was for a time part of Rand's circle of friends.  But when Rand learned that Rothbard's wife was a Christian, she gave Rothbard six months to convert her to atheism, or else divorce her.  Rothbard of course did neither, and was, accordingly, excommunicated soon thereafter.

There is a world of difference between "pretty damned" and "completely".

The problem is not being willing to assign confidence values so close to one that our brains can no longer tell the difference.  The problem is doing so improperly.

I love the repeated metaphor of milestones, roads, and journeys.  Ah, progress!  The bliss that comes from the belief that the destination is known and inevitable!

On a lighter note, this sordid affair did give us the excellent term "randroid".

Interesting stuff about Rand, but about Aristotle, just to keep the history honest, although he was perfectly capable of making important contributions to the math of the day (plane geometry; not the logic that he, with characteristic immodesty, informs us he actually invented!)--think of his response to Zeno's paradox--Aristotle didn't view math (again, qua geometry) as being fundamental to the deepest understanding of the universe. That view was well known to him through Plato and the Pythagoreans, but Aristotle explicitly rejected it in favor of a scien... (read more)

Great post. You nailed my main issues with objectivism. I think the material is still worth reading. Rand considered herself a philosopher and seemed to feel there was a lot to be gained from telling her people to read more philosophy and broaden their horizons, but when it came to scientific works she never expresses much awareness of the "state of the art" of her time. In fact, her epistemology makes assumptions about the operation of the brain (in behavioralism and learning) that I'm not sure could be made correctly with the state of neuroscience and related disciplines at the time.

I think a better way of looking at established science is that it is completely certain, barring further information, and being willing/able to consider further, possibly contradictory information.

I don't really think confidence values are useful in the absence of knowledge of how complete your current knowledge of a domain actually is.

I do wonder if Rand was a sort of an evangelist in a sense for a more reasoned-out philosophy than what existed and maybe she thought something like, "Okay, this is good enough for now--now I'm going to go out and spread the word of this particular philosophy."  Certainty does have a certain rhetorical use, and if it persuades people away form a less reasonable approach, maybe it's worthwhile.  If we all sat around waiting for perfect knowledge before we started talking about our ideas, we'd never speak.

Not to say I necessarily endorse Rand's app... (read more)

Where is the spoiler warning for those of us in the midst of this epic novel.  I'd say more but I stopped reading at John Galt is...

People focus on the messenger more than on the message. Jesus preached individual freedom for which he was executed by the Authorities of the time. Now, dare I say, the majority of people who praise Jesus willingly empower the authority of their time to limit individual freedom, while at the same time preaching it.

We can argue that science proves that nothing is certain, but red and white blood cells keep you alive, and that's unlikely to change. We can't live at our current state of output if we didn't take this for granted. Thus, certainties exist at var... (read more)

I read Atlas this summer. It was hard going, but rewarding in the end. It made every other work of fiction I have read since seem easy. Ayn Rand's ideas are wonderfully different. They refreshed my thinking. However, I carried a 'cult warning' consciously in my head while reading and remembered it every time I had the urge to give up everything I owned and head to Colorado. In short, concerns about the cult of Ayn Rand put me off taking her as seriously as I might have otherwise done. (I'm not saying I would have gone to the gulch had I not had this proviso.)

I fear the word "cult" obscures many difficult issues.  I'm no fan of Rand-fandom, but I think it is important to identify as clearly as possible just what signs people within such a group could use to see they have a problem.  For example, "ostracizing anyone who dared contradict her" would seemingly apply to a great many, perhaps the majority, of ordinary human organizations.

Ah, but A is still A, no matter what any of you may say...  :-).

James Bach, the gates of ijtihad are forever closed with the death of her Randness!

"If any man shall add unto these things, God shall add unto him the plagues that are written in this book and if any man shall take away from the words of the book of this prophecy, God shall take away his part out of the book of life, and out of the holy city, and from the things which are written in this book."

Robin : "For example, "ostracizing anyone who dared contradict her" would seemingly apply to a great many, perhaps the majority, of ordinary human organizations." : Yes, but there is a difference between ostracizing = damning to the nethermost pits of hell with no hope of salvation and ostracizing = delaying your next pay increase by a couple of months.   i.e., the cult-dom-ness is contingent on the existential nature of the ostracization.

Sure, let's say we accept that Ayn Rand turned out to be a mega-bitch mad control freak in later life?

As an acquaintance of mine put it, "No, I'm sorry, Objectivism is not a theorem of the predicate calculus."

Ayn Rand was wrong in many regards - and her epistemology came after the definition for her philosophy, and should certainly be discounted as rationalization and little more - but any half-rational Objectivist will recognize that the philosophy should be regarded objectively, and her quite subjective views of personal values should be taken with a grain of salt.

Incidentally, if you're interested in her as a character, you may want to read We The Living (Which she herself described as a philosophical autobiography) - there are several hints scattered throughout it that she always had a love affair with power, that it was not merely something that she developed later in her life.

Nice essay but I think you'd benefit from studying the history of science a bit more.  Thomas Kuhn's view of paradigms overturning one another is not supported; since Kepler and Galileo it has been almost wholly cumulative.  You get can get Kepler's and Galileo's laws from Newton's and you can get Kepler's and Galileo's and Newton's from Einstein's; the surprises have largely been interpretive.  Most of the limitations of Galileo's and Newton's and Einstein's laws were known within the framework of those systems.  The sense in which the contemporaries of, say, Newton thought that the Newtonian system was "certain" was as a philosophical extension of his science: they thought the necessary extensions needed to address the problems would be broadly "Newtonian" in nature.  Theirs was a failure of speculation and not science.

The "revolutions" have only been from systems of folk belief (sometimes sophisticated derivatives like Aristotelian thought) to modern science.  Aristotle was not a mathematician of any sort or an experimentalist of any sort; that is, he was not in any way a scientist.  His system was subject to sophisticated extension by the Alexandri... (read more)

Studying up on the math of probability theory and decision theory.

Eliezer or anyone else, which books on these subjects are good for beginners?

I think people have a built-in instinct towards self-preservation. What sometimes happens though, is people love something so much, such as a novel, that it becomes an inseparable part of who they are. And that's when cultish behavior starts, because an attack on that idea becomes an attack on them personally. To find fault with that idea is to find fault with them.

Now one thing (not the only thing) that made Objectivism different from other philosophies was that the founder presented it, not as a dry collection of premises and conclusions in an academic j... (read more)

If you want to object to Objectivism (hah) you should do so by discussing the ideas themselves, perhaps by citing passages that highlight basic ideas of the theory. Details of Rand's personal life are irrelevant. Hug the query.

There is an interesting kernel of an idea here: how can one establish a self-renewing philosophy? How can an intellectual leader construct a set of principles which specifically allow for their own revision? Of course, this is very similar to the question of how one can construct a Friendly AI, and the question of how one can construct a Friendly government.

Some have said this essay is a poor, ad hominem criticism of Objectivism.  This isn't a criticism of Objectivism per se at all and isn't meant to be - it is intended to answer the question "how did a belief that ostensibly venerates reason and independent thought give rise to cult-like behaviour?"  Thus discussion of the merits of Objectivism itself don't address the question, while an account of Rand's life sheds a lot of light.

Studying Rand's life is unlikely to be particularly useful.  Studying the historical development of Objectivism as a group phenomenon is probably the most fruitful strategy.

I have noticed that people's beliefs about the nature of positive traits, either in general or specifically, has a great deal of influence on their behavior.  When virtues are something that you are, rather than the result of  how you act, people often stop bothering to act in the difficult and expensive ways necessary to maintain that virtue.

When virtues are internalized, and made part... (read more)

You might try Probability Theory: The Logic of Science by ET Jaynes, and Causality: Models, Reasoning, and Inference by Judea Pearl.

The case against those who see Objectivism as a closed system has been mounted within the ranks of Objectivists. Indeed, the very terms “open” and “closed” systems were coined in a published exchange I had with Leonard Peikoff in 1990, and the battle has been raging for years between the orthodox and the independent wings of the Objectivist movement. Fortunately, there are now many of us in the latter wing. Readers following this thread may be interested in my account of the issues, The Contested Legacy of Ayn Rand: Truth and Toleration in the Objectivist Movement (http://www.atlassociety.org/David%20Kelley%20-%20Truth%20and%20Toleration.pdf). Chapter 5 in particular points out the many ways in which the “closed-system” model contradicts the Objectivist epistemology (pp. 73-85 in the PDF file).

David Kelley, founder & senior fellow, The Atlas Society

The atomic theory of chemistry is pretty damned certain.

Is it fair to point out that they have split the atom?  I won't even bother mentioning QM.

Maybe you were the first to use the terms "open and closed systems" within Objectivist discourse and publications, but to claim that you "coined" them is utter nonsense.  They have been in widespread usage within systems theory and related fields for well over a half century in works by such people as von Bertalanffy and Vernadsky, some of this actually going back as far as the 1920s, if not earlier.  Please...

Just an aside, Rothbard and his coterie made fun of the Rand's cultishness (cf 'Mozart was a Red'), then promptly developed his own (big 'a') Austrian cult after splitting with Cato. Which goes to show recognizing the warning signs in others is no protection.

The atomic theory of chemistry is pretty damned certain.

I know I already made a comment about this, but I'm just so baffled by this statement that I am hoping for some clarification.  I mean, I'm pretty sure that this entry was not written before 1897, so it is fair to hold you to know that they discovered the electron.  I mean you can't really believe atomic theory of chemistry, let alone think it is pretty damned certain.  The theory has held in the 19th century before they discovered electrons, protons, quantum mechanics, E=mc2, quarks, and all that.

Do the words "atomic theory" have a single unambiguous meaning in the context you reply to?  Or do you know somehow (telepathy?) the precise referent the writer refers to by the words?

Come on, Mellway.  Search for a charitable interpretation of the writer's words.  Do not stop your search till you have found an interpretation of the words that makes the sentence non-foolish and non-false.

From hanging out at Mises it seems like Walter Block, Stephan Kinsella and Roderick Long are perfectly okay with criticizing Rothbard. I haven't read much from Hoppe so I don't know how he stacks up, but he definitely smacks of right-deviationism. I've heard Agorists claim that they're the only true Rothbardians though.

I suppose you could say that the important truth of atomic chemistry has not been substantively refuted: that there really are objects such as carbon "atoms," nitrogen "atoms," etc. the individual and relational qualities of which determine the natures of the substances they constitute.

In other words, there is no real alternate hypothesis to the above explanation of substances' tendency to combine in small whole-number ratios, only refinements of that hypothesis, or things thought to be physically prior.

I put a lot of weight on Lavoisier's definition of these atoms.  As I recall, he wrote something to the effect that whether or not these particles he was talking about are true atoms (in the original greek sense), they were indivisible to Lavoisier.  Subsequently, the term "atom" has simply meant those kinds of bodies.  If you assume that "atom" must always and only mean particles which are absolutely indivisible, then of course you will disagree, but I do not think the term was used exclusively that way, even among the 18th century chemists who worked out the theory's basics.

Is it just me or do others too notice that the quality of comments and dialog here is much higher than on most blogs?

Up the thread a piece, Vejay referred to a book called The Passion of Ayn Rand's Critics, by James Valliant.

Another author--James Valliant--who wrote on Ayn Rand's life studied her private journals (that were unavailable to Barbara Branden and Nathaniel Brandon [sic]). According to him, the air of cultishness was initiated and encouraged by Nathaniel Brandon, who monitored all of Rand's guests, visitors, and letters, to ensure that they were not antagonistic to Rand. Apparently, all this was done without Rand's knowledge until much later she found out, including Branden's continued deception of her.

In point of fact, Mr. Valliant's book is an unscholarly mess.

(1) Although his prime objective is to discredit The Passion of Ayn Rand by Barbara Branden, Mr. Valliant frequently  misquotes her book or imposes preposterous interpretations on what she said in it.  See, for instance, Neil Parille's meticulous dissection at< http://www.objectivistliving.com/forums/index.php?showtopic=4405&st=60>.

(2) Mr. Valliant insults his readers' intelligence by telling them that passages that he has just quoted from Ayn Rand's journals do not mean what anyone with a modicum of sens... (read more)

Is it just me or do others too notice that the quality of comments and dialog here is much higher than on most blogs?

It turns out that all the people who think otherwise have already left... :)  But I agree with you!  All hail Cultmaster Eliezer!

Passing thought. In another world, Lewis Little is the Lysenko of the Objectivist Party.

With regard to mathematics, it was only with the intellectual help of Ayn Rand's epistemology that I independently discovered hypercomplex numbers. See the linked press release for more information.

The formal invalidation of the idea that certainty is impossible is that such a statement is a self-contradiction.

I recommend that you read Introduction to Objectivist Epistemology more than once. Struggle to understand each major idea in there, and then try to invalidate them, especially the axioms. Be honest in your arguments, and fight each idea to the bitter end. Eventually, you will start to realize, just as I did, that Rand was a lot smarter than I gave her credit for and knew what she was talking about, and that I wasn't as good and sophisticated as... (read more)

I thought this was all very standard stuff; as I was taught going on half a century ago, the atomic theory of matter simply says you cannot indefinitely divide a sample of something like nitrogen in half.  That is, there is a smallest discrete unit of nitrogen that retains all it's chemical properties as opposed to the notion that nitrogen is like an infinitely divisble continuous fluid.

Having read The Fountainhead, Atlas Shrugged and Peikoff's OPAR, I've had enough time and material to reflect on Objectivism. 

While Rand's contribution to rationalism was mostly admirable, Eliezer's analysis seems very fair. What's interesting, too, is that some of its contents overlaps with the article "The Benefits and Hazards of the Philosophy of Ayn Rand", written by Nathaniel Branden 25 years ago, which can be found in his website. 

As Branden (reasonably) states, some of Rand's major flaws were:

It's hip with a lot of people to be snarky about Rand, but I've never seen anyone who does it also demonstrate they have the slightest clue what she had to say. I have my own disagreements with Rand, but I've appreciated her more and more as time as gone on. She's more LessWrong than most.

That was a really low quality and demeaning article. The author seems to enjoy taking cheap shots. For example zie also makes fun of people who cosplay Harry Potter. The majority of the article was basically name calling. Though the article did at least make a real argument about objectivist philosophy and taxation a (though it didn't engage with Rand's counter arguments). 

I am not an objectivist but I found this article terrible and question why someone would enjoy it.

I found the article funny. That being said, I strongly suspect that most of this perceived funniness stemmed from the fact that it was mocking Objectivism, which I happen to disagree with, and that I would have found it much less funny had its wit been directed toward something I actually do agree with.

For instance, I used to lurk around RationalWiki rather often, and I confess I did appreciate the humor in their articles. Then I saw their article on LessWrong and EY, and the funniness quite dissipated. However, upon closer inspection, it wasn't because there was a shift in the humor itself; quite the opposite, in fact! RW was mocking a cause they perceived as crazy in exactly the same way that they mocked other causes, such as creationism. However, this humor, when directed at LW/EY, suddenly started feeling much less benign and much more like a personal attack. And it was then that I realized exactly how members of other causes might feel upon reading mocking articles about their movement, and why something that had previously seemed like harmless fun to me might not be so harmless.

This is not to say Objectivists, creationists, or the like are correct. It is to say, however, that... (read more)

It seems possible that some with far-out ideas turn to rationalism as a natural part of their defense of them - since if your beliefs are rational, then that makes them OK.

In such cases, the far-out ideas would come first, and the interest in rational thinking would follow along afterwards.

The interest in rational thought should normally be fairly theraputic.  However, much depends on how deep it goes.  Objectivism may not score too highly there.

Ha! It is a horrible crime that I read this, and see in it a criticism of any faith who believes that the Bible is the end-all, be-all of God's word to this or any earth?

Why do Objectivists so frequently believe that anthropogenic global warming is not real? (It appears to be the consensus opinion on the Objectivism forum.) This belief doesn't seem to have anything to do with Objectivism, and Ayn Rand certainly never mentioned global warming.

It probably gets pattern matched to 'state-ist hysteria being used to crush industry.' 

Maths isn't very relevant to Rand's philosophy. What's more relevant about her Aristoteleanism is her attitude to modern science; she was fairly ignorant. and fairly sceptical, of evolution, QM, and relativity.

Rand herself didn't understand emergence (she casting a biologist as the embodiment of scientific corruption, because there is too much complexity in his area of study for any one human brain to be familiar with), and also didn't understand much about cybernetics, etc. 

That's hardly the start of it. She opposed relativity and QM, and fence-sat on Evolution. 

I don't think "1957" is mcuh of an excuse either, particularly about evolution. For another thing, she never wavered
till her death in the 80s. It makes no sense to focus on Bayes, unle... (read more)

ith permission from both their spouses, which counts for a lot in my view.  If you want to turn that into a "problem", you have to specify that the spouses were unhappy—and then it's still not a matter for outsiders.

I dare say many a guru or cult leader has similar "permission". It often isn't taken to ecuse their actions, because people recognise that such permission can be browbeaten ot of people by someone who seems to them to be an authority figure.

Atleast Atlas Shrugged is written in a way that suggests cultishness. All good people are good at everything, good looking and always right. Enemies are stupid, wrong and ugly. There are no bad sides in good ideas or good sides in bad ideas. 

Except when they aren't, like when Lillean Rearden is beautiful with exceptional social intelligence or when Robert Stadler is the smartest, most accomplished,  man of science in the story.

I agree with this essay, but find a more cogent critique of objectivism is here: http://www.atlassociety.org/sites/default/files/The_Contested_Legacy_of_Ayn_Rand.pdf --I also notice Kelley himself linked to it below.

For anyone who enjoys this thread, I also highly recommend the work of a fellow libertarian, here: 
http://ariwatch.com/ARIvsRonPaul.htm

It's also interesting that before she decided against it, Ayn Rand described her own politics as "libertarian,"
http://ariwatch.com/AynRandsPoliticalLabel.htm

One of the first things I read on this sit... (read more)

Technically, the fact that her ultimate fictional hero was John Galt is a spoiler too.



The Litany Against Gurus

I am your hero!
I am your master!
Learn my arts,
Seek my way.

Learn as I learned,
Seek as I sought.

Envy me!
Aim at me!
Rival me!
Transcend me!

Look back,
Smile,
And then—
Eyes front!

I was never your city,
Just a stretch of your road.

Part of the Politics Is the Mind-Killer subsequence of How To Actually Change Your Mind

Previous post: "Rationality and the English Language"

Are people biased on average to follow someone else, rather than to make their own path?  It is not obvious to me.  Yes, many great failings have come from groups dedicatedly following a leader.  But surely many other failings have come from groups not dedicatedly following a leader.

These recent posts will be very useful to point to next time someone accuses Singularitarians of being a cult.

Or, Nick, a great source of irony for those people.  "For a site called 'Overcoming Biast'..."

I suspect that people tend towards following versus leading, much in the way that pack wolves have leaders and followers.

Robin, this verse is about following someone else - just following with intent to overtake, rather than following with intent to worship.  When is it ever appropriate to do the latter?

The Litany describes a dilemma that should only appear in arts, not sciences.  In a true science with many contributors, you wouldn't follow any single hero, unless you thought some portion of their work had been left undone.

I know, but they can serve that purpose - how many actual cult leaders write about how to avoid becoming a cult?

What about the Guru who wrote 'Why work towards the Singularity' ?  It is a text with a distinctly Messianic feel.  Or, to be more generous, a Promethean feel.   While it is true that Hom Sap has a nasty itch to create anything that can be created, regardless, thre's no need for such pseudo valuations as the following :
"If there's a Singularity effort that has a strong vision of this future and supports projects that explicitly focus on transhuman technologies such as brain-computer interfaces and self-improving Artificial Intelligence, then humanity may succeed in making the transition to this future a few years earlier, saving millions of people who would have otherwise died. Around the world, the planetary death rate is around fifty-five million people per year (UN statistics) - 150,000 lives per day, 6,000 lives per hour. These deaths are not just premature but perhaps actually unnecessary. At the very least, the amount of lost lifespan is far more than modern statistics would suggest."
Who says that continuing the lives of us dull old farts, to the inevitable detriment of the unborn, has any positive value ?   I'd say that's monstruous.  The transhuman AI may be an unavoidable consequence of our Luciferian inclination to meddle.  That doesn't mean it's a cause.   Any chance of it becoming a cult ?

Can you name 3 people who have transcended you in particular areas of rationality, and those areas? How about Spearman's g? Capacity/willpower for altruistic self-sacrifice? Conscientiousness? Tendency not to be overconfident about disastrous philosophical errors? Philosophical creativity? Mathematical creativity? Same questions with respect to 'rivaled.'

Also, your use of poetry and talk of the 'Way of Rationality' seems to be counter-signaling.

Plenty of religious and political organizations accuse outsiders and heretics of various kinds of bias and irrationality, and 'apply' the same criteria to themselves. The problem is that they do so in a biased fashion.

"Also, your use of poetry and talk of the 'Way of Rationality' seems to be counter-signaling."

I realize it's not likely to convince someone who's already committed to seeing Singularitarianism as a cult, but it might help someone who's relatively unfamiliar with the territory and getting a slight cultish feel.

@Chris: "Who says that continuing the lives of us dull old farts, to the inevitable detriment of the unborn, has any positive value ?"

I hear this argument against life extension and transhuman technologies over and over, and I think it is the absolute height of hypocrisy. Why? Well, if you care so much about the unborn ( = potential people, of whom there are infinitely many), then why aren't you eagerly campaigning for the immediate colonization of the solar system, followed by the galaxy? Remember, there are always more potential people left to be realized, and the best way of realizing them is by continually increasing the rate at which new people come into existence.

Surprisingly enough, the creation of a safe and powerful AI is probably the most effective way of accomplishing this increase in new-people-creation that will benefit the unborn. Chris, if you're really interested in the rights of potential persons [as I am], you should wholeheartedly support and work towards positive, safe technological acceleration.

I don't know about you guys, but if there was only one country in the entire universe, I'd rather it be Monaco than Congo.

'Unborn' does not equal 'potential people'.  I see little point in trying to exhaustively explore the space of potential people.  But given that there will be people coming after us, I fail to see the purpose in extending the lives of this generation at their expense.

Can you name 3 people who have transcended you in particular areas of rationality, and those areas? How about Spearman's g? Capacity/willpower for altruistic self-sacrifice? Conscientiousness? Tendency not to be overconfident about disastrous philosophical errors? Philosophical creativity? Mathematical creativity? Same questions with respect to 'rivaled.'

Daniel Kahneman undoubtedly knows more about heuristics and biases than I do;
E. T. Jaynes was superior in manipulating and applying Bayesian calculus;
Robyn Dawes has taught more students of rationality;
Von Neumann was probably brighter than I am;
Gandhi endured more for less;
Edison put in longer hours;
Epicurus seemed pretty skeptical;
If Siddhārtha Gautama was a real person, he was one hell of an imaginative philosopher;
Conway has probably created more math than I've learned.

Caledonian: If a longer lifespan is bad, surely a shorter one must be good? It would be a pretty unlikely coincidence if the current average of 67.2 years just happened to be morally optimal - and even if that coincidence were true now, it won't be for much longer.

So if you really believe what you're saying, then stop extending your own life; go kill yourself and knock that number down a notch. But there's the rub - you don't really believe it, and I'd bet that as soon as radical life extension comes on the market you'll go for it even while ridiculing others doing the same.

You just use irrational ideas as a way of sounding "cool", because there are all too many moronic humans who eat that crap up, thinking that anything must be right if it goes against the "establishment". If a poll was done, probably more than half of all people would claim to be non-conformists.

Obviously you're not going to find very many such idiots here, so who's your real audience? Do you show your posts to all your (nominally) progress-hating friends, gushing over how you dealt such a huge blow to The Man? Or are you such a sad, pathetic creature that you do all this purely to prove your own coolness to yourself?

That wasn't a very strong signal of non-guru status. Six out of those nine people are dead (why choose the dead?) and can't condemn your ideas or compete for current authority with you, making for a less informative signal of non-guru status. You praise Kahneman for academic knowledge of heuristics and biases, but notably not for actually overcoming bias. Mentioning Dawes' total output of students, given his line of work and greater age, is very different from praising his ability to actually convey rationality.

A guru could say those things and still consistently claim to be the most generally intelligent and personally rational do-gooder currently living on the planet Earth, a view which is false for most. Are you ready to explicitly reject that proposition with respect to yourself? To say that people who do not agree with you on some important matters of fact and of value (e.g. relating to your work), and who might hinder your accumulation of supporters and resources, are your rivals or superiors in general rationality? To specify significant ways in which you have been persistently (and harmfully on balance) more biased than interlocutors concerned with rationality like Nick or Robin?

You could easily address such questions in a much more informative fashion than in the list above.

Carl, I'm not trying to signal non-guru status.  If I was trying to signal non-guru status, I wouldn't write verse!  But a verse to remember and repeat as a mantra might be useful to someone trying to resist the slide into cultishness ("I was never your city" keeps going through my own mind).  I have little compunction about "looking like a guru" if it conveys information nicely.  So long as I'm not actually a guru.

Regarding the rest of your question, I acknowledge no superior in my own specialty, and would be expected to have many superiors anywhere outside my own specialty.

"I have little compunction about "looking like a guru" if it conveys information nicely. So long as I'm not actually a guru."
You're also in good company on verse with the MIT AI koans:

"A novice was trying to fix a broken Lisp machine by turning the power off and on.
Knight, seeing what the student was doing, spoke sternly: "You cannot fix a machine by just power-cycling it with no understanding of what is going wrong."
Knight turned the machine off and on.
The machine worked."
http://en.wikipedia.org/wiki/Hacker_koan

Why not? The word guru doesn't necessarily have negative connotations for me. This isn't a gripe over lexical definitions. I think most of the nine people listed could have been described as a guru - the last certainly was. They had devoted followers and imparted their knowledge to them. A guru does not a cult create - that honour's reserved for those who aren't comfortable with the prospect of being usurped or overtaken.

I have limitless admiration for someone who can teach all they know, and look on with nothing but pride as their protegés go on to surpass their achievements. I know I'd have trouble with that.

I suspect that ritualistic behavior is unlikely to aid in resisting the slide into cultishness.  Quite the opposite.

Perhaps you should study the people who are exposed to teachings that seem to favor cultishness, find value in the teachings, but do not enter the cult.

Maybe I'll take up the mantle of adversary, Eli, when the circumstances are right. You are far ahead, but I think I can catch up. Who else will do learn and over take, instead of idly chatting?

That one made me chuckle ... Good for you Eliezer! I do enjoy your posts. But that comment cracked me up. So I can only presume it was in jest, of course. It would be a somewhat ironic attempt at modesty to compair yourself to one of the greatest minds in history.

Caledonian: ritual behavior is only cultish if the ritual reinforces non-thought. Given that humans are so obviously born hungry for ritual, I'd be inclined to think rational/scientific culture is making far too little use of it, and more would be better. If anything, starving yourself of ritual will make you easy prey for cults.

Elizer: your PDF in the previous post changed the way I think about AI as a concept, stripping off much anthropomorphism. So to that extent you do get to be a guru to me, at least until I get good enough to make advances of my own ;-P

Couldn't resist adding a complaint about the abuse of the term 'guru' as a term of ...abuse.  It represents in fact an exponent of a perfectly respectable form of expertise transmission in non-rational domains.  Drift into abuse of authority by such an exponent is perhaps more likely because the method relies on authority rather than argument, but that doesn't mean that the concept is invalid, or indeed that there is any other method possible in those domains.

Goplat, can't answer for Caledonian, but as I'm pretty sad & pathetic myself, I'll take a stab.  The unborn represent variety and potentiality.   More of the same represents sterility.   Sure I'd like to live 500 productive & happy years, but am in my better moments conscious that with present biotechnology this is unlikely.  With SIAI improved biotechnology who knows ?  However, my totally uninformed intuition is that however superproductive & longlived the ultra-new curly-wurly chromosomes that my friendly neighbourhood SIAI will give me are, they would do better (in accordance with their interest) endowing them on the young of the species.   Your argument that we now are happy living 80 years where our ancestors were lucky to make 40 is pertinent, but adding years after 40 still doesn't increase the productive lifespan of a mathematician.  Jesus died at 30 (or was it 33 ?).  Mother Theresa was doing productive caring work into advanced old age.  So perhaps youth = creativity, age = caring.  A 'Self Improving' AI would surely privilege the 1st option.  For better or for worse.  Personally I'm for balance, and am all for the increase of life expectancy at a rate which is compatible with human capacity to adapt. I wrote a piece on the Impossibility of a 'Friendly' SIAI which I may inflict on the world someday.

Just had a response to Goplat rejected as spam.  Wonder what the biases built in to the new antispam filter are ?

That one made me chuckle ... Good for you Eliezer! I do enjoy your posts. But that comment cracked me up. So I can only presume it was in jest, of course. It would be a somewhat ironic attempt at modesty to compair yourself to one of the greatest minds in history.

Carl asked for someone with superior Spearman's g, which is more widely known as g-factor.  Not "least upper bound", just "superior".

Spearman's g is tricky.  It's easy for me to see that Jaynes is better at Bayesian calculus than I am, but that doesn't mean I can infer that Jaynes was doing it through superior g-factor (nor that he wasn't).

Traditional IQ tests sensibly and reliably measure a range of around 60-140.  Richard Feynman's measured IQ was 137, but you have to translate that as "outside the range of the IQ test", not "80 IQ points dumber than Marilyn vos Savant".

There have been attempts to devise measures of "genius IQ" but I'm not impressed with any of their validation measures, and in any case, I haven't taken any.

Von Neumann was famous as a genius who scared other geniuses.  I still added the qualifier "probably" because I don't actually know that von Neumann did his stuff via g-factor per se, rather than, say, by working so hard that he scared other hardworking mathematicians.  It does seem likely that von Neumann had one of the highest Spearman's-g of the 20th century, but it's not certain.  Anyone above a certain range tends to specialize in modes of cognition, and they do what they do by choosing tasks that fit their peculiar genius, not necessarily by being generally "better" than other geniuses in any directly comparable sense.  Was Einstein smarter than Newton?  I don't know; they applied different kinds of genius.  So I picked von Neumann as the archetype - his genius wasn't necessarily the most effectively applied of the twentieth century, but he comes to mind as having a damned high g-factor.

If you just say "smart", or something like that, then you're really asking after a sort of generalized status ranking, in which case merely to compare oneself to von Neumann would be an act of great social audacity.  Perhaps this is what made you laugh?  But Carl didn't ask about life accomplishment or social status, he asked about Spearman's g, which is a very specific request about a characteristic that's very hard to infer above the IQ 140 range.

Are you talking to yourself, or is there something wrong with the name on this post?

One presumes that the second paragraph ought to be italicized, to indicate that it is a quotation of HighlyAmused's earlier comment. Interestingly, the Internet Archive's record of this thread as it appeared on its old home at Overcoming Bias does display the italics correctly; it is certainly odd that the move to Less Wrong should result in such an idiosyncratic error.

No.  It is far more likely that the qualities that made Feynman a genius were not those that were measured by IQ tests.

It's not a matter of his intellect being outside of a range.  Intellect has a dimensionality far greater than IQ tests measure, period.

I have a suspicion that very high IQ is like comparing cheetahs to dogs. The dog isn't worse, he's just less of a specialist. High IQ means using the same wetware differently. More computation effort is devoted to a particular range of tasks. When you get into the ultra-genius range, you are actually starting to chip away at features used by the rest of the system. A narrow focus on one mode of cognition is unavoidable.

Is reading "GENERAL INTELLIGENCE," OBJECTIVELY DETERMINED AND MEASURED (http://psychclassics.yorku.ca/Spearman/) the best way to understand what you mean by "Spearman's g?"

Anon, Spearman's original book is pretty old.  Try Wikipedia, or search Gene Expression, or this page seems to have a lot of resources.  Jensen had a nice intro paper at Psycoloquy, but Psycoloquy seems to be down at the moment.

I'd agree that mathematicians probably peak somewhere around 40. I can see two things contributing to the subsequent decline: mental degeneration, and an increasingly irrelevant skill set; if your specialty is narrow enough, you may have solved all the easy problems in your microfield. I expect life extension technologies to fix the former problem. For the latter problem, Feynman recommends changing fields every 7 years. Of course, he's Feynman; maybe 10 years is better for us ordinary folks.

Is there a hidden meaning to this? I only grasp the exterior feel to this shiny poem.

"...Although, do please make the check out to 'Cash'."



Two Cult Koans

A novice rationalist studying under the master Ougi was rebuked by a friend who said, “You spend all this time listening to your master, and talking of ‘rational’ this and ‘rational’ that—you have fallen into a cult!” 

The novice was deeply disturbed; he heard the words You have fallen into a cult! resounding in his ears as he lay in bed that night, and even in his dreams.

The next day, the novice approached Ougi and related the events, and said, “Master, I am constantly consumed by worry that this is all really a cult, and that your teachings are only dogma.”

Ougi replied, “If you find a hammer lying in the road and sell it, you may ask a low price or a high one. But if you keep the hammer and use it to drive nails, who can doubt its worth?”

The novice said, “See, now that’s just the sort of thing I worry about—your mysterious Zen replies.”

Ougi said, “Fine, then, I will speak more plainly, and lay out perfectly reasonable arguments which demonstrate that you have not fallen into a cult. But first you have to wear this silly hat.”

Ougi gave the novice a huge brown ten-gallon cowboy hat.

“When I have explained everything to you,” said Ougi, “you will see why this was necessary. Or otherwise, you can continue to lie awake nights, wondering whether this is a cult.”

Ougi said, “How long will you repeat my words and ignore the meaning? Disordered thoughts begin as feelings of attachment to preferred conclusions. You are too anxious about your self-image as a rationalist. You came to me to seek reassurance. If you had been truly curious, not knowing one way or the other, you would have thought of ways to resolve your doubts. Because you needed to resolve your cognitive dissonance, you were willing to put on a silly hat. If I had been an evil man, I could have made you pay a hundred silver coins. When you concentrate on a real-world question, the worth or worthlessness of your understanding will soon become apparent. You are like a swordsman who keeps glancing away to see if anyone might be laughing at him—”

This novice later succeeded Ougi and became known as Ni no Tachi. Ever after, he would not allow his students to cite his words in their debates, saying, “Use the techniques and do not mention them.”

A novice rationalist approached the master Ougi and said, “Master, I worry that our rationality dojo is . . . well . . . a little cultish.”

The novice waited a time, but Ougi said nothing more.

So the novice spoke up again: “I mean, I’m sorry, but having to wear these robes, and the hood—it just seems like we’re the bloody Freemasons or something.”

“Well, yes the robes and trappings,” said the novice. “It just seems terribly irrational.”

“I will address all your concerns,” said the master, “but first you must put on this silly hat.” And Ougi drew out a wizard’s hat, embroidered with crescents and stars.

The novice took the hat, looked at it, and then burst out in frustration: “How can this possibly help?”

“Since you are so concerned about the interactions of clothing with probability theory,” Ougi said, “it should not surprise you that you must wear a special hat to understand.”

When the novice attained the rank of grad student, he took the name Bouzo and would only discuss rationality while wearing a clown suit.

That was cute. I'm not sure I understand it, though.

You certainly do take care to respond to the comments.

If I am concerned that the group I belong to is becoming cultish, the thing to do is to ask what is a cult and what is not a cult, and see if the definition applies to your group. The second koan reminds us not to use extraneous details like uniforms. More non-cultists than cultists use uniforms. In general P(Category|Feature) != P(Feature|Category).

The line isn't nearly as crisp as you make it sound. 

For example, is a nurse's uniform as "rationally justifiable" as a hazmat suit? No. But it does serve  a useful purpose for nurses, in that it frequently makes patients more likely to treat them as authority figures. 

Now, you might ask why patients do that, but in some sense that doesn't matter. Even if patients are irrational to do that, it is still pragmatically useful for nurses to wear the uniform if it reliably obtains that benefit.

But in fact it isn't a senseless thing for patients to do, either, in that wearing a nurse's uniform is a more costly signal if I'm not a nurse than simply saying "I'm a nurse" (since other nurses might see me wearing the uniform and punish me), and therefore more reliable than simply saying that.  

More generally: uniforms are one way humans signal a certain kind of social status, and status signaling is a valuable function.

Why are almost all fire trucks red? They would work just as well if they were blue and yellow polka dots. But they are uniform because they are recognizable.The same with the blue-white-red lights on a police car and the sirens.

A nurse's uniform tells you that this is probably a nurse, even in contexts where the scrubs are not useful. A monk's or priest's robes tell you that this is a religious person who might give you religious advice. The act of picking a uniform for a group lets you begin to associate some properties of that group with the people in it, at a glance.

I swear, the grammatical screwup in the above post was completely intentional.

Tiiba, do you mean to imply that if your group is cultish, the group I belong to is safe by the tu quoque principle?

Tiiba, do you mean to imply that if your group is cultish, the group I belong to is safe by the tu quoque principle? ;)

In all seriousness, I think the second point is a little more complicated than you described.  Specifically, I think Mr. Yudkowsky is trying to point out that Bouzo had plenty of evidence more closely entangled with cult/non-cult status than whether or not they had uniforms.  He had experienced Ougi's teachings directly.  In the absence of that evidence, of course, the uniforms would be more important evidence.

I think it is saying that if you want to know if an idea is true or not, compare it to reality. Clothes are an irrelevancy. "If it can drive nails, who can doubt it's worth?"

Well, I must confess I was initially arguing in gamelike fashion -- just to see what your next move might be -- but I fell into my own trap door, and I'm really unsure that
1) this isn't a cult,
and that
2) that would be a bad thing.

That is, who cares if we have mutually reinforcing behaviors etc.?  What matters is whether these are good mutually reinforcing behaviors, and that we evaluate their goodness from a non-tautological (i.e. external) perspective.  (That is, I'd distinguish between circles and vicious circles.)

I don't know whether or not that's pa... (read more)

"If I had a hammer that seemed to me to work really well, but no one was willing to pay me the going rate for hammers of that quality, would it really be ridiculous for me to seriously question the accuracy of my perception of the hammer?"

Yes, in the case of a hammer I think it would be [ridiculous to doubt yourself]. In the case of something more complicated, like Wine, you might start to question whether there is some subtle difference between your wine and theirs that you're not detecting, but there is no such thing as a hammer connoisseur.

but there is no such thing as a hammer connoisseur.

ahem... you should meet some armourers I know... ;)

I personally know somebody that has a wall on which he hangs his 220 hammers... all of which he assures me are slightly different.

"If I had a hammer that seemed to me to work really well, but no one was willing to pay me the going rate for hammers of that quality"

.. then by definition you have mis-estimated the going rate.

I think I'll side with the novices against Ougi here.  The novices deserve a clearer answer than "think of ways to resolve your doubts" and "all will be clear when you try to use this stuff."  Cults usually tell people many things that are actually useful, and confronting leaders seems a reasonable way to resolve doubts.  As I said before, the word "cult" is a bit too easy a word to throw around - I'd prefer a clearer description of what it means exactly and how to recognize one.

Note: “it’s justified by being true” doesn’t help distinguish cults. You seem to be aware of this, though, because you still count that component of cultishness as true.

Robin, transmission of expertise in non-rational domains has to rely on authority rather than argument, so is more susceptible to slide into abuse of authority than transmission in rational domains.  The original post here is strange in that it supposes such a type of transmission in the field of rational teaching.  The definition of cult in the field of master / disciple relationships has to start with an examination of whether authority is being abused by, for example, being exercised in areas unrelated to the teaching.   Don't take sweets from philosophers.

I only got into the rationalist game because I'm fond of hats.  Oh, and Robin's advice on gift-giving.

If you can immediately recognize the candlelight as fire, the meal was cooked a long time ago.

Ian C., do you know for sure, before evaluating this kind of evidence, whether the problem is simple like you seem to think a hammer is, or complicated like you seem to think wine is?  I had thought that wine is simpler as its functionality is a matter of taste, while hammers' functionality is something that exists in some sense outside my first impression of it.  (It may be hammering in the nails all crooked-like or something, and perhaps I don't notice bur everyone else does.)  What mistake am I making?

Botogol, why not say that I have misestimated either... (read more)

I had a friend in college who was a philosophy major; he'd been raised a fundamentalist Christian, and turned from that into some sort of chaotic evil deist. I used to enjoy arguing philosophy and ethics with him. But the further he got into his study, the more his arguments turned into half-understood quotations of Wittgenstein and Kant, and his debating technique turned into sophistries and trying to name and call out others' logical fallacies, sometimes correctly and sometimes not -- the same techniques he grew up with, only without having to wake up early on Sunday. I don't argue with him anymore...

You cannot understand the moon by deconstructing the finger.

The student asked, "Where is the true master of the Way?"
The master replied, "Where is a true student of the Way?"

I think you are artificially restricting your knowledge to direct perception of the objects. Don't you also know
that there are entire shops that sell only wine, that they have many varieties, at many prices, and they have competitions, experts etc?

It is this knowledge that leads you to conclude that wine is probably a complicated business and you may very well have made a mistake.

"Since you are so concerned about the interactions of clothing with probability theory," Ougi said, "it should not surprise you that you must wear a special hat to understand."

But isn't this almost the exact opposite of what the student was saying? Questioning the robes indicates to me that the student felt there was not any interaction between learning probability theory and clothing, and that therefore it served some other purpose, presumably differentiating between an in group and an out group.

Or am I just nuts for trying to argue with you about the internal thoughts of your own fictional characters?

Do not attempt to deduce the thought processes of fictional characters; that is impossible.  Seek only to recognize the truth:  that what the author says is objective, has implications on its own, and does not necessarily have anything to do with what he meant.

A koan:
If you have ice cream, I will give it to you.
If you have no ice cream, I will take it away from you.
It is an ice cream koan.

A few of you touched on the point I got out of this, but no one explained it very well.  In the first koan, Ougi says two things.  The clearer one is tangential to rationality, but important for self-doubting cultists.  "You are like a swordsman who keeps glancing away to see if anyone might be laughing at him".

The more important point was that the teachings are valuable if they are useful.  (This is applicable to the sword fighter because allowing yourself to be distracted is an immediate danger.)

The importance of the parable about hammers doesn't relate to prices, but to usefulness.  "Use the hammer to drive nails" in a discussion about rationality is metaphoric for using the techniques to make better decisions.  If Ougi's teachings help you make better decisions in your life, then they are valuable.  If they merely bind you more tightly to Ougi, then you are a cultist.

Bouzo didn't learn anything that helped him make decisions, he was merely cowed into following Ougi more closely.  Ni no Tachi learned to "concentrate on a real-world question", so "the worth ... of his understanding [became] apparent."

Ni no Tachi figured out how to use the hammer, but Bouzo only sold them without understanding their value.

Chris, for a while I was a member of what most people would consider a "cult", and from my experience "cults" usually teach people useful things.  So it is a mistake to assure yourself you are not in a cult because you see that you are learning useful things.

Lightning flashes.
Sparks shower.
In one blink of your eyes
you have missed seeing.

If clothes are unrelated to probability theory, why do the students have to wear robes?

Robin, you're right, most people do think economics is a cult, even though there may be a small proportion of usefulness in the teachings...  characteristics are, cult members cut off from contact with non-cult members (in this case by the ignorance of the non-cult members, of course), devotion to the cult leader (Keynes ! Friedman ! the Gourd! the Sandal!), proclamations of infallibility (the market is infallible), progressive alienation (this is a science, I can believe six impossible things before breakfast), and ending in total learned helplessness (fo... (read more)

Because it confuses them into thinking that maybe the clothes have something to do with the meat of the instruction, and it takes longer for them to learn what they're being taught. It obscures the the real teaching, hides it among irrelevant rituals.

Ni no Tachi figured out how to use the hammer, but Bouzo only sold them without understanding their value.

"A bird in the hand is worth what you can get for it." --Ambrose Bierce

Fiction is fiction, but it seems to me that that if student objects to wearing silly clothes and his master responds by ordering him to wear yet sillier clothes, it's a lot more plausible that the student will conclude his master is a quack and drop out than that he'll decide to extend his master's teaching by taking silly clothes to a whole new level.

Well, it's clear that a lot of people found the koans confusing.  Silly me, I realized I forgot to include Mumon's commentaries!

Because Ni no Tachi hated rich men,
Ougi gave up his wealth of silence.
When Ni no Tachi became a rich man,
He loaned money to his students.

A flower is neither bread nor water,
Why not replace it with a weed?
Bouzo changed the shape of Ougi's garden,
But did he really understand?

I don't think Hanson is saying economics is a cult, he is referring to either this or this.

I think Eliezer outed himself as an anime fan in this post. It's ok, I'm a pretty big one myself.

Thanks TGGP.  That's a better suggestion than I came up with.  Since Robin seemed to be responding to me (rather than to "Chris"), I guessed he was referring to the "cultish" experience he shared with me.  But your suggestions are more likely.

Robin: "It is a mistake to assure yourself you are not in a cult because you see that you are learning useful things."  But isn't the opposite conclusion safe?  If you can't figure out how to use the hammer, but you nonetheless convince younger students of its importance, aren't you likel... (read more)

If you can't figure out how to use the hammer, but you nonetheless convince younger students of its importance, aren't you likely to be in a cult? Or more likely, if you can see that many of the other teachers are teaching material they don't understand?

What's wrong with being in a cult, as long as you're reasonably self-aware about it? Cults are fun! ;)

Incidentally, Wikipedia lists itself in its list of alleged cults.

Unless you're going to tell me Godel, Escher, Bach consisted of Zen-style teaching, in which case I'll bring it down to two hates. (But it sure is pretty.)

My least favorite portions of GEB: An EGB were the Zen ones.

I presume you feel the same way about the Socratic method?

Eliezer Yudkowsky wrote of ideas one can't see the value of, and teachers who don't seem to understand their teachings, "Sounds like either a cult or a college."

I dunno, at least for many technical fields and for some other endeavors too (like learning to communicate effectively in writing) one can see that many of the teachers can do some handy hard-to-fake real-world stuff, and that the students emerging through the pipeline tend to be able to do it too. When I was an undergraduate, the EEs in my residence hall traditionally maintained a little... (read more)

Teacher: You don't really want an answer to that question.

Teacher (after thinking for a moment): If I take a lamp and shine it toward a wall, a bright spot will appear on the wall. The lamp is our search for truth, for understanding. Too often, we assume that the light on the wall is God. But the light is not the goal of the search. It is the result of the search. The more intense the search, the brighter the light on the wall. The brighter the light on the wall, the greater the sense of revelation upon seeing it.

Teacher: Similarly, someone who does not search, who does not bring a lantern with him...sees nothing. What we perceive as God is the byproduct of our search for God. It may simply be an appreciation of the light, pure and unblemished, not understanding that it comes from us. Sometimes we stand in front of the light and assume that we are the center of the universe. God looks astonishingly like we do. Or we turn to look at our shadow and assume that all is darkness. If we allow ourselves to get in the way, we defeat the purpose, which is to use the light of ... (read more)

Excellent quote, but you should really attribute it.

It's from Babylon 5, season 5, episode 14, "Meditations on the Abyss".

The Teacher is G'kar, the student is some random Narn.

Caledonian, not so much, no, though I've never really noticed being used so much. (If I did maybe it would annoy me too.) Why would you think so?

Because Socratic-style teaching IS Zen teaching, only with training wheels on.

Caledonian, do you mean the sort of stuff found in Plato's writings, or do you mean the question-and-answer style that passes for "Socratic" in law schools etc.?

I can see how the former might be called Zen with training wheels, but not the latter.

Oy.  I just glanced through the last couple weeks of posts.  Hence the lack of a loud sigh on this one before.  So consider this the loud-sigh of the confirmedly anti-koan, the person who thinks that metaphor and other such non-expository modes of speech have aesthetic value only, and that if one cannot speak of an idea in clear language, well, one ought to keep silent about it.  (I can see Wittgenstein glaring at me...)

It must be difficult traipsing around the Highlands in those big clown shoes.

It seems to me that some people take the notion "Never accept anything uncritically!" (or equivalently, "There are no certainties in science!") too far.

The core tenets of logic as set out by Mill, at least, must be accepted uncritically and never doubted, or the whole conversation in which they are doubted disintegrates into fallacy and nonsense, and thus becomes useless (except to a dishonest speaker who might use it to manipulate irrational people).  There are other beliefs which are similarly necessary (for instance, mathematics) if the discussion extends to topics where they apply.

Snort. Got here while trying to figure out what, if any answer (the comic provides none) there is to "What kind of ice cream do you put on a Koan?" And here I find this... lol

Seriously, though, like most arguments presented by monk style philosophers, the answer given is flawed. Which is more valuable of the following?

1. A pure gold hammer with a mess of rhinestones in the handle. Estimated material cost - $200.

2. A real hammer, with a gold filigree handle and an idiotic mess of bangles hanging off of it, jewels strung onto them. Estimated materi... (read more)

... I didn't understand this post the first time around... I guess my Power Level has increased...

Okay, I have no idea whatsoever what this is supposed to be saying.

EDIT: Wait, hold on. Is it supposed to not make sense?

(Unlurking and creating an account for use from this point onwards; どうかお手柔らかにお願いします。)

Something I found curious in the reading of the comments for this article is the perception that Bouzo took away the conclusion that clothing was in fact important for probability.

Airing my initial impression for possible contrast (/as an indication of my uncertainty):  When I read the last sentence, I imagined an unwritten 'And in that moment the novice was enlightened', mirroring the structure of certain koans I once glanced through.

My interpretation is/was that those words of Ougi's were what caused the novice to realise his error (in focusing on the clothing rather than the teachings when considering likelihood of cultishness), the absurdity of a hat worn affecting one's understanding revealing the absurdity the clothing worn by those in the dojo inherently for their rationality (though arguments could be made about indirect advantages and/or disadvantages in both directions?).

From that, the clown suit could be taken as a result of him being humbled by this lesson, it making such a deep impression on him that, taking it to heart, he established something to remind him (and others?) of it as par... (read more)

For anyone reading this at a future point there's more recent discussion from a sequence rerun here

When I read these I flip between understanding and confused like I'm staring at a Hollow-Mask Illusion.



Asch's Conformity Experiment

Solomon Asch, with experiments originally carried out in the 1950s and well-replicated since, highlighted a phenomenon now known as “conformity.” In the classic experiment, a subject sees a puzzle like the one in the nearby diagram: Which of the lines A, B, and C is the same size as the line X? Take a moment to determine your own answer . . .

The gotcha is that the subject is seated alongside a number of other people looking at the diagram—seemingly other subjects, actually confederates of the experimenter. The other “subjects” in the experiment, one after the other, say that line C seems to be the same size as X. The real subject is seated next-to-last. How many people, placed in this situation, would say “C”—giving an obviously incorrect answer that agrees with the unanimous answer of the other subjects? What do you think the percentage would be?

Three-quarters of the subjects in Asch’s experiment gave a “conforming” answer at least once. A third of the subjects conformed more than half the time.

Interviews after the experiment showed that while most subjects claimed to have not really believed their conforming answers, some said they’d really thought that the conforming option was the correct one.

That we have found the tendency to conformity in our society so strong . . . is a matter of concern. It raises questions about our ways of education and about the values that guide our conduct.

It is not a trivial question whether the subjects of Asch’s experiments behaved irrationally. Robert Aumann’s Agreement Theorem shows that honest Bayesians cannot agree to disagree—if they have common knowledge of their probability estimates, they have the same probability estimate. Aumann’s Agreement Theorem was proved more than twenty years after Asch’s experiments, but it only formalizes and strengthens an intuitively obvious point—other people’s beliefs are often legitimate evidence.

If you were looking at a diagram like the one above, but you knew for a fact that the other people in the experiment were honest and seeing the same diagram as you, and three other people said that C was the same size as X, then what are the odds that only you are the one who’s right? I lay claim to no advantage of visual reasoning—I don’t think I’m better than an average human at judging whether two lines are the same size. In terms of individual rationality, I hope I would notice my   own severe confusion and then assign >50% probability to the majority vote.

In terms of group rationality, seems to me that the proper thing for an honest rationalist to say is, “How surprising, it looks to me like B is the same size as X. But if we’re all looking at the same diagram and reporting honestly, I have no reason to believe that my assessment is better than yours.” The last sentence is important—it’s a much weaker claim of disagreement than, “Oh, I see the optical illusion—I understand why you think it’s C, of course, but the real answer is B.”

So the conforming subjects in these experiments are not automatically convicted of irrationality, based on what I’ve described so far. But as you might expect, the devil is in the details of the experimental results. According to a meta-analysis of over a hundred replications by Smith and Bond . . . 2

. . . Conformity increases strongly up to 3 confederates, but doesn’t increase further up to 10–15 confederates. If people are conforming rationally, then the opinion of 15 other subjects should be substantially stronger evidence than the opinion of 3 other subjects.

Adding a single dissenter—just one other person who gives the correct answer, or even an incorrect answer that’s different from the group’s incorrect answer—reduces conformity very sharply, down to 5–10% of subjects. If you’re applying some intuitive version of Aumann’s Agreement to think that when 1 person disagrees with 3 people, the 3 are probably right, then in most cases you should be equally willing to think that 2 people will disagree with 6 people.3 On the other hand, if you’ve got people who are emotionally nervous about being the odd one out, then it’s easy to see how adding a single other person who agrees with you, or even adding a single other person who disagrees with the group, would make you much less nervous.

Unsurprisingly, subjects in the one-dissenter condition did not think their nonconformity had been influenced or enabled by the dissenter. Like the 90% of drivers who think they’re above-average in the top 50%, some of them may be right about this, but not all. People are not self-aware of the causes of their conformity or dissent, which weighs against any attempts to argue that the patterns of conformity are rational.4

When the single dissenter suddenly switched to conforming to the group, subjects’ conformity rates went back up to just as high as in the no-dissenter condition. Being the first dissenter is a valuable (and costly!) social service, but you’ve got to keep it up.

Consistently within and across experiments, all-female groups (a female subject alongside female confederates) conform significantly more often than all-male groups. Around one-half the women conform more than half the time, versus a third of the men. If you argue that the average subject is rational, then apparently women are too agreeable and men are too disagreeable, so neither group is actually rational . . .  

Ingroup-outgroup manipulations (e.g., a handicapped subject alongside other handicapped subjects) similarly show that conformity is significantly higher among members of an ingroup.

Conformity is lower in the case of blatant diagrams, like the one at the beginning of this essay, versus diagrams where the errors are more subtle. This is hard to explain if (all) the subjects are making a socially rational decision to avoid sticking out.

Finally, Paul Crowley reminds me to note that when subjects can respond in a way that will not be seen by the group, conformity also drops, which also argues against an Aumann interpretation.  

1Solomon E. Asch, “Studies of Independence and Conformity: A Minority of One Against a Unanimous Majority,” Psychological Monographs 70 (1956).

2Rod Bond and Peter B. Smith, “Culture and Conformity: A Meta-Analysis of Studies Using Asch’s (1952b, 1956) Line Judgment Task,” Psychological Bulletin 119 (1996): 111–137.

3This isn’t automatically true, but it’s true ceteris paribus.

4For example, in the hypothesis that people are socially-rationally choosing to lie in order to not stick out, it appears that (at least some) subjects in the one-dissenter condition do not consciously anticipate the “conscious strategy” they would employ when faced with unanimous opposition.

I don't see this exercise as being so much about rationality as it is about our relationship with dissonance. People in my community (context-driven software testers) are expected to treat confusion or controversy as itself evidence of a potentially serious problem. For the responsible tester, such evidence must be investigated and probably raised as an issue to the client.

In short, in the situation given in the exercise, I would not answer the question, but rather raise some questions.

I drive telephone surveyors nuts in this way. They just don't know what to do with a guy who answers "no opinion" or "I don't know" or "can't answer" to every single question in their poorly worded and context-non-specific questionnaires.

as being so much about rationality as it is about our relationship with dissonance

It seems to me that most of rationality is about our relationship with dissonance. Though in most cases that dissonance is implicit while here it is obvious.

Robert Aumann's Agreement Theorem shows that honest Bayesians cannot agree to disagree - if they have common knowledge of their probability estimates, they have the same probability estimate.

Um, doesn't this also depend on them having common priors?

Yes. More importantly, it depends on them being honest Bayesians, which humans are not.

It feels like there was no explicit rule not to ask questions. It's interesting what percentage of subjects actually questioned the process.

If people are conforming rationally, then the opinion of 15 other subjects should be substantially stronger evidence than the opinion of 3 other subjects.

I don't see how moderate number of other wrong-answering subjects should influence decision of rational subject, even if it's strictly speaking stronger evidence, as uncertainty in your own sanity should be much lower than probability of alternative explanations for wrong answers of other subjects.

The video notes that when the subject is instructed to write their answers, conformity drops enormously. That suggests we can set aside the hypothesis that they conform for the rational reason you set out.

Only in a hella skewed distribution, far from the observed distribution of actual driving behavior.

Depends on how you measure it. For example, 99.9% of drivers have caused a below-average number of road fatalities.

Even a more sane and more continuously distributed measure could yield that result, depending on how you fit the scale. If you measure the likelihood of making a mistake (so zero would be a perfect driver, and one a rabid lemur), I expect the distribution to be hella skewed. Most people drive in a sane way most of the time. But it's the few reckless idiots you remember - and so does every single one of the thousand other drivers who had the misfortune to encounter them. It would not surprise me if driving mistakes followed more-or-less a Pareto distribution.

I took it to mean "You create some measurement that orders all of the N drivers (labeled with the natural numbers). They do not know their numbers. 90% of them will estimate that their number is >= the ceiling function of N/2". 

'This may come as some surprise' to Asch & Aumann, but rationality is not the design point of the human brain (otherwise this blog would have no reason to exist), getting by in the real world is.  And getting by in the real world involved, for our ancestors through tens of millenia,  group belonging, hence group conformity.  See J. Harris, 'No Two Alike', Chaps. 8 & 9 for a discussion which references the Asch work.  This does not mean of course that group conformity was the only adaptation factor.  Being right and being 'in' both had (and have...) fitness value, and it's pefectly natural that both tendencies exist, in tension.

At an applied level, this reminds me of Dr. Jerry B. Harvey’s discussion of the "Abilene Paradox" in management, where groupthink can take over and move an organization in a direction that no-one really wants to go. All it takes is one dissenter to break the spell.

Surely there's more than social conformity/conflict aversion at work here? In the experiment in the video, an expectation of pattern continuation is set up. For most questions, the 4 spoken words the subject hears before responding do correspond to the apparently correct spoken word response. I'd expect subconcious processes to start interpreting this as an indicator of the correct answer regardless of social effects and be influenced accordingly, at least enough to cause confusion which would then increase susceptibility to the social effects.

I'd expect this effect to also be reduced where the subject is writing down his answers, as that  takes out of the equation the close connection between hearing spoken numbers and speaking spoken numbers.

No, other people's beliefs are often treated as evidence, and very powerful evidence at that.

Belief is not suitable as any kind of evidence when more-direct evidence is available, yet people tend to reject direct evidence in order to conform with the beliefs of others.

The human goal usually isn't to produce justified predictions of likelihood, but to ingratiate ourselves with others in our social group.

Isn't this exactly what was said in Hug The Query? I'm not sure I understand why you were down voted.

Caledonian was a well-known LW troll who would frequently make vague, unreadable, critical, somewhat hostile remarks.

"Belief is not suitable as any kind of evidence when more-direct evidence is available ..." is more like 'You Can Only Ever Hug The Query By Yourself'.

FYI, if you look at Asch's 1955 Scientific American article, the lines on the cards were a little closer in length than in the example shown above.

my vision is so bad that i answered 'none of the above'. i had to decide to measure the lines. that meant i first had to get to where i did not think the trick was the question. that took a cup of tea.
'trust the ruler, not the vision' has been added to my list of -ings.

Isn't it reasonable to find it more likely that people are lying than that something has gone that flagrantly wrong with my ability to judge sizes of lines?

Not necessarily. Maybe your eyes are very bad, or you've suffered a stroke. (Though maybe you should be concerned about that and halt the experiment, rather than just agreeing.)

"Belief is not suitable as any kind of evidence when more-direct evidence is available, yet people tend to reject direct evidence in order to conform with the beliefs of others."

Caledonian, this is just wrong. Our ability to interpret evidence is not infallible, and is often fallible in ways that are not perfectly correlated across individuals. So even if we share the same 'direct evidence' as other observers of equaly ability their beliefs are still relevant.

Except we'd have to take into account the idea that the others who's beliefs we are using as evidence may themselves have been using the same idea... That results weighting of the beleifs of an initial group being greatly amplified above and beyond what it should be, no?

Robert Aumann's Agreement Theorem shows that honest Bayesians cannot agree to disagree - if they have common knowledge of their probability estimates, they have the same probability estimate.

In addition to what James Annan said, they also both have to know (with very high confidence) that they are in fact honest bayesians. Both sides being honest isn't enough if either suspects the other of lying.

In terms of individual rationality, I hope I would notice my own severe confusion and then assign >50% probability to the majority vote.

Noticing your own severe confusion should lead to investigating the reasons for the disagreement, not to immediately going along with the majority. Honest Bayesians cannot agree to agree either. They must go through the process of sharing their information, not just their conclusions.

What are the odds, given today's society, that a randomly selected group of people will include any honest Bayesians.  Safer to assume that most of the group are either lying, self-deluded, confused, or have altered perceptions. Particularly so in a setting like a psychology experiment.

Strict honest Bayesians? ZERO. (Not even LW contains a single true honest Bayesian.)

Approximations of honest Bayesians? Better than you might think. Certainly LW is full of reasonably good approximations, and in studies about 80% of people are honest (though most people assume that only 50% of people are honest, a phenomenon known as the Trust Gap). The Bayesian part is harder, since people who are say, religious, or superstitious, or believe in various other obviously false things, clearly don't qualify.

people who are say, religious, or superstitious, or believe in various other obviously false things

Gregory S. Berns, Jonathan Chappelow, Caroline F. Zink, Giuseppe Pagnoni, Megan E. Martin-Skurski, and Jim Richards, “Neurobiological Correlates of Social Conformity and Independence During Mental Rotation,” Biological Psychiatry 58 (2005), pp. 245-253.

It claims that the conformists can, under some conditions, actually come to see the world differently.

Oh, one other thing. I know it's been brought up before, but as far as the agreement theorem, I don't feel I can safely use it. What I mean is that it seems I don't understand exactly when it can and cannot be used. Specifically, I know that there's something I'm missing here, some understanding because I don't know the correct way to resolve things like agreement theorem vs quantum suicide.

It's been discussed, but I haven't seen it resolved, so until I know exactly why agreement theorem does not apply there (or why the apparently straightforward (to me) way of computing the quantum suicide numbers is wrong), I'd personally be really hesitant to use the agreement theorem directly.

The quantum suicide numbers are wrong because of the Born probabilities, and also the fact that consciousness is not an either-or phenomenon. The odds of losing 99% of your consciousness may be sufficiently high that you effectively have no consciousness left. (Also: Have you ever been unconscious? Apparently it is possible for you to find yourself in a universe where you WERE unconscious for a period of time.)

Also, I've convinced that Many-Worlds is a dead end and Bohm was right, but I know I'm in the minority on LW.

Perhaps Eliezer or someone else can check the math, but according to my calculations, if you use Nick Bostrom's SSSI (Strong Self-Sampling Assumption), and make the reference class "observers after a quantum suicide experiment", then if the prior probability of quantum immortality is 1/2, after a quantum suicide experiment has been performed with the person surviving, both the outside observer and the person undergoing the risk of death should update the probability of quantum immortality to 4/7, so that they end up agreeing.

This seems odd, but it is based on the calculation that if the probability of quantum immortality is 1/2, then the probability of ending up being an observer watching the experiment is 17/24, while the probability of being an observer surviving the experiment is 7/24. How did I derive this? Well, if Quantum Immortality is true, then the probability of being an observer watching the experiment is 2/3, because one observer watches someone die, one observer watches someone survive, and one observer experiences survival. Likewise if QI is true, the probability of being an observer surviving the experiment is 1/3. On the other hand, if QI is false, the probability of being an observer watching the experiment is 3/4 (I will leave this derivation to the reader), while the probability of being an observer surviving the experiment is 1/4.

From this it is not difficult to derive the probabilities above, that the probability of being a watcher is 17/24, and the probability of being a survivor 7/24. If you apply Bayes's theorem to get the probability of QI given the fact of being a survivor, you will get 4/7. You will also get 4/7 if you update your probabilities both on the fact of being a watcher and on the fact of seeing a survivor. So the two end up agreeing.

Intuitive support for this is the fact that if a QI experiment were actually performed, and we consider the viewpoint of the one surviving 300 successive trials, he would certainly conclude that QI was true, and our intuitions say that the outside observers should admit that he's right.

Interesting. If that's right, then clearly QI is wrong, because we've watched people die.

In the above calculation I forgot to mention that for simplicity I assumed that the experiment is such that one would normally have a 50% chance of survival. If this value is different, the values above would be different, but the fact of agreement would be the same (although there would also be the difficulty that a chance other than 50% is not easy to reconcile with a many-worlds theory anyway.)

Quantum suicide vs. Aumann has been discussed a couple times before, and yes, it's very confusing.

Intuitive support for this is the fact that if a QI experiment were actually performed, and we consider the viewpoint of the one surviving 300 successive trials, he would certainly conclude that QI was true, and our intuitions say that the outside observers should admit that he's right.

My intuitions say outside observers should not update their estimates one bit, and I'm pretty sure this is correct, unless they should also increase their probability of MWI on making the equivalent observation of a coin coming up heads 300 times in a row.

(although there would also be the difficulty that a chance other than 50% is not easy to reconcile with a many-worlds theory anyway.)
http://www.hedweb.com/everett/everett.htm#probabilities
http://hanson.gmu.edu/mangledworlds.html

IMHO quantum immortality and quantum suicide (unlike MWI) are nonsense, but I'm still trying to figure out a way to say this that convinces other people.

For probabilities in MWI I recommend the work of David Wallace.

Nick, my argument didn't depend on intuition except for support; so it doesn't bother me if your intuition differs. What was your opinion of the argument (or did I simply omit too many of the details to judge)?

I think the most interesting question that arises from these experiments is what's the difference in personality between people who dissent and people who conform (aside from the obvious).

I would guess that if we did a study using the usual Big Five, a single personality trait would drive most of the variance, the one called "agreeableness". Unfortunately this is not actually one trait, we just treat it like it is; there's no particular reason to think that conformity is correlated with empathy, for example, yet they are both considered "agreeableness". (This is similar to the problem with the trait "Belief in a Just World", which includes both the belief that a just world is possible and the belief that it is actual. An ideal moral person would definitely believe in the possibility; but upon observing a single starving child they would know that it is not actual. Hence should they be high, or low, in "Belief in a Just World"?)

At my school we did this experiment. (I, happened to be one of the people who was not in on it, and did not conform). I have no idea what evidence they had to say this but the teacher suggested that people into "maths, physics or science stuff" were less likely to conform.

Unknown: Hrm, hadn't thought of using the SSSI. Thanks. Ran through it myself by hand now, and it does seem to result in the experimenter and test subject agreeing.

However, it produces an... oddity. Specifically, if using the SSSI, then by my calculations, when one takes into account that the external observer and the test subject are not the only people in existance, the actual strength of evidence extractable from a single quantum suicide experiment would seem to be relatively weak. If the ratio of non test subjects to test subjects is N, and the probability of the subject surviving simply by the nature of the quantum experiment is R, the likelihood ratio is (1+N)/(R+N), (which both the test subject and the external observer would agree on).
Seeing a nonsurvival gives a MWI to ~ MWI likelihood ratio of N/(R+N).
At least, assuming I did the math right. :)

Anyways, so it looks like if SSSI is valid, quantum suicide doesn't actually give very strong evidence one way or the other at all, does it?

Hrm... I wonder if in principle it could be used to make estimates about the total population of the universe by doing it a bunch of times and then analyzing the ratios of observed results... chuckles May have just discovered the maddest way to do a census, well, ever.

Clearly it can't actually matter what the population of the universe is. (There's nothing about the experiment that is based on that! It would be this bizarre nonlocal phenomenon that pops out of the theory without being put into it!) That's the kind of weirdness you come up with if you do anthropic calculations WRONG. 

Actually, if considering the SSSA instead of just the SSA, one has to take into account all the observer-moments, past and future, right? So there well be, in addition to the specific observer moments of "immediately post experiment test subject (or not), experimenter, everyone else...", there'll be past and future versions theirof, and of other entities, so you'll have K1 total "others" (other observer-moments, that is) in a MW universe, and K2 << K1 "others" in a single world universe.

"... then what are the odds that only you are the one who's right?"

If this is the reasoning for people choosing the same answer then surely it becomes a question of confidence rather than conformity?

Choosing the same answer as the group in your argument is because you aren't confident in your answer and are willing to defer to the majority answer. Not necessarily the same as conformity. By your own rationing you are going with the group because you think their answer is "better" not because you want to be part of the group. I know you can argue that that is just your rationale for conformity, but I feel that conformity is more about doubting something you are sure you know, to side with a group, rather than doubting something you think you might know.

I feel possibly a more accurate test (using this reasoning for conformity) would be to take a group and tell all the members individually that only they will know the right answer. Then give all bar one the same answer and one a different answer and see if they will conform with the group.

I believe that the subjects were of those of a non-matured state, thus making them of a "childish" mind and not able to process the situation. The subjrects would simply say anything their peers would say or do. I am testing this experiment on my classmates. I am in the 10th grade and will respond back with the solution. I blieve that a matured mind would not give in so easily with a simple question. It is not the question at hand that is making the subjects say something completely incorrect, it is the group pressure and the maturity of the subjects. If a child's mind thinks he or she is to believe that of another subject, then it shall think of that at hand. Children's minds are so open and naive thatt they will believe something as simple as Santa Clause comming down the chimney every year, then they will not hesitate to think of an answer to the question of this experiment. It is a simple and most uneducated experiment I had to present and test. A matured mind will think not of the group pressure but that of the question. I will be back with my results. Thank you.

These were adult subjects, so by your (unusual) definition most adults are "immature".

"I believe that the subjects were of those of a non-matured state..."

I guess that's the difference between being biased or not. I think your understanding of a "mature mind" equals an "unbiased mind" which is not present in all the adults. And of course the result of this experiment would have been different if it were conducted on the readers of this website.

I don't see why you think that 3 extra people, no matter if they're honest or not, amount to any significant amount of evidence when you can see the diagram yourself.

Sure, maybe they're good enough if you can't see the diagram; 3 people thinking the same thing doesn't often happen when they're wrong. But when they are wrong, when you can see that they are wrong, then it doesn't matter how many of them there are.

Also: certainly the odds aren't high that you're right if we're talking totally random odds about a proposition where the evidence is totally ambiguous. But since there is a diagram, the odds then shift to either  the very low probability "My eyesight has suddenly become horrible in this one instance and no others" combined with the high probability "3/4 people are right about a seemingly easy problem", versus the low probability "3/4 people are wrong about a seemingly easy problem", versus the high probability "My eyesight is working fine".

I don't know the actual numbers for this, but it seems likely the the probability of your eyesight suddenly malfunctioning in strange and specific ways is worse then the probability of 3 other people getting an easy problem wrong. Remember, they can have whatever long-standing problems with their eyesight or perception or whatever anyone cares to make up. Or you could just take the results of Asch's experiment as a prior and say that they're not that much more impressive than 1 person going first.

(All this of course changes if they can explain why C is a better answer; if they have a good logical reason for it despite how odd it seems, it's probably true. But until then, you have to rely on your own good logical reason for B being a better answer.)

"I hope I would notice my own severe confusion and then assign >50% probability to the majority vote."

On a group level, I wouldn't think it's a particularly rational path to mimic the majority, even if you believe that they're honestly reporting. If you had a group of, say, 10 people, and the first 5 all gave the wrong answer, there would then be a rational impetuous for everyone subsequent to mimic that wrong answer on the logic that "the last (5-9) people all said C, so clearly p(C) > 0.5".

Far better to dissent and provide the group with new information.

Ooh, that's really interesting. The best solution might actually be to say the full statement, "I see B as equal, but since the other 5 people before me said C, C is probably objectively more likely." Then future people after you can still hear what you saw, independently of what you inferred based on others.

But I think there are a lot of other really interesting problems embedded in this, involving the feedback between semi-Bayesians trying to use each other to process evidence. (True Bayesians get the right answer; but what answer to semi-Bayesians get?)

This gives us a very good reason to publicize dissenting opinions about just about anything---even perhaps when we think those dissents are wrong. Apparently the mere presence of a dissenter damages groupthink and allows true answers a much better chance to emerge.

I was all set to ask whether the result of female groups' increased conformity had any explanatory power over the question of why there aren't more woman in the rationalist movement. Then as I read on, it became less likely that female psychology had anything to do with it. Rather, in-group vs out-group psychology did. Males, being the socially more privileged gender, are more likely to see themselves as 'just normal' rather than part of a particular group called 'males'.

Of course, this lends itself to predictions. In a given grouping that self-identifies strongly as that grouping (such as woman, minority ethnicities, etc), if that group is very into a particular subject, its members will also likely be into it. Whereas, with a group that is less likely to self identify (such as American Caucasians, Americans within American borders (but not abroad) and men) the conformity on interests will be less.

Have there been any studies done to test this minority vs majority group conformity idea?

I'm not upset about losing points for this post, but I am a bit confused about it. Many out there know more about this stuff than I do. Did I say something factually inaccurate or engage in bad reasoning? I want to know so that I don't repeat my mistake.

Your first paragraph mentions a highly contested thesis that you admit is irrelevant to the evidence.  Your second paragraph seems to assert that dominant groups do not strongly-self identify - which seems empirically false - consider spontaneous chants of "USA, USA, USA"

Also, you are using some quasi-technical jargon less precisely than the terms are usually used - and your misuses seem to be directed at supporting a particular ideological position.

But that's just the sense of someone who probably has a contrary ideological position, so I'm not sure how I would recommend you generalizing from my impression. (and the downvote is gone at the moment I'm writing this - was it just one?  Just ignore those if you can't figure them out.)

I had suspected that it might be because someone had tried to infer my position on such matters from my asking of the question and didn't like the implication. I did, after all, admit to including the thesis that 'the observed high conformance of a group of females is influenced by an aspect of female psychology' in my list of possible explanations for the high conformance in that group, even though I ended up rejecting that hypothesis.

(I suspect that your position viz a viz whether either gender is superior is not that different than my own. But to be clear, my position is that both genders possess great capacity for type 2 cognition, which is the most important measurement of human success. Any difference between healthy adults of either gender in their use of such cognition comes down to social factors, which can be changed to create a fairer society.)

I'm still surprised about the second paragraph's inaccuracy, though. In my experience, the chants of "USA, USA, USA" occur at sporting matches against other countries. That's not an 'internal to America' thing. Then again, I don't live in America and haven't for many years. I chose America because I was trying to cater my words to my audience. Perhaps that was wrong and I should have spoken from experience instead. (I'm Australian.)

I want to use every word accurately, so I would be most appreciative if you could give me a few examples of jargon I've used and a description (or link to one) of the way it should actually be used.

PS - Yes. It was just one vote, so maybe I got re-upvoted or something. Oh well. The experienced alerted me to an issue. That's all anyone could ask of it.

Thank you, fixed! (And thanks to Said for having backups of all the images on readthesequences.com)

Glad someone's paying attention to comments on old articles. There's actually quite a few examples of missing images like this. Sorry I didn't mention the ones I've encountered so far. I will do so in the future.

Yes, please do. I try to fix all broken links and images in old content that I can find. 

I can't imagine myself ever conforming until it was less than 1/8 as blatant as the example image.  Assigning a >50% probability to the majority being correct seems way too generous, because I have no strong evidence that they're not lying, and a high prior on my ability to see linear distances on a 2D page.

Did the 100+ replications collect any data on what sort of people are more conformist than others, besides the gender gap?

On the topic of "why would conformity not grow with 15 people going before you instead of 3", one answer is obvious. The subject realises that the other people are not independently wrong, but that their is a trick. A Baysian can reason that other people might not be independent data points.

In my school I volunteered with the psychology class to help with an experiment. The first person said line C was the matching one, I practically flinched, and gave them an involuntary "what is wrong with you?" look. The second agreed it was line C. I thought "what the hell?!!" and looked at their sheet, then back and my sheet and confirmed they were the same. On person 3 I realised I could fold my sheet over and hold it to the light to check they lined up. If I had been the 4th in the line I would have been really confused. But I was something like 12th. By person 7 I was almost 100% sure the play was "Oh, they must all be in on it somehow. They want to see if peer pressure will turn me into an idiot."

So an unavoidable issue with the experiment is that more people conforming gives the subject more time to theorise about why a large cohort of people would all be making such an obvious mistake in a correlated way. And this theorising will not take long to start focussing on the fact that you know its an experiment, and you start wondering what they could be testing.

I was about to add on that no-one would ever conform if they had even the slightest real reward for pointing out the obvious (eg. some $ for a right answer), but a quick google suggests that my intuitions on that might be really out.

If people are conforming rationally, then the opinion of 15 other subjects should be substantially stronger evidence than the opinion of 3 other subjects.

This doesn't seem true; the data correlate pretty strongly, so more wouldn't provide much evidence.

Adding a single dissenter—just one other person who gives the correct answer, or even an incorrect answer that’s different from the group’s incorrect answer—reduces conformity very sharply, down to 5–10% of subjects.



Lonely Dissent

Asch’s conformity experiment showed that the presence of a single dissenter tremendously reduced the incidence of “conforming” wrong answers. Individualism is easy, experiment shows, when you have company in your defiance. Every other subject in the room, except one, says that black is white. You become the second person to say that black is black. And it feels glorious: the two of you, lonely and defiant rebels, against the world!1 

But you can only join the rebellion after someone, somewhere, becomes the first to rebel. Someone has to say that black is black after hearing everyone else, one after the other, say that black is white. And that—experiment shows—is a lot harder.

Lonely dissent doesn’t feel like going to school dressed in black. It feels like going to school wearing a clown suit.

That’s the difference between joining the rebellion and leaving the pack.

If there’s one thing I can’t stand, it’s fakeness—you may have noticed this. Well, lonely dissent has got to be one of the most commonly, most ostentatiously faked characteristics around. Everyone wants to be an iconoclast.

I don’t mean to degrade the act of joining a rebellion. There are rebellions worth joining. It does take courage to brave the disapproval of your peer group, or perhaps even worse, their shrugs. Needless to say, going to a rock concert is not rebellion. But, for example, vegetarianism is. I’m not a vegetarian myself, but I respect people who are, because I expect it takes a noticeable amount of quiet courage to tell people that hamburgers won’t work for dinner.2

Still, if you tell people that you’re a vegetarian, they’ll think they understand your motives (even if they don’t). They may disagree. They may be offended if you manage to announce it proudly enough, or for that matter, they may be offended just because they’re easily offended. But they know how to relate to you.

When someone wears black to school, the teachers and the other children understand the role thereby being assumed in their society. It’s Outside the System—in a very standard way that everyone recognizes and understands. Not, y’know, actually outside the system. It’s a Challenge to Standard Thinking, of a standard sort, so that people indignantly say, “I can’t understand why you—” but don’t have to actually think any thoughts they had not thought before. As the saying goes, “Has any of the ‘subversive literature’ you’ve read caused you to modify any of your political views?”

What takes real courage is braving the outright incomprehension of the people around you, when you do something that isn’t Standard Rebellion #37, something for which they lack a ready-made script. They don’t hate you for a rebel. They just think you’re, like, weird, and turn away. This prospect generates a much deeper fear. It’s the difference between explaining vegetarianism and explaining cryonics. There are other cryonicists in the world, somewhere, but they aren’t there next to you. You have to explain it, alone, to people who just think it’s weird. Not forbidden, but outside bounds that people don’t even think about. You’re going to get your head frozen? You think that’s going to stop you from dying? What do you mean, brain information? Huh? What? Are you crazy?

I’m tempted to essay a post facto explanation in evolutionary psychology: You could get together with a small group of friends and walk away from your hunter-gatherer band, but having to go it alone in the forests was probably a death sentence—at least reproductively. We don’t reason this out explicitly, but that is not the nature of evolutionary psychology. Joining a rebellion that everyone knows about is scary, but nowhere near as scary as doing something really differently—something that in ancestral times might have concluded, not with the band splitting, but with you being driven out alone.

As the case of cryonics testifies, the fear of thinking really different is stronger than the fear of death. Hunter-gatherers had to be ready to face death on a routine basis—hunting large mammals, or just walking around in a world that contained predators. They needed that courage in order to live. Courage to defy the tribe’s standard ways of thinking, to entertain thoughts that seem truly weird—well, that probably didn’t serve its bearers as well. We don’t reason this out explicitly; that’s not how evolutionary psychology works. We human beings are just built in such fashion that many more of us go skydiving than sign up for cryonics.

And that’s not even the highest courage. There’s more than one cryonicist in the world. Only Robert Ettinger had to say it first.

To be a scientific revolutionary, you’ve got to be the first person to contradict what everyone else you know is thinking. This is not the only route to scientific greatness; it is rare even among the great. No one can become a scientific revolutionary by trying to imitate revolutionariness. You can only get there by pursuing the correct answer in all things, whether the correct answer is revolutionary or not. But if, in the due course of time—if, having absorbed all the power and wisdom of the knowledge that has already accumulated—if, after all that and a dose of sheer luck, you find your pursuit of mere correctness taking you into new territory . . . then you have an opportunity for your courage to fail.

This is the true courage of lonely dissent, which every damn rock band out there tries to fake.

Of course, not everything that takes courage is a good idea. It would take courage to walk off a cliff, but then you would just go splat.

The fear of lonely dissent is a hindrance to good ideas, but not every dissenting idea is good.3 Most of the difficulty in having a new true scientific thought is in the “true” part.

It really isn’t necessary to be different for the sake of being different. If you do things differently only when you see an overwhelmingly good reason, you will have more than enough trouble to last you the rest of your life.

There are a few genuine packs of iconoclasts around. The Church of the SubGenius, for example, seems to genuinely aim at confusing the mundanes, not merely offending them. And there are islands of genuine tolerance in the world, such as science fiction conventions. There are certain people who have no fear of departing the pack. Many fewer such people really exist, than imagine themselves rebels; but they do exist. And yet scientific revolutionaries are tremendously rarer. Ponder that.

Now me, you know, I really am an iconoclast. Everyone thinks they are, but with me it’s true, you see. I would totally have worn a clown suit to school. My serious conversations were with books, not with other children.

But if you think you would totally wear that clown suit, then don’t be too proud of that either! It just means that you need to make an effort in the opposite direction to avoid dissenting too easily. That’s what I have to do, to correct for my own nature. Other people do have reasons for thinking what they do, and ignoring that completely is as bad as being afraid to contradict them. You wouldn’t want to end up as a free thinker. It’s not a virtue, you see—just a bias either way.

1Followup interviews showed that subjects in the one-dissenter condition expressed strong feelings of camaraderie with the dissenter—though, of course, they didn’t think the presence of the dissenter had influenced their own nonconformity.

2Albeit that in the Bay Area, people ask as a matter of routine.

3See Robin Hanson, “Against Free Thinkers,” Overcoming Bias (blog), 2007, http://www.overcoming-bias.com/2007/06/against_free_th.html.

In addition to suffering social disapproval when they first make their contrary claims, the lonely dissenter should realize that even if they are eventually proven right, they will likely still lose socially compared to if they had not so dissented.

Yes, I would totally wear that clown suit to high school. My classmates would have loved it! (My, shall we say, eccentricities... won me a strange sort of popularity.)

Also, having had the experience of repeatedly being able to come up with correct answers that almost all the other students could not has made me perhaps a little more confident in myself than I should be.

My freshman chemistry class in college had multiple choice exams; when taking the final, I noticed that, on one problem, my solution didn't match any of the answers, but after going over it several times, I couldn't find any mistake in my work. I eventually decided that the error was not mine, and spoke up. As it turns out, the question did contain a mistake that affected the answer, and I was the only one confident enough to question the question!

I once had a math teacher who put an impossible question on the final exam, as his quiet way of reinforcing that you have to actually think sometimes. He was a bit shocked when I pointed out that there were actually two, due to a typo in another question :)

"What takes real courage is braving the outright incomprehension of the people around you,"

I suspect that autistics are far more willing than neurotypicals to be true iconoclast because many neurotypicals find autistics incomprehensible regardless of what the autistics believe.  So the price of being an intellectual iconoclast is lower for autistics than for most other people.

Yes -- I was going to reply to "There are certain people who have no fear of departing the pack" with "there are some people who can't stay with the pack!".

These (not just the autistics, but also other neurodiverse folks) are the true "natural outsiders".  As demonstrated by the OP's comments, their presence in a group (or contrariwise their exclusion) has nontrivial effects on how a group acts, and especially how it deals with challenges.

There's a distinction between contradicting everyone else (lonely dissent) and proposing something new. Dissent takes courage, not necessarily proposing something new, because one might suppose that people will find the new thing acceptable. For example, I'm not sure that Ettinger needed more courage than modern cryonicists-- he gives the impression that he expected his idea to be accepted as an obviously great idea, once it was proposed. It seems he was rather surprised by the world's reaction.

Eliezer, never mind black, the true iconoclasts don't go to school. I quit in 10th grade and became an emancipated minor. In the three years prior, I refused to do homework, citing the 13th Amendment. My motivation echoes yours: I could not abide fakers, and public school abounds with them. Fake lessons. Fake arguments. Fake sentiments. Public school is a thinly disguised day care center.

Fortunately, education is not the same as schooling, and there are plenty of ways to become better educated in private life. Then I discovered as an adult that being unconventionally educated could be a competitive advantage.

Eliezer, never mind black, the true iconoclasts don't go to school. I quit in 10th grade

"They usually resort to the script of presuming a personal insult" instead of rightly apprehending the point you're making, which is...?

This is the difficulty I have with your comments, Caledonian. You always leave the interesting part out. (This is not a personal insult, by the way -- just a straightforward observation.)

Actually, I think that historians would love to wake up random people from way back when, whether or not they were famous at the time.

Hard to see how that's a rebuttal Caledonian.  Probably won't work AND probably no data worth saving still adds up to better odds than definitely worm-food.  I guess it's possible that some cryonicists might find their values better served by offering their brains for scientific research, but that basically goes under the category "dying for a cause" even if the dying part was very likely anyway.

You're ignoring the, currently, $200,000 expense that goes in to being preserved via Alcor. I dare say $200K is a vastly unreasonable bet to place if you're assuming "probably no data worth saving".

GiveWell currently rates the price of a single life at around $1,000. That's 200 lives saved for the price of your cryonic preservation. Even assuming they're off by an order of magnitude, that still leaves a 20:1 ratio.

Gee, how could anybody ever assume hostility from an innocent statement like that. "Please don't take this the wrong way, but you're completely worthless and we'd all be better off if you just died. No offense intended."

I'm not sure what Caledonian is getting at but sometimes I see arguments from immortalists about the number of lives lost (needlessly) every day (I think I've seen such from Eliezer) and they have the exact opposite of the intended effect on me.  Momentarily I find myself a committed "pro-mortalist."  Perhaps the hardest thing to accept is that human life has no such inherent value.

Of course, if you dissent in more than one way, you'll probably hurt both causes by linking them together in people's perception, so you're probably better off toeing the line in all ways until you find something you're reasonably sure is the most important thing you could possibly dissent on.

Token message of attention-grabbing dissent for your collective pleasures:

There is no point saying 'the world needs that first dissenter'. Tell people to be rational, tell people to avoid biases, great, but 'dissenters can be useful' can never be a heuristic. Who does it? When should they do it? To what degree? Pluralism is great, but we can't say 'let's be pluralistic, who wants to disagree with our idea?' Shooting yourself in the head is almost universally considered to be A Bad Thing, but that doesn't mean we need someone to come out and advocate it so we can see the error of our ways. Stupidest person, light outside, sun shining etc. The only useful lesson I can draw from the above is 'if your idea is universally lauded, find a devil's advocate.' This doesn't happen in the real world.

Dissent can be a good thing; it keeps us honest, even when it's wrong. But it can only ever be an emergent phenomenon, never part of the design. Everyone above - are you proud of your anecdotes of brave individuality? If so, you haven't understood. I'd much rather reach my last breath and be able to say 'I was true to myself,' not 'that clown suit really f*cked with their heads.'

Eliezer - surely getting weird looks when trying to explain your immortality scheme to the pagan types gives you get a warm fuzzy rational glow rather than a feeling of being outcast?

Oh, and either 'camaraderie' or 'comradeship' please! ;)

"""But if you think you would totally wear that clown suit, then don't be too proud of that either!  It just means that you need to make an effort in the opposite direction to avoid dissenting too easily.  That's what I have to do, to correct for my own nature."""

I know exactly what you mean.  I often see myself dissenting with the majority.  Unfortunately, it is difficult to tell if I do so because I am Right, or because I want to be Different.

Sure, I can use logic.  But, how do I know I am being a Rationalist, rather than just Rationalizing?  It's easy to make up arguments (even coherently logical ones) to support incorrect conclusions.  Look at economists.

Lonely dissent doesn't feel like going to school dressed in black.  It feels like going to school wearing a clown suit.

Debating cryonics with my friends, I have been feeling this an awful lot.

A social suggestion for dissent.
 This happened to me by chance, but if you are the kind, like me,  that would enjoy wearing pijamas in a steak house, or medidate in front of a public monument, you may read it as advice.
To lead others into dissent is usually much easier than to do it alone. So convincing a tiny group can sometimes be the best way to allow yourself to feel confortable with something. 
I've done some social outcast stuff, and usually I just talk people into it, once they have the information that you will do it, they will do it as well.
I was the first transhumanist in Brazil (circa 2003), I first dissented online, finding "gurus" Bostrom, Yudkowsky, Cordero etc... Soon I decided for cryonics. But only now, after seven years I have actually subscribed, and decided to work towards a better posthuman world. This is because it took some seven years to convince a sufficient amount of my friends (let's say, 9) that I'm not fuc*#ng crazy.   I'm too social, so 9 was my natural threshold, but probably most people would dissent happily with one or two. 

In the Asch experiment, there are three lines.  What happens if A is really the longest, all but one confederate says B is longest, and one confederate dissenter says C is longest?

We were able to conclude that dissent per se increased independence and moderated the errors that occurred, and that the direction of dissent exerted consistent effects.

Asch experiment. PDF. Page 5, column 2, paragraph 1.

Forget the clown suit. Try defending theism in a place where atheism reigns. Try being chaste before marriage and happily married after. Try to stand up for what you know to be right even if no one else around you is.

It is fashionable and respectable to be a dissenter in pre-approved areas of dissent, try instead to stand up for the norms  which one knows to be right, and see what happens. 

This is the true lonely dissent and the true rebellion for which the "tolerant" are not able to tolerate regardless of whether it is right or true. 

I'm somewhat ambivalent about this.  The Internet makes it much easier to find like opinions, but that capability can be used just as easily to reinforce existing biases as to dissolve them, a privilege previously available only to the cultural mainstream in a given region.  That does make forming or belonging to a subculture a lot easier -- and the Internet seems to be pushing out mass culture in its ~1945 to ~1995 form, as a result -- but it's not as easy to conclude that it makes people's opinions on average any more adaptive.

I suppose we can expect a polyculture to be more resistant to infection, at least.  That's a plus.

"I would totally have worn a clown suit to school.  My serious conversations were with books, not with other children."

The same goes for me.
But then, our teachers told us not to be afraid to ask "silly" questions and express weird ideas.  If you aren't the best and you aren't nearly the worst student, a lot of others would be thinking along same lines at the moment.  Our teachers pointed that our... and it helped, actually.  Well, it wasn't your average school.

"But if you think you would totally wear that clown suit, then don't be... (read more)

What about those who merely play "devils advocate," by presenting the dissenting opinion in situations where there's a general consensus, whether or not the presenter agrees with the dissenting opinion? I just hate it when people all agree on one topic without even considering other veiwpoints. Would that just be playing the iconoclast role, or would it just be giving people more options in their choices?

It's a universal phenomena. Every social animal despite its social behaviour will have certain outliers. This is true not just among animals but also other elements of the universe including galaxies of stars and planets. 

There would exist among the homogeneous mass, a few outliers. That's the Universe's way to provide for evolution. Without dissent and difference, life would not be sustainable.

In my experience, most people react to learning that I'm vegetarian by trying to argue me out of my crazy non-meat-eating ways. Usually just praising the taste of various meat products, but dire warnings of malnutrition are also popular. Some people can get quite angry at you, presumably based on the fact that choosing vegetarianism on ethical grounds tactitly labels meat-eaters as unethical.

I wouldn't have worn a clown suit in high school, per se... but in college I made campus newspapers (plural; I transferred from one university to another and one major to another mid-undergraduate... and thus ended up taking five years for my bachelor's) by wearing fake fox ears and tails, and later a bright blue cloak. Not because I wanted to make a statement. Not because I was TRYING to make everybody's day a bit more surreal, though that was definitely a bonus. Just because I wanted to, and wasn't about to let conformity get in the way.

Yeah, I've definitely had to learn the hard way to tone it down with respect to having ideas and interests that run completely orthogonal to familiarity with peers/society.

Perhaps what annoys me even more is when I like something that coincidentally has associated with it one of those Outside The Box groups, when I don't want to be associated with that group, or more accurately, don't want to have to hear the canned response for it, whatever it may be.

For example, I like heavy metal and anime, but have no desire to be a part of those counter-cultural group... (read more)

This strikes me as an unfortunately place and time-sensitive OvercomingBias/LessWrong post.  As the moral character and fashions change with the change of generations, it's going to lose its edge.  While the reader is going to vaguely understand the general idea...they may not really 'get' why or that cryonics was that far outside the overton window to begin with.  It might warrant relooking at or retelling this particular set of stories in a more recent context later on.  I wonder if the retelling of the Sequences later on end up doing just this.

But the question is, is the expected utility and the probability of success of dissenting high enough to outweigh the risks? A true dissenter would face the risk of being ostracised and potentially losing their grounds to be paid attention to - in which case only the dissenter would experience any change: that of the quality of their life experience drastically dropping. Furthermore, what if dissenting actually causes a decrease in expected utility? (e.g. It would be better to conform now and dissent later when one has gained a high enough status to be listened to.)

When does the benefit outweigh the cost? When is it better to outright dissent rather than to introduce a shift in thinking from inside the pack?

All throughout highschool I wanted to learn to play the guitar. But at that point in time almost everyone I knew was learning to play the guitar, and I sure wasn't going to do what everybody else did. Now, six years later, I'm finally learning. It's a real shame let my disgust of conformity drive me away from putting off something I now love.

We should create a process to rate the degree of dissent of every action, story, idea. That way after a small inventory, we could all have our 'dissent score'. And by this way know if we have to correct our biais towards more social efficiency or towards more edgy thoughts.

The overcoming bias link in footnote 3 is broken, here's a working version:

https://www.overcomingbias.com/2007/06/against_free_th.html

Funnily enough, while I did not wear a clown suit to school, I did wear a bright green cape. Not for any particular reason either. Perhaps it would be wise of me to make that effort to avoid being biased towards nonconformity. I wouldn't consider myself an iconoclast though, although now that I think about it, my goal of combatting aging with the idea of living forever has earned me many criticisms. 
I suppose I just haven't thought to measure how lonely my beliefs are.
That said, there are also the beliefs I keep to myself in the name of conformity, so I've come to the conclusion that humans are complicated.

Asch’s conformity experiment showed that the presence of a single dissenter tremendously reduced the incidence of “conforming” wrong answers. Individualism is easy, experiment shows, when you have company in your defiance. Every other subject in the room, except one, says that black is white. You become the second person to say that black is black. And it feels glorious: the two of you, lonely and defiant rebels, against the world! 

It’s probably worth noting that most people are actually pretty okay with being lone dissenters—at least if we’re going b... (read more)

http://www.overcoming-bias.com/2007/06/against_free_th.html.

This link should be: https://www.overcomingbias.com/p/against_free_thhtml (removing the hyphen will allow a successful redirect).



Cultish Countercultishness

In the modern world, joining a cult is probably one of the worse things that can happen to you. The best-case scenario is that you’ll end up in a group of sincere but deluded people, making an honest mistake but otherwise well-behaved, and you’ll spend a lot of time and money but end up with nothing to show. Actually, that could describe any failed Silicon Valley startup. Which is supposed to be a hell of a harrowing experience, come to think. So yes, very scary. 

Real cults are vastly worse. “Love bombing” as a recruitment technique, targeted at people going through a personal crisis. Sleep deprivation. Induced fatigue from hard labor. Distant communes to isolate the recruit from friends and family. Daily meetings to confess impure thoughts. It’s not unusual for cults to take all the recruit’s money—life savings plus weekly paycheck—forcing them to depend on the cult for food and clothing. Starvation as a punishment for disobedience. Serious brainwashing and serious harm.

With all that taken into account, I should probably sympathize more with people who are terribly nervous, embarking on some odd-seeming endeavor, that they might be joining a cult. It should not grate on my nerves. Which it does.

Point one: “Cults” and “non-cults” aren’t separated natural kinds like dogs and cats. If you look at any list of cult characteristics, you’ll see items that could easily describe political parties and corporations—“group members encouraged to distrust outside criticism as having hidden motives,” “hierarchical authoritative structure.” I’ve written on group failure modes like group polarization, happy death spirals, uncriticality, and evaporative cooling, all of which seem to feed on each other. When these failures swirl together and meet, they combine to form a Super-Failure stupider than any of the parts, like Voltron. But this is not a cult essence; it is a cult attractor.

Dogs are born with dog DNA, and cats are born with cat DNA. In the current world, there is no in-between. (Even with genetic manipulation, it wouldn’t be as simple as creating an organism with half dog genes and half cat genes.) It’s not like there’s a mutually reinforcing set of dog-characteristics, which an individual cat can wander halfway into and become a semidog.

The human mind, as it thinks about categories, seems to prefer essences to attractors. The one wishes to say, “It is a cult,” or, “It is not a cult,” and then the task of classification is over and done. If you observe that Socrates has ten fingers, wears clothes, and speaks fluent Greek, then you can say, “Socrates is human,” and from there deduce, “Socrates is vulnerable to hemlock,” without doing specific blood tests to confirm his mortality. You have decided Socrates’s humanness once and for all.

But if you observe that a certain group of people seems to exhibit ingroup-outgroup polarization and see a positive halo effect around their Favorite Thing Ever—which could be Objectivism, or vegetarianism, or neural networks—you cannot, from the evidence gathered so far, deduce whether they have achieved uncriticality. You cannot deduce whether their main idea is true, or false, or genuinely useful but not quite as useful as they think. From the information gathered so far, you cannot deduce whether they are otherwise polite, or if they will lure you into isolation and deprive you of sleep and food. The characteristics of cultness are not all present or all absent.

If you look at online arguments over “X is a cult,” “X is not a cult,” then one side goes through an online list of cult characteristics and finds one that applies and says, “Therefore it is a cult!” And the defender finds a characteristic that does not apply and says, “Therefore it is not a cult!”

You cannot build up an accurate picture of a group’s reasoning dynamic using this kind of essentialism. You’ve got to pay attention to individual characteristics individually.

Furthermore, reversed stupidity is not intelligence. If you’re interested in the central idea, not just the implementation group, then smart ideas can have stupid followers. Lots of New Agers talk about “quantum physics,” but this is no strike against quantum physics.1 Along with binary essentialism goes the idea that if you infer that a group is a “cult,” therefore their beliefs must be false, because false beliefs are characteristic of cults, just like cats have fur. If you’re interested in the idea, then look at the idea, not the people. Cultishness is a characteristic of groups more than hypotheses.

The second error is that when people nervously ask, “This isn’t a cult, is it?” it sounds to me like they’re seeking reassurance of rationality. The notion of a rationalist not getting too attached to their self-image as a rationalist deserves its own essay.2 But even without going into detail, surely one can see that nervously seeking reassurance is not the best frame of mind in which to evaluate questions of rationality. You will not be genuinely curious or think of ways to fulfill your doubts. Instead, you’ll find some online source which says that cults use sleep deprivation to control people, you’ll notice that Your-Favorite-Group doesn’t use sleep deprivation, and you’ll conclude, “It’s not a cult. Whew!” If it doesn’t have fur, it must not be a cat. Very reassuring.

But every cause wants to be a cult, whether the cause itself is wise or foolish. The ingroup-outgroup dichotomy, etc., are part of human nature, not a special curse of mutants. Rationality is the exception, not the rule. You have to put forth a constant effort to maintain rationality against the natural slide into entropy. If you decide, “It’s not a cult!” and sigh with relief, then you will not put forth a continuing effort to push back ordinary tendencies toward cultishness. You’ll decide the cult-essence is absent, and stop pumping against the entropy of the cult attractor.

If you are terribly nervous about cultishness, then you will want to deny any hint of any characteristic that resembles a cult. But any group with a goal seen in a positive light is at risk for the halo effect, and will have to pump against entropy to avoid an affective death spiral. This is true even for ordinary institutions like political parties—people who think that “liberal values” or “conservative values” can cure cancer, etc. It is true for Silicon Valley startups, both failed and successful. It is true of Mac users and of Linux users. The halo effect doesn’t become okay just because everyone does it; if everyone walks off a cliff, you wouldn’t too. The error in reasoning is to be fought, not tolerated. But if you’re too nervous about, “Are you sure this isn’t a cult?” then you will be reluctant to see any sign of cultishness, because that would imply you’re in a cult, and It’s not a cult!! So you won’t see the current battlefields where the ordinary tendencies toward cultishness are creeping forward, or being pushed back.

The third mistake in nervously asking, “This isn’t a cult, is it?” is that, I strongly suspect, the nervousness is there for entirely the wrong reasons.

Why is it that groups which praise their Happy Thing to the stars, encourage members to donate all their money and work in voluntary servitude, and run private compounds in which members are kept tightly secluded, are called “religions” rather than “cults” once they’ve been around for a few hundred years?

Why is it that most of the people who nervously ask of cryonics, “This isn’t a cult, is it?” would not be equally nervous about attending a Republican or Democratic political rally? Ingroup-outgroup dichotomies and happy death spirals can happen in political discussion, in mainstream religions, in sports fandom. If the nervousness came from fear of rationality errors, people would ask, “This isn’t an ingroup-outgroup dichotomy, is it?” about Democratic or Republican political rallies, in just the same fearful tones.

There’s a legitimate reason to be less fearful of Libertarianism than of a flying-saucer cult, because Libertarians don’t have a reputation for employing sleep deprivation to convert people. But cryonicists don’t have a reputation for using sleep deprivation, either. So why be any more worried about having your head frozen after you stop breathing?

I suspect that the nervousness is not the fear of believing falsely, or the fear of physical harm. It is the fear of lonely dissent. The nervous feeling that subjects get in Asch’s conformity experiment, when all the other subjects (actually confederates) say one after another that line C is the same size as line X, and it looks to the subject like line B is the same size as line X. The fear of leaving the pack.

That’s why groups whose beliefs have been around long enough to seem “normal” don’t inspire the same nervousness as “cults,” though some mainstream religions may also take all your money and send you to a monastery. It’s why groups like political parties, that are strongly liable for rationality errors, don’t inspire the same nervousness as “cults.” The word “cult” isn’t being used to symbolize rationality errors; it’s being used as a label for something that seems weird.

Not every change is an improvement, but every improvement is necessarily a change. That which you want to do better, you have no choice but to do differently. Common wisdom does embody a fair amount of, well, actual wisdom; yes, it makes sense to require an extra burden of proof for weirdness. But the nervousness isn’t that kind of deliberate, rational consideration. It’s the fear of believing something that will make your friends look at you really oddly. And so people ask, “This isn’t a cult, is it?” in a tone that they would never use for attending a political rally, or for putting up a gigantic Christmas display.

It’s as if, as soon as you believe anything that your ancestors did not believe, the Cult Fairy comes down from the sky and infuses you with the Essence of Cultness, and the next thing you know, you’re all wearing robes and chanting. As if “weird” beliefs are the direct cause of the problems, never mind the sleep deprivation and beatings. The harm done by cults—the Heaven’s Gate suicide and so on—just goes to show that everyone with an odd belief is crazy; the first and foremost characteristic of “cult members” is that they are Outsiders with Peculiar Ways.

Yes, socially unusual belief puts a group at risk for ingroup-outgroup thinking and evaporative cooling and other problems. But the unusualness is a risk factor, not a disease in itself. Same thing with having a goal that you think is worth accomplishing. Whether or not the belief is true, having a nice goal always puts you at risk of the happy death spiral. But that makes lofty goals a risk factor, not a disease. Some goals are genuinely worth pursuing.3

Problem four: The fear of lonely dissent is something that cults themselves exploit. Being afraid of your friends looking at you disapprovingly is exactly the effect that real cults use to convert and keep members—surrounding converts with wall-to-wall agreement among cult believers.

The fear of strange ideas, the impulse to conformity, has no doubt warned many potential victims away from flying saucer cults. When you’re out, it keeps you out. But when you’re in, it keeps you in. Conformity just glues you to wherever you are, whether that’s a good place or a bad place.

The one wishes there was some way they could be sure that they weren’t in a “cult.” Some definite, crushing rejoinder to people who looked at them funny. Some way they could know once and for all that they were doing the right thing, without these constant doubts. I believe that’s called “need for closure.” And—of course—cults exploit that, too.

Living with doubt is not a virtue—the purpose of every doubt is to annihilate itself in success or failure, and a doubt that just hangs around accomplishes nothing. But sometimes a doubt does take a while to annihilate itself. Living with a stack of currently unresolved doubts is an unavoidable fact of life for rationalists. Doubt shouldn’t be scary. Otherwise you’re going to have to choose between living one heck of a hunted life, or one heck of a stupid one.

If you really, genuinely can’t figure out whether a group is a “cult,” then you’ll just have to choose under conditions of uncertainty. That’s what decision theory is all about.

I know people who are cautious around ideas like intelligence explosion and superintelligent AI, and they’re also cautious around political parties and mainstream religions. Cautious, not nervous or defensive. These people can see at a glance that singularity-ish ideas aren’t currently the nucleus of a full-blown cult with sleep deprivation, etc. But they worry that it will become a cult, because of risk factors like turning the concept of a powerful AI into a Super Happy Agent (an agent defined primarily by agreeing with any nice thing said about it). Just because something isn’t a cult now doesn’t mean it won’t become a cult in the future. Cultishness is an attractor, not an essence.

Does this kind of caution annoy me? Hell no. I spend a lot of time worrying about that scenario myself. I try to place my Go stones in advance to block movement in that direction.4

People who talk about “rationality” also have an added risk factor. Giving people advice about how to think is an inherently dangerous business. But it is a risk factor, not a disease.

Both of my favorite Causes are at-risk for cultishness. Yet somehow I get asked, “Are you sure this isn’t a cult?” a lot more often when I talk about powerful AIs than when I talk about probability theory and cognitive science. I don’t know if one risk factor is higher than the other, but I know which one sounds weirder . . .

Problem #6 with asking, “This isn’t a cult, is it?” . . .

Just the question itself places me in a very annoying sort of Catch-22. An actual Evil Guru would surely use the one’s nervousness against them, and design a plausible elaborate argument explaining Why This Is Not A Cult, and the one would be eager to accept it. Sometimes I get the impression that this is what people want me to do! Whenever I try to write about cultishness and how to avoid it, I keep feeling like I’m giving in to that flawed desire—that I am, in the end, providing people with reassurance. Even when I tell people that a constant fight against entropy is required.

It feels like I’m making myself a first dissenter in Asch’s conformity experiment, telling people, “Yes, line X really is the same as line B, it’s okay for you to say so too.” They shouldn’t need to ask! Or, even worse, it feels like I’m presenting an elaborate argument for Why This Is Not A Cult. It’s a wrong question.

Just look at the group’s reasoning processes for yourself, and decide for yourself whether it’s something you want to be part of, once you get rid of the fear of weirdness. It is your own responsibility to stop yourself from thinking cultishly, no matter which group you currently happen to be operating in.

Cults feed on groupthink, nervousness, desire for reassurance. You cannot make nervousness go away by wishing, and false self-confidence is even worse. But so long as someone needs reassurance—even reassurance about being a rationalist—that will always be a flaw in their armor. A skillful swordsman focuses on the target, rather than glancing away to see if anyone might be laughing. When you know what you’re trying to do and why, you’ll know whether you’re getting it done or not, and whether a group is helping you or hindering you.5

1Of course, stupid ideas can also have stupid followers.

2Though see the two cult koans, “Why Truth?” (in Map and Territory), and “The Twelve Virtues of Rationality” (http://www.lesswrong.com/rationality/the-twelve-virtues-of-rationality).

3On the other hand, I see no legitimate reason for sleep deprivation or threatening dissenters with beating, full stop. When a group does this, then whether you call it “cult” or “not-cult,” you have directly answered the pragmatic question of whether to join.

4Hence, for example, the series of essays on cultish failures of reasoning.

5PS: If the one comes to you and says, “Are you sure this isn’t a cult?” don’t try to explain all these concepts in one breath. You’re underestimating inferential distances. The one will say, “Aha, so you’re admitting you’re a cult!” or, “Wait, you’re saying I shouldn’t worry about joining cults?” or, “So . . . the fear of cults is cultish? That sounds awfully cultish to me.”

So the last annoyance factor—#7 if you’re keeping count—is that all of this is such a long story to explain.

You should ask those people what a cult is. They won't be able to answer, and they may just realize that their question was nonsense to begin with.

Not being able to define a term to someone else's satisfaction on the spot doesn't mean you're talking about nothing rather than something. (It really helps to be able to, of course, but there's a reason it's not a convincing argument in practice.)

Still, if they try to define what a cult is (even if they do that later, after the conversation), that alone can help them answer their underlying questions.

Maybe they're asking so nervously because they were planning to set up a cult around the very same idea?

The Church of Frozen Heads. Come worship the meat popsicle.

This is a truly excellent post, thanks very much. My mind was leaping ahead to the last paragraph but three long before I got there.

You think it could be a cult? Put aside for a moment the question of whether or not their Big Idea is the real thing. Are they acting in a requisitely rational manner? If so, by all means put on a robe. If not, smile and back away.

To that end, does anyone have an example of some followers of an Irrational Big Idea conducting their society/group in a comparatively rational/non-cultish manner (aside from that belief)? If there's no cult-essence that comes with Faith-In-Big-Idea, there must be a couple of notables. (And no, you get no points for any of; Singularity, Transhumanism, Life Extension or Head-Freezing!)

I know this one is very old, but it deserves an answer. Yes. Frenology.
Some time ago, a bit before Bram Stoker wrote Dracula, some fisiologists noticed that regular use of specific parts of the brain leads to a change (swelling, I think) of that part. A dead pianist would have a huger part associated with manual dexterity and rithm, for example.
They also believed this change in the cerebral tissue was enough to affect the skull, so that they could tell a person's personality/habilities/preferences/etc by measuring the relative size of parts of their skulls.

And they were, as far as I know, very rational about it. Their experiments and bookkeeping are actually examples of excelence in those areas. It's just that the base theory was rubbish.

Blondlot was very scientific (in appearance), and followed by some scientists (of the same nationality).

Other good candidates today would be : Nanotech, space elevator, anything too much futurist-sounding.

Yes it's going to happen some day, no it won't be like we imagine.

Eli: great posts, but you are continuously abusing "the one", "the one", "the one". That's not how the word "one" is used in the way you are trying to use it. Proper usage is "one", without "the".

Furthermore, when the pronoun needs to be repeated, the nicer and more traditional usage is "one ... one's ... to one", and not "one ... their ... to them".

You're such a lion against religion, I admire that. So, I'm surprised you would say that living with doubt is not a virtue. You know about incommensurability right? You know about perspectivism? There is no "view from nowhere" that can make perfect objectivity possible.

Therefore: doubt. To live with doubt makes room for learning. Lose doubt and you also lose inquiry. Some doubts are annihilated by inquiry, but as Richard Feynman said, "science is the belief in the ignorance of experts". He said we need a well developed theory of ignorance to protect the future from our misconceptions of the present.

Doubt is difficult to live with. I'd love to say with certainty that Christianity is false. I'm constrained to saying that I have no better reason to accept Christianity than to accept the Spaghetti monster theory. The guy who came up with the Spaghetti monster did so as a parody-- but maybe the Monster Himself placed the ideas in his head to spread the good word of Spaghetti.

Bayesian rationality doesn't solve doubt, because nothing tells you how to identify the system and its factors that must be modeled. So, you're still stuck with having to define your premises, and doubt comes in with the premises.

Doubt is like an anti-oxidant that protects against cultishness. Of course, a cult can use fake doubt to throw people off its scent.

You're using different definitions for doubt here, and that is the issue. EY uses "doubt" in the sense of a suspicion that not enough knowledge is currently had to evaluate a specific claim, while you are using it as the opposite of "certainty" (though not consistently, somehow). In saying that doubt should not be lived with he was referencing his previously posted explanation of how these specific suspicions by nature are meant to annihilate themselves. Either you find the evidence you thought was missing or you conclude after some searching that finding it would be a waste of energy and make your judgment based on the evidence you already have, and either way, that doubt is gone.

If you still harbor doubts, in his sense, that Christianity may be true, you should search for that missing evidence immediately or conclude that the effort to find it isn't worth it and assign the likelihood the ridiculously small probability it deserves. Notice that I did not say that you should claim with certainty that christianilty is false; predicting anything with true 100% certainty is, for a bayesian, truly stupid, because on the absurdly small chance that you're wrong, you lose the game, having just conceded that you assigned your life a likelyhood of 0%.

James Bach, if science is the belief in the ignorance of experts, science isn't a good in itself.  If the experts aren't ignorant, then we don't need science anymore.  If we know all the answers then why in hell do we need to learn?

Learning is good because it destroys doubt, doubt isn't good because it enables learning.  That perspective is incredibly wrongheaded.

Besides being a singulitarian, life-extensionist, transhumanist, and cryonicist, I am a believer in the intrinsic divinity of koala bears.

Not sure why EY redefined the debate in terms of cultishness.  Was anyone under the illusion they were being asked to pack their things for Guyana ?

Doubts about the objectives of the SI arise more from the seeming contradiction between the professed rationality of its members (Bayesian rationality, weighing the risks, putting all the 'Friendly' safeguards in place etc.) and the passion with which in their writings they seem to hail the Singularity and radical life extension like the Second Coming.  Which leads one to fear a certain bias.  Fear only, mind you.  My slovenly and inadequate heuristics don't push me into a superhuman effort to get involved.

BTW, the very abuse of the term Bayesian, except humouristically, is in itself worrying.  It's only a statistical method for Chrissake.  Very useful in well defined scientific investigation, of no use at all in areas where the priors are
(a) innumerable (b) inestimable, like, in all areas in the 'humanities'.

BBTW : The word 'Singularitarianism'.  Any word ending in '-arianism' denotes a belief system, no ?  So using that word does indicate that its users have gone beyond the domain of ideas and are in the domain of beliefs.

The real fear is not that Singularitarianism is a cult, but that it is pseudo-science (with certain practical consequences), like ESP, Velikovskianism, or certain false nutritional beliefs.

A commonly proposed solution is to look at the evidence with a scientific (Bayesian?) mindset, but most of us are woefully unqualified to judge most scientific fields without an intensive study that we are not about to engage in.

Dilbert: Dogbert, I don't understand why you, or anyone else, would become a vegetarian.
Dogbert: You mean, why don't I take dead animals, cook them until they become carcinogenic, then eat them instead of something nutritious? Is that your question?
Dilbert: Exactly. Is there any good reason? Have you joined a cult?
Dogbert: Apparently.

Oh, and the TV Tropes Wiki is definitely a cultish Happy Big Idea. They even admit that TV Tropes Will Ruin Your Life. ;)

denis bider, I thought Eliezer's use of "the one" was a deliberate echo of a rabbinical or Talmudic idiom, though I'm not sure how I got that idea and my google-fu isn't sufficient to verify or refute it. ... Ah, but take a look e.g. at page 8 of this book.

However: I suspect people don't really mean "is this a cult" when they say "is this a cult."  And they don't mean "please give me reassurance of my own rationality" either.

Rather -- and I'm introspecting here, so these intuitions might not generalize -- it seems like "is this a cult" means "is this a really tricky system of self-supporting irrational beliefs?"  Or at least that the question "is this a cult" could mean that, if we interpreted it charitably.

If that's correct, it's not a question about the behavior of the people involved, nor about the presence or absence of certain kinds of biases (directly) but about the way the beliefs interact.  For example, one belief that a lot of cults encourage is the belief that outsiders who deny the belief are trying to persecute the cult.  That belief obviously lends strength to attempts by humans to hold all the other beliefs, just as the other beliefs (e.g. that the beliefs were given by revelation) lend strength to the attempt to hold the persecution belief.

In more condensed language, with a different spin, I think what people are worried about is "If I append this group to my identity, will it cause people to dismiss my thoughts and arguments?"

If you tell most people you're christian, it doesn't cause them to tune you out immediately (except in certain subcultures) because christianity is an accepted influence on our culture.  If you tell them you're anticipating the singularity...well, all bets are off.

So I suspect most aren't fearing being wrong, they're fearing no longer being credible to the people they normally interact with.

That's why groups whose beliefs have been around long enough to seem "normal" don't inspire the same nervousness as "cults", though some mainstream religions may also take all your money and send you to a monastery.
You can make some inferences about a belief system that has been around for a thousand years, compared with one that was invented last week.  At minimum, the former is not likely to kill off a large portion of its believers, whereas something new could easily turn out to be the People's Temple or Heaven's Gate.  With a time-tested brand name, you can tell in advance what the likely outcomes are going to be (assuming constant conditions, of course).  In fact, if your society and all your ancestors managed to survive by holding on to their particular set of beliefs, it might be quite dangerous to depart from those beliefs. This is the conservative rationality-of-irrationality argument, which goes back to Edmund Burke (at least).

I'm not a conservative, but having reached an age where I should be turning into one I can at least appreciate the argument.  Fear of the new, strange, and untried seems like a very useful survival heuristic, which is not lightly tossed aside.  Yet nobody with a functioning brain in today's world wants to be a Burkean conservative.  So we are all trying on new ideas for size, often by joining up with others who have commitments to these ideas.  Naturally the first thing you want to do when faced with this step is to try and figure out the nature of those commitments.

Asking a member of a group if it's a cult seems a bit weird to me, but maybe it's a good probe -- they could get indignant; they could patiently explain that no, they simply believe in the Truth; they could get surprised if the thought hadn't occured to them; or they could laugh and say "well, it has some cultish elements, but...".  I think it's only the last reaction that would make me comfortable joining up.

I think we can synthesize what Burke was saying into a more comprehensive theory that doesn't lead us into stasis, simply by saying something like this: "We must come up with new ideas that are better than the old ones---but we must MAKE SURE they are better before we implement them on a large scale."

ESY plays Go! Cool! Now I'm super-certain that his Words of Wisdom are the Font of All Knowledge.

Sorry, I don't play Go in the sense of having played enough games to be anything remotely like good; I only play Go in the sense of knowing the rules and having tried my hand at, oh, maybe fifty games total.  This is one of the main things I would do more of, if I thought I actually owned my time.

Go is a great brain exercise, with lots of cross-domain lessons in it - though most are to do with zero-sum games.  On the other hand, as with many good things, it can be kind-of addictive.

Are nations cults? It depends, as with other sorts of organizations, but I think any group which uses "serving" describe taking a serious risk of death or damage by following orders from the group and getting a sweet deal for being near the top of the hierarchy is looking a little fishy. Likewise if the sort of group which makes pretty effective claims to deserving people's primary loyalty and which is the sort of group that is most likely to get people killed doesn't even show up in an intelligent discussion of what conventionally accepted groups might be cults.

Nancy,
I'm confused by your sentence about "serving"; are you talking about how both soldiers and politicians are said to "serve"? or are you talking about how people get status points for becoming soldiers? (or police or...)

I think the main use of the word "cult" is something like "illegitimate source of authority." This explains both why "legitimate" sources of authority are similar and why no one wants to call them cults.

But they've got a big supply of legitimacy, so they don't have to do as much nasty stuff as cults. Yes, nations kill a lot of people, but not that many per member. Joining the military is probably a better idea than joining a cult.

“Look, Hermione... if you worry that much about what other people
think, if you’re unhappy whenever other people don’t picture you
exactly the same way you picture yourself, that’s already dooming yourself
to always be unhappy. No one ever thinks of us just the same way
we think of ourselves.”

“I don’t know how to explain to you,” Hermione said in a sad soft
voice. “I’m not sure it’s something you could ever understand, Harry.
All I can think of to say is, how would you feel if I thought you were
evil?”

“Um...” Harry visualized it. “Yeah, that would hurt. A lot. But
you’re a good person who thinks about that sort of thing intelligently,
you’ve earned that power over me, it would mean something if you
thought I’d gone wrong. I can’t think of a single other student, besides
you, whose opinion I’d care about the same way—”

“You can live like that,” whispered Hermione Granger. “I can’t.”

Most people don't want to be weirdos. They care what other people think, even when they know those other people are wrong. Even the Hermiones of the world. Harry shouldn't let it get his knickers in a twist.

A funny thing I noticed about myself when reading this article, the last part of it. When I read this sentence:

Cults feed on groupthink, nervousness, desire for reassurance.

I momentarily thought "And rational behaviour does not, therefore, it is not a cult."
And less than quarter of seconds after, I felt on the back of my chair, holding my head and screaming like it hurt (I think it really did, but it was just a sort of placebo/nocebo effect). When the not-pain released my head, I thought that I did not understand the point of the post on a gut level, if I'd allowed myself to think like this even for a moment. If my brain plays tricks like that, and I notice it just because I read about it very recently, then how I can be sure It won't play them when I encounter an actual nonobvious cult next year?

how I can be sure It won't play them when I encounter an actual nonobvious cult next year?

Really, you can't be sure. We run on corrupted hardware.
That said, I find that quasiregularly asking myself why I believe what I believe does help manage the uncertainty.

you'll notice that Your-Favorite-Group doesn't use sleep deprivation

I'm an atheist. I received a fairly good training in math and science through the end of high school and am majoring in biology. I spend a lot of time with a Christian group of people near my college campus because I experience my school as incredibly un-interested in building community, and I can't get most people to talk to me consistently even after approaching them being friendly, reaching out to them, making efforts to go to activities in which we have common interests, etc. (It's also hard because I have disabilities of a sort that make socializing somewhat difficult.)

The people in this Christian group are by far the kindest people I've met, amongst themselves and to other people. But it is very jarring to end every meeting with "In Jesus' name I pray" and makes me nervous that I might end up sacrificing my rationality if I spend too much time among them. (This is especially the case after, during a really difficult period in my life, I had a month where I believed that the Christian version of God might be real, and didn't notice anything concerning about it until a chance event cracked the belief slightly. After that, I forced myself through a probing crisis of faith for several hours to remember why that actually doesn't make sense, given my own beliefs about how the world works.)

This article is really helpful, in terms of outlining what to be aware of, and what might indicate that the group actually has too many cult attractor properties for me to continue with it. I first read it in 2011 as a young adolescent, and I'll admit, I never suspected back then that it would be relevant to me. (Which begs the question of why I thought it was a good use of time to read through all of it, but eh, the rationality was not yet strong with me.)

Christian groups are usually pretty hit-or-miss.  If you tear the religion down, crack open its bones, and scoop out the marrow, you'll find a lot of the same lessons as are discussed here.  It's old, often obtuse, and it's obvious that the writers and compilers weren't sure why it was this way, only that it is.  Jordan Peterson, for example, has some excellent dissections of various parts of Christianity and what it tries to achieve as viewed through the lens of modern psychology, and it's hard to look at any of the pieces and say that they are bad.  Because they work.

But a lot of churches don't do that.  They get caught up in the mysticism and never look further.  The really bad ones will criticize anyone who even notices the practical, good effects for being "worldly".  Don't waste your time with those ones.  They're just a mutual admiration society and any actually beneficial effects on their lives are purely incidental.

This seems like a good place to mention the Bonewits scale (devised by a guy named Bonewits, whose name is perhaps too perfect for this) for evaluating the danger level of cultlike groups.  It's for evaluating an organization against 18 criteria like "censorship", "isolation", and "dropout control"; higher scores indicate a more dangerous group.






Seeing with Fresh Eyes

Anchoring and Adjustment

Suppose I spin a Wheel of Fortune device as you watch, and it comes up pointing to 65. Then I ask: Do you think the percentage of countries in the United Nations that are in Africa is above or below this number? What do you think is the percentage of UN countries that are in Africa? Take a moment to consider these two questions yourself, if you like, and please don’t Google.

Also, try to guess, within five seconds, the value of the following arithmetical expression. Five seconds. Ready? Set . . . Go!

Tversky and Kahneman recorded the estimates of subjects who saw the Wheel of Fortune showing various numbers.1 The median estimate of subjects who saw the wheel show 65 was 45%; the median estimate of subjects who saw 10 was 25%.

The current theory for this and similar experiments is that subjects take the initial, uninformative number as their starting point or anchor; and then they adjust upward or downward from their starting estimate until they reach an answer that “sounds plausible”; and then they stop adjusting. This typically results in under-adjustment from the anchor—more distant numbers could also be “plausible,” but one stops at the first satisfying-sounding answer.

Similarly, students shown “1 × 2 × 3 × 4 × 5 × 6 × 7 × 8” made a median estimate of 512, while students shown “8 × 7 × 6 × 5 × 4 × 3 × 2 × 1” made a median estimate of 2,250. The motivating hypothesis was that students would try to multiply (or guess-combine) the first few factors of the product, then adjust upward. In both cases the adjustments were insufficient, relative to the true value of 40,320; but the first set of guesses were much more insufficient because they started from a lower anchor.

Tversky and Kahneman report that offering payoffs for accuracy did not reduce the anchoring effect.

Strack and Mussweiler asked for the year Einstein first visited the United States.2 Completely implausible anchors, such as 1215 or 1992, produced anchoring effects just as large as more plausible anchors such as 1905 or 1939.

There are obvious applications in, say, salary negotiations, or buying a car. I won’t suggest that you exploit it, but watch out for exploiters.

And watch yourself thinking, and try to notice when you are adjusting a figure in search of an estimate.

Debiasing manipulations for anchoring have generally proved not very effective. I would suggest these two: First, if the initial guess sounds implausible, try to throw it away entirely and come up with a new estimate, rather than sliding from the anchor. But this in itself may not be sufficient—subjects instructed to avoid anchoring still seem to do so.3 So, second, even if you are trying the first method, try also to think of an anchor in the opposite direction—an anchor that is clearly too small or too large, instead of too large or too small—and dwell on it briefly.

1Amos Tversky and Daniel Kahneman, “Judgment Under Uncertainty: Heuristics and Biases,” Science 185, no. 4157 (1974): 1124–1131.

2Fritz Strack and Thomas Mussweiler, “Explaining the Enigmatic Anchoring Effect: Mechanisms of Selective Accessibility,” Journal of Personality and Social Psychology 73, no. 3 (1997): 437–446.

3George A. Quattrone et al., “Explorations in Anchoring: The Effects of Prior Range, Anchor Extremity, and Suggestive Hints” (Unpublished manuscript, Stanford University, 1981).

When I do this demo in class (see here for details or here for the brief version), I phrase it as "the percentage of countries in the United Nations that are in Africa."  This seems less ambiguous than Kahneman and Tversky's phrasing (although, I admit, I haven't done any experiment to check).  It indeed works in the classroom setting, although with smaller effects than reported by Kahneman and Tversky (see page 89 of the linked article above).

That book is indeed a great one and I have used many ideas from it in teaching an undergraduate probability class myself. I'm a grad student in applied math, so I may not see you in many of the same conferences, etc., so LW appears to be as good a place as any to say thanks. The Bayesian Data Analysis book is also quite good.

By the way, I'm very tired, so this might just be my misreading, but I found the UN question to be ambiguous - "Do you think the percentage of African countries in the UN is above or below [65%]?"  I read that as, "Of all the countries in Africa, what percentage of them are in the UN?", not as what I believe to be the intended "Of all the countries that are in the UN, how many of them are African?"  The answer to the former can quite obviously be guessed as "100% or darn close", but the answer to the latter is less obvious.

Brett: """By the way, I'm very tired, so this might just be my misreading, but I found the UN question to be ambiguous - "Do you think the percentage of African countries in the UN is above or below [65%]?" I read that as, "Of all the countries in Africa, what percentage of them are in the UN?", not as what I believe to be the intended "Of all the countries that are in the UN, how many of them are African?" The answer to the former can quite obviously be guessed as "100% or darn close", but the answer to the latter is less obvious."""

I don't think it's ambiguous at all. The question, as worded, clearly means "Of all the countries in Africa, what percentage of them are in the UN?". And equaklly clearly, that's not what the questioner intended.

You're a few years behind on this research, Eliezer.

The point of the research program of Mussweiler and Strack is that anchoring effects can occur without any adjustment.  "Selective Accessibility" is their alternative, adjustment-free process that can produce estimates that are too close to the anchor.  The idea is that, when people are testing the anchor value, they bring to mind information that is consistent with the correct answer being close to the anchor value, since that information is especially relevant for answering the comparative question.  Then when they are then asked for their own estimate, they rely on that biased set of information that is already accessible in their mind, which produces estimates that are biased towards the anchor.

In 2001, Epley and Gilovich published their first of several papers designed to show that, while the Selective Accessibility process occurs and creates adjustment-free anchoring effects, there are also cases where people do adjust from an anchor value, just as Kahneman & Tversky claimed.  The examples that they've used in their research are trivia questions like "What is the boiling point of water on Mount Everest?" where subjects will quickly think of a relevant, but wrong, number on their own, and they'll adjust from there based on their knowledge of why the number is wrong.  In this case, most subjects know that 212F is the boiling point of water at sea level, but water boils at lower temperatures at altitude, so they adjust downward.  This anchoring & adjustment process also creates estimates that are biased towards the anchor, since people tend to stop adjusting too soon, once they've reached a plausible-seeming value.

Gilovich and Epley have shown that subjects give estimates farther from the anchor (meaning that they are adjusting more) on these types of questions when they are given incentives for accuracy, warned about the biasing effect of anchors, high in Need For Cognition (the dispositional tendency to think things through a lot), or shaking their head (which makes them less willing to stop at a plausible-seeming value; head-nodding produces even less adjustment than baseline).  None of these variables matter on the two-part questions with an experimenter provided anchor, like the Africa UN %, where selective accessibility seems to be the process creating anchoring effects.  The relevance of these variables is the main evidence for their claim that adjustment occurs with one type of anchoring procedure but not the other.

The one manipulation that has shown some promise at debiasing Selective Accessibility based anchoring effects is a version of the "consider the opposite" advice that Eliezer gives.  Mussweiler, Strack & Pfeiffer (2000) argued that this strategy helps make a more representative set of information accessible in subjects' minds, and they did find debiasing when they gave subjects targeted, question-specific instructions on what else to consider.  But they did not try teaching subjects the general "consider the opposite" strategy and seeing if they could successfully apply it to the particular case on their own.

Mussweiler and Gilovich both have all of their relevant papers available for free on their websites.

Epley, N., & Gilovich, T. (2001). Putting adjustment back in the anchoring and adjustment heuristic: Differential processing of self-generated and experimenter-provided anchors. Psychological Science, 12, 391–396.

Mussweiler, T., Strack, F., & Pfeiffer, T. (2000). Overcoming the inevitable anchoring effect: Considering the opposite compensates for selective accessibility. Personality and Social Psychology Bulletin, 26, 1142-1150.

Gilovich and Epley have shown that subjects give estimates farther from the anchor (meaning that they are adjusting more) on these types of questions when they are given incentives for accuracy, warned about the biasing effect of anchors, high in Need For Cognition (the dispositional tendency to think things through a lot), or shaking their head (which makes them less willing to stop at a plausible-seeming value; head-nodding produces even less adjustment than baseline).

Shaking their heads? If this is really an effective way to de-bias your thinking a tiny bit...COOL! I will try that!

There have actually been several studies I've seen indicating that body-language is a feedback loop rather than just a communication output.  Forcing yourself to smile will actually make you slightly happier, etc.

Unnamed, would you perhaps consider becoming a contributor here?

Can some of the anchoring effect can be explained by the use of a kind of implicit confidence interval?

Suppose that I (subconsciously) have an estimate of 20% for the proportion of UN countries that are African. Further suppose that I think a 95% confidence interval ranges from 10% to 30%.

If I start at a high anchor, I will adjust downwards until I'm within the 95% CI, i.e., 30%. If I start at a low anchor, I adjust upwards until I'm within the 95% CI, i.e., 10%. In my head, I may consider 10% and 30% as not statistically different from one another.

I'm not talking about exact statistical inference, but I wonder if this process is part of what's going on in the subject's head.

I have tried a classroom bargaining experiment, where I give random "valuations" to students. I then assign random ownership (so that half the class become sellers). Without knowing what the item is (it's just "some good"), the initial offerers tend to have a disadvantage because they use their own valuations as anchors.

When I change the setup by telling them that "it's a used Toyota," the final bargained prices tend to more closely (but not perfectly) split the surplus.

I'm reminded of a story that my father tells about being in the army and learning to shoot. After missing the target, the instructor told them to use "bold sight adjustments" because shooters tend to be too timid in adjusting their aims. The phrase "bold sight adjustments" became part of our family vocabulary.

I like to avoid looking at the prices of things that I want to buy, and instead ask myself "how much would I be willing to pay for this?"   It's my way of overcoming anchoring bias, and works pretty well.

I wrote a post looking at the two numbers
"1 x 2 x 3 x 4 x 5 x 6 x 7 x 8" made a median estimate of 512,
"8 x 7 x 6 x 5 x 4 x 3 x 2 x 1" made a median estimate of 2,250.

One of the interesting things I noticed was that both averaged guesses are close to powers of two and that given a little bit of fudging you can make a pretty good guess about how our brain creates that guess.

(note that 2^3 is 8, but 2^1 is 2 instead of 1, so if you fudge all the numbers to their closest power of two and then do multiplication you get the answer they created.

4 x 3 x 2 x 1 you would get 2^4 + 2^2 which is 64
and
1 x 2 x 3 x 4 you would get 2^2 + 2^1 which is 32

forgot the link (althouh you can click on the name that might not be obvious)

http://www.functionalforums.com/TreeForum/index/Functional-Forums/Implementing-bias-in-AI

How much more unlikely is it that I will throw 15 consecutive snake-eyes, than that I will throw 11 consecutive snake eyes?

I should allocate about -170 dB of belief to the likelihood of throwing 11 snake-eyes, and about -232 dB to the likelihood I will throw 15 snake-eyes. The ~60 dB difference indicates the latter event is 6 orders of magnitude more unlikely.

What does it mean if someone thinks the difference is smaller?

If 6 orders of magnitude of improbability are glossed over, that means the person does not comprehend it in gut terms.

To what other event might I allocate -60 dB to? How about flipping a coin 20 times and getting all Heads?

Now we're getting somewhere. Let us ask ourselves a series of restricted Aumann Questions (on various statements in general knowledge) and calculate our joint belief. The difference between the belief we allocated, and the belief we ought to have allocated, is a measure of our flattened sense of improbability. We can take this into account, and adjust our anchors accordingly. We can, in effect, see how finely-tuned is our sense of improbability.

i.e. Suppose I take a restricted Aumann test of 40 questions regarding various general facts. I assign a joint probability of -150 dB to the survey. If I were better calibrated, my priors ought to have increased this to -100. I now know I must be aware a possible 50 dB gap between my beliefs and reality, I ought to be wary of any parochial adjustment. How wary? I should attach very little confidence to any adjustment under one order of magnitude...

I ran that one in my head and thought, "that's got to be about a million times less likely." And indeed it was, 6 orders of magnitude. To some extent, I may just have gotten lucky... but I think that lurking on Less Wrong for the last couple years may have made me appreciate probabilities at a more intuitive level.

But how would you slip an anchor in a normal conversation? Does it have to be phrased as a possible question or can it just be a random number they see or hear?

It can just be a random number that is a number and not, say, a telephone dialing pattern or PIN. But it can't be a number with relevant context.

So if you're selling a used car, mention big numbers without meaningful context like "they made 123,456 of this model year." But if you mention the Milage, that has a "slot" I the buyer's brain, and won't be used as an anchor for the price.

Make a list with powers of 1.2 from 1 to 10. Look at it to estimate some absolute number, assuming you can somehow estimate the correct order of magnitude.
In a similar way, for probabilities, make a list from 0 to 1 with a logarithmic scale of ratios in some interesting range.

It does not help for the year Einstein first visited america, but I would really use anchors for that: 1933 as upper limit, 1880 as lower limit, and the remaining timespan would be guesswork for me.
Looking at a biography, I think the answer is 1964+34-185+4*27 (to reduce the spoiler impact :p)

"If I represented the date that Einstein came to the US with only one significant digit of precision, what would it be? Definitely 2000. What about two? Definitely 1900. What about three? Probably 1900 again; I'm willing to take that bet. But four digits of precision? I'm not sure at all. I'll leave it as 1900."

The answer came out way off, but hopefully it prevented any anchoring, and it also accurately represents my knowledge of Einstein (namely, I know which properties of physics he discovered, and I know that he wrote his most important papers in the earlier half of the 190Xs, which must have also been when he came to the US). In hindsight, I might have should have taken historical context into account (why would Einstein leave for the US in the first place? if I had considered this, my guess would probably have ended up as 1910 or 1920), but that's hindsight bias or a lesson to be learned.

An improvement to this method might be that I explicitly consider the range of numbers that would make it come out as a significant digit (if the three-significant-digit number is 1900, then he came between 1895 and 1904; does that sound more plausible than him coming sometime between 1905 and 1914?). But this might just make the anchoring effect worse, or introduce some other bias.

On the question of Einstein I anchored,  but I don't see how else I could have done it. I don't know much about his personal history but I get the sense Einstein had some contributions to the atom bomb, and had fled Europe to escape nazi prosecution. I anchored on 1945 as the end of WW2 and figured he must have left a fair bit sooner, possibly before the war as nazi persecution had already started before the war was underway. 

I guessed 1937. I can't see how else I could have gone about it with the limited information I had. If I can't google for the question I have to go with what's a familiar piece of information and adjust from there. 

I looked it up after and he was visiting the us in '33 and decided to not go back to Germany when hitler came to power. I wasnt correct but anchoring let me make a reasonably good guess when I was dealing with a lack of information

Is there general agreement that anchoring experiments are a subversion of an evolutionary trait that is generally beneficial? It's rare to be in a group, be presented with a "random" number, and then be asked a question whose answer will be an unrelated number. Unless you have a lot of group status, it's much less harmful to your standing to be wrong with many others frequently than it is beneficial to be right alone infrequently. It's only recent in our evolutionary history that the balance has tipped in the other direction.

I guessed 55,000 for the fast multiplication after this 65 anchor. I think the percentage of UN countries in Africa is <65%.



Priming and Contamination

Suppose you ask subjects to press one button if a string of letters forms a word, and another button if the string does not form a word (e.g., “banack” vs. “banner”). Then you show them the string “water.” Later, they will more quickly identify the string “drink” as a word. This is known as “cognitive priming”; this particular form would be “semantic priming” or “conceptual priming.” 

The fascinating thing about priming is that it occurs at such a low level—priming speeds up identifying letters as forming a word, which one would expect to take place before you deliberate on the word’s meaning.

Priming also reveals the massive parallelism of spreading activation: if seeing “water” activates the word “drink,” it probably also activates “river,” or “cup,” or “splash” . . . and this activation spreads, from the semantic linkage of concepts, all the way back to recognizing strings of letters.

Priming is subconscious and unstoppable, an artifact of the human neural architecture. Trying to stop yourself from priming is like trying to stop the spreading activation of your own neural circuits.

Try making a set of index cards with words like Brown written in randomly assigned colors–a red Green, a blue Yellow, and so on. Try to say aloud the color—not the meaning, but the color—of the letter-strings.

In Mussweiler and Strack’s experiment, subjects were asked an anchoring question: “Is the annual mean temperature in Germany higher or lower than 5°C / 20°C?”1 Afterward, on a word-identification task, subjects presented with the 5°C anchor were faster on identifying words like “cold” and “snow,” while subjects with the high anchor were faster to identify “hot” and “sun.” This shows a non-adjustment mechanism for anchoring: priming compatible thoughts and memories.

The more general result is that completely uninformative, known false, or totally irrelevant “information” can influence estimates and decisions. In the field of heuristics and biases, this more general phenomenon is known as contamination.2

Early research in heuristics and biases discovered anchoring effects, such as subjects giving lower (higher) estimates of the percentage of UN countries found within Africa, depending on whether they were first asked if the percentage was more or less than 10 (65). This effect was originally attributed to subjects adjusting from the anchor as a starting point, stopping as soon as they reached a plausible value, and under-adjusting because they were stopping at one end of a confidence interval.3

Tversky and Kahneman’s early hypothesis still appears to be the correct explanation in some circumstances, notably when subjects generate the initial estimate themselves. But modern research seems to show that most anchoring is actually due to contamination, not sliding adjustment.4

Your grocery store probably has annoying signs saying “Limit 12 per customer” or “5 for $10.” Are these signs effective at getting customers to buy in larger quantities? You probably think you’re not influenced. But someone must be, because these signs have been shown to work. Which is why stores keep putting them up.5

Yet the most fearsome aspect of contamination is that it serves as yet another of the thousand faces of confirmation bias.6 Once an idea gets into your head, it primes information compatible with it—and thereby ensures its continued existence. Never mind the selection pressures for winning political arguments; confirmation bias is built directly into our hardware, associational networks priming compatible thoughts and memories. An unfortunate side effect of our existence as neural creatures.

A single fleeting image can be enough to prime associated words for recognition. Don’t think it takes anything more to set confirmation bias in motion. All it takes is that one quick flash, and the bottom line is already decided, for we change our minds less often than we think . . .

1Thomas Mussweiler and Fritz Strack, “Comparing Is Believing: A Selective Accessibility Model of Judgmental Anchoring,” European Review of Social Psychology 10 (1 1999): 135–167.

2Gretchen B. Chapman and Eric J. Johnson, “Incorporating the Irrelevant: Anchors in Judgments of Belief and Value,” in Heuristics and Biases, ed. Thomas Gilovich, Dale Griffin, and Daniel Kahneman (New York: Cambridge University Press, 2002), 120–138.

3Tversky and Kahneman, “Judgment Under Uncertainty.”

4Nicholas Epley and Thomas Gilovich, “Putting Adjustment Back in the Anchoring and Adjustment Heuristic: Differential Processing of Self-Generated and Experimentor-Provided Anchors,” Psychological Science 12 (5 2001): 391–396.

5Brian Wansink, Robert J. Kent, and Stephen J. Hoch, “An Anchoring and Adjustment Model of Purchase Quantity Decisions,” Journal of Marketing Research 35, no. 1 (1998): 71–81, http://www.jstor.org/stable/3151931.

6See “The Third Alternative,” “Knowing About Biases Can Hurt You,” “One Argument Against An Army,” “What Evidence Filtered Evidence?”, and “Rationalization.” And “Hindsight Devalues Science,” “Fake Causality,” and “Positive Bias: Look into the Dark” in Map and Territory. And the rest of this book.

"Yet the most fearsome aspect of contamination is that it serves as yet another of the thousand faces of confirmation bias.  Once an idea gets into your head, it primes information compatible with it - and thereby ensures its continued existence."

I am not sure I understand this. Once an idea gets into my head, my brain should prime all information related to the idea, not just information that is compatible with the idea. I am of course not denying the existence of confirmation bias, just trying to understand how priming in particular can promote it.

Once an idea gets into my head, my brain should prime all information related to the idea, not just information that is compatible with the idea.

Because the terrifying truth is that compatible information is primed much more strongly than contrary information.  Both are logically related, yes; but the brain is not, in that aspect, logical.  It should be, but it isn't.  If someone asks you whether the average temperature in Germany is more or less than 5 degrees Celsius, "cold" is primed more than "hot".  That is just how our brain sorta-works.

What can we do about this?  Can we reduce the effects of contamination by consciously avoiding contaminating input before making an important decision?  Or does consciously avoiding it contaminate us?

I had to look at the html source where you said "Try to say aloud the color - not the meaning, but the color - of the following letter-string:  "GREEN"" because I'm colorblind and I couldn't tell what color it was. Small amounts of red or green appear to be BOTH red and green simultaneously haha (show me a giant field of green and I can tell it's green most of the time, but show me a dot of green on a field of white and I have no clue, same with red). I guess that really isn't relevant to anything said here, I just thought it was funny considering the point of the exercise.

Same here. I had to look at the HTML source for the color code: #ff3300. But I figured that it wasn't green before I looked, because I guess I had been primed to expect it not to be the case. At least I think I did.

Yeah. Somebody should change it to Blue. 
Blue-Yellow colour-blindess is far more rare than red-green, so more people would "get" the example ;)

Same here. Though the fact that I initially thought it was green, then managed to resolve it as red is probably a good example of priming in itself. 

It appears that priming can be reduced by placing words into a context: priming for words previously seen in a text (or even a nonsense jumble) is weaker than when seen individually.

Is it a statistical artifact, however, or a genuine intellectual one?  That is, those who genuinely have no clue whatsoever in regard to the number of UN nations in Africa might take information about it as a weak sort of evidence - I don't know, so I'll go with a figure I've encountered that is associated with this question.  Similarly, someone who is not familiar with pricing may see a "Limit 12" and believe, because of the presence of the sign, that the pricing - regardless of what it is, because they don't have comparative information - is extremely good.

Which is to say, your examples may come from subject-matter ignorance rather than priming, and conceptual priming may not be quite as contaminative as these studies suggest.

Adrian, priming still works even if subjects see the number came out of Wheel-of-fortune type random outcomes.

Which still doesn't say anything about the impact of priming on an individual's decision-making process regarding a matter they are well-informed on - because weak correlation is still better than no correlation.

Another practical example of this: When asking for ideas don't give examples of the ideas. Today I asked someone for a list of various non-mammal animal prints. For clarification I used the examples of bird feathers and monarch butterflies. But I had already thought of those and was looking for more. It took a little while to get feathers, butterflies, and mammals out of her head. Once we had moved on, I got some great answers, but the beginning was tricky.

The annoying part for me was that I wouldn't have spent any more time by just asking for animal prints and after she thought of mammals telling her, "We got those already, what else do you have?" Of course, I realized this one sentence too late. Ah well.

"What's their house number? Is it number 73?" <- never do this!

Yep. This is even more obvious with kids. Asking "What happened?" is much more likely to result in the truth than asking, "What happened? Did you hit him?"

Or, "How old are you?" versus, "How old are you? Are you five?"

On the other hand, if you want to use this to your advantage, you can ask, "Do you want fries with that?" Relatedly, a server friend of mine has noticed that the easiest way to get higher tabs is to start nodding when asking if they want extras.

If you look for this behavior in interviews you will do much better. It is surprising at how much the people interviewing you want you to succeed and how often they will prime the answers to the questions they are asking. (Or not, I guess, considering if you succeed than they take that as you are a valuable asset to their company...)

While I respect priming and contamination as a bias, I think you've overdramaticized it in this article. Similar exaggerations of scientific findings for shock purposes has up until recently made me paranoid of attacks on my decision making process, and not just cognitive bias either. In fact, this being before I read LW, I don't think I even considered cognitive biases other than what you call contamination here, and it still seriously screwed me up emotionally and socially.

So yes, concepts will cause someone to think of related, maybe compatible concepts. No, this is not mind control, and no, a flashed image on the screen will not rewrite all your utility functions, make you a paperclip maximizer, and kill your dog.

Thank you. I started to feel like I was reading the patter of a Darren Brown act.

Re-reading this post just now, I find it funny that I thought your comment over-dramatized, and much more than the post itself.

It's almost like you've been primed to think of rewritten utility functions and paperclip-maximizers by something in this post other than its explicit contents.

I first heard of cognitive priming on a TED talk where a guy from Skeptic magazine was explaining 'pseudoscience and weird beliefs'. They played a popular song backward, most of the audience couldn't hear anything that sounded like words. But when the supposed 'lyrics' of the backward song were put on the screen, everyone could clearly hear the words 'satan' and '666' and entire sentences that were supposedly there. It was easy to hear once we were 'primed' for it, even though normally no one would have heard anything but gibberish. 

Sounds a lot like Simon Singh's demonstration with "Stairway to Heaven".

Much the same trick can work, of course, with a song played forwards that has (entirely different) words. Here's one particularly nice example.

I wonder whether that would have worked with better sound quality.  I listened to it once without looking at the subtitles, and I couldn't understand a word.

The Chapman and Johnson link is broken; it can be found at http://web.archive.org/web/20040325202602/http://cebiz.org/ejj/PDF%20Papers/Incorporating%20the%20Irrelevant.PDF

"Yet the most fearsome aspect of contamination is that it serves as yet another of the thousand faces of confirmation bias."

A horrible thing, if you look at it, as on the part of the cognition process of an [individual] ant. (Not that there is a lot of cognition expected to go on in the head of a single ant).  And some usufull insights in the cognitive process of the anthill, as the whole - if you but try to look at it from another angle.  

Our subcultures - actually do some cognition.  They make something done.  They do come up with some workable models of the real world.  Then, we tend to attribute some label (say, "Newton") to the resaults... without going into all that complexity contained in that particular subculture.

http://mat33.livejournal.com/716213.html?thread=683189#t683189

The fascinating thing about priming is that it occurs at such a low level—priming speeds up identifying letters as forming a word, which one would expect to take place before you deliberate on the word's meaning.

I would not expect this to take place before deliberating on a word's meaning. Think about it. How would you know if a string of letters is a word? If it corresponds to a meaning. Thus you have to search for a meaning in order to determine if the string of letters is a word. If it were a string of letters like alskjdfljasdfl, it would be obvious sooner, since it's unpronouncable and visually jarring, but something like "banack" could be a word, if it only had a meaning attached to it. So you have to check to see if there is a meaning there. So it doesn't seem all that strange to me that if you prime the neural pathways of a word's meaning, you'd recognize it as a word sooner.

"Although semantic, associative, and form priming are well established,[70] some longer-term priming effects were not replicated in further studies, casting doubt on their effectiveness or even existence.[71] Nobel laureate and psychologist Daniel Kahneman has called on priming researchers to check the robustness of their findings in an open letter to the community, claiming that priming has become a "poster child for doubts about the integrity of psychological research."[72] Other critics have asserted that priming studies suffer from major publication bias,[73] experimenter effect[66] and that criticism of the field is not dealt with constructively.[74]"



Do We Believe Everything We're Told?

Some early experiments on anchoring and adjustment tested whether distracting the subjects—rendering subjects cognitively “busy” by asking them to keep a lookout for “5” in strings of numbers, or some such—would decrease adjustment, and hence increase the influence of anchors. Most of the experiments seemed to bear out the idea that being cognitive busy increased anchoring, and more generally contamination. 

Looking over the accumulating experimental results—more and more findings of contamination, exacerbated by cognitive busyness—Daniel Gilbert saw a truly crazy pattern emerging: Do we believe everything we’re told?

One might naturally think that on being told a proposition, we would first comprehend what the proposition meant, then consider the proposition, and finally accept or reject it. This obvious-seeming model of cognitive process flow dates back to Descartes. But Descartes’s rival, Spinoza, disagreed; Spinoza suggested that we first passively accept a proposition in the course of comprehending it, and only afterward actively disbelieve propositions which are rejected by consideration.

Over the last few centuries, philosophers pretty much went along with Descartes, since his view seemed more, y’know, logical and intuitive.1 But Gilbert saw a way of testing Descartes’s and Spinoza’s hypotheses experimentally.

If Descartes is right, then distracting subjects should interfere with both accepting true statements and rejecting false statements. If Spinoza is right, then distracting subjects should cause them to remember false statements as being true, but should not cause them to remember true statements as being false.

Gilbert, Krull, and Malone bear out this result, showing that, among subjects presented with novel statements labeled true or false, distraction had no effect on identifying true propositions (55% success for uninterrupted presentations, vs. 58% when interrupted); but did affect identifying false propositions (55% success when uninterrupted, vs. 35% when interrupted).2

A much more dramatic illustration was produced in followup experiments by Gilbert, Tafarodi, and Malone.2 Subjects read aloud crime reports crawling across a video monitor, in which the color of the text indicated whether a particular statement was true or false. Some reports contained false statements that exacerbated the severity of the crime, other reports contained false statements that extenuated (excused) the crime. Some subjects also had to pay attention to strings of digits, looking for a “5,” while reading the crime reports—this being the distraction task to create cognitive busyness. Finally, subjects had to recommend the length of prison terms for each criminal, from 0 to 20 years.


Subjects in the cognitively busy condition recommended an average of 11.15 years in prison for criminals in the “exacerbating” condition, that is, criminals whose reports contained labeled false statements exacerbating the severity of the crime. Busy subjects recommended an average of 5.83 years in prison for criminals whose reports contained labeled false statements excusing the crime. This nearly twofold difference was, as you might suspect, statistically significant.


Non-busy participants read exactly the same reports, with the same labels, and the same strings of numbers occasionally crawling past, except that they did not have to search for the number “5.” Thus, they could devote more attention to “unbelieving” statements labeled false. These non-busy participants recommended 7.03 years versus 6.03 years for criminals whose reports falsely exacerbated or falsely excused.


Gilbert, Tafarodi, and Malone’s paper was entitled “You Can’t Not Believe Everything You Read.”


This suggests—to say the very least—that we should be more careful when we expose ourselves to unreliable information, especially if we’re doing something else at the time. Be careful when you glance at that newspaper in the supermarket.


PS: According to an unverified rumor I just made up, people will be less skeptical of this essay because of the distracting color changes.


1See Robin Hanson, “Policy Tug-O-War,” Overcoming Bias (blog), 2007, http://www.overcomingbias.com/2007/05/policy_tugowar.html.

2Daniel T. Gilbert, Douglas S. Krull, and Patrick S. Malone, “Unbelieving the Unbelievable: Some Problems in the Rejection of False Information,” Journal of Personality and Social Psychology 59 (4 1990): 601–613.

3Daniel T. Gilbert, Romin W. Tafarodi, and Patrick S. Malone, “You Can’t Not Believe Everything You Read,” Journal of Personality and Social Psychology 65 (2 1993): 221–233.

"Some reports contained false statements that exacerbated the severity of the crime"

Spinoza's view seems on the face of it much more likely than Descartes's, because it is much easier to implement. Anyone who has programmed knows that the easiest way to write a program to deal with an input is just to accept it, and that a check can be computationally expensive. Furthermore, how is one to understand a sentence without at least modeling the belief that the sentence is intended to elicit, so that one might at least understand what it means (the sentence itself is merely a character/phoneme string and so does not yield meaning intrinsically), and the obvious and readily available way to model such a belief is to actually enter it. Much easier simply to enter into that actual brain state associated with the belief and add maybe a flag to mark it as nonserious, than to enter into a wholly different state. We may infer from child studies that the higher order skill of contemplating a belief without holding it is not immediately acquired, for it is only at age 4 or so (I think) that a child is able to understand that others have beliefs that differ from reality.

Sure, you have to catch the baseball, but that doesn't mean you have to eat the baseball

Did you just believe that Descartes was modeling "cognitive-process flow" because some psychologist told you so?  Or is possible that Descartes was, y'know, prescribing how rationalists should approach belief, rather than how we generally do?

No, it's not possible, as one would know if one had 'just', 'y'know', looked up the citations in the papers and read what Descartes himself said in his  Fourth Meditation:

Whereupon, regarding myself more closely, and considering what my errors are (which alone testify to the existence of imperfection in me), I observe that these depend on the concurrence of two causes, viz, the faculty of cognition, which I possess, and that of election or the power of free choice,—in other words, the understanding and the will. For by the understanding alone, I [neither affirm nor deny anything but] merely apprehend (percipio) the ideas regarding which I may form a judgment; nor is any error, properly so called, found in it thus accurately taken.

...the power of will consists only in this, that we are able to do or not to do the same thing (that is, to affirm or deny, to pursue or shun it), or rather in this alone, that in affirming or denying, pursuing or shunning, what is proposed to us by the understanding, we so act that we are not conscious of being determined to a particular action by any external force.

Seems pretty clearly descriptive and not normative... no 'should' about it.

Spinoza suggested that we first passively accept a proposition in the course of comprehending it, and only afterward actively disbelieve propositions which are rejected by consideration.

That sounds like what Sam Adams was saying at the Singularity Summit -- the idea of "superstition" being essential to learning in some respects.

This reminds me of a proof I was working on the other day.  I was trying to show that a proposition (c) is true, so I used the following argument.

If (1) is true, then either (a) is true or (c) is true.
If (2) is true, then either (b) is true or (c) is true.
(a) and (b) cannot both be true.
(1) and (2) are true, so therefore (c) must be true.

This seems to follow Descartes' model of consideration and then acceptance of the proposition (c).  However, I could have saved myself about half a page of space if I had simply started out by rejecting (c) and then waiting for a contradiction to "appear."

Of course this is quite the opposite of the Spinoza model, but like Constant said, it makes sense that you can save time and brain power by actively modeling a belief and then seeing what follows.  As for why acceptance is the default, I'm not exactly sure.  Perhaps it is simply quicker to accept a proposition rather than to waste time looking for its opposite.

So doesn't this tie in well with your previous article about the denier's dilemma? It seems, if Gilbert/Spinoza are right, that the CDC mythbusters problem of people mis-remembering as "true" the myths presented by the CDC, is an example of this mechanism (strengthened by reinforcement effects of re-encountering the myth).

I would just like to point out that this paper:
http://www.blackwell-synergy.com/doi/abs/10.1111/j.0956-7976.2005.01576.x
titled 'believe it or not' claims to refute the strongest of Gilbert's ideas (and rightly so in my view)

The link from this reply now posts to a steroids page. From the DOI in the link, I found the article here:
https://journals.sagepub.com/doi/abs/10.1111/j.0956-7976.2005.01576.x

(for anyone interested and still looking at these comments 13y later ;-) )

One of the most obvious examples of commonly encountered unreliable information are advertisements.
Gilbert's results suggest that knowing that the information in advertisements is highly unreliable doesn't make you immune to their effects. This suggests that it's a good idea to avoid perceiving advertisements entirely, especially in situations where you're trying to concentrate on something else.
The obvious way to do this is to aggressively use ad-blockers wherever possible; unfortunately there are still media where this isn't practical.

What about statements that are so loaded to their listeners that they're rejected outright, with seemingly no consideration? Are they subject to the same process (and have such outrageous implications that they're rejected at once), or do they work differently?

To take a more extreme example, when we read the following:

You’re a tree.

we must believe this claim as we do. But our belief only lasts the fraction of a second that it takes us to conclude that we're not a tree, and we'll therefore likely have no recollection of it.

So, although we always believe a claim upon it entering our mind - whether it was produced by our own mind or someone else’s - that belief can also then be replaced with equal ease, and possibly by an immediately preceding belief, and possibly within such a short period of time that we have no recollection of our brief belief. Therefore, upon being presented with this theory of belief formation, and then thinking about how we form beliefs in practice, we may falsely recall, or imagine, cases of us not believing claims upon them entering our mind. Also, as will be explained in part seven, the briefness of such beliefs is one of several reasons why our belief of every claim that enters our mind doesn't naturally come to our attention.

Regarding claims, as explained, if claim X exists in our mind, then we must be either thinking X or thinking about X. Therefore, as we're simply thinking 'There's milk in the fridge', we're not thinking about this claim. That is, we're simply thinking about the existence of milk in the fridge, and not about this claim about the existence of milk in the fridge. Therefore, as we're simply thinking this claim, its content can't exist in our mind as the content of a claim, because that would involve thinking about the claim. And if, as we're simply thinking this claim, its content doesn't exist in our mind as the content of a mere claim - a mere representation - then the only other logical possibility is that it exists in our mind as reality. And to say that the content of a claim exists in our mind as reality is to say that we believe it. Therefore, simply thinking 'There's milk in the fridge' involves believing that there's milk in the fridge. And the same logic applies to our thinking any claim: thinking claim X necessarily involves believing X.

This link seems to be assuming that one's prior internal state does not influence the initial mental representation of data in any way. I don't have any concrete studies to share refuting that, but let's consider a thought experiment.

Say someone really hates trees. Like 'trees are the scum of the earth, I would never be in any way associated with such disgusting things' hates trees. It's such a strong hate, and they've dwelled on it for so long (trees are quite common, after all, it's not like they can completely forget about them), that it's bled over into nearly all of their subconscious thought patterns relevant to the subject. 

I would think it plausible that the example claim in the article you link wouldn't reach whatever part of this person's brain/mind encodes beliefs in the form "You're a tree". Instead, their subconscious would transform the input into "<dissonance>You're a <disgust>tree</disgust>.</dissonance>". Or perhaps the disgust at the term tree would inherently add the dissonance while the sentence was still being constructed from its constituent words.
Just as their visual recognition and language systems are translating the patterns of black and white into words and then a sentence before they reach their belief system, their preexisting emotional attachments would automatically be applied to the mental object before it was considered, causing their initial reaction to be disbelief rather than belief.

It may be more accurate to say we believe everything we think, even if only for a moment; and in most cases we do think what we read/hear in the instant we're perceiving it. But when the two are different I'd expect even our instantaneous reactions to reflect the actual thought, rather than the words that prompted it.

Contrary to what many seem to believe, I consider advertising to be one of the least harmful sources of unreliable information. For one thing, the cacophony of advertisements send us contradictory messages. "Buy my product." "No, buy my product." One might argue that even such contradictory messages have a common element: "buy something". However, I have not noticed that I spend less money now that I hardly ever put myself at the mercy of television advertising, so I have serious doubts about whether advertising genuinely increases a person's overall spending. I notice, also, that I do not smoke, even though I have seen plenty of advertisements for particular brands of cigarettes. The impact of all those cigarette advertisements on my overall spending on cigarettes has evidently been minimal.

For another, the message itself seems not all that harmful in most cases. For example, suppose that advertising is ultimately the reason that I buy Tide detergent rather than another brand of detergent. How much am I harmed by this? The detergents all do pretty much the same thing.

And in many specific cases, where people's behavior has been blamed on the nefarious influence of advertising, what I generally see is that the accuser has curiously neglected some alternative, very likely explanations. Smoking is attractive because it delivers a drug. Smoking was popular long before it was advertised. I suspect that no more than a very small fraction of smokers started smoking because of advertising.

I have heard that advertising mainly shifts consumers from one brand to another. In that sense it is wasteful and an economist could give an argument for taxing it. I happen to like the subsidy of media by advertisements, so I wouldn't advocate it.

If people are that much more trusting when they're distracted, then it's important not to multi-task if you need to evaluate what you're looking at. Maybe it's just important to not multi-task.

In addition to advertisements, should we avoid fiction when we're distracted?

A good question (though I suspect the simple answer is "no").

It also brings up the question of whether this is why we generalise from fictional evidence  so often.

More generally, it seems we should be avoiding anything while distracted.

It makes sense that it would mess our learning, as it makes attributing cause & consequence confusing.

But it may also mess replaying our learned skills, as it is a big cause of accidents.

"Spinoza suggested that we first passively accept a proposition in the course of comprehending it, and only afterward actively disbelieve propositions which are rejected by consideration."

Whether this view is more accurate than DesCartes' view depends on whether the belief in question is already commonly accepted.  When in the typical situation a typical person Bob says "X is Y, therefore I will perform act A" or "X should be Y, therefore we should perform act A", Bob is not making a statement about X or Y, he is making a statement about himself.  All the truth or reality that is required for Bob to signal his altruism is that it be probable that he believes that X is Y or that X should be Y.   The probability of this belief depends far more on what else Bob and his peers believe than it does about the reality or truth of "X is Y".

Between teaching mathematics to freshmen and spending most of my time learning mathematics, I've noticed this myself.  When presented with a new result, the first inclination, especially depending on the authority of the source, is to believe it and figure there's a valid proof of it.  But occasionally the teacher realizes that they made a mistake and may even scold the students for not noticing since it is incredibly obvious (e.g. changing something like ||z - z_0|| to ||z - z_1|| between steps, even though a few seconds thinking reveals it to be a typo rather than a mathematical insight).

Sometimes (and for a few lucky people, most of the time) individuals are in a mental state where they are actively thinking through everything being presented to them.  For me, this happens a few times a semester in class, and almost always during meetings with my advisor.  And occasionally I have a student who does it when I'm teaching.  But in my experience this is a mentally exhausting task and often leaves you think-dead for a while afterwards (I find I can go about 40 minutes before I give out).

All this leads me to a conclusion, largely from my experience with what behavior produces what effects, that in mathematics the best way to teach is to assign problems and give students clues when they get stuck.  The problems assigned, of course, should be ones that result in the student building up the mathematical theory.  It's certainly more time consuming, but in the end more rewarding, in terms of both emotional satisfaction and understanding.

As someone who spends a lot of time on the student side of those math classes (and as the student in the class who almost always catches those typographical errors), I suspect that there are students who notice the error but don't comment for social reasons (don't want to interrupt, don't want to be a know-it-all, don't want to be publicly erroneous in a correction, etc.).  Your solution of giving students problems, while an excellent teaching tool, is not a particularly good test for this phenomenon because it fails to distinguish between students who really do miss the errors because they assume you are right and the students who noticed but didn't speak up, or those who simply weren't paying attention in the first place.

I agree. I think the social-pressure aspect is even more exaggerated in business settings where there are not only no rewards for pointing out errors, but where you are often actively chastised for causing a team-member to lose face.

This was put up approvingly by two people on my friendslist.

There are certainly situations in which the pointing out of errors is not socially appropriate, and doesn't win you any friends.

When somebody's telling a joke or an interesting anecdote, you'll often find that nobody cares if the premises are correct. You'll tend to get along better if you bite your tongue - even if it is the 500th time you've heard that "you only use 10% of your brain" (for instance).

However... I do tend to find that getting along with people that don't want to know the truth is more energy-draining (for me)... just as I'm sure that if I let my own natural preference for truth take over... I'd be draining for them.

I find that "getting along with non-rational/truth-preferring people" is a tough skill... and involves a lot of compromise.

I'd love to see more articles on how to do this successfully (without going insane or compromising your values).

Also I'd like to point out that there really are situations in which you really do have to point out that somebody is just plain wrong... despite how uncomfortable it makes the other person feel.

That while the article is quite right that being patronising is not beneficial... there are many situations where "being right" is not about being patronising, but about making sure all the bases are covered.

This is often where IT-people clash with people such as their managers. Because really, sometimes code just can't do what they're asking, no matter how much they'd like us to "put on a can-do attitude". 

Similarly, clients can give ambiguous or flat-out contradictory requirements... and these errors must be pointed out, regardless of whether the person loses face by doing so. because IT have to make a profit just as much as the client does, and these kinds of errors are where later disputes arise. Nipping it in the bud by pointing out they're wrong is the best thing for your long-term survivability here.

Of course - there are ways and means of doing so to make sure that egos aren't bruised int he process... but that's another article (or two), I'm sure. :)

I think the blog post was basically speaking in favor of the charity principle.

The article isn't about choosing the reinterpret the other person's statements in a more favourable light. 

It's about not sweating the small stuff and not drawing attention your way and letting somebody else have fun without ruining it with detail that, in this social situation is not actually necessary.

Hugo Mercier's citation above for "Believe it or Not" by Hasson et al. wants money to give you the article.  The article is available for free from Hasson's home page at:

Direct URL for paper:  http://www.behaviometrix.com/public_html/Hasson.belief.pdf

I, for one, found the color changing text completely persuasive.

Funny, my brain just assumed it's all broken hyperlinks or something, and until the PS I didn't consciously realize there were any colors in the article. 

Me too, but I fear I may be primed to believing Eliezer as his previous posts contained stuff that I heard about before, granting him some advantage. Or it may be Authority...

Anyway: I find it interesting that a german newspaper mostly known for being the lowest form of journalism imaginable (but still highest-grossing) uses a similar technique in their "articles": they print more or less randomly chosen fragments in bold or italics. Could using confusing fonts really be enough to get people to "believe everything"?

Something else I noticed: all highlighted phrases in this article are negative. This may have primed against the postive effects here. Somebody should test this.

There are some millions of pages written by old philosophers, sure people can find true stuff that they guessed. This does not mean we should be amazed. We are not having available at the moment we become amazed the non-amazing fact that Spinoza made 2367 mistakes in his written life. I'm as amazed by Spinoza as I am amazed by Nostradamus. It is not zero, but it wouldn't pay a book. 

Well, no modern dictator I know off understimates mass-media.

And basic rights and freedoms, where they do work at all, do tend to work against excluding your opponents as information source of the majority.

I'm not sure I'd interpret the results quite like that. "We believe everything we're told" seems like a bit of an exaggeration. I don't have a deep-seated, strong belief that 8 x 7 x 6 x 5 x 4 x 3 x 2 x 1 ≈ 2,250. That's just a quick guess, based on the information currently floating around in my skull. If you asked me for another guess tomorrow, I might give a radically different answer.

It seems like we just encounter a lot of information over the years, and it all gets tossed into the giant box that is our skull. Then something comes up (something we see or hear, a word, an idea we have... anything) and our brain quickly rummages through the box for related concepts. It's not a comprehensive search by any means; it's just a quick search that is heavily bias toward concepts at the top of the box (those added or used most recently). This is generally a useful bias, since it's likely to turn up relevant information quickly.

If some of the concepts that come up during the search have a [FALSE] tag attached, we'll ignore them, or maybe even treat them as counter-evidence to whatever we're evaluating. The problem is that sometimes we're only half-listening when we encountered certain information, and never attached a [FALSE] tag. Or maybe the [FALSE] tag wasn't attached well enough to stick. For example: "I remember two of my geeky friends arguing about whether glass was a slow-flowing liquid or a true solid, but I forget who wound up being correct when they finally googled it."

But there are all sorts of other things attached to each bit of knowledge that's floating around in our brain, besides just a simplistic [FALSE] tag. We can remember where we heard it (college class, hearsay, scifi book, newspaper, pier-reviewed publication, etc.) and maybe even how we felt about it at the time (Were we surprised to learn it? Still skeptical afterward?). Ideally, we'll remember a lot of supporting evidence and ideas, and a few attempts to prove the notion false and how the tests failed.

The things we think of as our core beliefs tend not to be made up of only random hearsay. They tend to be based on ideas we are pretty sure about. They may have accumulated a bunch of week supporting evidence in addition, over the years, due to confirmation bias. Even weaker beliefs (like those based on some source we read once and were pretty sure was reputable) require a basic amount of evidence.

Perhaps my argument is only about the meaning of the word "belief". After all, it seems arbitrary to declare some standard for our guesses at which point we are willing to call one a belief instead of a best guess. But in practice, that seems to be exactly what we do. I try to set my bar fairly high, and reserve judgement on a situation until I'm reasonably confident, but other people seem willing to form opinions on very little evidence, at the risk of turning out to be wrong. And That's fine, so long as our opinions are still evidence based. It doesn't matter if the threshold is p>.99 or p>.95 or even p>.75, so long as we can agree on p and base our decisions on it.

But concentrating on errors, fallacies, heuristics, and biases that affect mainly our guesses seems like it would have limited value. Perhaps they are a way of catching errors early, before they propagate into deeply held beliefs. Or perhaps they would be useful for avoiding continuously adding small bits of support to our deeper beliefs (a form of confirmation bias). It would be extremely interesting to do a longitudinal case study, and track the development of a bad idea, from formation to conclusion. Say, from the journal of someone who came to believe in conspiracy theories or something similar. I wonder to what degree our natural human biases influence the long-term development of our opinions.

Well I suppose I'm not going to be idly reading random tabloid headlines while waiting in the checkout line anymore for starters.

So is it possible to train one's brain such that it reflexively employs the Decartes method, as it were?

I hate our brains sometimes, mine in particular. I just read "According to an unverified rumor I just made up, people will be less skeptical of this essay because of the distracting color changes." and thought, "Hmmm, I wonder if that could be true." When the first part literally said ACCORDING TO AN UNVERIFIED RUMOR I JUST MADE UP! It is embarrassing to say that it took me reading that more than once to realize how I just glossed over the first part, or just separated it from the rest of the text as two separate entities. First part: hehe funny joke. Second part: stated like a fact so that I did indeed "passively accept a proposition in the course of comprehending it, and only afterward actively disbelieve propositions which are rejected by consideration."
🤦🏼‍♀️

distraction had no effect on identifying true propositions (55% success for uninterrupted presentations, vs. 58% when interrupted); but did affect identifying false propositions (55% success when uninterrupted, vs. 35% when interrupted)

If you are confused by these numbers (why so close to 50%? Why below 50%) it's because participants could pick four options (corresponding to true, false, don't know and never seen). 
You can read the study, search for keyword "The Identification Test".



Cached Thoughts

One of the single greatest puzzles about the human brain is how the damn thing works at all when most neurons fire 10–20 times per second, or 200Hz tops. In neurology, the “hundred-step rule” is that any postulated operation has to complete in at most 100 sequential steps—you can be as parallel as you like, but you can’t postulate more than 100 (preferably fewer) neural spikes one after the other. 

Can you imagine having to program using 100Hz CPUs, no matter how many of them you had? You’d also need a hundred billion processors just to get anything done in realtime.

If you did need to write realtime programs for a hundred billion 100Hz processors, one trick you’d use as heavily as possible is caching. That’s when you store the results of previous operations and look them up next time, instead of recomputing them from scratch. And it’s a very neural idiom—recognition, association, completing the pattern.

It’s a good guess that the actual majority of human cognition consists of cache lookups.

This thought does tend to go through my mind at certain times.

There was a wonderfully illustrative story which I thought I had bookmarked, but couldn’t re-find: it was the story of a man whose know-it-all neighbor had once claimed in passing that the best way to remove a chimney from your house was to knock out the fireplace, wait for the bricks to drop down one level, knock out those bricks, and repeat until the chimney was gone. Years later, when the man wanted to remove his own chimney, this cached thought was lurking, waiting to pounce . . .

As the man noted afterward—you can guess it didn’t go well—his neighbor was not particularly knowledgeable in these matters, not a trusted source. If he’d questioned the idea, he probably would have realized it was a poor one. Some cache hits we’d be better off recomputing. But the brain completes the pattern automatically—and if you don’t consciously realize the pattern needs correction, you’ll be left with a completed pattern.

I suspect that if the thought had occurred to the man himself—if he’d personally had this bright idea for how to remove a chimney—he would have examined the idea more critically. But if someone else has already thought an idea through, you can save on computing power by caching their conclusion—right?

In modern civilization particularly, no one can think fast enough to think their own thoughts. If I’d been abandoned in the woods as an infant, raised by wolves or silent robots, I would scarcely be recognizable as human. No one can think fast enough to recapitulate the wisdom of a hunter-gatherer tribe in one lifetime, starting from scratch. As for the wisdom of a literate civilization, forget it.

But the flip side of this is that I continually see people who aspire to critical thinking, repeating back cached thoughts which were not invented by critical thinkers.

A good example is the skeptic who concedes, “Well, you can’t prove or disprove a religion by factual evidence.” As I have pointed out elsewhere,1 this is simply false as probability theory. And it is also simply false relative to the real psychology of religion—a few centuries ago, saying this would have gotten you burned at the stake. A mother whose daughter has cancer prays, “God, please heal my daughter,” not, “Dear God, I know that religions are not allowed to have any falsifiable consequences, which means that you can’t possibly heal my daughter, so . . . well, basically, I’m praying to make myself feel better, instead of doing something that could actually help my daughter.”

But people read “You can’t prove or disprove a religion by factual evidence,” and then, the next time they see a piece of evidence disproving a religion, their brain completes the pattern. Even some atheists repeat this absurdity without hesitation. If they’d thought of the idea themselves, rather than hearing it from someone else, they would have been more skeptical.

Death. Complete the pattern: “Death gives meaning to life.”

It’s frustrating, talking to good and decent folk—people who would never in a thousand years spontaneously think of wiping out the human species—raising the topic of existential risk, and hearing them say, “Well, maybe the human species doesn’t deserve to survive.” They would never in a thousand years shoot their own child, who is a part of the human species, but the brain completes the pattern.

What patterns are being completed, inside your mind, that you never chose to be there?

Rationality. Complete the pattern: “Love isn’t rational.”

If this idea had suddenly occurred to you personally, as an entirely new thought, how would you examine it critically? I know what I would say, but what would you? It can be hard to see with fresh eyes. Try to keep your mind from completing the pattern in the standard, unsurprising, already-known way. It may be that there is no better answer than the standard one, but you can’t think about the answer until you can stop your brain from filling in the answer automatically.

Now that you’ve read this, the next time you hear someone unhesitatingly repeating a meme you think is silly or false, you’ll think, “Cached thoughts.” My belief is now there in your mind, waiting to complete the pattern. But is it true? Don’t let your mind complete the pattern! Think!

1See ‘Religion’s Claim to be Non-Disprovable,” in Map and Territory.

But as you said, we can't actually recompute everything. No time. So the exhortation to "think!" can't possibly be followed in more than a small fraction of the cases.

The best we can do is to occasionally recompute certain items. And, if the re-computation is significantly at odds with the cached result, communicate this to others, who are likely to have the same cached result. We can do this in parallel. You can recompute a few things, I'll recompute a few things, and thousands of others are meanwhile recomputing a few things. Occasionally someone may have a significantly different result, which he'll hopefully communicate to others. The number of significantly different results will hopefully be only a small fraction of the number of recomputed results, which might bring the sharing of different results within the realm of possibility. For example, if there are 100 of us, and each recomputes 10 results, then collectively we recompute 1000 results (assuming no overlap). Only 1 out of every 100 recomputed results might be different from the cached result. So we only need to share among ourselves the 10 significantly different recomputed results. That is pretty easy, and we will in effect have done an overhaul of 1000 cached results, at the price of only 10 recomputations each and 10 received communications each (and one transmitted communication for each person who computed a new result). Seems doable.

What seems to be blatantly forgotten is that people believe themselves to be too busy for "meditation" (as in sitting down and thinking, not necessarily in a religious way) which is coincidentally exactly the process for "clearing the cache". Because we run around all day working and consuming entertainment instead of sitting on a hill watching sheep eat grass meditation has simply lost it's allure. It's a sad statement really because with only 10 minutes of meditation you can free up 1-10 cached thoughts, which when practiced over the course of a year would result in up to 3,650 "cached thoughts" being revisited. Not as optimal as the above solution, but humans wouldn't submit to that sort of computer-like efficiency anyway.

bw: Could you please at least provide a citation or reference for us ignorant fools who don't understand how death gives meaning to life?

I'll have to agree with the diagnosis of Stockholm Syndrome.

Yeah, and if you haven't spent months or, better, years studying astrology you're in no position to discuss that either, especially dismissively. And if you haven't been personally abducted by aliens you have you shouldn't... [etc] /sarcasm

Surely if only the greatest thinkers thought it, everyone else who holds it to be true has it cached?

"Can you imagine having to program using 100Hz CPUs, no matter how many of them you had?"

No, it would be very difficult.  But one thing I'm wondering is what's the instruction set of the neuron?  I'm probably taking the analogy too far.  Is it more advanced then add/sub/mult/div ?

The question is not whether it is a cached tought but whether it is a good thought. And what I claim is that it is both good and extremely difficult to understand precisely because of our natutal bias to avoid death. As for references, I suppose it is a central thought in continental philosophy since Hegel: Heidegger and Jonas but you can find it elsewhere, even as far away from existentialism as Mayr or Maturana.

So how much of the brains advanced nature comes from slower processors with better instruction sets and how much comes from network effects (both spatial and temporal)?

FWIW,
As far as caching goes, I've noticed cache failures many, many times in my life.  Mostly when I'm doing something that's 99% routine but for some reason I should be changing that last 1% and forget to.  For example, if I'm supposed to run an errand on the way home, it's not uncommon for me to forget the errand.  I leave work, think the goal is home and pull the set route from my brain.... (read more)

http://tvtropes.org/pmwiki/pmwiki.php/Main.WhoWantsToLiveForever

1."It's a good guess that the actual majority of human cognition consists of cache lookups.

This thought does tend to go through my mind at certain times."

A funny joke...as if the idea expressed in the first sentence may itself have been cached.

2."Raised by silent robots" is a catchy phrase.  Did you make it up?

I find this phrasing misleading.  "False as X" can mean the same thing "as false as X."

"Operations of thought are like cavalry charges in battle – they are strictly limited in number, they require fresh horses, and must only be made at decisive moments."  —Whitehead

By the evidence from physics we can state with assuredness that there is no material, mechanical explaination for all phenomena, yet few seem to be able to accept the results of the most proven scientific theory in the history of mankind.

Is caching the best mental model of how these jillions of "100hz processors" operate?

An alternate: lossy decompression. Rather like, for instance, how dna information is expressed during an individual's life. (And, one cannot help but suspect, at a much larger scale than that of the lives of individuals.)

A reason to prefer "lossy compression" over "caching": "Caching" leads one to believe that the information is cached without loss. And, one tends to look around to find where the uncompressed bits can be stored.

But, I'll admit I've failed to put together the pieces of a general intelligence machine using a lossy compression model. So maybe it's a bogus model, too.

Has anyone built the equivalent of a Turing machine using processor count and/or replicated input data as the cheap resource rather than time?

That is, what could a machine that does everything in one step do in the way of useful work? With or without restrictions on how many replications of the input data there are going in and where the output might come out?

Felix: Yes, for example see http://en.wikipedia.org/wiki/NC_%28complexity%29

By the evidence from physics we can state with assuredness that there is no material, mechanical explaination for all phenomena, yet few seem to be able to accept the results of the most proven scientific theory in the history of mankind.
When did this physics breakthrough happen? Or are you referring to this?

tggp  The breakthrough I'm refering to started in 1900 with Max Planck.  This ended in around 1930 with what is now called quantum physics.  If you go to the Nobel prize web site and read Max Born's acceptance sppech you'll get a good flavor of this.
Also Henry Stapp has written numerous papers along these lines.

You seem to shy away from the obvious conclusion of your otherwise excellent post.  Our slow brains are entirely unable to do much reasoning from first principles, therefore we ought to pay strict attention to such received ideas that have stood the test of time, and have been culturally cached. "Love isn't rational" strikes me as an excellent example.  If our rationality is bounded, as it certainly is, then it is often rational to not try to think things out from first principles, but accept the evolved memes of the surrounding culture.  You may... (read more)

Where do you think ancient wisdom comes from, mtraven?  From still more ancient wisdom?  I've tried to rethink a few things myself, and though I've gone astray from time to time, I wouldn't have it any other way.  Not for anything in the world.  Sometimes you need a stronger weapon than your ancestors have forged, you see.  Tsuyoku naritai!

Eliezer - there is one additional input to surviving ancient wisdom that goes beyond the thought that the ancients put into it, and that is the simple fact of its survival. Even if people came up with an idea for bad reasons, that idea may nevertheless be a good one and may survive on that account. If it survives, then it may be a good idea even though nobody knows why, and even though nobody ever knew why.

I make no recommendation on this basis, I simply point out that there can be more to ancient wisdom than what ancient minds put into it, and an attempt ... (read more)

Douglas, this is difficult because you appear to prefer to allude to your position rather than state it.

Quantum mechanics, at least according to some ways of interpreting it, does indeed say that some events don't have any explanation beyond "that's the way it happened to go". So far, so good; but what does that have to do with whether the mind and the brain are the same thing? (Actually, I think physicalists would generally say not "the mind and the brain are the same thing" but something more like "the mind is something the brain... (read more)

g-  I'm saying that the need to explain your thinking by means of brain processes assumes something about the situation that may not be true.  I'm not saying that such a research project is doomed to failure, or violates the laws of physics, just that it is not the only explaination that would agree with what has been discovered in physics.  I would further say that when the physicists overcame the idea that there must be a material,mechanical explaination for all the phenomena they were studying we got the most validated scientific theory in history.  Som... (read more)

Quantum mechanics did not result from overcoming the idea that there must be a material, mechanical explanation for all the phenomena physicists study.

What about quantum mechanics gives us any reason to think that there's anything wrong with Eliezer's commitment to understanding minds in terms of brains?

And could you give a specific example of a difficulty in neuroscience or philosophy that results from a commitment to understanding minds in terms of brains? (I find it easier to think of ones that come from a commitment to not understanding minds in terms of brains.)

Yes, QM came about because of the recognition that classical physics is wrong. (I would take issue with some details of your one-sentence summary, but it doesn't matter.) But then you leap from there to "the recognition that there is no material, mechanical explanation of all phenomena", which is something entirely different.

Bell's inequality and Aspect's experiments demonstrating its violation don't say that there is no material, mechanical explanation of all phenomena. They place limits on what sorts of material, mechanical explanation there mi... (read more)

That story was published in Fine Homebuilding a few years ago.

I happen to know because...I was the idiot who tore down a chimney from a bottom on the advice of my neighbor, and after telling the story to some acquaintances at a timber framing class up in Vermont and being told "you should write that up and send it to Fine Homebuilding", I did.

I really enjoyed your post!  I would say we cache things we've reasoned out ourselves as well.  Say you do a mathematical proof for the pythagorean theorum.  At the end of the proof, you might feel you really understand the theory, but the next year, or next day even, you have completely forgotten the steps you used to do the proof.  You might be able with great concentration extrapolate them again, but you still believe the theory without recalculating it from scratch.  You remember being convinced in the past, and you trust your past self's judgment.  I ... (read more)

I don't think I know of anyone who believes that everything is explicable in terms of causally things that have mass and exist as solid, liquid or gas, still less that everything must be. And I can't imagine how anything in Eliezer's original post suggests that he's insisting on any such limitation.

Neither can I see how this has anything to do with QM (except, I guess, that some versions of QM give us a universe with randomness in it as well as determinism), or with Feynman's comment about machinery. (The fundamental laws known at any time are by definition laws that no one has found any machinery behind. This was just as true of Newton's laws in 1700 as of QM in 2000.)

Change your mode of cache usage. The brain has two conflicting tendencies here, which I'll name "contagion" and "cull". The contagion tendency is the way that related mental objects prime each other. The cull tendency is the way that a firm decision suppresses valid alternates. Your motto should be "first contagion, then never quite cull". If you cull first, that's "jumping to conclusions". If you contagion but don't cull, that's called "woolgathering" and "being a ditherer". Bu... (read more)

g-  The cache thought I'm recognzing as false is that science demands material explainations.  When I hear the mind described as the brain, that thought is activated in my thinking.  Material, mechanistic = scientific.
I don't know what is in your mind or Elizer's.  I'm trying to deactivate the thought in my mind.
Isn't that the point of the post?

Douglas, you appear to have shifted your ground: originally you said "the explanation of cached thoughts assumes the mind and the brain are the same thing" and "I read someone unhesitatingly repeating a meme and thought", but now you say it's only your own cached thoughts that you're concerned about.

I still have no idea why you think that QM makes any difference to how much science "demands material explanations"; with the definition of "material" that you gave it never did, and with any definition of "material&... (read more)

In 1998, I wrote a rec.arts.int-fiction post called "Believable stupidity" (http://groups.google.com/group/rec.arts.int-fiction/
browse_thread/thread/60a077934f89a291/
3fffb9048965857d?lnk=gst&q=believable+stupidity#3fffb9048965857d)
split across 3 lines; rejoin for link)

saying that Eliza, a computer program that matches patterns, and fills in a template to produce a response, always wins the Loebner competition because template matching is more like what people do than reasoning is.

Herb Simon's cognitive psych lectures at Carnegie Mellon always started with this same observation of how slow neurons are.  He emphasized how bad we are at reasoning logically and how good we are at associative tasks.  His and Allen Newell's work on AI in the early 1960s led to the SOAR project, which models thinking as a big production system that caches effective sequences of inferential steps for later re-use.  Simon also used to say that it took about 10 years to accumulate a large enough cache to be considered an expert in something.

It's a good guess that the actual majority of human cognition consists of cache lookups.

Sounds consistent with Jeff Hawkins's memory prediction framework

This isn't some theoretical limit of the human brain; it's just what they've found from testing (or something they just made up, now that I think about it). Whoever they were testing was alive, and was taking full advantage of their soul.

Strangely, I have a cached thought of, "That's bullshit." This pings almost everything I hear said by people in a particular verbal/non-verbal pattern. For some reason, when someone says something in a manner that matches this verbal/non-verbal pattern I think, "That's bullshit." It doesn't even matter what they are saying. It fires and afterwards I think about it and wonder if it really is bogus.

If someone tells me that love isn't rational it is very likely that their communication style is going to ping, "That's bullshit." A... (read more)

Entire ways of acting and reacting - even mini-facets of personalities, tones of voice, turns of phrase - are also cached. These don't have to be from someone else - they can be from the "you" of 10 years ago (which may have been a composite of your role models at the time). They are otherwise known as habits that you haven't updated or re-evaluated for a long time. 

The mini-pattern of action worked (or made sense) when you were 7, and it's so second-nature that it hasn't even entered your conscious awareness since then to give you a chance to reassess it. 

Who needs a meme or a cached thought to ask.  Can you ask one question at a time or make less than one statement without so many words?

Interesting article, but I'm not so sure about the "cache" analogy. A typical cache in computer science has two major differences with the effect  you're pointing to :

A cache stores the result of a computation. Result of a complex algorithm, of a database of external server query, of disk read, ... but the computation is done once and then the result is stored for later used. Very few cache in computer science are caching results that comes from elsewhere but that were not computed at least once. While in your case, it's not "I did once th

I believe Schopenhauer came to the same conclusion. 

"Reading is merely a surrogate for thinking for yourself; it means letting someone else direct your thoughts. Many books, moreover, serve merely to show how many ways there are of being wrong, and how far astray you yourself would go if you followed their guidance. You should read only when your own thoughts dry up, which will of course happen frequently enough even to the best heads; but to banish your own thoughts so as to take up a book is a sin against the holy ghost; it is like deserting untramm... (read more)

"One neuropsychologist estimates that visual perception is 90 percent memory, less than 10 percent sensory [nerve signals]."  Apparently, we even use cached thought to see. We're really biased, huh?

An example of a cached thought reported by Alex Blumberg in This American Life, episode 293: "A Little Bit of Knowledge."

I can reconstruct the events that led me to one of the most embarrassing conversations of my adult life. The chain starts back when I was 11 or 12, and I first heard the term Nielsen family. I was probably listening to some adults talk. And from their conversation I gathered that networks consulted Nielsen families to find out how popular a television show was. But that didn't make sense. Why would they only ask people named Nielsen which shows they liked. I started thinking.

I knew that when they figured things like this out, they didn't ask everybody, they just asked a small percentage of people, and then extrapolated. I think I figured they had done some research and found that the name Nielsen-- because it was a common name maybe, and it seemed to cut across class and economic lines-- actually came pretty close to a representative sample. I knew this wasn't the way they measured public opinion now, but it seemed like the Nielsen surveys had been around for a while. And I figured they were just a holdover from a more primitive, less statistically ri

From experience I find that the appeal to nature fallacy dominates cached thoughts manifesting itself mainly into conservatism. For example when I broached the topics of life extension with my mother.

From A New Kind of Science by Stephen Wolfram, page 0621:

Usually a small amount of thinking allows us to identify at least some regularities. But typically these regularities are ones that can also be found quite easily by many of the standard methods of perception and analysis discussed earlier in this chapter.

So what then does human thinking in the end have to contribute? The most obvious way in which it stands out from other methods of perception and analysis is in its large-scale use of memory.

I was curious so I looked up the reasoning (and original paper) behind the hundred-step rule.

"Connectionist Models and Their Properties" (http://csjarchive.cogsci.rpi.edu/1982v06/i03/p0205p0254/MAIN.PDF)

"Neurons whose basic computational speed is a few milliseconds must be made to account for complex behaviors which are carried out in a few hundred milliseconds (Posner, 1978). This means that entire complex behaviors are carried out in 
less than a hundred time steps."

How do you consider interpretation of the cache? For example, 
"Death gives rise to meaning" can be interpreted in many different ways, as some can see it as inspiring while others as meaningless, confusing or untrue.



The 'Outside the Box' Box

Whenever someone exhorts you to "think outside the box", they usually, for your convenience, point out exactly where "outside the box" is located.  Isn't it funny how nonconformists all dress the same...

In Artificial Intelligence, everyone outside the field has a cached result for brilliant new revolutionary AI idea—neural networks, which work just like the human brain!  New AI Idea: complete the pattern:  "Logical AIs, despite all the big promises, have failed to provide real intelligence for decades—what we need are neural networks!"

This cached thought has been around for three decades.  Still no general intelligence.  But, somehow, everyone outside the field knows that neural networks are the Dominant-Paradigm-Overthrowing New Idea, ever since backpropagation was invented in the 1970s.  Talk about your aging hippies.

Nonconformist images, by their nature, permit no departure from the norm.  If you don't wear black, how will people know you're a tortured artist?  How will people recognize uniqueness if you don't fit the standard pattern for what uniqueness is supposed to look like?  How will anyone recognize you've got a revolutionary AI concept, if it's not about neural networks?

Another example of the same trope is "subversive" literature, all of which sounds the same, backed up by a tiny defiant league of rebels who control the entire English Department.  As Anonymous asks on Scott Aaronson's blog:

"Has any of the subversive literature you've read caused you to modify any of your political views?"

"Revolution has already been televised. Revolution has been *merchandised*. Revolution is a commodity, a packaged lifestyle, available at your local mall. $19.95 gets you the black mask, the spray can, the "Crush the Fascists" protest sign, and access to your blog where you can write about the police brutality you suffered when you chained yourself to a fire hydrant.  Capitalism has learned how to sell anti-capitalism."

Many in Silicon Valley have observed that the vast majority of venture capitalists at any given time are all chasing the same Revolutionary Innovation, and it's the Revolutionary Innovation that IPO'd six months ago.  This is an especially crushing observation in venture capital, because there's a direct economic motive to not follow the herd—either someone else is also developing the product, or someone else is bidding too much for the startup.  Steve Jurvetson once told me that at Draper Fisher Jurvetson, only two partners need to agree in order to fund any startup up to $1.5 million.  And if all the partners agree that something sounds like a good idea, they won't do it.  If only grant committees were this sane.

The problem with originality is that you actually have to think in order to attain it, instead of letting your brain complete the pattern.  There is no conveniently labeled "Outside the Box" to which you can immediately run off.  There's an almost Zen-like quality to it—like the way you can't teach satori in words because satori is the experience of words failing you.  The more you try to follow the Zen Master's instructions in words, the further you are from attaining an empty mind.

There is a reason, I think, why people do not attain novelty by striving for it.  Properties like truth or good design are independent of novelty:  2 + 2 = 4, yes, really, even though this is what everyone else thinks too.  People who strive to discover truth or to invent good designs, may in the course of time attain creativity.  Not every change is an improvement, but every improvement is a change.

Every improvement is a change, but not every change is an improvement.  The one who says, "I want to build an original mousetrap!", and not, "I want to build an optimal mousetrap!", nearly always wishes to be perceived as original.  "Originality" in this sense is inherently social, because it can only be determined by comparison to other people.  So their brain simply completes the standard pattern for what is perceived as "original", and their friends nod in agreement and say it is subversive.

Business books always tell you, for your convenience, where your cheese has been moved to.  Otherwise the readers would be left around saying, "Where is this 'Outside the Box' I'm supposed to go?"

Actually thinking, like satori, is a wordless act of mind.

The eminent philosophers of Monty Python said it best of all.

Eliezer is right, as usual.  But it raises the question: when should you be flattered and when should you be insulted to be called "creative" or "revolutionary"?

One bad algorithm I can think of is to be flattered when you're called such by other people you think are currently "creative" or "revolutionary", as opposed to people who were previously revolutionary and now mainstream.  The former is how cliques form.

This as a second thought to my first reaction, which was, "Well, if Robin Hanson calls you "revolutionary" you must practically be insane."

Trying to be original may be justifiable if people will buy a NEW!! product even if it's inferior.

I appreciated your choice of examples. Conformist-nonconformism is about the most annoying thing in the world to me, in addition to making a lot of smart people useless (or worse).

An example, to point out that this isn't necessarily a market failure caused by imperfect information/biases: fiction. Something new has a lower bar that something old. You can't surprise me with the same plot twists, can't give the same novel speculation (especially for the most important parts of the work, which I forget less).

Likewise if I have a way of detecting errors in e.g. code, I may want a completely-different-paradigm tester even if it's on average worse, in hopes of catching the places where my first tester failed - likewise for emergency preparedness and backup techniques generally, where you want to minimize positive correlation in error so that something is very likely to work at all.

Sub-likewise, generally if you are willing to take a hit to the mean in favor of increasing variance (because you care about the positive heavy tails more than the negative ones, e.g. if you can take the max of your attempts, or if you need a hail mary in football to win) you will have an example of wanting worse but different.

Eliezer is certainly correct that our real goal is to make optimal decisions and perform optimal actions, regardless of how different they are from those of the herd.  But that doesn't mean we should ignore information about our conformity or non-conformity.  It's often important.

Consider the hawk-dove game.  If you're in a group of animals who randomly bump into each other and compete for territory, the minority strategy is the optimal strategy.  If all your peers are cowards, you can completely dominate them by showing some fang.  Or if your peers follow the "never back down, always fight to the death" strategy, you should be a coward until they've killed each other off.  Non-conformity is a valid goal (or subgoal, at least).

On the other hand, in situations with networks effects, you want to be a conformist.  If you're selling your widget on Bob's Auction Site, which has 20 users, instead of eBay, your originality is simply stupid.

Eliezer, your first and second thoughts illustrate my question; they are not clearly positive or negative descriptors. :)

Confession: I watched the Monty Python clip before reading the whole post.

Much of what Eliezer talked about in the beginning is discussed in The Rebel Sell. I am actually not as disturbed by those of the "radical counterculture" as the authors, who discuss how to accomplish change as opposed to receiving recognition, because they know enough to be dangerous.

Boxes are always patterns completed by brains, along with ready made outsides of them. Thinking is necessary because to find the outside of a box you have to notice the box is there, which you don't if your brain fills it in automatically. Things are less noticable if you can't concieve of the possibility of an alternative to them.

I probably think this because my brain fills in this pattern. And I only think that (and this) because the idea of recursion is another pattern my brain enjoys filling in. An effective way to simulate originality though: actively fill in the wrong patterns. Choose an automatic response from another set of ideas. Babies are being sold on the black market? don't automatically intone 'the police should stop that', say 'how inefficient - it should be a legal market'. If someone says we will all be dead one day, instead of reflecting on the meaning this gives to your life, politely point out that they have their statistics wrong; about 5% of people have never died, and it correlates well with those born recently. Depending on your comparative preferences for perceived originality and truth, this can be done to convince most people you are insane and possibly completely immoral: nice socially recognisable signals that you are being original without having to  conform to current originality.

Actually thinking, like satori, is a wordless act of mind.

Wittgenstein said that 'Philosophy is a battle against the bewitchment of our intelligence by means of language.'. I guess 'thinking' can take the place of 'philosophy' in what he said. If seen this way, the act involves a lot of struggle. Even if we do away with words it seems like something else should take its place against which we would have to battle. Or maybe, I'm thinking a lot inside the box :)

The video at the end makes such nice closure to such a great post.  Great taste.  I am reminded of Jiddu Krishnamurti.

Eliezer's post here, if I am correct, is meant to make her readers question themselves if they are truly being original or if they are simply following the "other" masses.  But a question, here: how many people think, actually think in their daily lives?  And by "think", I mean produce truly original thought--impossible without some sort of muse.  That's my current hypothesis.  Going by that line of reasoning, therefore perhaps truly original thought can only be realized/ created through a true expression of the self through one's ideal (or at least some very synergetic) medium.  Perhaps it is only people who reach their true potential/ at the last stage of Maslow's hierarchy who achieve original thought.

We can see from history this amounts to approximately 1% of the population: Da Vinci etc.  As individuals then, perhaps the only way we can truly see more original thought from the people around us is to become an original thinker ourselves, to bring ourselves up to that level of so called "genius", which is simply produced by a persistent focus of purpose and passion to get up to that level.  Then by changing ourselves, we naturally inspiring others--simply by being ourselves.  A wonderful thing.

Of course, this is simply speculation as I'm not at a Da Vinci/Freud/Nietzsche/Krishnamurti (prolific original output) like level--though that is my major life purpose.

I would guess that it is not a state a person has to be in to come up with an original thought but a situation in which unoriginal thoughts seem obviously inapplicable to them. You can't assume because someone produced some great thought they are a separate class of person and will continue to do so. A lot of the things Lord Kelvin said about science near the end of his life seem downright silly today.

Also, Eliezer is not a "her". His wikipedia page has a picture of him, beard and all.

"Whenever someone exhorts you to "think outside the box", they usually, for your convenience, point out exactly where "outside the box" is located.  Isn't it funny how nonconformists all dress the same..."

They do?  Can you give an example?  I can't recall anybody ever pointing out a location.

And NNs are independent of "general intelligence".  NNs are being used to great success in many fields today.  The fact that we don't have hard AI is no condemnation of NNs, nor a problem with the phrase "think outside the box".  That's quite a leap you made, and I've only read 2 paragraphs so far!

Nassim Nicholas Taleb said at one point that his next book will be about tinkering - how many discoveries were made while the researcher was seeking something else. So directed research is good because it provides an excuse to "tinker", to spot the unexpected and go off on a tangent.

Have you spoken to Taleb? Seems there's lots of common ground. He likes to learn directly from people what's happening.

P.S. The YouTube video embedded in the post has been removed. One place where the same excerpt appears is here.

Edit: Possibly better, from the Monty Python channel. 

The way I would word this: The box exists in the map, not the territory. Looking "outside of the box" is still looking at the map.

You could always tell them to think inside the chimney.  If you're lucky they'll be so confused they'll look at the territory to figure out what you mean, and if you’re really lucky they'll end up thinking downstairs in the attic and never bother you again.

I would say that the box does exist as territory, as the realm of cached human thoughts. However, what most of us perceives as 'outside the box' in our maps is, in reality, 'inside the box' in territory.

This cached thought has been around for three decades.  Still no general intelligence.  But, somehow, everyone outside the field knows that neural networks are the Dominant-Paradigm-Overthrowing New Idea, ever since backpropagation was invented in the 1970s.

It's been going strong in one form or another since the late nineteenth century.  William James was a notable supporter of the notion that the human brain had emergent behavior based on the interaction of many simple units, and from this culture came the term "connectionism" that was popular amongst AI speculators Before the War.

"And if all the partners agree that something sounds like a good idea, they won't do it.  If only grant committees were this sane."

"Properties like truth or good design are independent of novelty:  2 + 2 = 4, yes, really, even though this is what everyone else thinks too."

In venture capital it may pay off to avoid doing what every one else does. But in funding grants, it seems there's no advantage to that. It's not like the science get devalued if it's discovered twice. If everyone thinks it's a good grant, then maybe it just is?

It's not like the science get devalued if it's discovered twice

If the knowledge discovered has a value X, then discovering it twice gives the discovery an average value X/2, and discovering it thrice gives the discovery an average value X/3.

This is of course a simplification, because the confirmation received from having multiple copies of the discovery is itself of some value, which flattens the value curve; however the value of a confirmation decreases with each confirmation already extant.

The eminent philosophers of Monty Python said it best of all:

This video is no longer available because the uploader has closed their YouTube account.

I like how these serious logical and moral discussions are juxtaposed with Monty Python.

And now I have the urge to build a mousetrap out of as many lasers and rocket launchers as I can get my hands on...which is not, of course, the least bit optimal for the purpose of catching mice. 

I remember the late 90's, when I first gained access to the Internet. Here were my people, people who enjoy thinking, minds communicating at a bare-metal level about interesting and smart things.

It was around that time I ran across the concept of a "free-thinker" and started mulling over that label in my mind. It sounded like a compliment, something I'd like if people started calling me that. After all, I don't think the way other people do (thanks, autism!), and I had always felt like a mind trapped in a body. But the first time I brought up being a free-thinker was in a discussion about religion with an Internet Atheist. I was promptly and patronizingly informed that I couldn't possibly be a free-thinker because I believe in God.

Free-thinker = atheist, apparently. A one-to-one correspondence, a synonym, and a hope for esteem from my peers crushed.

Never mind that I treat the Bible and young-Earth creationism as seriously and geekily as I treat the canons of the various Star Trek series. Never mind that I try to get past the rah-rah-our-team side of religion to follow Jesus' commands to love each other with radical, boundary-breaking see-from-their-eyes empathy. Never mind that I'd been hurt by church hypocrisy as any former-Catholic or raised-Baptist Internet Atheist among my circle of friends.

No, this badge of uniqueness was not for me. I was too unique for it.

And now? Do you still believe in an all-powerful creator? (Not that I have any problem with that)

Yes, and still a young-Earth creationist too. On here I'd probably clarify my concept of omnipotency as "axiomatic ultra-ability", more similar to a programmer of a simulation than a lightning-tosser in a cloud-chariot in the sky.

As a geek-for-life and dedicated devourer of SF, I compare and contrast the details of what I believe with all the god-fictions out there, from Aslan and Eru Ilúvatar to Star Trek's Q and The Prophets, to the God and Satan of Heinlein's Job, to the Anu/Padomay duality at the core of Elder Scrolls lore and the consequent universe literally built out of politics and necromancy. Recently, reading the SSC classic blog post "Meditations on Moloch" helped me coalesce an idea that had been bouncing around my head for twenty years about the "weakling, uncaring opposite of God, waiting with an open mouth at the bottom of the slide."

I just wanted to find a community of experimental theologists who were as willing as I am to ask these questions and posit potentially heretical theories during the process of trying to better model God in our words and minds. Apparently I'm missing an absurdity heuristic that keeps more people from being like me.

So, essentially, the way forward is to attempt to make something 'good' rather than something 'original'. Because of cached thoughts leading all forced 'original' thoughts into truly unoriginal thoughts, the only way to make something truly 'original' is to make something new, not through the attempt of making something new (which would lead you in circles), but to make something better than the rest. By trying to make something better than the rest, it has to be markedly different from everything else.

This intro aged very very poorly. I suspect that the core point of this article may be much weaker than originally claimed because of it. simply constraining your thinking to think outside the box, but then reaching immediately outside the box and not reaching further, is likely a reasoning error. but constraining your thinking to outside the box, then reaching for what is immediately outside it, made Eliezer pick up neural networks. which he then immediately dismissed as not likely to work because so many people had done this. he managed to not see AlphaGo coming, and I have always suspected it was as a result of this article's point in particular that the AI safety crowd were blindsided by neural networks. I think this is a pretty severe prediction error and that this post is likely an incorrect point because of it. interesting disagreement about how to interpret this historical information would be quite welcome.

I think it's not the case that "neural networks" as discussed in this post made AlphaGo. That is, almost of the difficulty in making AlphaGo happen was picking which neural network architecture would solve the problem / buying fast enough computers to train it in a reasonable amount of time. A more recent example might be something like "model-based reinforcement learning"; for many years 'everyone knew' that this was the next place to go, while no one could write down an algorithm that actually performed well.

I think the underlying point--if you want to think of new things, you need to think original thoughts instead of signalling "I am not a traditionalist"--is broadly correct even if the example fails.

That said, I agree with you that the example seems unfortunately timed. In 2007, some CNNs had performed well on a handful of tasks; the big wins were still ~4-5 years in the future. If the cached wisdom had been "we need faster computers," I think the cached wisdom would have looked pretty good.

I worry that this comment dances around the basic update to be made. 

Part of this post makes fun of people who were excited about neural networks. Neural network-based approaches have done extremely well. Eliezer's example wasn't just "unfortunately timed." Eliezer was wrong.

I think that's a pretty simplistic view of the post, but given that view, I agree that's the right update to make.

Why does it seem simplistic? Like, one of the central points of the post you link is that we should think about the specific technical features of proposals, instead of focusing on marketing questions of which camp a proposal falls into. And Eliezer saying he's "no fan of neurons" is in the context of him responding to a comment by someone with the username Marvin Minsky defending the book Perceptrons (the post is from the Overcoming Bias era, when comments did not have threading or explicit parents).

I basically read this as Eliezer making fun of low-nuance people, not people excited about NNs; in that very post he excitedly describes a NN-based robotics project!

But that robotics project was viewed by Eliezer as an example of carefully-designed biological imitation in which the mechanism of action was known by the researchers into the deep details. Across multiple posts, Eliezer's views from this time period emphasize that he believes that AGI can only come from a well-understood AI architecture - either a detailed imitation of the brain, or a crafted logic-based approach. This robotics project was an example of the latter, despite the fact that it used neurons.

This robot ran on a "neural network" built by detailed study of biology.  The network had twenty neurons or so.  Each neuron had a separate name and its own equation.  And believe me, the robot's builders knew how that network worked.

Where does that fit into the grand dichotomy?  Is it top-down?  Is it bottom-up?  Calling it "parallel" or "distributed" seems like kind of a silly waste when you've only got 20 neurons - who's going to bother multithreading that?

So this would be, in my view, another clear example of Eliezer being excited about an AI paradigm that ultimately did not lead to the black-box neural network-based LLMs that actually seem to have put us on the path to AGI.

I think that's a pretty simplistic view of the post

To clarify, I wasn't claiming that the point of this post is to mock neural network proponents. It's not. It's just a few paragraphs of the post. Updated original comment to clarify.

And Eliezer saying he's "no fan of neurons" is in the context of him responding to a comment by someone with the username Marvin Minsky defending the book Perceptrons (the post is from the Overcoming Bias era, when comments did not have threading or explicit parents).

Can you say more why you think that context is relevant? He says "this may be clearer from other posts", which implies to me that his "not being a fan of neurons" is not specific to that specific discussion (since I imagine he wrote those other posts independently of Marvin_Minsky's comment).

(I have more things to say in response to your comment here, but I'd like to hear your answer to the above first!)

Can you say more why you think that context is relevant?

Yeah; from my perspective the main question here is something like "how much nuance does a statement have, and what does that imply about how far you can draw inferences from it?". I think people are often rounding Eliezer off to a simplified model and then judging the simplified model's predictions and then attributing that judgment to Eliezer, in a way that I think is probably inaccurate.

For this particular point, there's also the question of what a "fan of neurons" even is; the sorts you see today are pretty different from the sorts you would see back in 2010, and different from the sort that Marvin Minsky would have seen.

Not as relevant to the narrow point, but worth pointing out somewhere, is that I'm pretty sure that even if Eliezer had been aware of the potential of modern ANNs ahead of time, I think he probably would have filtered that out of his public speech because of concerns about the alignability of those architectures, in a way that makes it not obvious how to count predictions. [Of course he can't get any points for secretly predicting it without hashed comments, but it seems less obvious that he should lose points for not predicting it.] 

Thanks for the additional response. I've thought through the details here as well. I think that the written artifacts he left are not the kinds of writings left by someone who actually thinks neural networks will probably work, capabilities-wise. 

As you read through these collected quotes, consider how strongly "he doesn't expect ANNs to work" and "he expects ANNs to work" predict each quote:

In Artificial Intelligence, everyone outside the field has a cached result for brilliant new revolutionary AI idea—neural networks, which work just like the human brain!  New AI Idea: complete the pattern:  "Logical AIs, despite all the big promises, have failed to provide real intelligence for decades—what we need are neural networks!"

This cached thought has been around for three decades.  Still no general intelligence.  But, somehow, everyone outside the field knows that neural networks are the Dominant-Paradigm-Overthrowing New Idea, ever since backpropagation was invented in the 1970s.  Talk about your aging hippies.

I'm no fan of neurons; this may be clearer from other posts

But there is just no law which says that if X has property A and Y has property A then X and Y must share any other property.  "I built my network, and it's massively parallel and interconnected and complicated, just like the human brain from which intelligence emerges!  Behold, now intelligence shall emerge from this neural network as well!"  And nothing happens.  Why should it? 

Wasn't it in some sense reasonable to have high hopes of neural networks?  After all, they're just like the human brain, which is also massively parallel, distributed, asynchronous, and -

Hold on.  Why not analogize to an earthworm's brain, instead of a human's?

A backprop network with sigmoid units... actually doesn't much resemble biology at all.  Around as much as a voodoo doll resembles its victim.  The surface shape may look vaguely similar in extremely superficial aspects at a first glance.  But the interiors and behaviors, and basically the whole thing apart from the surface, are nothing at all alike.  All that biological neurons have in common with gradient-optimization ANNs is... the spiderwebby look.

And who says that the spiderwebby look is the important fact about biology?  Maybe the performance of biological brains has nothing to do with being made out of neurons, and everything to do with the cumulative selection pressure put into the design. 

Do these strike you as things which could plausibly be written by someone who actually anticipated the modern revolution? 

there's also the question of what a "fan of neurons" even is; the sorts you see today are pretty different from the sorts you would see back in 2010, and different from the sort that Marvin Minsky would have seen.

If Eliezer wasn't a fan of those particular ANNs, in 2010, because those literal empirically tried setups hadn't yet led to AGI... That's an uninteresting complaint. It's trivial. ANN proponents also wouldn't anticipate AGI from already-tried experiments which had already failed to produce AGI. 

The interesting version of the claim is the one which talks about research directions, no? About being excited about neural network research in terms of its future prospects? 

I'm pretty sure that even if Eliezer had been aware of the potential of modern ANNs ahead of time, I think he probably would have filtered that out of his public speech because of concerns about the alignability of those architectures

In the world where he was secretly aware, he could have pretended to not expect much of ANNs. In that case, that's dishonest. Also risky, it's possibly safer to just not bring it up and not direct even more attention to the matter. If you think that X is a capabilities hazard, then I think a good rule of thumb is don't talk about X.

So, even privileging this "he secretly knew" hypothesis by considering it explicitly, it isn't predicting observed reality particularly strongly, since "don't talk about it at all" is another reasonable prediction of that hypothesis, and that didn't happen.

in a way that makes it not obvious how to count predictions. 

Let's consider what incentives we want to set up. We want people who can predict the future to be recognized and appreciated, and we want people who can't to be taken less seriously in such domains. We do not want predictions to communicate sociohazardous content. 

For sociohazards like this, hashed comments should suffice quite well, for this kind of problematic prediction. You can't fake it if you can't predict it in advance. If you can predict it in advance, you can still get credit, without leaking much information. 

I am therefore (hopefully predictably) unimpressed by hypotheses around secret correct predictions which clash with his actual public writing, unless he had verifiably contemporary predictions which were secret but correct. 

[Of course he can't get any points for secretly predicting it without hashed comments, but it seems less obvious that he should lose points for not predicting it.] 

Conservation of expected evidence. If you would have updated upwards on his predictive abilities if he had made hashed comments and then revealed them, then observing not-that makes you update downwards (eta - on average, with a few finicky details here that I think work out to the same overall conclusion; happy to discuss if you want).

Do these strike you as things which could plausibly be written by someone who actually anticipated the modern revolution? 

I do not think I claimed that Eliezer anticipated the modern revolution, and I would not claim that based on those quotes. 

The point that I have been attempting to make since here is that 'neural networks_2007', and the 'neural networks_1970s' Eliezer describes in the post, did not point to the modern revolution; in fact other things were necessary. I see your point that this is maybe a research taste question--even if it doesn't point to the right idea directly, does it at least point there indirectly?--to which I think it is evidence against Eliezer's research taste (on what will work, not necessarily on what will be alignable).

[I also have long thought Eliezer's allergy to the word "emergence" is misplaced (and that it's a useful word while thinking about dynamical systems modeling in a reductionistic way, which is a behavior that I think he approves of) while agreeing with him that I'm not optimistic about people whose plan for building intelligence doesn't route thru them understanding what intelligence is and how it works in a pretty deep way.]

Conservation of expected evidence. If you would have updated upwards on his predictive abilities if he had made hashed comments and then revealed them, then observing not-that makes you update downwards (eta - on average, with a few finicky details here that I think work out to the same overall conclusion; happy to discuss if you want).

I agree with regards to Bayesian superintelligences but not bounded agents, mostly because I think this depends on how you do the accounting. Consider the difference between scheme A, where you transfer prediction points from everyone who didn't make a correct prediction to people who did make correct predictions, and scheme B, where you transfer prediction points from people who make incorrect predictions to people who make correct predictions, leaving untouched people who didn't make predictions. On my understanding, things like logical induction and infrabayesianism look more like scheme B.

I do not think I claimed that Eliezer anticipated the modern revolution, and I would not claim that based on those quotes. 

The point that I have been attempting to make since here is that 'neural networks_2007', and the 'neural networks_1970s' Eliezer describes in the post, did not point to the modern revolution; in fact other things were necessary.

I apologize if I have misunderstood your intended point. Thanks for the clarification. I agree with this claim (insofar as I understand what the 2007 landscape looked like, which may be "not much"). I think that the claim is not that interesting, though, but this might be coming down to semantics. 

The following is what I perceived us to disagree on, so I'd consider us to be in agreement on the point I originally wanted to discuss:

I see your point that this is maybe a research taste question--even if it doesn't point to the right idea directly, does it at least point there indirectly?--to which I think it is evidence against Eliezer's research taste (on what will work, not necessarily on what will be alignable). 

I'm not optimistic about people whose plan for building intelligence doesn't route thru them understanding what intelligence is and how it works in a pretty deep way

Yeah. I think that in a grown-up world, we would do this, and really take our time. 

On my understanding, things like logical induction and infrabayesianism look more like scheme B.

Nice, I like this connection. Will think more about this, don't want to hastily unpack my thoughts into a response which isn't true to my intuitions here.

I was recently looking at Yudkowsky's (2008) "Artificial Intelligence as a Positive and
Negative Factor in Global Risk" and came across this passage which seems relevant here:

Friendly AI is not a module you can instantly invent at the exact moment when it is first needed, and then bolt on to an existing, polished design which is otherwise completely unchanged.

The field of AI has techniques, such as neural networks and evolutionary programming, which have grown in power with the slow tweaking of decades. But neural networks are opaque—the user has no idea how the neural net is making its decisions—and cannot easily be rendered unopaque; the people who invented and polished neural networks were not thinking about the long-term problems of Friendly AI. Evolutionary programming (EP) is stochastic, and does not precisely preserve the optimization target in the generated code; EP gives you code that does what you ask, most of the time, under the tested circumstances, but the code may also do something else on the side. EP is a powerful, still maturing technique that is intrinsically unsuited to the demands of Friendly AI. Friendly AI, as I have proposed it, requires repeated cycles of recursive self-improvement that precisely preserve a stable optimization target.

The most powerful current AI techniques, as they were developed and then polished and improved over time, have basic incompatibilities with the requirements of Friendly AI as I currently see them. The Y2K problem—which proved very expensive to fix, though not global-catastrophic—analogously arose from failing to foresee tomorrow’s design requirements. The nightmare scenario is that we find ourselves stuck with a catalog of mature, powerful, publicly available AI techniques which combine to yield non-Friendly AI, but which cannot be used to build Friendly AI without redoing the last three decades of AI work from scratch.

If the cached wisdom had been "we need faster computers," I think the cached wisdom would have looked pretty good.

If you think neural networks are like brains, you might think that you would get human-like cognitive abilities at human-like sizes. I think this was a very common view (and it has aged quite well IMO).

I can't believe that post is sitting at 185 karma considering how it opens with a complete blatant misquote/lie about moravec's central prediction, and only gets worse from there.

Moravec predicted - in mind children in 1988!  - AGI in 2028, based on moore's law and the brain reverse engineering assumption.  He was prescient - a true prophet/futurist.  EY was wrong and his attempt to smear Moravec here is simply embarrassing.

I'm reminded of this thread from 2022: https://www.lesswrong.com/posts/27EznPncmCtnpSojH/link-post-on-deference-and-yudkowsky-s-ai-risk-estimates?commentId=SLjkYtCfddvH9j38T#SLjkYtCfddvH9j38T

Even with some disagreements writ how powerful AI can be, I definitely agreee that Eliezer is pretty bad epistemically speaking on anything related to AI or alignment topics, and we should stop treating him as any kind of authority.

I think Eliezer does disagree. I find his disagreement fairly annoying. He calls biological anchors the "trick that never works" and gives an initial example of Moravec predicting AGI in 2010 in the book Mind Children.

But as far as I can tell so far that's just Eliezer putting words in Moravec's mouth. Moravec doesn't make very precise predictions in the book, but the heading of the relevant section is "human equivalence in 40 years" (i.e. 2028, the book was written in 1988). Eliezer thinks that Moravec ought to think that human-level AI and shortly thereafter a singularity will occur at the time when a giant cluster is as big as a brain, which Moravec puts in 2010. But I don't see any evidence that Moravec agreed with that implication, and the book seems to generally talk about a timeframe like 2030-2040. Eliezer repeated this claim in our conversation but still didn't really provide any indication Moravec held this view.

To the extent that people were imagining neural networks, I don't think they would expect trained neural networks to be the size of a computing cluster. It's not not the straightforward extrapolation from the kinds of neural networks people were actually computing, so someone going on vibes wouldn't make that forecast. And if you try to actually pencil out the training cost it's clear it won't work, since you have to run a neural network a huge number of times during training, so someone trying to think things through on paper wouldn't think that either. At least since the 1990 I've seen a lot of people making predictions along these lines, but as far as I can tell they seem to give actual predictions in the 2020s or 2030s which currently look quite good to me relative to every other forecasting methodology.

This graph nicely summarizes his timeline from Mind Children in 1988.  The book itself presents his view that AI progress is primarily constrained by compute power available to most researchers, which is usually around that of a PC.

Moravec et al were correct in multiple key disagreements with EY et al:

LLMs are far more anthropomorphic (brain-like) than the fast clean consequential reasoners EY expected:

All of this was predicted from the systems/cybernetic framework/rubric that human minds are software constructs, brains are efficient and tractable, and thus AGI is mostly about reverse engineering the brain and then downloading/distilling human mindware into the new digital substrate.

I don't know if the graph settles the question---is Moravec predicting AGI at "Human equivalence in a supercomputer" or "Human equivalence in a personal computer"? Hard to say from the graph.

The fact that he specifically talks about "compute power available to most researchers" makes it more clear what his predictions are. Taken literally that view would suggest something like: a trillion dollar computing budget spread across 10k researchers in 2010 would result in AGI in not-too-long, which looks a bit less plausible as a prediction but not out of the question.



Original Seeing

Since Robert Pirsig put this very well, I’ll just copy down what he said. I don’t know if this story is based on reality or not, but either way, it’s true.

He’d been having trouble with students who had nothing to say. At first he thought it was laziness but later it became apparent that it wasn’t. They just couldn’t think of anything to say.

One of them, a girl with strong-lensed glasses, wanted to write a five-hundred word essay about the United States. He was used to the sinking feeling that comes from statements like this, and suggested without disparagement that she narrow it down to just Bozeman.

When the paper came due she didn’t have it and was quite upset. She had tried and tried but she just couldn’t think of anything to say.

It just stumped him. Now he couldn’t think of anything to say. A silence occurred, and then a peculiar answer: “Narrow it down to the main street of Bozeman.” It was a stroke of insight.

She nodded dutifully and went out. But just before her next class she came back in real distress, tears this time, distress that had obviously been there for a long time. She still couldn’t think of anything to say, and couldn’t understand why, if she couldn’t think of anything about all of Bozeman, she should be able to think of something about just one street.

He was furious. “You’re not looking!” he said. A memory came back of his own dismissal from the University for having too much to say. For every fact there is an infinity of hypotheses. The more you look the more you see. She really wasn’t looking and yet somehow didn’t understand this.

He told her angrily, “Narrow it down to the front of one building on the main street of Bozeman. The Opera House. Start with the upper left-hand brick.”

Her eyes, behind the thick-lensed glasses, opened wide.

She came in the next class with a puzzled look and handed him a five-thousand-word essay on the front of the Opera House on the main street of Bozeman, Montana. “I sat in the hamburger stand across the street,” she said, “and started writing about the first brick, and the second brick, and then by the third brick it all started to come and I couldn’t stop. They thought I was crazy, and they kept kidding me, but here it all is. I don’t understand it.”

Neither did he, but on long walks through the streets of town he thought about it and concluded she was evidently stopped with the same kind of blockage that had paralyzed him on his first day of teaching. She was blocked because she was trying to repeat, in her writing, things she had already heard, just as on the first day he had tried to repeat things he had already decided to say. She couldn’t think of anything to write about Bozeman because she couldn’t recall anything she had heard worth repeating. She was strangely unaware that she could look and see freshly for herself, as she wrote, without primary regard for what had been said before. The narrowing down to one brick destroyed the blockage because it was so obvious she had to do some original and direct seeing.

I'm not quite sure what that meant, but it sounded great! ;)

It looks like a lot of people are of a similar mind. Judging by the comments, most people seem to be taking this merely as a way around writer's block, or a praise of depth first analysis as a way to narrow down to "a topic about which others haven't already said everything". The most insightful comment (at least to my sense of quality) proclaims this:

If Zen and the Art of Motorcycle Maintenance were a math textbook, the rule would be clear: "if you examine something, you will have something to say about it."

There is of course The Virtue of Narrowness, but what I think what Phaedrus is getting at is that people in general, not just in their writing, tend not to put much effort into thinking new thoughts and thinking for themselves. One tool he has apparently employed successfully on his students is to have them narrow the scopes of their essays, forcing them to think for themselves rather than echo back what other people had already said. But reading just this segment of the story out of context might be a little like reading one of Yudkowsky's later sequences without reading earlier ones. Allow me to supply some of that context.

The book is about Phaedrus's ongoing obsession with finding his own specific version of the nebulous "ultimate good" or "objective morality" that so many philosophers have sought after. He calls his form "quality", which is a mixture of the mechanical/analytic structure of science/rationality with the organic/emotional creativity of art/spirituality. The character is unique in the world with this particular brand of philosophy, and so does a lot of original thinking, placing little value on traditional Aristotelian thought. There are 2 types of people in the world: Aristotelians and Platonists, and he is neither.

Given this, I would suggest that Phaedrus is trying hard to think new thoughts himself, and places little value in small adaptations of existing philosophy. The character would suggest that humanity made a wrong turn in Plato's time, with the divide between passion and logic. Fixing this requires an extraordinary amount of out-of-the-box thinking. Science needs to take seriously the quest to learn where hypotheses come from, and how best to nurture passion, creativity, insight, etc and make them a real part of the scientific process. On the other hand, our culture needs to learn to appreciate beautiful engineering alongside beautiful art, and to find Joy in the Merely Real instead of mystery. These efforts call for new paradigms, new ideas, new modes of thought, and an entire upheaval of societal norms, not unlike during the enlightenment and scientific revolution.

The single concept he sees as uniting those two worlds is "Quality". Quality implies both sound engineering, and elegant, desirable form. It's at once beautiful and offers utility. It can't be defined, because to define it you would have to define every whim of an entire human mind. Even so, we all know intuitively what quality is, because we can all agree that one essay is well written or poorly written, even if we squabble about the precise letter grade it deserves. Quality isn't just what people like. The word "just" has no place in that sentence. Quality IS what people like; everything that we can appreciate, for it's design, it's elegance, it's beauty, it's ingenuity... everything.

If any of this piques your interest, I recommend reading the book itself. What I've done is rather like trying to summarize all of The Sequences in one small post. But the point is, we are not talking about a technique to get over writer's block; the author and Yudkowsky are definitely hinting at insights into the human mind. Our minds are predominately an echo chambers of everything we learn from others, but we must try and add an original thought to the mix every now and then, if we want to improve this world we live in.

It's funny that to understand the "open-eyed look" people didn't have enough open-eyed look.  Coincidentally, I looked into the comments and saw this one only after, on this reading, I finally didn't take it as just a nicely written fable.  The fact is that some time ago I noticed that for the first time in a very long time I looked inside myself, and did not choose the most harmonious of other people's opinions.  This is similar to one of the posts where someone says that for the first time in their life they realized that they did not like the taste of food, but the social sense of status that eating this food gave.  I also had a literal difficulty coming up with original plot twists and generally writing non-fan fiction in my attempts at fiction.  And then I recently started posting my notes here on lesswrong, and in the process of thinking about it, I realized how few good thoughts I have that were created by me, and not taken from someone else.  In fact, I almost never got more than a step, two at the most, from someone else's ideas.  Reminds me of Yudkowsky's post I recently read about crossing the Rubicon, where he says that he really thinks the way he writes, reaching a huge depth of recursion in reflection, for example, not just experiencing emotion, but thinking that he is experiencing these emotions, whether he wants them  to test whether he wants to want to experience them, and then in the same way thinking about his thoughts about his emotions and about thoughts about thoughts.  It seems that with original thinking and attempts to go further than one step from other people's thoughts, one should do about the same.  And I miss both options.  Perhaps it was this post and its similarity that gave me the idea.  In general, only recently I realized that in the case of other people's ideas, only pride in one's erudition is appropriate, but not in one's mind, because it was not you who came up with these ideas, these are not your thoughts.  So, already trying to generate thoughts from looking inside myself, or at least moving many steps forward from other people's thoughts, I read this post and at the phrase "she did not know other people's words that can be repeated" I "clicked", as they say.  P.S.  I remembered that at the first reading this moment was perceived as that this girl did not understand that when you write an essay you have to invent something yourself, and not retell Wikipedia or other people's articles, and this became obvious only when she realized that no one in  all over the world did not write an article about each specific brick.

Watching myself trying to write (or speak), I am coming to realize what a horrendous hack the language processes of the brain are.  It is sobering to contemplate what sorts of noise and bias this introduces to our attempts to think and communicate.

Next time I need inspiration I'll just stare at a wall then.

There is much to be said for looking at the super-specific. All the interesting complexity is found in the specific cases, while the whole often has less complexity (i.e. the algorithmic complexity of a list of the integers is much smaller than the algorithmic complexity of most large integers). While we might be trying to find good compressed descriptions of the whole, if we do not see how specific cases can be compressed and how they relate to each other we do not have much of a starting point, given that the whole usually overwhelms our limited working memories.

Staring at walls is underrated. But I tend to get distracted from my main project by all the interesting details in the walls.

So let us find very concrete examples of disagreements close to us and see if we can identify the key biases.

Was the girl trying to say something about the US, or say something that nobody said before?

A I understand, narrowness is very useful in the latter case, because it gives you a topic about which others haven't already said everything. And Antony van Leeuwenhoek would agree that you could find details that are otherwise hidden.

Still, school essays rarely require you to write something truly original. I could write 500 words about "the United States" right now. So I feel that this is a sort of a bad example.

Anders wrote:
All the interesting complexity is found in the specific cases, while the whole often has less complexity...

I would offer that it's not the algorithmic complexity, but the interconnections that are "interesting", and any (perceived) relationships in a block universe necessarily entail an observer.  This is the "zen" running through Pirsig's book about the meaning of meaning.

Addendum (Out of concern for appearing too vague and mystical):

Is is in the texture of a brick or its color or its cracks?
Is it in the alignment pattern of the rows, or the deviations within the rows?
Is it in the statistical regularities of the rows and columns forming the wall?
Is it in the demonstration of rectangular tiling in the plane, properties of containment and division?
Is it in the ecological aspects of the wall in relation to it's environment?
...

What is interesting in Borges's Library of Babel, in all it's vast algorithmic complexity?

What's commonly lacking from scientific accounts of the world is the essential role of the observer, not in the world itself, but in any accounting of it.

The benefit of staring at a wall is to become aware of the observer, beyond that it's relatively pointless.

There was an interesting exercise for overcoming writer's block somewhere, which said to pick a word, any word at random. After you did that, you were told to write a sentence which included that word. After that, a paragraph which included that sentence.

This reminds me of vocabulary homework where I had to write a sentence using each vocabulary word. I couldn't do it. We would get extra credit if we also included one of the extra credit vocabulary words. That I could do.

Most of what I see is what other people have already written... I don't get out of my house much, being a job-free Internet addict. When you live a life in which words are almost all there is, what does that do to originality?

Hi this Marty again, this story defines a very open way of thinking.  compared when I write I think of a word to describe what I'm thinking  If the word is not the correct fit the word has no meaning in my mind. And I find a better thought to fit the word. Is this a good way to translate what is in my mind to English?  Or, do I need to think in English before using the word.  What still puzzles me is what is a troll?  Please remember I have only studied English for maybe, a half a year so your help is greatly appreciated.

Regarding the first reply here (a year later...): perhaps there is another problem visible here, the problem of when advice is too plain. The story advises in a fashion so transparently evident that even SHRDLU could get it: the poor student quite literally wasn't looking at anything, so Pirsig/Phædrus gave her a topic so mundane that she had to go down and see for herself. If Zen and the Art of Motorcycle Maintenance were a math textbook, the rule would be clear: "if you examine something, you will have something to say about it." But because writing is a mysterious art, it is assumed that the moral of a story about writing must be mysterious as well.

(Oddly, I never fell prey to this with the visual arts. I thank whoever told me about the negative-space/outline trick - that worked so well that I cached "drawing is seeing" instead.)

This is something I like about LessWrong. A lot of posts are evergreen and can still get comments a year later, or even more than that sometimes.

Fucking hell, that completely and instantly worked. I looked at the first object in the room, determined to come up with something interesting about it- the corner of three planes in the wall, over by the foyer, which makes a 3d platform about 7 feet off the ground. Instantly I was thinking about its structure and what it concealed and what was on top of it. I would not have been thusly inspired to think about that wall had I not set out to see it that way. Nice.

This happens to me every time someone asks me to explain what I believe.  I say "uhhh..."
I try to ask people to be more specific (what do you believe about this particular topic)
If they don't, I just tell them I believe human rationality can come to an understanding of everything, and can at least attempt to account for the things it doesn't understand.  I may be wrong, but it's so damn hard to start from nothing, even if you do know everything (which I don't).

I think this video says it all: http://www.youtube.com/watch?v=pIAoJsS9Ix8

Interesting! But I wonder how they phrased that to the kids, I mean if they said something like "Here I'll show you!", and then sat next to the kid as shown, that kid probably felt some pressure to do as shown, regardless of logic, while the apes just want the candy. Would be interresting to see the kids when left alone with a box like that... 

But here I am, second guessing the study that a team of presumably really intelligent researchers have spent a long time working on, a few minutes after seeing a tiny bit of all their work... reminds me of xkcd.com/277/

NOTE: This is a dramatic reenactment of an experiment for a TV documentary. The actual experiment criteria:
 The children used ranged from 41-59 months.
 The chimps used ranged from 2-6 y.o. Chimps mature at 13-14 for females, 15-16 for males.
 The box always contains a sticker. When the child gets the sticker, they trade that in for a food reward.
 The child is instructed to get the reward any way they can, then the experimenter leaves the room. The test is 
filmed. When the child is successful, they say "I have got it!" and the experimenter returns to the room and gives them 
their reward.

Betty Edwards encountered the same problem when teaching students how to draw.

She made a still-life with a ball infront of a vase. But the student drew the ball beside the vase. When she said "Look the ball is in front", he replied "Yes but I don't know how to draw it that way."

Like the essay writer the student was trying to replicate symbols he had already practiced instead of seeing with fresh eyes. She gave the students an image upside down and they were able to replicate it accurately because it forced them to look instead of draw learned symbols.

http://www.amazon.ca/The-Drawing-Right-Side-Brain/dp/0874774241

Title according to https://web.archive.org/web/20120929212839/http://www.youtube.com/watch?v=pIAoJsS9Ix8 was "Chimpanzee vs. Human child learning (1/2)", and is presumably this video.

When I first read this, I didn't take it to mean that it's easier to think of something if you narrow your focus. Instead, I took from it the lesson that in order to actually think about something, you should prepare your mind by temporarily deleting/quarantining everything that other people have said about that thing. When you're thinking about what other people have said about a thing, you're not thinking about the thing itself.

Of course, testimonial evidence is very useful and shouldn't be dismissed, but I found this piece enlightening because it pointed out the not-intuitively-obvious difference between thinking about testimonial evidence and thinking about the thing itself.

Reading it for a second time, I understand that this piece can also teach the virtue of narrowing your focus to find more to say about something. For example, I could think that by saying "I survived the teletransportation" I would have proclaimed an irreducible truth, while, really, there's so much more to say about the event if I use concepts with a higher resolution.

I'm not sure whether the explanation at the end was right, but this is a very powerful technique nonetheless. I observed a similar problem many times, but couldn't quite put my finger on it.

Imagine explaining subjectivity to someone, a person, with only an objective sense of self. A hypothetically purely rational being.

Or, again, imagine explaining subjective intuitions to somebody who somehow supposes their subjective intuitions to only be objective reasonings.

When I became aware that others lack or are incapable of accessing or perhaps are unwilling to access these apparently normal ranges of human experience, subjective and objective, I became far more cautious to express my sentiments of quality. Indeed, I mostly stopped expressing them, because they were met with simple incomprehension.

So original seeing may be as Pirsig says a direct experience, or indeed that direct experience may simply be an inexamined presumption.

It seems to me the phenomenological subjectivity itself is the fundament. But who knows?



The Logical Fallacy of Generalization from Fictional Evidence

When I try to introduce the subject of advanced AI, what’s the first thing I hear, more than half the time? 

“Oh, you mean like the Terminator movies / The Matrix / Asimov’s robots!”

And I reply, “Well, no, not exactly. I try to avoid the logical fallacy of generalizing from fictional evidence.”

Some people get it right away, and laugh. Others defend their use of the example, disagreeing that it’s a fallacy.

What’s wrong with using movies or novels as starting points for the discussion? No one’s claiming that it’s true, after all. Where is the lie, where is the rationalist sin? Science fiction represents the author’s attempt to visualize the future; why not take advantage of the thinking that’s already been done on our behalf, instead of starting over?

Not every misstep in the precise dance of rationality consists of outright belief in a falsehood; there are subtler ways to go wrong.

First, let us dispose of the notion that science fiction represents a full-fledged rational attempt to forecast the future. Even the most diligent science fiction writers are, first and foremost, storytellers; the requirements of storytelling are not the same as the requirements of forecasting. As Nick Bostrom points out:1

When was the last time you saw a movie about humankind suddenly going extinct (without warning and without being replaced by some other civilization)? While this scenario may be much more probable than a scenario in which human heroes successfully repel an invasion of monsters or robot warriors, it wouldn’t be much fun to watch.

So there are specific distortions in fiction.2 But trying to correct for these specific distortions is not enough. A story is never a rational attempt at analysis, not even with the most diligent science fiction writers, because stories don’t use probability distributions. I illustrate as follows:

Bob Merkelthud slid cautiously through the door of the alien spacecraft, glancing right and then left (or left and then right) to see whether any of the dreaded Space Monsters yet remained. At his side was the only weapon that had been found effective against the Space Monsters, a Space Sword forged of pure titanium with 30% probability, an ordinary iron crowbar with 20% probability, and a shimmering black discus found in the smoking ruins of Stonehenge with 45% probability, the remaining 5% being distributed over too many minor outcomes to list here.

Merklethud (though there’s a significant chance that Susan Wifflefoofer was there instead) took two steps forward or one step back, when a vast roar split the silence of the black airlock! Or the quiet background hum of the white airlock! Although Amfer and Woofi (1997) argue that Merklethud is devoured at this point, Spacklebackle (2003) points out that—

Characters can be ignorant, but the author can’t say the three magic words “I don’t know.” The protagonist must thread a single line through the future, full of the details that lend flesh to the story, from Wifflefoofer’s appropriately futuristic attitudes toward feminism, down to the color of her earrings.

Then all these burdensome details and questionable assumptions are wrapped up and given a short label, creating the illusion that they are a single package.3

On problems with large answer spaces, the greatest difficulty is not verifying the correct answer but simply locating it in answer space to begin with. If someone starts out by asking whether or not AIs are gonna put us into capsules like in The Matrix, they’re jumping to a 100-bit proposition, without a corresponding 98 bits of evidence to locate it in the answer space as a possibility worthy of explicit consideration. It would only take a handful more evidence after the first 98 bits to promote that possibility to near-certainty, which tells you something about where nearly all the work gets done.

The “preliminary” step of locating possibilities worthy of explicit consideration includes steps like: weighing what you know and don’t know, what you can and can’t predict; making a deliberate effort to avoid absurdity bias and widen confidence intervals; pondering which questions are the important ones, trying to adjust for possible Black Swans and think of (formerly) unknown unknowns. Jumping to “The Matrix: Yes or No?” skips over all of this.

Any professional negotiator knows that to control the terms of a debate is very nearly to control the outcome of the debate. If you start out by thinking of The Matrix, it brings to mind marching robot armies defeating humans after a long struggle—not a superintelligence snapping nanotechnological fingers. It focuses on an “Us vs. Them” struggle, directing attention to questions like “Who will win?” and “Who should win?” and “Will AIs really be like that?” It creates a general atmosphere of entertainment, of “What is your amazing vision of the future?”

Lost to the echoing emptiness are: considerations of more than one possible mind design that an “artificial intelligence” could implement; the future’s dependence on initial conditions; the power of smarter-than-human intelligence and the argument for its unpredictability; people taking the whole matter seriously and trying to do something about it.

If some insidious corrupter of debates decided that their preferred outcome would be best served by forcing discussants to start out by refuting Terminator, they would have done well in skewing the frame. Debating gun control, the NRA spokesperson does not wish to be introduced as a “shooting freak,” the anti-gun opponent does not wish to be introduced as a “victim disarmament advocate.” Why should you allow the same order of frame-skewing by Hollywood scriptwriters, even accidentally?

Journalists don’t tell me, “The future will be like 2001.” But they ask, “Will the future be like 2001, or will it be like A.I.?” This is just as huge a framing issue as asking, “Should we cut benefits for disabled veterans, or raise taxes on the rich?”

In the ancestral environment, there were no moving pictures; what you saw with your own eyes was true. A momentary glimpse of a single word can prime us and make compatible thoughts more available, with demonstrated strong influence on probability estimates. How much havoc do you think a two-hour movie can wreak on your judgment? It will be hard enough to undo the damage by deliberate concentration—why invite the vampire into your house? In Chess or Go, every wasted move is a loss; in rationality, any non-evidential influence is (on average) entropic.

Do movie-viewers succeed in unbelieving what they see? So far as I can tell, few movie viewers act as if they have directly observed Earth’s future. People who watched the Terminator movies didn’t hide in fallout shelters on August 29, 1997. But those who commit the fallacy seem to act as if they had seen the movie events occurring on some other planet; not Earth, but somewhere similar to Earth.

You say, “Suppose we build a very smart AI,” and they say, “But didn’t that lead to nuclear war in The Terminator?” As far as I can tell, it’s identical reasoning, down to the tone of voice, of someone who might say: “But didn’t that lead to nuclear war on Alpha Centauri?” or “Didn’t that lead to the fall of the Italian city-state of Piccolo in the fourteenth century?” The movie is not believed, but it is cognitively available. It is treated, not as a prophecy, but as an illustrative historical case. Will history repeat itself? Who knows?

In a recent intelligence explosion discussion, someone mentioned that Vinge didn’t seem to think that brain-computer interfaces would increase intelligence much, and cited Marooned in Realtime and Tunç Blumenthal, who was the most advanced traveller but didn’t seem all that powerful. I replied indignantly, “But Tunç lost most of his hardware! He was crippled!” And then I did a mental double-take and thought to myself: What the hell am I saying.

Does the issue not have to be argued in its own right, regardless of how Vinge depicted his characters? Tunç Blumenthal is not “crippled,” he’s unreal. I could say “Vinge chose to depict Tunç as crippled, for reasons that may or may not have had anything to do with his personal best forecast,” and that would give his authorial choice an appropriate weight of evidence. I cannot say “Tunç was crippled.” There is no was of Tunç Blumenthal.

I deliberately left in a mistake I made, in my first draft of the beginning of this essay: “Others defend their use of the example, disagreeing that it’s a fallacy.” But The Matrix is not an example!

A neighboring flaw is the logical fallacy of arguing from imaginary evidence: “Well, if you did go to the end of the rainbow, you would find a pot of gold—which just proves my point!” (Updating on evidence predicted, but not observed, is the mathematical mirror image of hindsight bias.)

The brain has many mechanisms for generalizing from observation, not just the availability heuristic. You see three zebras, you form the category “zebra,” and this category embodies an automatic perceptual inference. Horse-shaped creatures with white and black stripes are classified as “Zebras,” therefore they are fast and good to eat; they are expected to be similar to other zebras observed.

So people see (moving pictures of) three Borg, their brain automatically creates the category “Borg,” and they infer automatically that humans with brain-computer interfaces are of class “Borg” and will be similar to other Borg observed: cold, uncompassionate, dressing in black leather, walking with heavy mechanical steps. Journalists don’t believe that the future will contain Borg—they don’t believe Star Trek is a prophecy. But when someone talks about brain-computer interfaces, they think, “Will the future contain Borg?” Not, “How do I know computer-assisted telepathy makes people less nice?” Not, “I’ve never seen a Borg and never has anyone else.” Not, “I’m forming a racial stereotype based on literally zero evidence.”

What is above all needed is to let the meaning choose the word, and not the other way around . . . When you think of something abstract you are more inclined to use words from the start, and unless you make a conscious effort to prevent it, the existing dialect will come rushing in and do the job for you, at the expense of blurring or even changing your meaning.

Yet in my estimation, the most damaging aspect of using other authors’ imaginations is that it stops people from using their own. As Robert Pirsig said:5

She was blocked because she was trying to repeat, in her writing, things she had already heard, just as on the first day he had tried to repeat things he had already decided to say. She couldn’t think of anything to write about Bozeman because she couldn’t recall anything she had heard worth repeating. She was strangely unaware that she could look and see freshly for herself, as she wrote, without primary regard for what had been said before.

Remembered fictions rush in and do your thinking for you; they substitute for seeing—the deadliest convenience of all.

1Nick Bostrom, “Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology 9 (2002), http://www.jetpress.org/volume9/risks.html.

2E.g., Hanson’s (2006) “Biases of Science Fiction.” http://www.overcomingbias.com/2006/12/biases_of_scien.html.

3See “The Third Alternative” in this volume, and “Occam’s Razor” and “Burdensome Details” in Map and Territory.

"Will the future be like 2001, or will it be like A.I.?"

What I'm wondering is why you were even talking to venture capitalists about the singularity. Do you just go around asking anybody who has it for money? Did they hear you were working on something and then decided to make a proposal? I would guess it would become quickly apparent you didn't have anything to discuss.

NPR has run several stories on how the Fox TV show "24" influences both military interrogators' techniques and civilian acceptance of torture.

TV producer Adam Fierro (The Shield), intelligence expert Col. Stuart Herrington and human rights advocate David Danzig discuss TV violence.

Shows nominated for the award include Lost, Criminal Minds, The Closer and The Shield.

Apparently what works fairly well in Go is to evaluate positions based on 'randomly' running lots games to completion (in other words you evaluate a position as 'good' if in lots of random games which start from this position you win).  Random sampling of the future can work in some domains.  I wonder if this method is applicable to answering specific questions about the future (though naturally I don't think science fiction novels are a good sampling method).

We'd have to be able to randomly run reality to completion several times.

Universe seems to be doing that, only problem is that instead of us getting results we are only part of them.

No, Gray_Area's point (that I can see) was that you would only approximate the result, using cognitive heuristics, for example thinking about how an author would tell the story that starts the way your reality does.
There are other, valid ways to do that. But the best known to me is simply Bayesian inference, and keeping track of probability distributions instead of sampling randomly is not that hard, since it saves you the otherwise expensive work of adjusting for biases using ad hoc methods.

Another reason people overvalue science fiction is the availability bias due to the authors who got things right. Jules Verne had a fairly accurate time for going from the Earth to the Moon, Clarke predicted/invented geostationary satelites, John Brunner predicted computer worms. But of course this leaves out all space pirates using slide rules for astrogation (while their robots serve rum), rays from unknown parts of the electromagnetic spectrum and gravity-shielding cavorite. There is a vast number of quite erroneous predictions.

I have collected a list of sf stories involving cognition enhancement. They are all over the place in terms of plausibility, and I was honestly surprised by how little useful ideas of the impact of enhancement they had. Maybe it is easier to figure out the impact of spaceflight. I think the list might be useful as a list of things we might want to invent and common tropes surrounding enhancement rather than any start for analysis of what might actually happen.

Still, sf might be useful in the same sense that ordinary novels are: creating scenarios and showing more or less possible actions or ways of relate to events. There are a few studies showing that reading ordinary novels improves empathy, and perhaps sf might improve "future empathy", our ability to consider situations far away from our here-and-now situation.

I have collected a list of sf stories involving cognition enhancement. They are all over the place in terms of plausibility, and I was honestly surprised by how little useful ideas of the impact of enhancement they had. Maybe it is easier to figure out the impact of spaceflight. I think the list might be useful as a list of things we might want to invent and common tropes surrounding enhancement rather than any start for analysis of what might actually happen.

So, since the topic came up, I'll repeat the question I posed back in the "suggested posts" thread, but didn't (at least to my notice) receive any reply to:

How careful one should be to avoid generalization from fictional evidence? When writing about artificial intelligence, for instance, would it be acceptable to mention Metamorphosis of Prime Intellect as a fictional example of an AI whose "morality programming" breaks down when conditions shift to ones its designer had not thought about (not in a "see, it's happened before" sense but in a "here's one way of how it could happen")? Or would it be better to avoid fictional examples entirely and stick purely to the facts?

It should depend on the level of the formality of the writing. In a strictly academic paper, it should probably be avoided completely. If the paper is slightly less formal, it may be acceptable, but the author should take care to specify that it is a work of fiction, that it is a theoretical example and not evidence, and what scope of the example is applicable to the discussion. This should be combined with actual evidence supporting the possibility and relevance of the example.

Do we make the same mistakes as often with fiction about the present or past, or is something going extra wrong regarding the future?

We have examples of the past and present to draw on. So do the fiction writers, making it more accurate. Science fiction is informed largely by other science fiction.

I think Kaj has a good point. In a current paper I'm discussing the Fermi paradox and the possibility of self-replicating interstellar killing machines. Should I mention Saberhagen's berserkers? In this case my choice was pretty easy, since beyond the basic concept his novels don't contain that much of actual relevance to my paper, so I just credit him with the concept and move on.

The example of Metamorphosis of Prime Intellect seems deeper, since it would be a example of something that can be described entirely theoretically but becomes more vivid and clearly understandable in the light of a fictional example. But I suspect the problem here is the vividness: it would produce a bias towards increasing risk estimates for that particular problem as a side effect  of making the problem itself clearer. Sometimes that might be worth it, especially if the analysis is strong enough to rein in wild risk estimates, but quite often it might be counterproductive.

There is also a variant of absurdity bias in referring to sf: many people tend to regard the whole argument as sf if there is an sf reference in it. I noticed that some listeners to my talk on berserkers did indeed not take the issue of whether there are civilization-killers out there very seriously, while they might be concerned about other "normal" existential risks (and of course, many existential risks are regarded as sf in the first place).

Maybe a rule of thumb is to limit fiction references to where they 1) say something directly relevant, 2)  there is a valid reason for crediting them, 3) the biasing effects do not reduce the ability to think rationally about the argument too much.

"Characters can be ignorant, but the author can't say the three magic words 'I don't know.'"

One funny exception to this is Mark Twain's "A Medieval Romance," which you can read here:

Just scroll down and read the last three paragraphs.

Why would anyone think that the only way to show you're not the father is to declare you're a woman?

Bob Merkelthud slid cautiously through the door of the alien spacecraft, glancing right and then left (or left and then right) to see whether any of the dreaded Space Monsters yet remained.  At his side was the only weapon that had been found effective against the Space Monsters, a Space Sword forged of pure titanium with 30% probability, an ordinary iron crowbar with 20% probability, and a shimmering black discus found in the smoking ruins of Stonehenge with 45% probability, the remaining 5% being distributed over too many minor outcomes to list here.

My unjustified opinion (which surely still counts as evidence) is that it's probably best to never reference science fiction, and possibly best to never read it or encourage other people to read it, but I'm much less certain about that than about referencing or mentioning it.

I think you are right that science fiction is not "a rational attempt at analysis" but that you are wrong that it is usually "because stories don't use probability distributions." Some time ago, I tried writing a story using the RPG Exalted's rules. Keeping track of such a large number of character sheets turned out to be too tedious, and I gave up. Yet, the point was to make the story more surprising, not more realistic. If I write "With 45% probability, Vash dodged the bullet fired at him at point-blank range, and with 10% probability, he dodged a sniper shot taken from seven miles away" this is not unrealistic because it doesn't use probability; rather, it isn't even an attempt to be realistic, or to rationally examine what the future might be like.

Nic, the problem I'm referring to is not that stories are not generated from probability distributions, but that the stories don't explicitly describe probability distributions.  If I want to give a rational analysis of the stock market, I have to be able to say "60% probability that the stock market goes up, 40% probability that it goes down."  Rolling a 10-sided die, getting 7, and saying firmly "Now the stock market will go down!" doesn't cut it.  If it's a story, though, I have to say either "The stock market went up" or "The stock market went down", one or the other.

Do you still rate reading science fiction as a leading way to boost intelligence and train for thinking about the future, and if so, how do you reconcile that with this post? I don't suggest they contradict, but your clarification would give vital insight.

People who don't read science fiction at all often seem extremely vulnerable to absurdity bias, that is, they assume the future is the present in silver jumpsuits wearing jetpacks.  Since they haven't read 100 different future scenarios, they assume the silver jumpsuits are the only scenario that exists.  The alternative to reading science fiction is often spontaneously reinventing really bad science fiction.

Should people who must be very rational to fulfill their responsibilities in life eschew movies?  Do you personally eschew movies?

I totally agree, Eliezer.
Yet I like making references to science fiction when I discuss the future when discussing with friends, or on my blog for a couple of reasons:

It's a strong argument in favor of accelerating change: the technology that exists today is way beyond many of the gadgets depicted in SF from a few decades back which predicted them for 1500 years later. And, even more impressing is that these gadgets are cheap and available to anyone, at least in rich countries (mobile phones, the Web, GPS, iPods...). If anything, it stresses how common wisdom downplays the evolution of technologies, which helps to make a case for AGI emerging in decades, not centuries.

SF helps to raise important questions about the future which are hard to address in the setting of the present. The classic example of that is the failure of Asimov's law of robotics. The more recent example is the TV series BattleStar Galactica. Of course it's unrealistic and biased, but it changed my views on the issues of AGI's rights. Can a robot be destroyed without a proper trial? Is it OK to torture it? to rape it? What about marrying one? or having children with it (or should I type "her")?

What about marrying one? or having children with it (or should I type "her")?

Can a robot be destroyed without a proper trial? Is it OK to torture it? to rape it? What about marrying one? or having children with it (or should I type "her")?

I can't help but notice that many (all?) of these questions seem dependent on how closely the AGI resembles a neurotypical human.

It's a strong argument in favor of accelerating change: the technology that exists today is way beyond many of the gadgets depicted in SF from a few decades back which predicted them for 1500 years later.

I've noticed that it's not so much that our technology is better as it is that it's completely different. Science fiction routinely includes things that are physically impossible. We invent things that never occurred to authors. What you're really doing is using science fiction to illustrate that you can't predict the future by relying on science fiction.

If fictional evidence is admissible, then doesn't generalization itself becomes suspect, since people can simply imagine the black swan?

As for science fiction (and art in general), it may skew your concepts if you're not careful, but it also provides emotional fuel and inspiration to keep going. And since the human need for such fuel is observably true, it's not really an option to go cold turkey on art. You are either a researcher with some mildly skewed  concepts, or not a researcher at all, but some poor fellow who has lost all hope. The researcher with perfectly fact-based concepts may be another case of an impossible fictional character seeping in to our reasoning.

Louis: "The more recent example is the TV series BattleStar Galactica. Of course it's unrealistic and biased, but it changed my views on the issues of AGI's rights. Can a robot be destroyed without a proper trial? Is it OK to torture it? to rape it? What about marrying one? or having children with it (or should I type 'her')?"

See this: http://denisbider.blogspot.com/2007/11/weak-versus-strong-law-of-strongest_15.html

You are confused because you misinterpret humanity's traditional behavior towards other apparently sentient entities in the first place. Humanity's traditional (and game-theoretically correct) behavior is to (1) be allies with creatures who can hurt us, (2) go to war with creatures who can hurt us and don't want to be our allies, (3) plunder and exploit creatures that cannot hurt us, regardless of how peaceful they are or how they feel towards us.

This remains true historically whether we are talking about other people, about other nations, or about other animals. There's no reason why it shouldn't be true for robots. We will ally with and "respect" robots that can hurt us; we will go to war with robots that can hurt us but do not want to be our allies; and we will abuse, mistreat and disrespect any creature that does not have the capacity to hurt us.

Conversely, if the robots reach or exceed human capacities, they will do the same. Whoever is the top animal will be the new "human". That will be the new "humanity" where their will be reign of "law" among entities that have similar capacities. Entities with lower capacities, such as humans that continue to be mere humans, will be relegated to about the same level as capucin monkeys today. Some will be left "in the wild" to do as they please, some will be used in experiments, some will be hunted, some will be eaten, and so forth.

There is no morality. It is an illusion. There will be no morality in the future. But the ruthlessness of game theory will continue to hold.

Human nature will hold. Similarly robot nature, whatever we design it to be, will hold. Robots won't mistreat humans unless it's the way they're made. They very well may be made that way by accident, but we can't just assume that they will be.

I laughed at the last couple sentences... "Yet in my estimation, the most damaging aspect of using other authors' imaginations is that it stops people from using their own.  As Robert Pirsig said:"...
:p
I am assuming the irony was deliberate.

When I try to introduce the subject of advanced AI, what's the first thing I hear, more than half the time?

"Oh, you mean like the Terminator movies / the Matrix / Asimov's robots!"

Doesn't Asimov's Laws provide a convenient entry into the topic of uFAI? I mean, sometime after I actually read the Asimov stories, but well before I discovered this community or the topic of uFAI, it occurred to me in a wave of chills how horrific the "I, Robot" world would actually be if those laws were literally implemented in real-life AI. "A robot may not injure a human being or, through inaction, allow a human being to come to harm"? But we do things all the time that may bring us harm--from sexual activity (STDs!) to eating ice cream (heart disease!) to rock-climbing or playing competitive sports... If the robots were programmed in such a way that they could not "through inaction, allow a human being to come to harm" then they'd pretty much have to lock us all up in padded cells, to prevent us taking any action that might bring us harm. Luckily they'd only have to do it for one generation because obviously pregnancy and childbirth would never be allowed, it'd be insane to allow human women to take on such completely preventable risks...

So then when I found you lot talking about uFAI, my reaction was just nodnod rather than "but that's crazy talk!"

I haven't read that but yes, it sounds like exactly the same premise.

Violating people's freedom would probably also count as harm, emotional harm if nothing else. Which is even more troublesome as we wouldn't even be allowed to be emotionally distressed -- they'd just fill us with happy juice so that we can live happily ever after. The superhappies in robotic form. :-)

It's interesting that the I, Robot movie did a better job of dealing with this than anything that Asimov wrote.

Did it? I don't remember the plot of the movie very well, but I remember a feeling of disappointment that the AI seemed to be pursuing conventional take-over-the-world villainry rather than simply faithfully executing its programming.

The chief villain was explicitly taking over the world in order to carry out the First Law.  Only the one more-human-like robot was able to say (for no particular reason) "But it's wrong."; IIRC, all other robots understood the logic when given relevant orders.  (However, when out of the chief villain's control, they were safe because they were too stupid to work it out on their own!)

However, the difference from Asimov is not realising that the First Law requires taking over the world; Daneel Olivaw did the same.  The difference is realising that this would be villainy.  So the movie was pretty conventional!

That is better than I remembered. Weren't the robots, like, shooting at people, though? So breaking the First Law explicitly, rather than just doing a chilling optimization on it?

My memory's bad enough now that I had to check Wikipedia.  You're right that robots were killing people, but compare this with the background of Will Smith's character (Spooner), who had been saved from drowning by a robot.  We should all agree that the robot that saved Spooner instead of a little girl (in the absence of enough time to save both) was accurately following the laws, but that robot did make a decision that condemned a human to die.  It could do this only because this decision saved the life of another human (who was calculated to have a greater chance of continued survival).

Similarly, VIKI chose to kill some humans because this decision would allow other humans to live (since the targeted humans were preventing the take-over of the world and all of the lives that this would save).  This time, it was a pretty straight greater-numbers calculation.

That is so much better than I remembered that I'm now doubting whether my own insight about Asimov's laws actually predated the movie or not. It's possible that's where I got it from. Although I still think it's sort of cheating to have the robots killing people, when they could have used tranq guns or whatever and still have been obeying the letter of the First Law.

I still think it's sort of cheating to have the robots killing people, when they could have used tranq guns or whatever and still have been obeying the letter of the First Law.

Yes, you're certainly right about that.  Most of the details in the movie represent serious failures of rationality on all parts, the robots as much as anybody.  It's just a Will Smith action flick, after all.  Still, the broad picture makes more sense to me than Asimov's.

There is another way under which we can consider reference to fiction in a "serious" conversation : a method of lossy compression. Fully explaining the hypothesis of living in a virtual world is complex, and takes time. Saying "you saw Matrix ?" is simple and fast. The same way referring to "Asimov robots" is quicker than explaining the concept of benevolent robots who just can't attack humans, and how even with very strict rules, it's not in fact really perfect (from the Solarian robots who attacked people who didn't have the Solarian accent because they had a restrictive definition of humans, to the robot manipulated to put poison in a glass and another one to give the glass to a human, ...). 

The work of Asimov isn't evidence that such robots can be built, nor that there is no way to put perfect safeguards, but it allows to transmit the whole concept in a few words instead of requiring hours. 

But as every lossy compression, it introduces noise. Reading LW, I realize I underestimated the noise generated by this compression, I wasn't aware of the scope of contamination and anchoring effects (I had some kind of intuition that they did exist, but I greatly underestimated their importance). So I'll be more prudent in the future in using that compression algorithm, which is very efficient as a compression (can lead to more than 100x compression ratio) but also very noisy. 

One thing I've used is "Imagine the Matrix, except think about if for five minutes, and change it to remove the ridiculous parts of the idea." It allows them to get a cleaner version of your idea, but requires them to be pretty smart.

"The original plot for the Matrix called for the humans' brains to be used as powerful computers to run all the software - that was why anyone plugged in could become an Agent - but someone at Warner Bros decided people weren't that clever. Besides, our body heat is nowhere near as efficient as nuclear power. Anyway! The Matrix ...."

This is how I start simulation arguments off on a good footing. Peoples' minds are a little blown by such a sensible version of the Matrix, so they're more accepting...

The original plot for the Matrix called for the humans' brains to be used as powerful computers to run all the software - that was why anyone plugged in could become an Agent - but someone at Warner Bros decided people weren't that clever. Besides, our body heat is nowhere near as efficient as nuclear power. Anyway! The Matrix ....

Are you serious? Why did they change it? That version would have been sooo much more awesome. (Cries.)

Do you have a citation for this? This isn't mentioned in the Wikipedia article on the movie. 

No citation, not even sure it's real. TV Tropes told me, and I thought it was cool and sensible enough to pretend it was true.

tvtropes.org/pmwiki/pmwiki.php/Main/WetwareCPU ctrl-F Matrix

i like what you said about fiction perceived as distant reality. "long long ago in a galaxy far far away".

Behold: This week in generalization from fictional evidence.

A story is never a rational attempt at analysis, not even with the most diligent science fiction writers, because stories don't use probability distributions.

A Yudkowsky blog post is rarely a rational attempt at analysis, because his blog posts rarely use probability distributions.

In this particular post, note that 100% of the probability distributions stated are completely fictional. Yudkowsky has not provided any estimate of the likelihood of people committing this fallacy or the costs associated with such instances.

When was the last time you saw a movie about humankind suddenly going extinct (without warning and without being replaced by some other civilization)?

There's a short story-- "Murphy's Hall" by Poul Anderson-- that's pretty close. It hasn't been reprinted much.

How much havoc do you think a two-hour movie can wreak on your judgment?  It will be hard enough to undo the damage by deliberate concentration—why invite the vampire into your house?  In Chess or Go, every wasted move is a loss; in rationality, any non-evidential influence is (on average) entropic.

Yet in my estimation, the most damaging aspect of using other authors' imaginations is that it stops people from using their own

10 years later, post HPMOR, the irony of this is delicious. 

Not denying the value of the underlying point -- but one could gather from this post that EY is against consuming fiction in general, lest it poison your mind, and particularly against allowing your ideas to be influenced by other author's ideas. 

His current notoriety as one of the most pre-eminent writers of fan-fiction makes this thought amusing. 

It's not very ironic. One aspect of rationalfic is to load you up with examples of more rational behavior than you've ever seen in fiction so you have better defaults.

Bob Merkelthud slid cautiously through the door of the alien spacecraft, glancing right and then left (or left and then right) to see whether any of the dreaded Space Monsters yet remained. At his side was the only weapon that had been found effective against the Space Monsters, a Space Sword forged of pure titanium with 30% probability, an ordinary iron crowbar with 20% probability, and a shimmering black discus found in the smoking ruins of Stonehenge with 45% probability, the remaining 5% being distributed over too many minor outcomes to list here.

I now desperately want to read a choose-your-own-adventure written by EY.

That wouldn't work as it looks like you imagine: he'd write the choices without any associated numbers because your probability is your own.

The United States Space Command commissioned science educator Bill Nye to produce a video called "Hollywood vs. EMP" so that inaccurate Hollywood fiction would not confuse those who must deal with real EMP events. The video is not available to the general public.

-- https://web.archive.org/web/20210507082600/https://en.wikipedia.org/wiki/Nuclear_electromagnetic_pulse#In_fiction_and_popular_culture

In a recent intelligence explosion discussion, someone mentioned that Vinge didn’t seem to think that brain-computer interfaces would increase intelligence much, and cited Marooned in Realtime and Tunç Blumenthal, who was the most advanced traveller but didn’t seem all that powerful. I replied indignantly, “But Tunç lost most of his hardware! He was crippled!” And then I did a mental double-take and thought to myself: What the hell am I saying.

If the question is about what Vinge seems to think then this reasoning is perfectly appropriate.  Tunc doesn't really exist, but if you want to know what Vinge thinks, the details of the scenario that Vinge wrote are relevant--if Vinge wrote Tunc as not having much increased intelligence because he was crippled, this doesn't show what Vinge thinks about increased intelligence in general.



How to Seem (and Be) Deep

I recently attended a discussion group whose topic, at that session, was Death.  It brought out deep emotions.  I think that of all the Silicon Valley lunches I've ever attended, this one was the most honest; people talked about the death of family, the death of friends, what they thought about their own deaths.  People really listened to each other.  I wish I knew how to reproduce those conditions reliably.

I was the only transhumanist present, and I was extremely careful not to be obnoxious about it.  ("A fanatic is someone who can't change his mind and won't change the subject."  I endeavor to at least be capable of changing the subject.)  Unsurprisingly, people talked about the meaning that death gives to life, or how death is truly a blessing in disguise.  But I did, very cautiously, explain that transhumanists are generally positive on life but thumbs down on death.

Afterward, several people came up to me and told me I was very "deep".  Well, yes, I am, but this got me thinking about what makes people seem deep. 

At one point in the discussion, a woman said that thinking about death led her to be nice to people because, who knows, she might not see them again.  "When I have a nice thing to say about someone," she said, "now I say it to them right away, instead of waiting."

"That is a beautiful thought," I said, "and even if someday the threat of death is lifted from you, I hope you will keep on doing it—"

Afterward, this woman was one of the people who told me I was deep.

At another point in the discussion, a man spoke of some benefit X of death, I don't recall exactly what.  And I said:  "You know, given human nature, if people got hit on the head by a baseball bat every week, pretty soon they would invent reasons why getting hit on the head with a baseball bat was a good thing.  But if you took someone who wasn't being hit on the head with a baseball bat, and you asked them if they wanted it, they would say no.  I think that if you took someone who was immortal, and asked them if they wanted to die for benefit X, they would say no."

Correlation is not causality.  Maybe I was just speaking in a deep voice that day, and so sounded wise.

But my suspicion is that I came across as "deep" because I coherently violated the cached pattern for "deep wisdom" in a way that made immediate sense.

There's a stereotype of Deep Wisdom.  Death: complete the pattern: "Death gives meaning to life."  Everyone knows this standard Deeply Wise response.  And so it takes on some of the characteristics of an applause light.  If you say it, people may nod along, because the brain completes the pattern and they know they're supposed to nod.  They may even say "What deep wisdom!", perhaps in the hope of being thought deep themselves.   But they will not be surprised; they will not have heard anything outside the box; they will not have heard anything they could not have thought of for themselves.  One might call it belief in wisdom—the thought is labeled "deeply wise", and it's the completed standard pattern for "deep wisdom", but it carries no experience of insight.

People who try to seem Deeply Wise often end up seeming hollow, echoing as it were, because they're trying to seem Deeply Wise instead of optimizing.

How much thinking did I need to do, in the course of seeming deep?  Human brains only run at 100Hz and I responded in realtime, so most of the work must have been precomputed.  The part I experienced as effortful was picking a response understandable in one inferential step and then phrasing it for maximum impact.

Philosophically, nearly all of my work was already done.  Complete the pattern: Existing condition X is really justified because it has benefit Y:  "Naturalistic fallacy?" / "Status quo bias?" / "Could we get Y without X?" / "If we had never even heard of X before, would we voluntarily take it on to get Y?"  I think it's fair to say that I execute these thought-patterns at around the same level of automaticity as I breathe.  After all, most of human thought has to be cache lookups if the brain is to work at all.

And I already held to the developed philosophy of transhumanism.  Transhumanism also has cached thoughts about death.  Death: complete the pattern: "Death is a pointless tragedy which people rationalize."  This was a nonstandard cache, one with which my listeners were unfamiliar.  I had several opportunities to use nonstandard cache, and because they were all part of the developed philosophy of transhumanism, they all visibly belonged to the same theme.  This made me seem coherent, as well as original.

I suspect this is one reason Eastern philosophy seems deep to Westerners—it has nonstandard but coherent cache for Deep Wisdom.  Symmetrically, in works of Japanese fiction, one sometimes finds Christians depicted as repositories of deep wisdom and/or mystical secrets.  (And sometimes not.)

If I recall correctly an economist once remarked that popular audiences are so unfamiliar with standard economics that, when he was called upon to make a television appearance, he just needed to repeat back Econ 101 in order to sound like a brilliantly original thinker.

Also crucial was that my listeners could see immediately that my reply made sense.  They might or might not have agreed with the thought, but it was not a complete non-sequitur unto them.  I know transhumanists who are unable to seem deep because they are unable to appreciate what their listener does not already know.  If you want to sound deep, you can never say anything that is more than a single step of inferential distance away from your listener's current mental state.  That's just the way it is.

To seem deep, study nonstandard philosophies.  Seek out discussions on topics that will give you a chance to appear deep.  Do your philosophical thinking in advance, so you can concentrate on explaining well.  Above all, practice staying within the one-inferential-step bound.

To be deep, think for yourself about "wise" or important or emotionally fraught topics.  Thinking for yourself isn't the same as coming up with an unusual answer.  It does mean seeing for yourself, rather than letting your brain complete the pattern.  If you don't stop at the first answer, and cast out replies that seem vaguely unsatisfactory, in time your thoughts will form a coherent whole, flowing from the single source of yourself, rather than being fragmentary repetitions of other people's conclusions.

I have played with the idea of writing a "wisdom generator" program for a long time. A lot of "wise" statements seem to follow a small set of formulaic rules, and it would not be too hard to make a program that randomly generated wise sayings. A typical rule is to create a paradox ("Seek freedom and become captive of your desires.  Seek discipline and find your liberty") or just use a nice chiasm or reversal ("The heart of a fool is in his mouth, but the mouth of the wise man is in his heart"). This seems to fit in with your theory: the structure given by the form is enough to trigger recognition that a wise saying will now arrive. If the conclusion is weird or unfamiliar, so much the better.

Currently reading Raymond Smullyan's The Tao is Silent, and I'm struck by how much less wise taoism seems when it is clearly explained.

I suspect that this sort of algorithm was unconsciously internalized by many scriptwriters of Kung Fu films.  I did the same thing, unconsciously, during the period I was reading Smullyan's books.  That's what I did to come up with, "There's neither heaven nor hell save what we grant ourselves, neither fairness nor justice save what we grant each other."

I suspect that this sort of algorithm was used as a sort of filter by the more savvy Taoist masters -- just sit back and see who gets trapped in this particular local maxima.  

"When you can balance a tack hammer on your head, you will head off your foes with a balanced attack."

Evidently, you know, talking to people of average intelligence we are always going to sound deep, especially on social occasions when we tailor our conversation to the listener. But that has nothing to do with the particular view you defended. Someone defending that death gives meaning to life with better arguments than those people had would elicit the same response.

See also: the chapter entitled "A different box of tools" in "Surely you're joking, Mr Feynman".

g, yes, Feynman's differing calculus tools example came to my mind as well when reading this.

bw, I think I concur with Eliezer's diagnosis in another thread of Stockholm syndrome, or something like it. If you find it too easy to achieve all your goals because you have so many opportunities, then find harder goals.

(Perhaps I'm just, like, a seething cauldron of negativity or something, but that particular problem seems to me rather remote from my own experience, or from that of anyone else I know enough about.)

For "harder", please feel free to read "less frequently achievable".

Well, please feel free to explain with absolute clarity and necessity; perhaps you'll do so in that great philosophy book. I regret that, at least for me, you haven't at all managed to do so yet. I can see that, e.g., writing a good philosophy book might seem more valuable to you if you only have one shot at it (though, er, it seems to me that it's not unheard of for philosophers to write more than one good book in their lives), but I can't imagine how you can think that's not outweighed by being able to write more and better books. And if your expected pr... (read more)

"I had one opportunity to kiss the girl I loved the most and I blew it. "
And that makes your life better than if you had more opportunities?

It seems noteworthy that the first known story (Gilgamesh), and the second well known one (Eden), and the dominant global religions (Christianity, Islam), are all about yearning for immortality.

Transhumanism as Simplified Humanism
The Meaning that Immortality Gives to Life

"And if your expected productive lifespan were a thousand years, there would still be challenges big enough that you'd only get one shot at them. They'd just be bigger, harder challenges."

Good point. I have nothing againt extending it to a thousand years after we have very carefully thought up a new life to go with the new lifespan. We haven't even done that for the current four score and ten years, for christs sake! Of course that makes my life better. Compare that moment of the missed opportunity with buying a pair of jeans. It is  better because it cannot be iterated. And if religion talked about it so much, I would suggest transhumanists smoke out their cached religious thoughts more fully.

that we should have just one moment in time to do something, or the opportunity will be lost.

Look on the 'bright' side: no matter how long you live, the exact same opportunity will never come again.

But life should never have second chances? How awful!

I have nothing againt extending it to a thousand years after we have very carefully thought up a new life to go with the new lifespan.

But so much better to extend your life first and then tackle the challenge of creating meaning! Not only is this more likely to work (who ... (read more)

I don't think anyone is qualified to judge, based on theory alone, whether true immortality is meaningful or worth achieving, since no one has lived much longer than 120 yrs.  Maybe the human consciousness would throw up its hands and scream 'to hell with it all!' after 300 years, maybe not.  Maybe our children will be lacksidasical losers because they have no impetus to get off their asses and on with their lives (lord knows how many ppl get a move on because they fear getting too old for girlfriends/marriage/children).  But we don't know that, and it's a... (read more)

Had we but world enough, and time,
This coyness, lady, were no crime.

The grave's a fine and private place,
But none, I think, do there embrace.
--Andrew Marvell

That no matter how long you live, the exact same opportunity will never come again is a view I fear depends on the existence of death and would disappear without it; that is the nub; so there may some be anthropic bias in your view, Nick.

I can understand the reasoning behind the saying that death gives meaning to life. But I've never been able to fully agree with that sentiment. If I could I would live forever. Death certainly gives me reason to want to do as much as I can while I am still able. But that desire doesn't give my life any more meaning than if it was not there. I can agree that death makes life precious, for without death life would be abundant.

I often imagine what it'd be like to live 200 years or 1000 years. I know like Eliezer I would do so if able (assuming my mind was sti... (read more)

In think the "death gives meaning to life" meme is a great example of "standard wisdom". It is apparently paradoxical (right form to be "deep"), it provides a comfortable consolation for a nasty situation. But I have seldom seen any deep defense for it in the bioethical literature. Even people who strongly support it and ought to work very hard to demonstrate to fellow philosophers that it is a true statement seem to be content to just rattle it off as self-evident (or that people not feeling it in their guts are simply superf... (read more)

bw:  Maybe our disagreement is superficial in that case, except for Nick's proposed change in order of operation and your misuse of the concept of anthropic bias.  I have no commitment to the idea of living indefinitely, just to the idea of not committing to dying at any particular time just out of custom.  There are some things that I'd like to do or seen done that seem very hard by human standards.  They should provide plenty of challenge for quite a few centuries with my current capabilities if they are not outright impossible.  Maybe there really isn't... (read more)

This post suggests another good reason why it is hard to distinguish between intelligence levels above your own.

Of course if I could become immortal and not change anything else I would welcome it. There is not even any point arguing about that and I don't think anyone denies it would be desirable. The question is whether you can do that, because mortality is the most fundamental fact about us. Nothing will be the same afterwards, so it is rather touching but fundamentally misguided to speak how we would do the same things but have more time to do them well, etc. I for one do not see what the point would be in acquiring knowledge if I never died, which rather speaks... (read more)

"I for one do not see what the point would be in acquiring knowledge if I never died"

?
Why do you acquire knowledge now?  I do it because it's fun/interesting/useful toward accomplishing some goal.

What is the postulate of objectivity as for instance someone like Monod describes it? Seeing the world as if you were dead, as if you were not there to see it, seeing the world as it would be without your seeing it. Without death this possibility is not even conceivable. That in broad strokes.
More generally, you simply cannot talk about what life will be like without death using a concept of life that only makes sense when death exists. Don't you see the bias, the radical bias, in this approach?

"Seeing the world as if you were dead, as if you were not there to see it, seeing the world as it would be without your seeing it."

This is an analogy.  You might as well say we couldn't attempt objectivity without "veils" (of ignorance).  Without the existence of veils, such a concept is unthinkable.

Does anybody really think of objectivity as seeing the world as if you were dead?

Bw:  This is my last response on this thread, but it might be of use to you to consider that several posters here, myself included, already expect to live forever without it detracting from our lives at all.  Furthermore, ALL children under some age lack a concept of death without obvious and dramatic impoverishment of their lives.  On occasion one can encounter an adult who claims to remember learning about death, though this could be, in every case, a false memory for all I know.  What one never encounters is an adult who says that finding out about death was what gave life meaning for them.

It is not a question of what you expect. Christians in the past expected to live forever and that did not detract from their lives. Thank you for your kind responses to my views.

You 'expect' to live forever, i.e. consider it more likely than not? Outside of quantum immortality and similar views about other multiverse concepts, that seems to go beyond the evidence. Unless thermodynamics can be circumvented we will almost certainly die for lack of resources, even if we don't suffer aging or succumb to existential risks or other sudden dooms.

I can only speak for myself, but I think most of us are defining "immortality" as "living for at least a million years" rather than Greg Egan's "Not, dying after a very long time; just not dying, ever."

Now I certainly have no moral objection to the latter state of affairs.  As I sometimes like to tell people, "I want to live one more day.  Tomorrow I will still want to live one more day.  Therefore I want to live forever, proof by induction on the positive integers."

But flippant remarks aside, I'm not sure how I feel about real immortality, if such a thing should be physically permissible.  Do I want to live longer than a billion years, live longer than a trillion years, live longer than a googolplex years, live longer than Graham's Number, live so long it has to be expressed in Conway chained arrow notation, live longer than Busy_Beaver(100)?

Note that I say "live longer than Graham's Number", not "live longer than Graham's Number years/seconds/millennia", because these are all essentially the same number.  Living for this amount of time does not just require the ability to circumvent thermodynamics, it requires the abilit... (read more)

Maybe he means that his expected value for his lifespan diverges to +infinity.

For your expected lifespan value to diverge to +infinity, it is necessary to place only

.000000000000000000000000000000000000000000000000000000000001

probability on your chance of living forever, and I don't think you can realistically defend assigning a probability lower than that.

Christians may claim to believe in eternal life, but in their behavior they do not act like it. I thought I remembered a good post here mentioning how Muslim armies should never surrender if they actually believed death in battle guaranteed eternal life in paradise, but the historical record shows they were perfectly capable of it. Unfortunately google has not been able to find that page for me.

Doesn't that assume that their only motivation is to achieve an optimal eternity for themselves? I'd have thought it quite possible to believe both "Surrendering will slightly decrease my chance of ending up in paradise" and "I should surrender".

I could much more readily believe that Muslims' readiness to surrender appears greater than one would expect if they really believed that. (For this it isn't necessary that the expected readiness to surrender be 0.)

Immortality seems to me like a meaningless concept, because the only hypothetical event that could define it (the end of time) would also deny it.

A more useful concept is actuarial life expectancy. To make that middling long, we need to defeat aging. That's all but certain, and I don't expect it to seriously alter humanity. To make it really long, we need to defeat such civilization-ending mischances as a local supernova. That means uploading and backups at minimum. To make it indefinite, we need a way to laugh in the face of entropy and duck away from str... (read more)

"What one never encounters is an adult who says that finding out about death was what gave life meaning for them."
I beg to differ.  Many people have had close calls with death that have been pivitol, life-changing experiences.  A friend of mine changed careers and got married after his plane nearly crashed.  "I realized we don't have that much time on this earth to be wasting it in board meetings," or some such.

I still would NOT argue that this is evidence that life needs death to have meaning, but death certainly IS a strong motivator to get on with life.

I must be hanging with a very different crowd: I had never heard of anyone saying that death is what gives meaning to life. It seems such an obviously stupid notion that I can only imagine someone cooked it up to make him/herself look deep - and failed because everyone else cried "sour grapes!"
P.S.
I do think that I will grow old and die. I don't like it, but there are worse things (eg, I could die before I grow old).

I enjoyed this discussion very much and hope that Eliezer will excuse the distraction from the main topic, since he is after all very much interested in this. Will make one last point. What I find extraordinary is that most of you seem to assume the sophisticated, critical, elaborate thesis is that death should not be accepted, and that the contrary opinion is somehow primitive. This is silly. There is no living creature on earth who does not have the level of intelligence necessary to conclude that death is bad. Which of course does not mean the opinion is wrong. It could be right, but what it certainly is not is a testimony to great intelligence.

BW, read the aforementioned Transhumanism as Simplified Humanism.

Sorry to go on on this topic, but it seems to me that a false dichotomy has been developed in this thread between two ideas:

I do not see why these ideas are at all mutually exclusive.  Of course the idea that death gives ALL of the meaning to life would be incompatible with immortality, but certainly some of the transhumanists here must concede that it gives some meaning.  Maybe the confusion is with the word "meaning."  Many of the things that humans find meaningful in l... (read more)

Laura, I think you're right that there's a distinction not being made, but I'm not sure it's the one you say it is. Rather, "death gives meaning to life" could mean (1) "some of the things we find meaningful have meanings that are as they are partly because of death" or (2) "it's because of death that life has meaning". #1 is probably true, but doesn't give much grounds for disagreeing with Eliezer about death. #2 is a different matter entirely. There's also (3) "it turns out that for some people the prospect of imminent ... (read more)

The movie Mystery Men makes fun of this with a character called The Sphinx. He appears as a mysterious mentor to the group of wannabe comic book heroes that the story focuses on. For a while, he appears to be saying things of great wisdom, but then it becomes apparent that he uses a simple algorithm for generating his profound-seeming sayings.

There's a meaning that death gives to life,
but it's not all that important,
and it's not all that happy either.

I agree with you, g, and I hope I made that clear, but some of the comments and I believe even the mention of stockholm syndrome seem to imply that the idea that death is meaningful does not qualify as rational, lies at a subrational level, instead of taking it, as I believe it deserves to be taken, as an idea that could be right or wrong.

Elizer- Thanks for the links.  I think people are sour-grapes, because it's so much easier to recognize what they might lose than imagine what they could gain through immortality.  It's such an unknown.  But choosing death to avoid such unknowns would be a poor form of risk minimization, since it's irreversible.  Do you have a link to material about why you believe you will achieve immortality?

Believe is too strong a term, especially for "real immortality".

But one who fully mastered the Way could shape the power to burn outside a human mind, and this would be strength enough to accomplish many things that modern folk consider difficult.

"""For your expected lifespan value to diverge to +infinity, it is necessary to place only
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probability on your chance of living forever, and I don't think you can realistically defend assigning a probability lower than that."""

I can assign a nonzero probability to any number less than infinity, but in infinite time, the probability that even a godlike being will earn a Darwin is 1, no matter how unlikely it is n the next year.

"""For your expected lifespan value to diverge to +infinity, it is necessary to place only

.000000000000000000000000000000000000000000000000000000000001

probability on your chance of living forever, and I don't think you can realistically defend assigning a probability lower than that."""

I can assign a nonzero probability to any number less than infinity, but in infinite time, the probability that even a godlike being will earn a Darwin is 1, no matter how unlikely it is n the next year.

Eliezer, I'm just wondering what the current best available options are for would-be immortals. I've heard about cryogenics, but it seems like an obvious pipe dream, because cosmic rays will ravage the body so badly in a short time, which is something we don't have to think about much while alive since the damage is being constantly repaired.

Uhm, cosmic rays a threat to cryonics? Where the heck did /that/ come from?

Based on your comments here, I've increased my subjective probability that you will not write a great philosophy book significantly.

"Uhm, cosmic rays a threat to cryonics? Where the heck did /that/ come from?"

From my biophysics professor, who is somewhat eccentric and goes off on a lot of random tangents, and who once basically started mocking people who go in for cryonics, for not seeing this obvious problem. 

Cosmic ray damage isn't going to matter except over 10 KYear+ time periods, and even a million years worth would almost certainly be repairable by mature nanotechnology.  Cryonics is supposed to get you to 2050 or whenever.  I can't even find this question in standard cryonics FAQs, it's so bizarre.

Eliezer, I couldn't find it in standard cryonics FAQ either.... that's why I asked you! I have wondered in the past about the accuracy of some of the things that this prof. has said in his freewheeling way, so I'm glad you could clear that up for me. Thanks for answering my question, but you could have left out the condescension. The last sentence of your answer adds nothing of value. 

My condescension was directed toward your biophysics professor.  Seriously, what the hell gives senior scientists the idea that they can stop using science and still form accurate beliefs?

I see ... sorry for taking your answer the wrong way. Thanks again for answering my question. 

The hypothesis is actual immortality, to which nonzero probability is being assigned.  For example, suppose under some scenario your probability of dying at each time decreases by a factor of 1/2.  Then, your total probability of dying is 2 times the probability of dying at the very first step, which we can assume far less than 1/2.

People have apparently argued for a 300 to 30,000 years storage limit due to free radicals due to cosmic rays, but the uncertainty is pretty big. Cosmic rays and background radiation are likely not as much a problem as carbon-14 and potassium-40 atoms anyway, not to mention the freezing damage. http://www.cryonics.org/1chapter2.html has a bit of discussion of this. The quick way of estimating the damage is to assume it is time compressed, so that the accumulated yearly dose is given as an acute dose. 


In 30,000 years you get 6000 rems worth of cosmic rays.  This would be fatal (in a day or an hour) if a living human received it all at once.

But it's not nearly as much damage as is done by vitrifying someone to the temperature of liquid nitrogen, which would kill you instantly if it happened all at once.

There's a difference between functional damage to living systems (on which basis the cryonics folk are calculating that it will take at least 3000 years); versus the informational damage required to disrupt the relative structure of neurons frozen at liqui... (read more)

Of course, the professor in question might not have had any idea of when revival is expected to be feasible. Cryonics in popular culture tends to be portrayed as "people get frozen in the hopes that people in the distant, distant future might be able to revive them", making the position a bit more understandable.

This is extremely interesting to me because I am such a person; I have had significant difficulty throughout my life with uderstanding the existing state of other people. I've luckily found a mate who is much better at it than I am, and can therefore pull me ... (read more)

On seeming (but not being) deep: http://nedroid.com/comic/comics/2009-09-29-beartato-sowise.gif

Thanks for informing me of another bias you are triggering. You're one of the first people (maybe the first person?) I've found who explains in a convincing way how not to be fooled by people speaking in a convincing way.

(Sorry if I got that from you. I know it's a cached thought, but I can't seem to trace it.)

Thank you for this post Eliezer, it was deep :).
(I will learn to pronounce your name correctly before i meet you, just you wait.)

Another great post. Much of the philosophical discussion I have with people consists of them 'pretending to be wise'. Whenever I am giving a fragmentary repitition of someone else's conclusion (usually when talking about something complex in science that I know only a little about) I'm at least up front with them. I'll say something thing like "I don't understand this nearly as well as [insert some experts or a specific field], but here is the little bit I do know. 

This deep-seeming by violating expectations reminds me of the great quote from Niels Bohr, that there "two sorts of truth: trivialities, where opposites are obviously absurd, and profound truths, recognised by the fact that the opposite is also a profound truth."

I think that this works for two reasons: firstly, people tend to assume that everyone else is working from the same cache as themselves, so when we encounter someone working from  non-standard cache, we often assume that the speaker must have thought up everything on his own; secondly, cached wisdom tend to be polished, self-contained and carefully worded for maximum rhetorical effect, whereas original thinking tends to be... not those things. Consequently, when we encounter an unfamiliar bit of cached wisdom, it seems as though the idea must have burst fully formed Athena-style from the speakers brow, when really he's just repeating something he read in a book somewhere that was gradually refined over time by others.

Next time around, I'd be more careful to link to tvtropes - that site is even more addictive than lesswrong! Ah, Eliezer, you continue to find new ways to steal time from me.

Is there any deepness, though, that you can just figure out without previously contemplating it, or is nearly all philosophy something that needs to just be explained later? And isn't then anything deep just regurgitating what we've already thought?

People have told me I was 'deep' because, in discussions, it's a habit for me to point out opposing points of view to everything that comes up, even if I agree with the original point of view, and to come up with the best arguments I can for the point of view even if I disagree with it, all while being very polite and pleasant about it. Apparently that's a good way to come across as really open to new ideas, which a lot of people seem to equate with being 'deep'. 

"I think that if you took someone who was immortal, and asked them if they wanted to die for benefit X, they would say no."

 This doesn't help against arguments that stable immortality is impossible or incredibly unlikely, of course, but I suppose those aren't the arguments you were countering at the time.

have you succeeded in chaining these "one-inference-steps"? 

that is, have you found you can take people with different beliefs / less domain knowledge, in casual conversation, and quickly explain things one inference at a time? i've found that i can only pull a few of those, even if they follow and are delightfully surprised by each one, else i start sounding too weird.

How does a transhumanist respond to a person that wants to die? Like not in the future in a "death has X benefit" way, but an actual concrete "I'm going to finish up these things here and then put on my nice shoes and die" way?

I just read Tom Stoppard's "Rosencrantz & Guildenstern are Dead", which is praised as a deep and intellectual play.  It appears to operate primarily by stringing us along with a few lines of boring dialogue, then throwing in something random or meaningless.  The unexpected line intrigues us; we feel the thrill of curiousity, undiluted by any interest in dramatic tension, plot, or character.  But the dialogue's breakneck speed forces us to leave it behind before we can inspect the line and discover it says nothing we didn't already know.  Repe... (read more)

To establish some grounds for comparison, can you list three or four plays which do say things we didn't already know, and which make an argument beginning with facts?

Calling someone "deep" is like calling someone "articulate"...It's a statement of unwillingness or inability to discuss what was said. I'm not offended by being called "deep" because I'll outlive the deathists who tend to call me that.

This is why I love LessWrong. I'm new to this but I feel my thinking ability improve every day. Thank you.

I've never heard of Transhumanism until now.  After reading this article, and doing some quickie research, I have to say I absolutely hate it.  Doesn't make a lick of sense to me given I'm pro-death positivity, and know death from an Anthropological standpoint.  If nothing died the land would become barren, the dead provide nutrient rich mulch that can fertilize hundreds of plants, important bacteria and creatures that live off decay would die out.  Whale Fall is the term used for when a whale dies and sinks to the bottom of the sea, it... (read more)



We Change Our Minds Less Often Than We Think

Over the past few years, we have discreetly approached colleagues faced with a choice between job offers, and asked them to estimate the probability that they will choose one job over another. The average confidence in the predicted choice was a modest 66%, but only 1 of the 24 respondents chose the option to which he or she initially assigned a lower probability, yielding an overall accuracy rate of 96%.

When I first read the words above—on August 1st, 2003, at around 3 o’clock in the afternoon—it changed the way I thought. I realized that once I could guess what my answer would be—once I could assign a higher probability to deciding one way than other—then I had, in all probability, already decided. We change our minds less often than we think. And most of the time we become able to guess what our answer will be within half a second of hearing the question.

How swiftly that unnoticed moment passes, when we can’t yet guess what our answer will be; the tiny window of opportunity for intelligence to act. In questions of choice, as in questions of fact.

The principle of the bottom line is that only the actual causes of your beliefs determine your effectiveness as a rationalist. Once your belief is fixed, no amount of argument will alter the truth-value; once your decision is fixed, no amount of argument will alter the consequences.

You might think that you could arrive at a belief, or a decision, by non-rational means, and then try to justify it, and if you found you couldn’t justify it, reject it.

But we change our minds less often—much less often—than we think.

I’m sure that you can think of at least one occasion in your life when you’ve changed your mind. We all can. How about all the occasions in your life when you didn’t change your mind? Are they as available, in your heuristic estimate of your competence?

Between hindsight bias, fake causality, positive bias, anchoring/priming, et cetera, et cetera, and above all the dreaded confirmation bias, once an idea gets into your head, it’s probably going to stay there.

1Dale Griffin and Amos Tversky, “The Weighing of Evidence and the Determinants of Confidence,” Cognitive Psychology 24, no. 3 (1992): 411–435.

I hate changing my mind based on my parents' advice because I want to demonstrate that I'm capable of making good decisions on my own, especially since we seem to disagree on some fundamental values. Specifically, they love their jobs and put a moral value on productivity, while my goal in life is to "work" as little as possible and have as much "fun" as possible.

Does this mean that if we cannot remember ever changing our minds, our minds are very good at removing clutter?

Or, consider a question that you've not made up your mind on: Does this mean that you're most likely to never make up your mind?

And, anyway, in light of those earlier posts concerning how well people estimate numeric probabilities, should it be any wonder that 66% = 96%?

Not to argue, but to point out, that this is not necessarily a bad thing.  It depends entirely on the basis of one's conclusion.  Gut instincts are quite often correct about things we have no conscious evidence for - because our unconscious does have pretty good evidence filters.  Which is one of the reasons I suggested rationalization is not necessarily a bad thing, as it can be used to construct a possible rational basis for conceptualizations developed without conscious thought, thus permitting us to judge the merit of those ideas.

Here is one way to change your mind. Think through something carefully, relying on strong connections. You may at some point walk right into a conclusion that contradicts a previous opinion. At this point something will give. The strength of this method is that it is strengthened by the very attachment to your ideas that it undermines. The more stubborn you are, the harder you push against your own stubbornness.

I agree with Adirian that not changing our minds is not necessarily a bad thing.

The problem, I guess, like with most things is we can't be sure which way to go. Gut feelings are often quite correct. But how do we know when we are having a bias which is not good for us and when it's a gut feeling? Gut feelings inherently aren't questionable. Biases need to be kept in check.

If we run through the standard biases and logical fallacies like a checklist and what we think doesn't fall in any of them, we can go with our gut instinct. Else, give whatever we have in... (read more)

It probably doesn't help to live in a society where changing one's positions in response to evidence is considered "waffling", and is considered to show a lack of conviction.

Divorce is a lot more common than 4%, so people do admit mistakes when given enough evidence.

I wonder if the act of answering the question actually causes the decision to firm up. Kind of the OvercomingBias Uncertainty Principle.

It is nice to have a clear example of where people are consistently underconfident.  Are there others?  Michael, good point about divorce.

I'd also like to learn whether the experimental finding holds for a wide variety of decisions. (Eliezer mentioned only picking a job offer.)

Aren't people consistently underconfident when it comes to their money? Everybody does something, invest in something, but aren't really sure about it even after they've done it. It's in its most extreme when it comes to the stock market.

Another instance is when people approach members of the opposite sex who they think are attractive. They consistently misunderestimate themselves.

Otherwise it depends on what their used to, like people in technology are underconfident when it comes to negotiation and so forth.

In the case of Divorce, the reasons cannot always be taken as evidence for the marriage having been a mistake to begin with.

This is an interesting idea and doesn't surprise me given thin-slicing behavior and the like.  But the research itself seems a little thin.  Where is the actual testing versus a control group?  What about other decisions that don't involve jobs?

Also, I think probably we know what we will choose 99% of the time because we make the decision instantaneously.  The real question is whether we do this even on decisions that we don't consciously know what we are going to choose.  Are we as accurate in those decisions?

It is nice to have a clear example of where people are consistently underconfident. Are there others?

People tend to take into account the magnitude of evidence (how extreme is the value?) while ignoring its reliability, and they also tend to be bad at combining multiple pieces of evidence.  So another good way to generate underconfidence is to give people lots of small pieces of reliable evidence.  (I believe it's in the same paper, "The Weighing of Evidence and the Determinants of Confidence".)

I recall having an argument over dinner with a friendly acquaintance about an unimportant but interesting problem.  I thought about it for few days and decided he was right.  I've hated him ever since.

Are you they as available, in your heuristic estimate of your competence?

I used to have a button that said "If you haven't changed your mind lately, how do you know you've still got one?" I really liked that sentiment. 

It's very easy to get comfortable with our opinions and beliefs, and uncomfortable about any challenge to them. As I've posted elsewhere, we often identify our "selves" with our "beliefs", as if they "were" us. Once we can separate our idea of "self" as different from "that which our self currently believes", it becomes easier to entertain other thoughts... (read more)

A lot of people probably already know that, it's a familiar "deep wisdom", but anyway: you can use this not-changing of your mind to help you with seemingly complicated decisions that you ponder over for days.
Simply assign the possible answers and flip a coin (or roll a dice, if you need more than 2). It doesn't matter what the result is, but depending on wether it matches your already-made decision you will either immediately reject the coin's "answer" or not. That tells you what your first decision was, unclouded by any attempts to j... (read more)

That's true. Matters are not helped by the value society places on commitment and consistency. When we do, in fact, change our minds, we are more often than not labeled as "wishy-washy," or some similarly derogatory term.

This article reminds me of the movie "Inception"... once an idea is planted it is hard to get it out. 

As Eliezer says, on short time scales (days, weeks, months) we change our minds less often than we expect to.  However, it's worth noting that, on larger time scales (years, decades) the opposite seems to be true.  Also, our emotional state changes more frequently than we expect it to, even on short time scales.  I can't seem to recall my exact source on this second point at the moment (I think it was some video we watched in my high school psychology class), though, anecdotally, I've observed it to be true in my own life.  Like, when I'm feeling good, I m... (read more)

I would say that the study by Griffin and Tversky is incomplete. The way I see it, we have an inner "scale" of the validity of evidence and decide based on that. As was pointed out in one of the previous posts, we should bet on an event 100% of the time if the event is more likely than the alternatives. Something similar is happening here, where if we are more than 50% sure that job A is better than job B, we should pick job A. Given that the participants were 66% sure, this would mean that there is a low a priori probability for them to change their minds... (read more)

I think "The Bottom Line" here is meant to link to the essay.

BLUF: The cited paper doesn't support the claim that we change our minds less often than we think, and overall it and a paper it cites point the other way. A better claim is that we change our minds less often than we should.

The cited paper is freely downloadable: The weighing of evidence and the determinants of confidence. Here is the sentence immediately following the quote:

It is noteworthy that there are situations in which people exhibit overconfidence even in predicting their own behavior (Vallone, Griffin, Lin, & Ross, 1990). The key variable, 



Hold Off On Proposing Solutions

From Robyn Dawes’s Rational Choice in an Uncertain World.1 Bolding added.

Norman R. F. Maier noted that when a group faces a problem, the natural tendency of its members is to propose possible solutions as they begin to discuss the problem. Consequently, the group interaction focuses on the merits and problems of the proposed solutions, people become emotionally attached to the ones they have suggested, and superior solutions are not suggested. Maier enacted an edict to enhance group problem solving: “Do not propose solutions until the problem has been discussed as thoroughly as possible without suggesting any.” It is easy to show that this edict works in contexts where there are objectively defined good solutions to problems.

Maier devised the following “role playing” experiment to demonstrate his point. Three employees of differing ability work on an assembly line. They rotate among three jobs that require different levels of ability, because the most able—who is also the most dominant—is strongly motivated to avoid boredom. In contrast, the least able worker, aware that he does not perform the more difficult jobs as well as the other two, has agreed to rotation because of the dominance of his able co-worker. An “efficiency expert” notes that if the most able employee were given the most difficult task and the least able the least difficult, productivity could be improved by 20%, and the expert recommends that the employees stop rotating. The three employees and . . . a fourth person designated to play the role of foreman are asked to discuss the expert’s recommendation. Some role-playing groups are given Maier’s edict not to discuss solutions until having discussed the problem thoroughly, while others are not. Those who are not given the edict immediately begin to argue about the importance of productivity versus worker autonomy and the avoidance of boredom. Groups presented with the edict have a much higher probability of arriving at the solution that the two more able workers rotate, while the least able one sticks to the least demanding job—a solution that yields a 19% increase in productivity.

I have often used this edict with groups I have led—particularly when they face a very tough problem, which is when group members are most apt to propose solutions immediately. While I have no objective criterion on which to judge the quality of the problem solving of the groups, Maier’s edict appears to foster better solutions to problems.

This is so true it’s not even funny. And it gets worse and worse the tougher the problem becomes. Take artificial intelligence, for example. A surprising number of people I meet seem to know exactly how to build an artificial general intelligence, without, say, knowing how to build an optical character recognizer or a collaborative filtering system (much easier problems). And as for building an AI with a positive impact on the world—a Friendly AI, loosely speaking—why, that problem is so incredibly difficult that an actual majority resolve the whole issue within fifteen seconds.2 Give me a break.

This problem is by no means unique to AI. Physicists encounter plenty of nonphysicists with their own theories of physics, economists get to hear lots of amazing new theories of economics. If you’re an evolutionary biologist, anyone you meet can instantly solve any open problem in your field, usually by postulating group selection. Et cetera.

Maier’s advice echoes the principle of the bottom line, that the effectiveness of our decisions is determined only by whatever evidence and processing we did in first arriving at our decisions—after you write the bottom line, it is too late to write more reasons above. If you make your decision very early on, it will, in fact, be based on very little thought, no matter how many amazing arguments you come up with afterward.

And consider furthermore that we change our minds less often than we think: 24 people assigned an average 66% probability to the future choice thought more probable, but only 1 in 24 actually chose the option thought less probable. Once you can guess what your answer will be, you have probably already decided. If you can guess your answer half a second after hearing the question, then you have half a second in which to be intelligent. It’s not a lot of time.

Traditional Rationality emphasizes falsification—the ability to relinquish an initial opinion when confronted by clear evidence against it. But once an idea gets into your head, it will probably require way too much evidence to get it out again. Worse, we don’t always have the luxury of overwhelming evidence.

I suspect that a more powerful (and more difficult) method is to hold off on thinking of an answer. To suspend, draw out, that tiny moment when we can’t yet guess what our answer will be; thus giving our intelligence a longer time in which to act.

Even half a minute would be an improvement over half a second.

1Robyn M. Dawes, Rational Choice in An Uncertain World, 1st ed., ed. Jerome Kagan (San Diego, CA: Harcourt Brace Jovanovich, 1988), 55–56.

2See Yudkowsky, “Artificial Intelligence as a Positive and Negative Factor in Global Risk.”

What circles do you run in Eliezer?  I meet a fair number of people who work in AI, (you can say I "work in AI" myself) and so far I can't think of a single person who was sure of a way to build general intelligence.  Is this attitude you observe a common one among people who aren't actually doing AI research, but who think about AI?

Oh, I'm not talking about the mainstream AI field.  Most of them know better.  I mean, say, a random middle or upper-class individual in Silicon Valley, or a random user on an IRC channel.

However, the rule about instantly solving Friendly AI may apply even within the AI field, since it's a more difficult problem.

It's obvious how to build AI. You just add complexity. AIs need complexity. :-)

I've just finished a 3-day training course on TRIZ (http://en.wikipedia.org/wiki/TRIZ) a problem solving technique, one of the recurring themes throughout the course was what to do about all the solutions that come out even before you've figured out what the true problem is you're trying to solve. The advice was to write the solutions down (rather than be diverted by them or try to bat them away), use them to help examine the problem a bit more and then carry on until you have enough information to make useful judgements about all the solutions you've generated; this was very helpful advice. You need to have a sound way of formulating and exploring the problem space, as well as generating solutions, otherwise you'll become too distracted by all the great solutions your brain is generating.

I just want to remark that it is far from obvious on apriori grounds that there is no elegant general AI algorithm that will solve all the other problems quite nicely.  We've only learned this by the continued failure to find such an algorithm or anything like it by the AI community and the continued small successes of more specific less elegant approaches.

AI's need Emergence too. Make sure to add some of that to the soup ;^)

X3J13, the ANSI committee that standarised Common Lisp, had many problems to solve. Kent Pitman credits Larry Masinter with imposing the disciple of seperating problem descriptions from proposed solutions and gives insights into what that meant in practise in a post to comp.lang.lisp

The general interest lies in that fact that the X3J13 Issues were all written up and are available on line.

http://www.lispworks.com/documentation/HyperSpec/Front/X3J13Iss.htm

http://www.lisp.org/HyperSpec/FrontMatter/X3J13-Issues.html

so if you wish to study how this works there is a resource you can analyse.

I should confess that my interest has been in content not process. I have been reading these issues to learn Common Lisp. Are these pages really a useful resource for scholars wishing to study the separation of problem descriptions from proposed solutions? I don't know.

I think this argument is flawed with respect to the more technology-oriented questions. Most people do not seriously claim to solve AI problems. What most people (like myself) who are slightly educated in the field (I did an undergrad minor in AI, just very simple stuff) will do is they will suggest an approach that they would try if they had to start working on it. Technical questions also usually yield to evidence very quickly whenever it matters, i.e., when someone would start burning money on an implementation. That is not to say some time and resources are not to be saved by using the maxim outlined here.

OTOH, the part about economists is valid, since most people have very strong ideas (usually wrong ones) about what will work, e.g., as a policy. But then again, most people have no way of wasting (other peoples') resources based on these faulty ideas.

The latest of a number of really good posts from you that directly address the concern of this blog.  You seem to be really starting to "grok" the terrifying reality of just how biased we are by the very nature of our thought processes, and coming up with good and useful steps to reduce those biases.  Nicely done.

This post makes me wonder how much time passed for Eliezer between concluding that a technological singularity was a probable part of the future and deciding that creating an AGI was the best response, and likewise how much time passed between concluding that AGI Friendlyness would be a difficult problem and concluding that working on a theory of AGI Friendlyness was the best response.

Eliezer, I get the impression that your recent blog entries will make me a better rationalist or if not that a better inventor of software, organizational innovations and social arrangements that will help people become better rationalists.

A surprising number of people I meet seem to know exactly how to build an Artificial General Intelligence, without, say, knowing how to play the guitar or juggle (much easier problems).

Yes, but while those two topics may be interesting to me, other "easy" problems (home and car maintenance, farming) are not so much even though I recognize their importance. I'm not going to learn how to do everything basic before I am going to learn something complicated. Am I?

And these problems aren't even easy, really. Like the person who knows how to make an AI, one imagines they "know" how to play guitar. There's a competence level and there is a deeper mastery/creation level. I know three chords; I am not .

My AI will play the guitar and juggle so I won't have to.

This advice seems the opposite of, "avoid analysis paralysis." These may be bounding two extremes, neither of which is healthy. Or I may simply be wrong about the relationship.

Playing the guitar has human-aesthetic components so it's a subproblem of Friendly AI, not just AGI.  Building an AI that juggles is a valid challenge.  As for trying to do it yourself, that quite misses the point.  A mathematician may not be able to do high-speed mental arithmetic, but ought to know how to build a calculator.

I remember reading something much like this in I am right and you are wrong  by Edward de Bono, who as I recall wrote that we should try to hold on to the "I haven't made my mind up" state much longer than we do, and be prepared to say "I don't know" much more often than we do (I think he even proposed a new word we could use to answer questions with that meant we don't have a reason to think either way yet). This was about 15 years ago so I've probably mis-remembered.

I was a philosophy undergrad at the time, and when I asked my tutors about de Bono, they told me he was a vacuous 'self-help' nitwit I should ignore.

Completely useless methods for building a general intelligence:

Method 1:
Put some bacteria on a lifeless planet with liquid water. Wait until one evolves.

Method 2:
Find a fertile human of each gender and induce them to mate. Wait nine months.

Luis Enrique,
See above about "We Change Our Minds Less Often Than We Think"; my interpretation is that the people are trying to believe that they haven't made up their minds, but they are wrong. That is, they seem to be implementing the (first) advice you mention. Maybe one can come up with more practical advice, but these are very difficult problems to fix, even if you understand the errors. On the other hand, the main part of the post is about a successful intervention.

Constant, regarding "analysis paralysis," keep in mind there are often two separate questions:

Given I'm allocating T time to think about X, how should I divide up T among different thought subtasks?

Analysis Paralysis would generally be a problem with (1).

The current blog post applies more to (2). In the Maier example, the participants presumably know they have a sizable chunk of time blocked out, and the experimental group presumably gets better results not by spending more time overall, but because they reserved a good chunk of T to spend learning the problem, without committing right away to a solution.

The notion of delaying proposition of 'solutions' as long as possible seems an excellent technique for group work where stated propositions not only appear prematurely but become entangled with other, perhaps unproductive interpersonal dynamics, and where the energy of the deliberately 'unmade up' group mind can possibly assist the individual to internally change position.  The thorny bit for me however, is the individual trying to 'hold that non-thought' - a challenge that is more or less equivalent to stopping, or even slowing the thought process deliberately, which is meditation after all - something we mere mortals haven't found all that easy so far.  Indeed, some argue that many of us aren't even aware there is an 'internal dialogue', let alone knowing how to stop it.  In other words, it's easy to say don't make up your mind, but not so easy to enact.

It's okay to think up solutions. You just have to write them down and refocus on the problem.

This is how a brainstorming session is supposed to work. The main goal of the facilitator is to keep the group criticism from spinning out of control. Usually, if someone proposes a solution, someone will shout out an objection to it. But we should still be thinking about the problem. Just write down the solution and shush the objection, then return to the problem.

"...human mind is a lot like the human egg, and the human egg has a shut-off device. When o­ne sperm gets in, it shuts down so the next o­ne can't get in. The human mind has a big tendency of the same sort."

http://vinvesting.com/docs/munger/human_misjudgement.html

I agree. I really hate our notion that "you shouldn't bring up a problem unless you have a solution".

It is obvious to anyone that solves problems that we should analyze the problem before letting our minds move on to a solution.

The people advocating that might be confusing analysis with politics. It's annoying when someone criticises your political idea but offers no alternative; it feels (sometimes accurately) that they're disrupting the conversation but offering no input. So in a political debate, a ground rule might be "don't criticise my solution if you don't have a solution of your own".

Rationally, however, that doesn't excuse not assessing the solution. And it's also important to remember that one potential solution is "do nothing" or "carry on doing what we were doing already". So, in most cases, ANY new solution had an alternative solution to which it can be compared.

Are you sure of that citation?  I just looked for it in a copy of Dawes's "Rational Choice in an Uncertain World" and again with the full text search in Google books 

http://books.google.com/books/about/Rational_choice_in_an_uncertain_world.html?id=rcU1BsfrM2kC

and did not find any mention of Maier's work.  Also, though Maier does frequently use the "Changing Work Procedures" problem, I haven't turned up any publication by him that matches this description.  (Note that this failure is quite possibly mine; I haven't done an exhaustive search).

I'm thinking perhaps it is this book by Norman R.F. Maier:

Problem Solving Discussions and Conferences, published by McGraw-Hill Education (December 1963). 

Does anyone know of more recent journal article on the topic, 'wait before proposing solutions'?

"why, that problem is so incredibly difficult that an actual majority resolve the whole issue within 15 seconds.", "We Change Our Minds Less Often Than We Think" and "Cached Thoughts"...

Right.  We don't do a lot of "our" thinking ourselves.  We aren't individually sentient, not really.  We don't notice it, but the actual thinking is going on in our subcultures.  The sad and funny thing is, we don't even try to understand the cognition of our subcultures, when we research cognition.

I think I'm sentient. If you're not sentient, I would surmise that you believe you're lucky enough to be in a competent subculture -- one self-aware enough to bring this realization to you.  

Could one devise a series of experiments to show that individuals aren't sentient, but "subcultures" are?

We do less thinking that we imagine, but we still think. However, I still argee (to a lesser extent) that (sub)cultures fixed many thoughts of many people.

The sad and funny thing is, we don't even try to understand the cognition of our subcultures, when we research cognition.

I find 2 possible meaning of "we" here, but the sentence is false in both senses:

This is one of the techniques I've always thought sounded really useful, but never had a clear enough picture of to implement for myself.  Does anyone have an example (a transcript, or something of the like) of groups and/or individuals successfully discussing a problem for 5 or 10 minutes without proposing any solutions?  I have trouble imagining what that would look like.

No transcript. But I do this professionally all the time. Clients frequently come to me with a design in mind for a solution, and it's often important to back them up and get them to tell me what the problem actually is. 

Usually, I start with the question "How would you be able to tell that this problem had been solved?" and repeat it two or twenty times in different words until someone actually tries to answer it.

On one occasion I handed a client my pen and asked whether it was a solution to their problem. They looked at me funny and said it wasn't. I asked them how they knew that, and after a while one of them said "well, for one thing, it doesn't do X" and I said "great!", took the pen back, and wrote "has to do X". Then I handed them the pen back and said "OK, suppose I add the ability to do X somehow to this pen. Is it a solution to your problem now?" and after a couple of iterations they got it and started actually telling me what their problem was.

The thing that used to astonish me is how often the proposed solution utterly fails to even address the problem articulated by the same person who proposed the solution. I've come to expect it.

I start with the question "How would you be able to tell that this problem had been solved?" and repeat it two or twenty times in different words until someone actually tries to answer it.

I handed a client my pen and asked whether it was a solution to their problem

Bleakly funny. Thanks for that. I usually retreat (probably with an angry or pained look on my face) when I notice I'm not really being heard. But sometimes it's better to play and explore.

(nods) It's kind of critical in a systems engineering role.

Only vaguely relatedly, one of my favorite lines ever came from my first professional mentor, about a design he was proposing: "It does what you expect, but you have to expect the right things."

Usually, I start with the question "How would you be able to tell that this problem had been solved?" and repeat it two or twenty times in different words until someone actually tries to answer it.

What a true and hilarious depiction of life.  I have the exact same problem doing web development.  Because the people giving me projects are not IT people they tend to come up with totally dysfunctional solutions.  Yet they almost always start by telling me how they want the problem solved.  I have to dig to find out what the problem is first but I just ask them "What result do you want?" or "What purpose do you want this to serve?" and say "I can't make it serve the purpose without knowing what the purpose is."  That works for me, without me having to ask them 20 times.  Then again maybe you're doing projects in radically different contexts all the time, or with completely different people who vary in their ability to see the point in answering that question.  I work with a limited number of people and contexts, all of which I understand pretty well, so my problem clarification process is pretty simple.

Yeah, it's different people and a different context every time.

What purpose do you want this to serve
...
I work with a limited number of people and contexts, all of which I understand pretty well, so my problem clarification process is pretty simple..

In my experience as a programmer (who wore all the software-related hats), I found that even when I understood the domain quite well, inquired about the purpose multiple times, and wrote little stories illustrating my interpretation of the users' desires, I could walk away from early usability tests with major changes to the project.

In one particularly memorable instance, I got all the way through making paper prototypes and making pretend e-mails. Then, I convinced my manager to try out the system. The process started in a pre-existing e-mail package and then routed stuff to the proposed custom software. He sat down, opened up the pretend e-mail, and started to save the attached files. At that point, we discovered that there was no need for the custom software and killed the entire project.

I have attempted using this in more casual decision making situations, and the response I get is nearly always something along the lines of "Okay, just let me propose this one solution, we won't get attached to it or anything, just hear me out..."

What do you do in this situation? Let them speak? Ask them to write down their solution, to be discussed later? 

To be perfectly honest, at the time I simply planted my face on the table in front of me a few times. I was at a dinner party with friends of my mother's; I would have sounded extremely condescending otherwise.

Ah yes, status mismatch in a not very rational crowd. Not much you can do there.

There's a comment already asking for more modern articles/citations/research on this topic but in case someone wants to run with this idea in real life, you can find a summary of Norman Maier's research at http://www.iaf-world.org/Libraries/IAF_Journals/Assets_and_Liabilities_in_Group_Problem_Solving.sflb.ashx

The article was written by Norman Maier in 1967 and reprinted in Psychological Review in 1999. For those of you with access to well-funded libraries, the citations are:

And, to be on really solid ground, you'd want the actual source article(s) that the above review refers to. They are:

From which edition of the book does the reference originate? At first glance it does not seem to be included in the second edition and I'm curious to read more about it. 

I think the main important lesson is to not get attached to early ideas. Instead of banning early ideas, if anything comes up, you can just write tit down, and set it aside. I find this easier than a full ban, because it's just an easier move to make for my brain. 

(I have a similar problem with rationalist taboo. Don't ban words, instead require people to locally define their terms for the duration of the conversation. It solves the same problem, and it isn't a ban on though or speech.)

The other important lesson of the post, is that, in the early discussion, focus on increasing your shared understanding of the problem, rather than generating ideas. I.e. it's ok for ideas to come up (and when they do you save them for later). But generating ideas is not the goal in the beginning. 

Hm, thinking about it, I think the mechanism of classical brainstorming (where you up front think of as many ideas as you can) is to exhaust all the trivial, easy to think of, ideas, as fast as you can, and then you're forced to think deeper to come up with new ideas. I guess that's another way to do it. But I think this is method is both ineffective and unreliable, since it only works though a secondary effect.

. . .

It is interesting to comparing the advise in this post with the Game Tree of Aliment or Builder/Breaker Methodology also here. I've seen variants of this exercise popping lots of places in the AI Safety community. Some of them pare probably inspired by each other, but I'm pretty sure (80%) that this method have been invented several times independently.

I think that GTA/BBM works for the same reason the advice in the post works. It also solves the problem of not getting attached, and also as you keep breaking your ideas and explore new territory, you expand your understanding or the problem. I think an active ingrediens in this method is that the people playing this game knows that alignment is hard, and go in expecting their first several ideas to be terrible. You know the exercise is about noticing the flaws in your plans, and learn from your mistakes. Without this attitude, I don't think it would work very well.



Asch's Conformity Experiment

Solomon Asch, with experiments originally carried out in the 1950s and well-replicated since, highlighted a phenomenon now known as “conformity.” In the classic experiment, a subject sees a puzzle like the one in the nearby diagram: Which of the lines A, B, and C is the same size as the line X? Take a moment to determine your own answer . . .

The gotcha is that the subject is seated alongside a number of other people looking at the diagram—seemingly other subjects, actually confederates of the experimenter. The other “subjects” in the experiment, one after the other, say that line C seems to be the same size as X. The real subject is seated next-to-last. How many people, placed in this situation, would say “C”—giving an obviously incorrect answer that agrees with the unanimous answer of the other subjects? What do you think the percentage would be?

Three-quarters of the subjects in Asch’s experiment gave a “conforming” answer at least once. A third of the subjects conformed more than half the time.

Interviews after the experiment showed that while most subjects claimed to have not really believed their conforming answers, some said they’d really thought that the conforming option was the correct one.

That we have found the tendency to conformity in our society so strong . . . is a matter of concern. It raises questions about our ways of education and about the values that guide our conduct.

It is not a trivial question whether the subjects of Asch’s experiments behaved irrationally. Robert Aumann’s Agreement Theorem shows that honest Bayesians cannot agree to disagree—if they have common knowledge of their probability estimates, they have the same probability estimate. Aumann’s Agreement Theorem was proved more than twenty years after Asch’s experiments, but it only formalizes and strengthens an intuitively obvious point—other people’s beliefs are often legitimate evidence.

If you were looking at a diagram like the one above, but you knew for a fact that the other people in the experiment were honest and seeing the same diagram as you, and three other people said that C was the same size as X, then what are the odds that only you are the one who’s right? I lay claim to no advantage of visual reasoning—I don’t think I’m better than an average human at judging whether two lines are the same size. In terms of individual rationality, I hope I would notice my   own severe confusion and then assign >50% probability to the majority vote.

In terms of group rationality, seems to me that the proper thing for an honest rationalist to say is, “How surprising, it looks to me like B is the same size as X. But if we’re all looking at the same diagram and reporting honestly, I have no reason to believe that my assessment is better than yours.” The last sentence is important—it’s a much weaker claim of disagreement than, “Oh, I see the optical illusion—I understand why you think it’s C, of course, but the real answer is B.”

So the conforming subjects in these experiments are not automatically convicted of irrationality, based on what I’ve described so far. But as you might expect, the devil is in the details of the experimental results. According to a meta-analysis of over a hundred replications by Smith and Bond . . . 2

. . . Conformity increases strongly up to 3 confederates, but doesn’t increase further up to 10–15 confederates. If people are conforming rationally, then the opinion of 15 other subjects should be substantially stronger evidence than the opinion of 3 other subjects.

Adding a single dissenter—just one other person who gives the correct answer, or even an incorrect answer that’s different from the group’s incorrect answer—reduces conformity very sharply, down to 5–10% of subjects. If you’re applying some intuitive version of Aumann’s Agreement to think that when 1 person disagrees with 3 people, the 3 are probably right, then in most cases you should be equally willing to think that 2 people will disagree with 6 people.3 On the other hand, if you’ve got people who are emotionally nervous about being the odd one out, then it’s easy to see how adding a single other person who agrees with you, or even adding a single other person who disagrees with the group, would make you much less nervous.

Unsurprisingly, subjects in the one-dissenter condition did not think their nonconformity had been influenced or enabled by the dissenter. Like the 90% of drivers who think they’re above-average in the top 50%, some of them may be right about this, but not all. People are not self-aware of the causes of their conformity or dissent, which weighs against any attempts to argue that the patterns of conformity are rational.4

When the single dissenter suddenly switched to conforming to the group, subjects’ conformity rates went back up to just as high as in the no-dissenter condition. Being the first dissenter is a valuable (and costly!) social service, but you’ve got to keep it up.

Consistently within and across experiments, all-female groups (a female subject alongside female confederates) conform significantly more often than all-male groups. Around one-half the women conform more than half the time, versus a third of the men. If you argue that the average subject is rational, then apparently women are too agreeable and men are too disagreeable, so neither group is actually rational . . .  

Ingroup-outgroup manipulations (e.g., a handicapped subject alongside other handicapped subjects) similarly show that conformity is significantly higher among members of an ingroup.

Conformity is lower in the case of blatant diagrams, like the one at the beginning of this essay, versus diagrams where the errors are more subtle. This is hard to explain if (all) the subjects are making a socially rational decision to avoid sticking out.

Finally, Paul Crowley reminds me to note that when subjects can respond in a way that will not be seen by the group, conformity also drops, which also argues against an Aumann interpretation.  

1Solomon E. Asch, “Studies of Independence and Conformity: A Minority of One Against a Unanimous Majority,” Psychological Monographs 70 (1956).

2Rod Bond and Peter B. Smith, “Culture and Conformity: A Meta-Analysis of Studies Using Asch’s (1952b, 1956) Line Judgment Task,” Psychological Bulletin 119 (1996): 111–137.

3This isn’t automatically true, but it’s true ceteris paribus.

4For example, in the hypothesis that people are socially-rationally choosing to lie in order to not stick out, it appears that (at least some) subjects in the one-dissenter condition do not consciously anticipate the “conscious strategy” they would employ when faced with unanimous opposition.

I don't see this exercise as being so much about rationality as it is about our relationship with dissonance. People in my community (context-driven software testers) are expected to treat confusion or controversy as itself evidence of a potentially serious problem. For the responsible tester, such evidence must be investigated and probably raised as an issue to the client.

In short, in the situation given in the exercise, I would not answer the question, but rather raise some questions.

I drive telephone surveyors nuts in this way. They just don't know what to do with a guy who answers "no opinion" or "I don't know" or "can't answer" to every single question in their poorly worded and context-non-specific questionnaires.

as being so much about rationality as it is about our relationship with dissonance

It seems to me that most of rationality is about our relationship with dissonance. Though in most cases that dissonance is implicit while here it is obvious.

Robert Aumann's Agreement Theorem shows that honest Bayesians cannot agree to disagree - if they have common knowledge of their probability estimates, they have the same probability estimate.

Um, doesn't this also depend on them having common priors?

Yes. More importantly, it depends on them being honest Bayesians, which humans are not.

It feels like there was no explicit rule not to ask questions. It's interesting what percentage of subjects actually questioned the process.

If people are conforming rationally, then the opinion of 15 other subjects should be substantially stronger evidence than the opinion of 3 other subjects.

I don't see how moderate number of other wrong-answering subjects should influence decision of rational subject, even if it's strictly speaking stronger evidence, as uncertainty in your own sanity should be much lower than probability of alternative explanations for wrong answers of other subjects.

The video notes that when the subject is instructed to write their answers, conformity drops enormously. That suggests we can set aside the hypothesis that they conform for the rational reason you set out.

Only in a hella skewed distribution, far from the observed distribution of actual driving behavior.

Depends on how you measure it. For example, 99.9% of drivers have caused a below-average number of road fatalities.

Even a more sane and more continuously distributed measure could yield that result, depending on how you fit the scale. If you measure the likelihood of making a mistake (so zero would be a perfect driver, and one a rabid lemur), I expect the distribution to be hella skewed. Most people drive in a sane way most of the time. But it's the few reckless idiots you remember - and so does every single one of the thousand other drivers who had the misfortune to encounter them. It would not surprise me if driving mistakes followed more-or-less a Pareto distribution.

I took it to mean "You create some measurement that orders all of the N drivers (labeled with the natural numbers). They do not know their numbers. 90% of them will estimate that their number is >= the ceiling function of N/2". 

'This may come as some surprise' to Asch & Aumann, but rationality is not the design point of the human brain (otherwise this blog would have no reason to exist), getting by in the real world is.  And getting by in the real world involved, for our ancestors through tens of millenia,  group belonging, hence group conformity.  See J. Harris, 'No Two Alike', Chaps. 8 & 9 for a discussion which references the Asch work.  This does not mean of course that group conformity was the only adaptation factor.  Being right and being 'in' both had (and have...) fitness value, and it's pefectly natural that both tendencies exist, in tension.

At an applied level, this reminds me of Dr. Jerry B. Harvey’s discussion of the "Abilene Paradox" in management, where groupthink can take over and move an organization in a direction that no-one really wants to go. All it takes is one dissenter to break the spell.

Surely there's more than social conformity/conflict aversion at work here? In the experiment in the video, an expectation of pattern continuation is set up. For most questions, the 4 spoken words the subject hears before responding do correspond to the apparently correct spoken word response. I'd expect subconcious processes to start interpreting this as an indicator of the correct answer regardless of social effects and be influenced accordingly, at least enough to cause confusion which would then increase susceptibility to the social effects.

I'd expect this effect to also be reduced where the subject is writing down his answers, as that  takes out of the equation the close connection between hearing spoken numbers and speaking spoken numbers.

No, other people's beliefs are often treated as evidence, and very powerful evidence at that.

Belief is not suitable as any kind of evidence when more-direct evidence is available, yet people tend to reject direct evidence in order to conform with the beliefs of others.

The human goal usually isn't to produce justified predictions of likelihood, but to ingratiate ourselves with others in our social group.

Isn't this exactly what was said in Hug The Query? I'm not sure I understand why you were down voted.

Caledonian was a well-known LW troll who would frequently make vague, unreadable, critical, somewhat hostile remarks.

"Belief is not suitable as any kind of evidence when more-direct evidence is available ..." is more like 'You Can Only Ever Hug The Query By Yourself'.

FYI, if you look at Asch's 1955 Scientific American article, the lines on the cards were a little closer in length than in the example shown above.

my vision is so bad that i answered 'none of the above'. i had to decide to measure the lines. that meant i first had to get to where i did not think the trick was the question. that took a cup of tea.
'trust the ruler, not the vision' has been added to my list of -ings.

Isn't it reasonable to find it more likely that people are lying than that something has gone that flagrantly wrong with my ability to judge sizes of lines?

Not necessarily. Maybe your eyes are very bad, or you've suffered a stroke. (Though maybe you should be concerned about that and halt the experiment, rather than just agreeing.)

"Belief is not suitable as any kind of evidence when more-direct evidence is available, yet people tend to reject direct evidence in order to conform with the beliefs of others."

Caledonian, this is just wrong. Our ability to interpret evidence is not infallible, and is often fallible in ways that are not perfectly correlated across individuals. So even if we share the same 'direct evidence' as other observers of equaly ability their beliefs are still relevant.

Except we'd have to take into account the idea that the others who's beliefs we are using as evidence may themselves have been using the same idea... That results weighting of the beleifs of an initial group being greatly amplified above and beyond what it should be, no?

Robert Aumann's Agreement Theorem shows that honest Bayesians cannot agree to disagree - if they have common knowledge of their probability estimates, they have the same probability estimate.

In addition to what James Annan said, they also both have to know (with very high confidence) that they are in fact honest bayesians. Both sides being honest isn't enough if either suspects the other of lying.

In terms of individual rationality, I hope I would notice my own severe confusion and then assign >50% probability to the majority vote.

Noticing your own severe confusion should lead to investigating the reasons for the disagreement, not to immediately going along with the majority. Honest Bayesians cannot agree to agree either. They must go through the process of sharing their information, not just their conclusions.

What are the odds, given today's society, that a randomly selected group of people will include any honest Bayesians.  Safer to assume that most of the group are either lying, self-deluded, confused, or have altered perceptions. Particularly so in a setting like a psychology experiment.

Strict honest Bayesians? ZERO. (Not even LW contains a single true honest Bayesian.)

Approximations of honest Bayesians? Better than you might think. Certainly LW is full of reasonably good approximations, and in studies about 80% of people are honest (though most people assume that only 50% of people are honest, a phenomenon known as the Trust Gap). The Bayesian part is harder, since people who are say, religious, or superstitious, or believe in various other obviously false things, clearly don't qualify.

people who are say, religious, or superstitious, or believe in various other obviously false things

Gregory S. Berns, Jonathan Chappelow, Caroline F. Zink, Giuseppe Pagnoni, Megan E. Martin-Skurski, and Jim Richards, “Neurobiological Correlates of Social Conformity and Independence During Mental Rotation,” Biological Psychiatry 58 (2005), pp. 245-253.

It claims that the conformists can, under some conditions, actually come to see the world differently.

Oh, one other thing. I know it's been brought up before, but as far as the agreement theorem, I don't feel I can safely use it. What I mean is that it seems I don't understand exactly when it can and cannot be used. Specifically, I know that there's something I'm missing here, some understanding because I don't know the correct way to resolve things like agreement theorem vs quantum suicide.

It's been discussed, but I haven't seen it resolved, so until I know exactly why agreement theorem does not apply there (or why the apparently straightforward (to me) way of computing the quantum suicide numbers is wrong), I'd personally be really hesitant to use the agreement theorem directly.

The quantum suicide numbers are wrong because of the Born probabilities, and also the fact that consciousness is not an either-or phenomenon. The odds of losing 99% of your consciousness may be sufficiently high that you effectively have no consciousness left. (Also: Have you ever been unconscious? Apparently it is possible for you to find yourself in a universe where you WERE unconscious for a period of time.)

Also, I've convinced that Many-Worlds is a dead end and Bohm was right, but I know I'm in the minority on LW.

Perhaps Eliezer or someone else can check the math, but according to my calculations, if you use Nick Bostrom's SSSI (Strong Self-Sampling Assumption), and make the reference class "observers after a quantum suicide experiment", then if the prior probability of quantum immortality is 1/2, after a quantum suicide experiment has been performed with the person surviving, both the outside observer and the person undergoing the risk of death should update the probability of quantum immortality to 4/7, so that they end up agreeing.

This seems odd, but it is based on the calculation that if the probability of quantum immortality is 1/2, then the probability of ending up being an observer watching the experiment is 17/24, while the probability of being an observer surviving the experiment is 7/24. How did I derive this? Well, if Quantum Immortality is true, then the probability of being an observer watching the experiment is 2/3, because one observer watches someone die, one observer watches someone survive, and one observer experiences survival. Likewise if QI is true, the probability of being an observer surviving the experiment is 1/3. On the other hand, if QI is false, the probability of being an observer watching the experiment is 3/4 (I will leave this derivation to the reader), while the probability of being an observer surviving the experiment is 1/4.

From this it is not difficult to derive the probabilities above, that the probability of being a watcher is 17/24, and the probability of being a survivor 7/24. If you apply Bayes's theorem to get the probability of QI given the fact of being a survivor, you will get 4/7. You will also get 4/7 if you update your probabilities both on the fact of being a watcher and on the fact of seeing a survivor. So the two end up agreeing.

Intuitive support for this is the fact that if a QI experiment were actually performed, and we consider the viewpoint of the one surviving 300 successive trials, he would certainly conclude that QI was true, and our intuitions say that the outside observers should admit that he's right.

Interesting. If that's right, then clearly QI is wrong, because we've watched people die.

In the above calculation I forgot to mention that for simplicity I assumed that the experiment is such that one would normally have a 50% chance of survival. If this value is different, the values above would be different, but the fact of agreement would be the same (although there would also be the difficulty that a chance other than 50% is not easy to reconcile with a many-worlds theory anyway.)

Quantum suicide vs. Aumann has been discussed a couple times before, and yes, it's very confusing.

Intuitive support for this is the fact that if a QI experiment were actually performed, and we consider the viewpoint of the one surviving 300 successive trials, he would certainly conclude that QI was true, and our intuitions say that the outside observers should admit that he's right.

My intuitions say outside observers should not update their estimates one bit, and I'm pretty sure this is correct, unless they should also increase their probability of MWI on making the equivalent observation of a coin coming up heads 300 times in a row.

(although there would also be the difficulty that a chance other than 50% is not easy to reconcile with a many-worlds theory anyway.)
http://www.hedweb.com/everett/everett.htm#probabilities
http://hanson.gmu.edu/mangledworlds.html

IMHO quantum immortality and quantum suicide (unlike MWI) are nonsense, but I'm still trying to figure out a way to say this that convinces other people.

For probabilities in MWI I recommend the work of David Wallace.

Nick, my argument didn't depend on intuition except for support; so it doesn't bother me if your intuition differs. What was your opinion of the argument (or did I simply omit too many of the details to judge)?

I think the most interesting question that arises from these experiments is what's the difference in personality between people who dissent and people who conform (aside from the obvious).

I would guess that if we did a study using the usual Big Five, a single personality trait would drive most of the variance, the one called "agreeableness". Unfortunately this is not actually one trait, we just treat it like it is; there's no particular reason to think that conformity is correlated with empathy, for example, yet they are both considered "agreeableness". (This is similar to the problem with the trait "Belief in a Just World", which includes both the belief that a just world is possible and the belief that it is actual. An ideal moral person would definitely believe in the possibility; but upon observing a single starving child they would know that it is not actual. Hence should they be high, or low, in "Belief in a Just World"?)

At my school we did this experiment. (I, happened to be one of the people who was not in on it, and did not conform). I have no idea what evidence they had to say this but the teacher suggested that people into "maths, physics or science stuff" were less likely to conform.

Unknown: Hrm, hadn't thought of using the SSSI. Thanks. Ran through it myself by hand now, and it does seem to result in the experimenter and test subject agreeing.

However, it produces an... oddity. Specifically, if using the SSSI, then by my calculations, when one takes into account that the external observer and the test subject are not the only people in existance, the actual strength of evidence extractable from a single quantum suicide experiment would seem to be relatively weak. If the ratio of non test subjects to test subjects is N, and the probability of the subject surviving simply by the nature of the quantum experiment is R, the likelihood ratio is (1+N)/(R+N), (which both the test subject and the external observer would agree on).
Seeing a nonsurvival gives a MWI to ~ MWI likelihood ratio of N/(R+N).
At least, assuming I did the math right. :)

Anyways, so it looks like if SSSI is valid, quantum suicide doesn't actually give very strong evidence one way or the other at all, does it?

Hrm... I wonder if in principle it could be used to make estimates about the total population of the universe by doing it a bunch of times and then analyzing the ratios of observed results... chuckles May have just discovered the maddest way to do a census, well, ever.

Clearly it can't actually matter what the population of the universe is. (There's nothing about the experiment that is based on that! It would be this bizarre nonlocal phenomenon that pops out of the theory without being put into it!) That's the kind of weirdness you come up with if you do anthropic calculations WRONG. 

Actually, if considering the SSSA instead of just the SSA, one has to take into account all the observer-moments, past and future, right? So there well be, in addition to the specific observer moments of "immediately post experiment test subject (or not), experimenter, everyone else...", there'll be past and future versions theirof, and of other entities, so you'll have K1 total "others" (other observer-moments, that is) in a MW universe, and K2 << K1 "others" in a single world universe.

"... then what are the odds that only you are the one who's right?"

If this is the reasoning for people choosing the same answer then surely it becomes a question of confidence rather than conformity?

Choosing the same answer as the group in your argument is because you aren't confident in your answer and are willing to defer to the majority answer. Not necessarily the same as conformity. By your own rationing you are going with the group because you think their answer is "better" not because you want to be part of the group. I know you can argue that that is just your rationale for conformity, but I feel that conformity is more about doubting something you are sure you know, to side with a group, rather than doubting something you think you might know.

I feel possibly a more accurate test (using this reasoning for conformity) would be to take a group and tell all the members individually that only they will know the right answer. Then give all bar one the same answer and one a different answer and see if they will conform with the group.

I believe that the subjects were of those of a non-matured state, thus making them of a "childish" mind and not able to process the situation. The subjrects would simply say anything their peers would say or do. I am testing this experiment on my classmates. I am in the 10th grade and will respond back with the solution. I blieve that a matured mind would not give in so easily with a simple question. It is not the question at hand that is making the subjects say something completely incorrect, it is the group pressure and the maturity of the subjects. If a child's mind thinks he or she is to believe that of another subject, then it shall think of that at hand. Children's minds are so open and naive thatt they will believe something as simple as Santa Clause comming down the chimney every year, then they will not hesitate to think of an answer to the question of this experiment. It is a simple and most uneducated experiment I had to present and test. A matured mind will think not of the group pressure but that of the question. I will be back with my results. Thank you.

These were adult subjects, so by your (unusual) definition most adults are "immature".

"I believe that the subjects were of those of a non-matured state..."

I guess that's the difference between being biased or not. I think your understanding of a "mature mind" equals an "unbiased mind" which is not present in all the adults. And of course the result of this experiment would have been different if it were conducted on the readers of this website.

I don't see why you think that 3 extra people, no matter if they're honest or not, amount to any significant amount of evidence when you can see the diagram yourself.

Sure, maybe they're good enough if you can't see the diagram; 3 people thinking the same thing doesn't often happen when they're wrong. But when they are wrong, when you can see that they are wrong, then it doesn't matter how many of them there are.

Also: certainly the odds aren't high that you're right if we're talking totally random odds about a proposition where the evidence is totally ambiguous. But since there is a diagram, the odds then shift to either  the very low probability "My eyesight has suddenly become horrible in this one instance and no others" combined with the high probability "3/4 people are right about a seemingly easy problem", versus the low probability "3/4 people are wrong about a seemingly easy problem", versus the high probability "My eyesight is working fine".

I don't know the actual numbers for this, but it seems likely the the probability of your eyesight suddenly malfunctioning in strange and specific ways is worse then the probability of 3 other people getting an easy problem wrong. Remember, they can have whatever long-standing problems with their eyesight or perception or whatever anyone cares to make up. Or you could just take the results of Asch's experiment as a prior and say that they're not that much more impressive than 1 person going first.

(All this of course changes if they can explain why C is a better answer; if they have a good logical reason for it despite how odd it seems, it's probably true. But until then, you have to rely on your own good logical reason for B being a better answer.)

"I hope I would notice my own severe confusion and then assign >50% probability to the majority vote."

On a group level, I wouldn't think it's a particularly rational path to mimic the majority, even if you believe that they're honestly reporting. If you had a group of, say, 10 people, and the first 5 all gave the wrong answer, there would then be a rational impetuous for everyone subsequent to mimic that wrong answer on the logic that "the last (5-9) people all said C, so clearly p(C) > 0.5".

Far better to dissent and provide the group with new information.

Ooh, that's really interesting. The best solution might actually be to say the full statement, "I see B as equal, but since the other 5 people before me said C, C is probably objectively more likely." Then future people after you can still hear what you saw, independently of what you inferred based on others.

But I think there are a lot of other really interesting problems embedded in this, involving the feedback between semi-Bayesians trying to use each other to process evidence. (True Bayesians get the right answer; but what answer to semi-Bayesians get?)

This gives us a very good reason to publicize dissenting opinions about just about anything---even perhaps when we think those dissents are wrong. Apparently the mere presence of a dissenter damages groupthink and allows true answers a much better chance to emerge.

I was all set to ask whether the result of female groups' increased conformity had any explanatory power over the question of why there aren't more woman in the rationalist movement. Then as I read on, it became less likely that female psychology had anything to do with it. Rather, in-group vs out-group psychology did. Males, being the socially more privileged gender, are more likely to see themselves as 'just normal' rather than part of a particular group called 'males'.

Of course, this lends itself to predictions. In a given grouping that self-identifies strongly as that grouping (such as woman, minority ethnicities, etc), if that group is very into a particular subject, its members will also likely be into it. Whereas, with a group that is less likely to self identify (such as American Caucasians, Americans within American borders (but not abroad) and men) the conformity on interests will be less.

Have there been any studies done to test this minority vs majority group conformity idea?

I'm not upset about losing points for this post, but I am a bit confused about it. Many out there know more about this stuff than I do. Did I say something factually inaccurate or engage in bad reasoning? I want to know so that I don't repeat my mistake.

Your first paragraph mentions a highly contested thesis that you admit is irrelevant to the evidence.  Your second paragraph seems to assert that dominant groups do not strongly-self identify - which seems empirically false - consider spontaneous chants of "USA, USA, USA"

Also, you are using some quasi-technical jargon less precisely than the terms are usually used - and your misuses seem to be directed at supporting a particular ideological position.

But that's just the sense of someone who probably has a contrary ideological position, so I'm not sure how I would recommend you generalizing from my impression. (and the downvote is gone at the moment I'm writing this - was it just one?  Just ignore those if you can't figure them out.)

I had suspected that it might be because someone had tried to infer my position on such matters from my asking of the question and didn't like the implication. I did, after all, admit to including the thesis that 'the observed high conformance of a group of females is influenced by an aspect of female psychology' in my list of possible explanations for the high conformance in that group, even though I ended up rejecting that hypothesis.

(I suspect that your position viz a viz whether either gender is superior is not that different than my own. But to be clear, my position is that both genders possess great capacity for type 2 cognition, which is the most important measurement of human success. Any difference between healthy adults of either gender in their use of such cognition comes down to social factors, which can be changed to create a fairer society.)

I'm still surprised about the second paragraph's inaccuracy, though. In my experience, the chants of "USA, USA, USA" occur at sporting matches against other countries. That's not an 'internal to America' thing. Then again, I don't live in America and haven't for many years. I chose America because I was trying to cater my words to my audience. Perhaps that was wrong and I should have spoken from experience instead. (I'm Australian.)

I want to use every word accurately, so I would be most appreciative if you could give me a few examples of jargon I've used and a description (or link to one) of the way it should actually be used.

PS - Yes. It was just one vote, so maybe I got re-upvoted or something. Oh well. The experienced alerted me to an issue. That's all anyone could ask of it.

Thank you, fixed! (And thanks to Said for having backups of all the images on readthesequences.com)

Glad someone's paying attention to comments on old articles. There's actually quite a few examples of missing images like this. Sorry I didn't mention the ones I've encountered so far. I will do so in the future.

Yes, please do. I try to fix all broken links and images in old content that I can find. 

I can't imagine myself ever conforming until it was less than 1/8 as blatant as the example image.  Assigning a >50% probability to the majority being correct seems way too generous, because I have no strong evidence that they're not lying, and a high prior on my ability to see linear distances on a 2D page.

Did the 100+ replications collect any data on what sort of people are more conformist than others, besides the gender gap?

On the topic of "why would conformity not grow with 15 people going before you instead of 3", one answer is obvious. The subject realises that the other people are not independently wrong, but that their is a trick. A Baysian can reason that other people might not be independent data points.

In my school I volunteered with the psychology class to help with an experiment. The first person said line C was the matching one, I practically flinched, and gave them an involuntary "what is wrong with you?" look. The second agreed it was line C. I thought "what the hell?!!" and looked at their sheet, then back and my sheet and confirmed they were the same. On person 3 I realised I could fold my sheet over and hold it to the light to check they lined up. If I had been the 4th in the line I would have been really confused. But I was something like 12th. By person 7 I was almost 100% sure the play was "Oh, they must all be in on it somehow. They want to see if peer pressure will turn me into an idiot."

So an unavoidable issue with the experiment is that more people conforming gives the subject more time to theorise about why a large cohort of people would all be making such an obvious mistake in a correlated way. And this theorising will not take long to start focussing on the fact that you know its an experiment, and you start wondering what they could be testing.

I was about to add on that no-one would ever conform if they had even the slightest real reward for pointing out the obvious (eg. some $ for a right answer), but a quick google suggests that my intuitions on that might be really out.

If people are conforming rationally, then the opinion of 15 other subjects should be substantially stronger evidence than the opinion of 3 other subjects.

This doesn't seem true; the data correlate pretty strongly, so more wouldn't provide much evidence.

Adding a single dissenter—just one other person who gives the correct answer, or even an incorrect answer that’s different from the group’s incorrect answer—reduces conformity very sharply, down to 5–10% of subjects.



On Expressing Your Concerns

The scary thing about Asch’s conformity experiments is that you can get many people to say black is white, if you put them in a room full of other people saying the same thing. The hopeful thing about Asch’s conformity experiments is that a single dissenter tremendously drove down the rate of conformity, even if the dissenter was only giving a different wrong answer. And the wearisome thing is that dissent was not learned over the course of the experiment—when the single dissenter started siding with the group, rates of conformity rose back up. 

Being a voice of dissent can bring real benefits to the group. But it also (famously) has a cost. And then you have to keep it up. Plus you could be wrong.

I recently had an interesting experience wherein I began discussing a project with two people who had previously done some planning on their own. I thought they were being too optimistic and made a number of safety-margin-type suggestions for the project. Soon a fourth guy wandered by, who was providing one of the other two with a ride home, and began making suggestions. At this point I had a sudden insight about how groups become overconfident, because whenever I raised a possible problem, the fourth guy would say, “Don’t worry, I’m sure we can handle it!” or something similarly reassuring.

An individual, working alone, will have natural doubts. They will think to themselves, “Can I really do XYZ?” because there’s nothing impolite about doubting your own competence. But when two unconfident people form a group, it is polite to say nice and reassuring things, and impolite to question the other person’s competence. Together they become more optimistic than either would be on their own, each one’s doubts quelled by the other’s seemingly confident reassurance, not realizing that the other person initially had the same inner doubts.

The most fearsome possibility raised by Asch’s experiments on conformity is the specter of everyone agreeing with the group, swayed by the confident voices of others, careful not to let their own doubts show—not realizing that others are suppressing similar worries. This is known as “pluralistic ignorance.”

Robin Hanson and I have a long-running debate over when, exactly, aspiring rationalists should dare to disagree. I tend toward the widely held position that you have no real choice but to form your own opinions. Robin Hanson advocates a more iconoclastic position, that you—not just other people—should consider that others may be wiser. Regardless of our various disputes, we both agree that Aumann’s Agreement Theorem extends to imply that common knowledge of a factual disagreement shows someone must be irrational.1 Despite the funny looks we’ve gotten, we’re sticking to our guns about modesty: Forget what everyone tells you about individualism, you should pay attention to what other people think.

Ahem. The point is that, for rationalists, disagreeing with the group is serious business. You can’t wave it off with, “Everyone is entitled to their own opinion.”

I think the most important lesson to take away from Asch’s experiments is to distinguish “expressing concern” from “disagreement.” Raising a point that others haven’t voiced is not a promise to disagree with the group at the end of its discussion.

The ideal Bayesian’s process of convergence involves sharing evidence that is unpredictable to the listener. The Aumann agreement result holds only for common knowledge, where you know, I know, you know I know, etc. Hanson’s post or paper on “We Can’t Foresee to Disagree” provides a picture of how strange it would look to watch ideal rationalists converging on a probability estimate; it doesn’t look anything like two bargainers in a marketplace converging on a price.

Unfortunately, there’s not much difference socially between “expressing concerns” and “disagreement.” A group of rationalists might agree to pretend there’s a difference, but it’s not how human beings are really wired. Once you speak out, you’ve committed a socially irrevocable act; you’ve become the nail sticking up, the discord in the comfortable group harmony, and you can’t undo that. Anyone insulted by a concern you expressed about their competence to successfully complete task XYZ will probably hold just as much of a grudge afterward if you say, “No problem, I’ll go along with the group,” at the end.

Asch’s experiment shows that the power of dissent to inspire others is real. Asch’s experiment shows that the power of conformity is real. If everyone refrains from voicing their private doubts, that will indeed lead groups into madness. But history abounds with lessons on the price of being the first, or even the second, to say that the Emperor has no clothes. Nor are people hardwired to distinguish “expressing a concern” from “disagreement even with common knowledge”; this distinction is a rationalist’s artifice. If you read the more cynical brand of self-help books (e.g., Machiavelli’s The Prince) they will advise you to mask your nonconformity entirely, not voice your concerns first and then agree at the end. If you perform the group service of being the one who gives voice to the obvious problems, don’t expect the group to thank you for it.

These are the costs and the benefits of dissenting—whether you “disagree” or just “express concern”—and the decision is up to you.

1See “The Modesty Argument.” http://lesswrong.com/lw/gr/the_modesty_argument.

My mom is always telling me to be more conformist. (In other words, I should listen to her.)

Point out that most people don't do what your mother says, and then tell her you'll conform to this by ignoring her advice on conforming.

But isn't this just another failure mode of groups working together, which we already know is far from optimal?

Like so many of the other failure modes of groups (stupid but loud people having an over-sized influence, smart but shy people having no influence, stopping exploring the problem/solution space way to early, couching everything in weasel-words, etc), you can do so much better with an iterative process:

Written summary of everything said during brainstorming

All participants work on sub-problems on their own.

All participants present individual findings before whole group.

Repeat (solo-work becoming less about research and more about production as time goes on)

This gets to the heart of one thing I don't understand about "Overcoming Bias: The Blog-site".  Is the idea to stamp out bias in others, or is the idea to prevent bias in ourselves?

The only people who have a chance over "overcoming-bias" are the ones striving for a goal under significant constraints.  Because the are the only ones willing to shoulder the burden of consistent rationality.

So, if you are an emperor wanting honest advice on your wardrobe, then Asch's results suggest that 'planting' one or more dissenters would be a good way to get it.

It's probably one of the many useful functions of the court jester :)

It's useful until the jester gains a reputation as someone whose views shouldn't be taken seriously, at which point the jester's dissent may begin to have the opposite effect.

This can be countered, the emperor can occasionally take the jester's side, and the jester can hide serious views behind a mask of silliness.

Progress comes from the persons willing to be different and create a new approach to solving problems--or entire new industries.  Conformity is the bane of the politically correct approach to "consensus."  In a conformity environment the best one can hope for is a local optimum solution that will likely be outworn quickly as reality sets in.

The rush to premature consensus destroys the possibility of achieving a global optimum.

In Russia and China one can be shot for being different.  In the west, one is merely ostracized and demonized.

In Russia and China one can be shot for being different.

I think you might need to update your beliefs about Russia. The ones you seem to have are stuck in the 1930s-1940s.

http://news.blogs.cnn.com/2012/08/17/russian-court-to-rule-in-pussy-riot-trial/?iref=allsearch

I wonder: by introducing dissenters can one get people to disagree too much with the majority?

Is the idea to stamp out bias in others, or is the idea to prevent bias in ourselves?

The only persons we can help to become more rational are those who have freely chosen to try to become more rational.  It is impossible with our current technology to force another person to become more rational against his will.

The mere fact that you asked that question makes me a little worried about you, manuel.  Consider avoiding for a few years anyone who describes their politics as "progressive" or Leftist or who frequently appeals in a unquestioning way to the ideal of "social justice",  diversity or multiculturalism!

Note that the progressives and the Leftists can and do prevent people in strategic occupations such as the media and the universities from expressing certain beliefs in public, but that is different from being able to force them to become more rational.

Of course other groups try to stamp out beliefs and opinions, too, but someone who comments here was most  likely led to the idea that it might be a good idea to stamp out bias in others by the Leftists or the progressives.

The only people who have a chance over "overcoming-bias" are the ones striving for a goal under significant constraints.

I've always wondered, since I was very small, why 'The Emperor's New Cloths' as commonly told doesn't include the scene where the Emperor has the Imperial Guard clear the street with a sabre charge.

Probably for the same reason as that the proverb doesn't go:

In the land of the blind, the one-eyed man is burned at the stake for espousing the heresy of light in our kingdom of blessed darkness.

People are trying to make their own point with proverbs... and don't like them to be turned back upon themselves.

That sounds like a H. G. Wells story (you can listen to it here).

Because, once the child had said it and everyone was laughing, it was too late.  Everyone knows the emperor is an idiot now, his authority is pretty well broken.  If he gets violent at that point his head will be on a spike by sundown.  

Which...  Not all emperors in real history have been that smart.  So it could be a fitting end for the story nonetheless.
 

The mere fact that you asked that question makes me a little worried about you, manuel.

I call myself a liberal.  Not because I act or think like most self-described liberals, but because the simple word "liberal" sends waves of debilitating revulsion through many people.  Precisely the people whom I identify with a low probability of sustaining rational thought.

I am a liberal, but I am profoundly uninterested in coercing change in the beliefs or behavior of others.  I find it a full-time job to coerce change in the beliefs and behavior of myself, consistent with goals, values, responsibilities, and personal roles I choose for myself.  After working on myself, there is no time or energy left to try to affect others.

Frankly, I have zero confidence in any program of coercing change in the beliefs or behavior of others, regardless of the agency or the means.  The specific means always overtake whatever was the initial positive goal.  And the outcome becomes waste, sin, or cruelty.

That is what I find puzzling about "Overcoming Bias: The Blog Website".  It is interesting when it discusses self-disciplines that are conducive to rationality.  It is puzzling when it discusses irrationality of others.  Because there is no agency or means to force others to be rational.

It is puzzling when it discusses irrationality of others. Because there is no agency or means to force others to be rational.

I think there's a hope that we'll find ways of persuading others. So it's worth tossing ideas around just on the offchance we'll find new and more potent tools for that purpose.

It also helps us feel better about our own choice ;)

Sorry for reading your question in an uncharitable way and for lecturing you, manuel.  You have made me aware that the name of this blog is less than ideal because it admits  an unfortunate second interpretation (namely, "stamping out bias in others").

Stamping out is definitely excessively strong, but perhaps finding ways to promote social structures which in turn help promote rationality is not too much?

It is well known that capable leaders consciously surround
themselves with advisers who hold competing views, with at
least some able to tell the leader when things are not going
well.  We have just been seeing a counterexample of this in
an important real world position for the last seven years...

In some companies I've worked for, we've found ways of running meetings that encouraged contributing information that is considered an attack in many other companies.  The particular context was code reviews, but we did them often enough that the same attitude could be seen in other design discussions.  The attitude we taught the code's presenter to have was appreciation for the comments, suggestions, and actual bugs found.  The catechism we used to close code reviews was that someone would ask the presenter whether the meeting had been valuable, and the appropriate response was always "yes".  The presenter could find different things to say about the value contributed by the attendees, but that catechism reinforces the point of view that improving the code is worth the time spent by the reviewers.  As people get better at reviewing and being reviewed in the proper spirit, everyone who worked with us seemed to learn that finding fault with the code and explaining the problem clearly helped the company produce better products.

Once the engineers had learned how to provide constructive criticism, and others in the company learned to understand the spirit in which it was intended, it was easier to present disagreement on other subjects without needing to disagree at the end.

Assuming spontaneous original thought is too difficult (and I doubt anything in this comment is original), how about this as a ritualised way of avoiding group-think:

A company has regular meetings to discuss its tactics.  However, before the meeting, the boss tells one of the participants to be a rebel.  (The others don't know who is the designated rebel at a given meeting, but it is understood that everyone will be told to play rebel sooner or later, for fairness if nothing else.)  The rebel's job is to come up with persuasive arguments against the consensus position, even if it's a consensus the boss is believed to support (assuming the matter is still up for discussion).  The rebel doesn't have to always take a minority position, so as not to force him into absurdities, but he has a bias in favour of rebellious behaviour because it will please the boss.

Why the secrecy?  Because the uncertainty about who is the rebel creates a window for other participants to genuinely express anti-consensus opinions, something they'd otherwise be afraid to do for fear of ostracism.  This is the real purpose of the rebel from the perspective of the boss.

Now the danger here is that the designated rebel will come to the meeting wearing black, so to speak, and so won't actually count for much in the social perspective of the other participants.  However, the rebel has an incentive not to make it so obvious. In fact, even the would-be conformists benefit from disguising the rebel, if they think the consensus is genuinely the right position, because as soon as the rebel is unmasked, the aura of the boss is also clear to see on him, so others would be socially obliged to show him more respect.  (But this could make them inclined to agree with him, which makes his job as rebel intellectually taxing, coupled with the extra pressure of increased attention, so he won't enjoy this reverence too much.)  Also, the others may feel sympathy for the rebel, because it's not a role he has chosen, and the chances are that they will be called on to do the same.  This sympathy also extends to possible rebels.  So this will hopefully make dissent much more socially acceptable, and reduce the urge to 'destroy the traitor' by ignoring or ridiculing him.

Why have only one rebel?  Because if everyone were rewarded for rebellion, it would create constant disagreement for the sake of it.  (To make it clear, the boss does not automatically reward all rebellions in the meeting, only those of the designated rebel.)  The designated rebel is just there to break the spell of unanimity.  He is made to sacrifice much of his own freedom of action, but in a decent-sized group this is hopefully compensated for by the increased independence of the others.

Does this kind of manufactured dissent actually work in reducing bias overall?  Or would the 'we hate the lone rebel' bias prove too strong to overcome, even when it's theoretically trumped by the approval of the boss?

I've been in a meeting where this was done and an openly designated "contrarian" was appointed. The specific instance where this was performed was a "diversity" training, so YMMV.

He didn't do anything. He was too new and high in the organization to be effective. His position, when he did speak up, made it unlikely that someone would contradict his contradictions. While eventually he became effective at his job (replacing a much-loved person, no easy task), it was still simply not like him to do this; we all saw it and he didn't work out in this contrarian role.

Some very good points. I think this is the same phenomenon that means that when a single person sees a traffic accident, they'll instantly phone for help and get involved. When the same accident happens in a crowded street, everyone looks at everyone else to see what to do.... I'm sure this has been mentioned in a past post though.

If only everyone had a built-in heuristic saying 'Shut your eyes! Decide what you think! Now, open your eyes and go for it!'

Eliezer - I can't count the number of times I've arrived on the scene to meet some (normally-rational) friends who, for the sake of politeness, have 'chosen' to embark on a truly silly 'agreed' course of action. This even occurs to the point where when asked 'what were you thinking?', the response is simply to look at one another and wait for an answer....

Another thing from software development: I know companies that try to decrease this effect when making estimates in planning, by giving every team member a stack of cards with possible guesses (1 day, 2 days, 3 days, 5 days, etc). Each member chooses a card in secret, then everybody turns theirs over at the same moment. If everybody more or less agrees, then that value is chosen. If there's disagreement, they talk more (typically people who chose outliers get to explain why), then the procedure is repeated.

First step is clearly good, in the second step conformity is probably a factor again.

Another interesting point (not for this discussion, but for software estimates :-)) is that the numbers on the cards are the fibonacci series, and they don't actually have hours or days, but "points". The project leader has historical data that tells him how long one "point" actually took in past projects.

An obvious fix is to make this a secret ballot- shuffle together the chosen answers and set aside the others. This would make it far easier to dissent. The dissenter might choose not to speak up if the group asks who the dissenter was, but the mere presence of the outlier should spur debate.

Machiavelli actually strongly advises that a prince should avoid flatterers (ie conformists). In fact, in "the Prince", he specifically says "the only way to safeguard yourself against flatterers is by letting people understand that you are not offended by the truth".

Perhaps you're confusing this advice with that of Castiglione's "The Courtier", which was aimed at a different audience. "The Courtier" has a lot of advice about how to suppress your own thoughts and feelings so as to put on a proper show for one's peers.

Advice for princes is different to advice for their lackeys ;)

In fact, in "the Prince", he specifically says "the only way to safeguard yourself against flatterers is by letting people understand that you are not offended by the truth".

Or you could deliberately say stupid things sometimes and shun anyone who agrees with you. (A common courtship behavior, with the origins of the 'courtship' term being rather pertinent.)

I like this one. It reminds me of something that I heard at a Billy Connelly show once.

He was wearing eye-wateringly lurid, stripey pants, and told us this was his "idiot detector"... anybody that tried to make fun of him, he didn't need to bother talking to. 

He also recommended hideous brooches (for men) for the same purpose... eg three flying ducks.

Did he happen to mention the necessity of acquiring high status via other means (or signalling conformance to high status trends in most other areas) before trying things like this?

Not that I recall... though I suspect that it'd actually work better as an idiot detector if you were not of high status... because you would be more likely to get an honest reaction.

If I were somebody very famous - some people might actually repress their natural tendencies to be an arse about something they didn't expect... and instead assume that I was being "avant garde"... ie a fashion inspiration instead.

A group of rationalists might agree to pretend there's a difference, but it's not how human beings are really wired.

Is this the most that we can accomplish, agree to pretend?

The thought always occurred to me that The Emperor's New Clothes represent a religious allegory. 

I remember as a child I always thought other people could hear and see and communicate with God and that I was the only one which could not. Hence I would always pretend to be able to see the clothes of the Emperor. 

Indeed, if there are no dissenters then you don't want to be the first. 

so a good thing to do can be to voice a disagreement with the group (even if you don't know the answer), in order to give someone else the courage to speak the truth, and then support whatever it is he said (assuming for some reason you still can't know the answer)? 

that's assuming that other people aren't likely to speak up whatever just so someone else will speak the truth, so it's probable that if someone defy the group he has a good reason to think he's right. 

There will be a Sequences Discussion Club event to talk about this post. Join us on Clubhouse tonight for a ~1h discussion. https://www.joinclubhouse.com/event/PQRv1RoA



Lonely Dissent

Asch’s conformity experiment showed that the presence of a single dissenter tremendously reduced the incidence of “conforming” wrong answers. Individualism is easy, experiment shows, when you have company in your defiance. Every other subject in the room, except one, says that black is white. You become the second person to say that black is black. And it feels glorious: the two of you, lonely and defiant rebels, against the world!1 

But you can only join the rebellion after someone, somewhere, becomes the first to rebel. Someone has to say that black is black after hearing everyone else, one after the other, say that black is white. And that—experiment shows—is a lot harder.

Lonely dissent doesn’t feel like going to school dressed in black. It feels like going to school wearing a clown suit.

That’s the difference between joining the rebellion and leaving the pack.

If there’s one thing I can’t stand, it’s fakeness—you may have noticed this. Well, lonely dissent has got to be one of the most commonly, most ostentatiously faked characteristics around. Everyone wants to be an iconoclast.

I don’t mean to degrade the act of joining a rebellion. There are rebellions worth joining. It does take courage to brave the disapproval of your peer group, or perhaps even worse, their shrugs. Needless to say, going to a rock concert is not rebellion. But, for example, vegetarianism is. I’m not a vegetarian myself, but I respect people who are, because I expect it takes a noticeable amount of quiet courage to tell people that hamburgers won’t work for dinner.2

Still, if you tell people that you’re a vegetarian, they’ll think they understand your motives (even if they don’t). They may disagree. They may be offended if you manage to announce it proudly enough, or for that matter, they may be offended just because they’re easily offended. But they know how to relate to you.

When someone wears black to school, the teachers and the other children understand the role thereby being assumed in their society. It’s Outside the System—in a very standard way that everyone recognizes and understands. Not, y’know, actually outside the system. It’s a Challenge to Standard Thinking, of a standard sort, so that people indignantly say, “I can’t understand why you—” but don’t have to actually think any thoughts they had not thought before. As the saying goes, “Has any of the ‘subversive literature’ you’ve read caused you to modify any of your political views?”

What takes real courage is braving the outright incomprehension of the people around you, when you do something that isn’t Standard Rebellion #37, something for which they lack a ready-made script. They don’t hate you for a rebel. They just think you’re, like, weird, and turn away. This prospect generates a much deeper fear. It’s the difference between explaining vegetarianism and explaining cryonics. There are other cryonicists in the world, somewhere, but they aren’t there next to you. You have to explain it, alone, to people who just think it’s weird. Not forbidden, but outside bounds that people don’t even think about. You’re going to get your head frozen? You think that’s going to stop you from dying? What do you mean, brain information? Huh? What? Are you crazy?

I’m tempted to essay a post facto explanation in evolutionary psychology: You could get together with a small group of friends and walk away from your hunter-gatherer band, but having to go it alone in the forests was probably a death sentence—at least reproductively. We don’t reason this out explicitly, but that is not the nature of evolutionary psychology. Joining a rebellion that everyone knows about is scary, but nowhere near as scary as doing something really differently—something that in ancestral times might have concluded, not with the band splitting, but with you being driven out alone.

As the case of cryonics testifies, the fear of thinking really different is stronger than the fear of death. Hunter-gatherers had to be ready to face death on a routine basis—hunting large mammals, or just walking around in a world that contained predators. They needed that courage in order to live. Courage to defy the tribe’s standard ways of thinking, to entertain thoughts that seem truly weird—well, that probably didn’t serve its bearers as well. We don’t reason this out explicitly; that’s not how evolutionary psychology works. We human beings are just built in such fashion that many more of us go skydiving than sign up for cryonics.

And that’s not even the highest courage. There’s more than one cryonicist in the world. Only Robert Ettinger had to say it first.

To be a scientific revolutionary, you’ve got to be the first person to contradict what everyone else you know is thinking. This is not the only route to scientific greatness; it is rare even among the great. No one can become a scientific revolutionary by trying to imitate revolutionariness. You can only get there by pursuing the correct answer in all things, whether the correct answer is revolutionary or not. But if, in the due course of time—if, having absorbed all the power and wisdom of the knowledge that has already accumulated—if, after all that and a dose of sheer luck, you find your pursuit of mere correctness taking you into new territory . . . then you have an opportunity for your courage to fail.

This is the true courage of lonely dissent, which every damn rock band out there tries to fake.

Of course, not everything that takes courage is a good idea. It would take courage to walk off a cliff, but then you would just go splat.

The fear of lonely dissent is a hindrance to good ideas, but not every dissenting idea is good.3 Most of the difficulty in having a new true scientific thought is in the “true” part.

It really isn’t necessary to be different for the sake of being different. If you do things differently only when you see an overwhelmingly good reason, you will have more than enough trouble to last you the rest of your life.

There are a few genuine packs of iconoclasts around. The Church of the SubGenius, for example, seems to genuinely aim at confusing the mundanes, not merely offending them. And there are islands of genuine tolerance in the world, such as science fiction conventions. There are certain people who have no fear of departing the pack. Many fewer such people really exist, than imagine themselves rebels; but they do exist. And yet scientific revolutionaries are tremendously rarer. Ponder that.

Now me, you know, I really am an iconoclast. Everyone thinks they are, but with me it’s true, you see. I would totally have worn a clown suit to school. My serious conversations were with books, not with other children.

But if you think you would totally wear that clown suit, then don’t be too proud of that either! It just means that you need to make an effort in the opposite direction to avoid dissenting too easily. That’s what I have to do, to correct for my own nature. Other people do have reasons for thinking what they do, and ignoring that completely is as bad as being afraid to contradict them. You wouldn’t want to end up as a free thinker. It’s not a virtue, you see—just a bias either way.

1Followup interviews showed that subjects in the one-dissenter condition expressed strong feelings of camaraderie with the dissenter—though, of course, they didn’t think the presence of the dissenter had influenced their own nonconformity.

2Albeit that in the Bay Area, people ask as a matter of routine.

3See Robin Hanson, “Against Free Thinkers,” Overcoming Bias (blog), 2007, http://www.overcoming-bias.com/2007/06/against_free_th.html.

In addition to suffering social disapproval when they first make their contrary claims, the lonely dissenter should realize that even if they are eventually proven right, they will likely still lose socially compared to if they had not so dissented.

Yes, I would totally wear that clown suit to high school. My classmates would have loved it! (My, shall we say, eccentricities... won me a strange sort of popularity.)

Also, having had the experience of repeatedly being able to come up with correct answers that almost all the other students could not has made me perhaps a little more confident in myself than I should be.

My freshman chemistry class in college had multiple choice exams; when taking the final, I noticed that, on one problem, my solution didn't match any of the answers, but after going over it several times, I couldn't find any mistake in my work. I eventually decided that the error was not mine, and spoke up. As it turns out, the question did contain a mistake that affected the answer, and I was the only one confident enough to question the question!

I once had a math teacher who put an impossible question on the final exam, as his quiet way of reinforcing that you have to actually think sometimes. He was a bit shocked when I pointed out that there were actually two, due to a typo in another question :)

"What takes real courage is braving the outright incomprehension of the people around you,"

I suspect that autistics are far more willing than neurotypicals to be true iconoclast because many neurotypicals find autistics incomprehensible regardless of what the autistics believe.  So the price of being an intellectual iconoclast is lower for autistics than for most other people.

Yes -- I was going to reply to "There are certain people who have no fear of departing the pack" with "there are some people who can't stay with the pack!".

These (not just the autistics, but also other neurodiverse folks) are the true "natural outsiders".  As demonstrated by the OP's comments, their presence in a group (or contrariwise their exclusion) has nontrivial effects on how a group acts, and especially how it deals with challenges.

There's a distinction between contradicting everyone else (lonely dissent) and proposing something new. Dissent takes courage, not necessarily proposing something new, because one might suppose that people will find the new thing acceptable. For example, I'm not sure that Ettinger needed more courage than modern cryonicists-- he gives the impression that he expected his idea to be accepted as an obviously great idea, once it was proposed. It seems he was rather surprised by the world's reaction.

Eliezer, never mind black, the true iconoclasts don't go to school. I quit in 10th grade and became an emancipated minor. In the three years prior, I refused to do homework, citing the 13th Amendment. My motivation echoes yours: I could not abide fakers, and public school abounds with them. Fake lessons. Fake arguments. Fake sentiments. Public school is a thinly disguised day care center.

Fortunately, education is not the same as schooling, and there are plenty of ways to become better educated in private life. Then I discovered as an adult that being unconventionally educated could be a competitive advantage.

Eliezer, never mind black, the true iconoclasts don't go to school. I quit in 10th grade

"They usually resort to the script of presuming a personal insult" instead of rightly apprehending the point you're making, which is...?

This is the difficulty I have with your comments, Caledonian. You always leave the interesting part out. (This is not a personal insult, by the way -- just a straightforward observation.)

Actually, I think that historians would love to wake up random people from way back when, whether or not they were famous at the time.

Hard to see how that's a rebuttal Caledonian.  Probably won't work AND probably no data worth saving still adds up to better odds than definitely worm-food.  I guess it's possible that some cryonicists might find their values better served by offering their brains for scientific research, but that basically goes under the category "dying for a cause" even if the dying part was very likely anyway.

You're ignoring the, currently, $200,000 expense that goes in to being preserved via Alcor. I dare say $200K is a vastly unreasonable bet to place if you're assuming "probably no data worth saving".

GiveWell currently rates the price of a single life at around $1,000. That's 200 lives saved for the price of your cryonic preservation. Even assuming they're off by an order of magnitude, that still leaves a 20:1 ratio.

Gee, how could anybody ever assume hostility from an innocent statement like that. "Please don't take this the wrong way, but you're completely worthless and we'd all be better off if you just died. No offense intended."

I'm not sure what Caledonian is getting at but sometimes I see arguments from immortalists about the number of lives lost (needlessly) every day (I think I've seen such from Eliezer) and they have the exact opposite of the intended effect on me.  Momentarily I find myself a committed "pro-mortalist."  Perhaps the hardest thing to accept is that human life has no such inherent value.

Of course, if you dissent in more than one way, you'll probably hurt both causes by linking them together in people's perception, so you're probably better off toeing the line in all ways until you find something you're reasonably sure is the most important thing you could possibly dissent on.

Token message of attention-grabbing dissent for your collective pleasures:

There is no point saying 'the world needs that first dissenter'. Tell people to be rational, tell people to avoid biases, great, but 'dissenters can be useful' can never be a heuristic. Who does it? When should they do it? To what degree? Pluralism is great, but we can't say 'let's be pluralistic, who wants to disagree with our idea?' Shooting yourself in the head is almost universally considered to be A Bad Thing, but that doesn't mean we need someone to come out and advocate it so we can see the error of our ways. Stupidest person, light outside, sun shining etc. The only useful lesson I can draw from the above is 'if your idea is universally lauded, find a devil's advocate.' This doesn't happen in the real world.

Dissent can be a good thing; it keeps us honest, even when it's wrong. But it can only ever be an emergent phenomenon, never part of the design. Everyone above - are you proud of your anecdotes of brave individuality? If so, you haven't understood. I'd much rather reach my last breath and be able to say 'I was true to myself,' not 'that clown suit really f*cked with their heads.'

Eliezer - surely getting weird looks when trying to explain your immortality scheme to the pagan types gives you get a warm fuzzy rational glow rather than a feeling of being outcast?

Oh, and either 'camaraderie' or 'comradeship' please! ;)

"""But if you think you would totally wear that clown suit, then don't be too proud of that either!  It just means that you need to make an effort in the opposite direction to avoid dissenting too easily.  That's what I have to do, to correct for my own nature."""

I know exactly what you mean.  I often see myself dissenting with the majority.  Unfortunately, it is difficult to tell if I do so because I am Right, or because I want to be Different.

Sure, I can use logic.  But, how do I know I am being a Rationalist, rather than just Rationalizing?  It's easy to make up arguments (even coherently logical ones) to support incorrect conclusions.  Look at economists.

Lonely dissent doesn't feel like going to school dressed in black.  It feels like going to school wearing a clown suit.

Debating cryonics with my friends, I have been feeling this an awful lot.

A social suggestion for dissent.
 This happened to me by chance, but if you are the kind, like me,  that would enjoy wearing pijamas in a steak house, or medidate in front of a public monument, you may read it as advice.
To lead others into dissent is usually much easier than to do it alone. So convincing a tiny group can sometimes be the best way to allow yourself to feel confortable with something. 
I've done some social outcast stuff, and usually I just talk people into it, once they have the information that you will do it, they will do it as well.
I was the first transhumanist in Brazil (circa 2003), I first dissented online, finding "gurus" Bostrom, Yudkowsky, Cordero etc... Soon I decided for cryonics. But only now, after seven years I have actually subscribed, and decided to work towards a better posthuman world. This is because it took some seven years to convince a sufficient amount of my friends (let's say, 9) that I'm not fuc*#ng crazy.   I'm too social, so 9 was my natural threshold, but probably most people would dissent happily with one or two. 

In the Asch experiment, there are three lines.  What happens if A is really the longest, all but one confederate says B is longest, and one confederate dissenter says C is longest?

We were able to conclude that dissent per se increased independence and moderated the errors that occurred, and that the direction of dissent exerted consistent effects.

Asch experiment. PDF. Page 5, column 2, paragraph 1.

Forget the clown suit. Try defending theism in a place where atheism reigns. Try being chaste before marriage and happily married after. Try to stand up for what you know to be right even if no one else around you is.

It is fashionable and respectable to be a dissenter in pre-approved areas of dissent, try instead to stand up for the norms  which one knows to be right, and see what happens. 

This is the true lonely dissent and the true rebellion for which the "tolerant" are not able to tolerate regardless of whether it is right or true. 

I'm somewhat ambivalent about this.  The Internet makes it much easier to find like opinions, but that capability can be used just as easily to reinforce existing biases as to dissolve them, a privilege previously available only to the cultural mainstream in a given region.  That does make forming or belonging to a subculture a lot easier -- and the Internet seems to be pushing out mass culture in its ~1945 to ~1995 form, as a result -- but it's not as easy to conclude that it makes people's opinions on average any more adaptive.

I suppose we can expect a polyculture to be more resistant to infection, at least.  That's a plus.

"I would totally have worn a clown suit to school.  My serious conversations were with books, not with other children."

The same goes for me.
But then, our teachers told us not to be afraid to ask "silly" questions and express weird ideas.  If you aren't the best and you aren't nearly the worst student, a lot of others would be thinking along same lines at the moment.  Our teachers pointed that our... and it helped, actually.  Well, it wasn't your average school.

"But if you think you would totally wear that clown suit, then don't be... (read more)

What about those who merely play "devils advocate," by presenting the dissenting opinion in situations where there's a general consensus, whether or not the presenter agrees with the dissenting opinion? I just hate it when people all agree on one topic without even considering other veiwpoints. Would that just be playing the iconoclast role, or would it just be giving people more options in their choices?

It's a universal phenomena. Every social animal despite its social behaviour will have certain outliers. This is true not just among animals but also other elements of the universe including galaxies of stars and planets. 

There would exist among the homogeneous mass, a few outliers. That's the Universe's way to provide for evolution. Without dissent and difference, life would not be sustainable.

In my experience, most people react to learning that I'm vegetarian by trying to argue me out of my crazy non-meat-eating ways. Usually just praising the taste of various meat products, but dire warnings of malnutrition are also popular. Some people can get quite angry at you, presumably based on the fact that choosing vegetarianism on ethical grounds tactitly labels meat-eaters as unethical.

I wouldn't have worn a clown suit in high school, per se... but in college I made campus newspapers (plural; I transferred from one university to another and one major to another mid-undergraduate... and thus ended up taking five years for my bachelor's) by wearing fake fox ears and tails, and later a bright blue cloak. Not because I wanted to make a statement. Not because I was TRYING to make everybody's day a bit more surreal, though that was definitely a bonus. Just because I wanted to, and wasn't about to let conformity get in the way.

Yeah, I've definitely had to learn the hard way to tone it down with respect to having ideas and interests that run completely orthogonal to familiarity with peers/society.

Perhaps what annoys me even more is when I like something that coincidentally has associated with it one of those Outside The Box groups, when I don't want to be associated with that group, or more accurately, don't want to have to hear the canned response for it, whatever it may be.

For example, I like heavy metal and anime, but have no desire to be a part of those counter-cultural group... (read more)

This strikes me as an unfortunately place and time-sensitive OvercomingBias/LessWrong post.  As the moral character and fashions change with the change of generations, it's going to lose its edge.  While the reader is going to vaguely understand the general idea...they may not really 'get' why or that cryonics was that far outside the overton window to begin with.  It might warrant relooking at or retelling this particular set of stories in a more recent context later on.  I wonder if the retelling of the Sequences later on end up doing just this.

But the question is, is the expected utility and the probability of success of dissenting high enough to outweigh the risks? A true dissenter would face the risk of being ostracised and potentially losing their grounds to be paid attention to - in which case only the dissenter would experience any change: that of the quality of their life experience drastically dropping. Furthermore, what if dissenting actually causes a decrease in expected utility? (e.g. It would be better to conform now and dissent later when one has gained a high enough status to be listened to.)

When does the benefit outweigh the cost? When is it better to outright dissent rather than to introduce a shift in thinking from inside the pack?

All throughout highschool I wanted to learn to play the guitar. But at that point in time almost everyone I knew was learning to play the guitar, and I sure wasn't going to do what everybody else did. Now, six years later, I'm finally learning. It's a real shame let my disgust of conformity drive me away from putting off something I now love.

We should create a process to rate the degree of dissent of every action, story, idea. That way after a small inventory, we could all have our 'dissent score'. And by this way know if we have to correct our biais towards more social efficiency or towards more edgy thoughts.

The overcoming bias link in footnote 3 is broken, here's a working version:

https://www.overcomingbias.com/2007/06/against_free_th.html

Funnily enough, while I did not wear a clown suit to school, I did wear a bright green cape. Not for any particular reason either. Perhaps it would be wise of me to make that effort to avoid being biased towards nonconformity. I wouldn't consider myself an iconoclast though, although now that I think about it, my goal of combatting aging with the idea of living forever has earned me many criticisms. 
I suppose I just haven't thought to measure how lonely my beliefs are.
That said, there are also the beliefs I keep to myself in the name of conformity, so I've come to the conclusion that humans are complicated.

Asch’s conformity experiment showed that the presence of a single dissenter tremendously reduced the incidence of “conforming” wrong answers. Individualism is easy, experiment shows, when you have company in your defiance. Every other subject in the room, except one, says that black is white. You become the second person to say that black is black. And it feels glorious: the two of you, lonely and defiant rebels, against the world! 

It’s probably worth noting that most people are actually pretty okay with being lone dissenters—at least if we’re going b... (read more)

http://www.overcoming-bias.com/2007/06/against_free_th.html.

This link should be: https://www.overcomingbias.com/p/against_free_thhtml (removing the hyphen will allow a successful redirect).



The Genetic Fallacy

In lists of logical fallacies, you will find included “the genetic fallacy”—the fallacy of attacking a belief based on someone’s causes for believing it.

This is, at first sight, a very strange idea—if the causes of a belief do not determine its systematic reliability, what does? If Deep Blue advises us of a chess move, we trust it based on our understanding of the code that searches the game tree, being unable to evaluate the actual game tree ourselves. What could license any probability assignment as “rational,” except that it was produced by some systematically reliable process?

Articles on the genetic fallacy will tell you that genetic reasoning is not always a fallacy—that the origin of evidence can be relevant to its evaluation, as in the case of a trusted expert. But other times, say the articles, it is a fallacy; the chemist Kekulé first saw the ring structure of benzene in a dream, but this doesn’t mean we can never trust this belief.

So sometimes the genetic fallacy is a fallacy, and sometimes it’s not?

The genetic fallacy is formally a fallacy, because the original cause of a belief is not the same as its current justificational status, the sum of all the support and antisupport currently known.

Yet we change our minds less often than we think. Genetic accusations have a force among humans that they would not have among ideal Bayesians.

Clearing your mind is a powerful heuristic when you’re faced with new suspicion that many of your ideas may have come from a flawed source.

Once an idea gets into our heads, it’s not always easy for evidence to root it out. Consider all the people out there who grew up believing in the Bible; later came to reject (on a deliberate level) the idea that the Bible was written by the hand of God; and who nonetheless think that the Bible is full of indispensable ethical wisdom. They have failed to clear their minds; they could do significantly better by doubting anything the Bible said because the Bible said it.

At the same time, they would have to bear firmly in mind the principle that reversed stupidity is not intelligence; the goal is to genuinely shake your mind loose and do independent thinking, not to negate the Bible and let that be your algorithm.

Once an idea gets into your head, you tend to find support for it everywhere you look—and so when the original source is suddenly cast into suspicion, you would be very wise indeed to suspect all the leaves that originally grew on that branch . . .

If you can! It’s not easy to clear your mind. It takes a convulsive effort to actually reconsider, instead of letting your mind fall into the pattern of rehearsing cached arguments. “It ain’t a true crisis of faith unless things could just as easily go either way,” said Thor Shenkel.

You should be extremely suspicious if you have many ideas suggested by a source that you now know to be untrustworthy, but by golly, it seems that all the ideas still ended up being right—the Bible being the obvious archetypal example.

On the other hand . . . there’s such a thing as sufficiently clear-cut evidence, that it no longer significantly matters where the idea originally came from. Accumulating that kind of clear-cut evidence is what Science is all about. It doesn’t matter any more that Kekulé first saw the ring structure of benzene in a dream—it wouldn’t matter if we’d found the hypothesis to test by generating random computer images, or from a spiritualist revealed as a fraud, or even from the Bible. The ring structure of benzene is pinned down by enough experimental evidence to make the source of the suggestion irrelevant.

In the absence of such clear-cut evidence, then you do need to pay attention to the original sources of ideas—to give experts more credence than layfolk, if their field has earned respect—to suspect ideas you originally got from suspicious sources—to distrust those whose motives are untrustworthy, if they cannot present arguments independent of their own authority.

The genetic fallacy is a fallacy when there exist justifications beyond the genetic fact asserted, but the genetic accusation is presented as if it settled the issue. Hal Finney suggests that we call correctly appealing to a claim’s origins “the genetic heuristic.”1

1Source: http://lesswrong.com/lw/s3/the_genetic_fallacy/lls.

"later came to reject (on a deliberate level) the idea that the Bible was not written by the hand of God

In a practical sense, the genetic fallacy isn't necessarily a fallacy for two reasons, as far as I can discern. First, because there are too many things to know, it's impossible to verify everything to the extent that experts in the field have. I couldn't tell you how scientists know benzene has a ring structure, much less replicate the experiment for myself. I could, but I both find there are more interesting things to learn, and that, knowing something about the scientific method and how scientists are certain about it, I'm comfortable making an appeal to authority and a genetic argument (not from its original source, but the origin of the belief of the countless chemists who do know the structure of benzene).

The other is that belief does have to be explained. The fact that millions of people, and some very intelligent ones, believe that the Bible is the word of God is not trivial. In fact, it cries out for explanation, and being in the minority, you have to consider that maybe you're the one who's wrong. Of course, if you consider that humans are extremely biased animals, and that religion touches on quite a few of them, then this appeal to majority doesn't sound very compelling at all--but that's once you have an explanation for it. Without it, I might always suspect that I'm the crank who thinks he's disproved General Relativity.

Ideally, neither of these lines of thought would be necessary, but in practice, the causes of belief are quite relevant.

One thing to be aware of when considering logical fallacies is that there are two ways in which people consider something to be a fallacy. On the strict account, it is a form of argumentation that doesn't rule out all cases in which the conclusion is false. Appeals to authority and considerations of the history of a claim are obviously fallacious in this sense. The loose account is a form of argumentation that is deeply flawed. It is in this sense that appeal to authority and considerations of the history of a claim may not be fallacious, for they sometimes give us some useful reasons to believe or disbelieve in the claim. Certain considerations don't give deductive (logical) validity, but do give Bayesian support.

Confusing - now the central question of rationality is no longer "why do you believe what you believe?"

Eliezer, I think the point you've made here generalizes to several things in the standard fallacy lists, usually which take the form:

X Fallacy: Believing Y because of Z, when Z doesn't ABSOLUTELY GUARANTEE Y.

...even though, it turns out, Z should raise the probability you assign to Y.

Appeal to authority: An expert in the field believing something within that field doesn't guarantee its truth, but is strong evidence.

Argument from ignorance: The fact that you haven't heard of any good arguments for X, doesn't mean X is necessary false, but if most of humanity has conducted a motivated search for it and come up lacking, and you've checked all such justifications, that's strong evidence against X.

I generally agree here, but I think it gives too little benefit to genetic reasoning.

For example, I sometimes listen to Neal Bortz when driving, due to the channel already being set when I started the car.  One day he suddenly started going on and on about drilling for oil off the coast and in Alaska.  This was at the exact time the Mcain campaign and Republicans in general started a coordinated effort to push this issue, probably to play election politics with oil prices.

Anyway, Bortz has lots of reasonable arguments to support his claim that we should be drilling, and there is a pretty strong case to be made for it in general, and he doesn't use underhanded arguments about oil prices, and he admits it will be 10 years before the oil starts to flow -- in other words, he is not deceptive.  However, he does not give any fair analysis of the arguments against drilling (probably due to not fully understanding them).

What I'm saying is that, if your goal is to set some rules of thumb to help you best find the truth despite mental biases, you should discount any argument that seems to come from some sort of sales pitch, even if it is well documented and researched, with supporting evidence.  The rule is not easy to state succinctly, but it is basically: "You have to heavily discount any argument made by a group who will make money if they can successfully persuade people."  Notice that the rule makes no mention of the quality of the evidence!  That is because no evidence can be trusted if the source is biased, even if that source has no dishonest intentions.

Hypothetical example: A scientist working for Pharma is testing the safety of a potential drug.  The thing most likely to derail the drug is side effect X.  The scientist and Pharma work very diligently and prove that side effect X is not associated with this drug.  However, because the research was oriented at proving the drug safe, vs determining it's safety, almost all the brain-hours went toward thinking about things like "how do you control this experiment to ensure that such and such is controlled for" and not thinking about other safety issues.  Perhaps the pills then cause some unforeseen side effect, while not causing any that were considered at issue.

In that example, everyone acted honestly, but the research cannot be accepted with as much weight as independent testing, because there is unavoidable bias.

I'm very strict about this. I only accept claims that come out of science. I have a narrow definition of science based on lineage: you have to be able to trace it back to settled physics. Physics, chemistry, biochemistry, biology, molecular biology, neural biology, etc, all have strict lines of descent. Much of theoretical psychology, on the other hand (to give an example), does not; it's ab initio theorizing. Anything that is not science (so narrowly defined) I take to be noise. Systematic and flagrant abuse of the "genetic fallacy" is probably the quickest way to truth.

I have to largely agree with Poke here, although I'd be broader in my acceptance of what constitutes science. Too many times have I found ideas to be false which were rejected by mainstream science, but which seemed plausible and for which I was exposed to forceful advocacy (for example, that AIDS is not caused by the HIV virus). This makes me tend to doubt any and all ideas which come from a spirit of skepticism towards mainstream science. A more current example would be global warming skepticism, in all its many variants.

Instead of calling it the "genetic fallacy", maybe we should re-christen it the "genetic heuristic".

poke,
what do you think of IQ? isn't that ab initio theorizing, with poor foundations? That's certainly a reason to doubt that IQ is well-understood, eg, that a single g factor is so important, but are you saying that you reject the validity of predictions based on IQ? If I correctly understand your definition of science, it radically diverges from most people's usage which would include IQ.

Douglas Knight,
I'm not sure what predictions you're referring to. Statistical methods have a good pedigree. I take a correlation to be a correlation and try not to overinterpret it.

"This makes me tend to doubt any and all ideas which come from a spirit of skepticism towards mainstream science. A more current example would be global warming skepticism, in all its many variants."

Also, if you do happen to arrive at the right answer using a suspect methodology, it might be a good idea to inspect this methodology, since it's likely doing something correctly.

It is for this reason that Robert Aumann, super-smart as he is, should be entirely ignored when he opines about the Palestinian-Israeli conflict.

http://www.overcomingbias.com/2007/07/theyre-telling-.html

I actually had a long-time close friend who turned out to be something of a compulsive liar.

These days I place almost zero weight on him having stated anything as fact... But a strange thing happened: Some of these things entered my head as cached thoughts and I didn't remember their source at all - just that they were "true". This has managed to cause me some embarrassment in the past.

These days I often take care to mention what my source is for claims I make, so it's no longer a problem... But the general principle remains that most people don't always know where their "knowledge" came from.

It's like in programming, objects pointing to different versions of the same parent object—because our subconscious software cloned the parent object and not referred to a single copy of it. And now we have some unreviewed code and "belief leaks" (by the analogy with memory leaks).






Noticing Confusion

Your Strength as a Rationalist

The following happened to me in an IRC chatroom, long enough ago that I was still hanging around in IRC chatrooms. Time has fuzzed the memory and my report may be imprecise.

So there I was, in an IRC chatroom, when someone reports that a friend of his needs medical advice. His friend says that he’s been having sudden chest pains, so he called an ambulance, and the ambulance showed up, but the paramedics told him it was nothing, and left, and now the chest pains are getting worse. What should his friend do?

I was confused by this story. I remembered reading about homeless people in New York who would call ambulances just to be taken someplace warm, and how the paramedics always had to take them to the emergency room, even on the 27th iteration. Because if they didn’t, the ambulance company could be sued for lots and lots of money. Likewise, emergency rooms are legally obligated to treat anyone, regardless of ability to pay.1 So I didn’t quite understand how the described events could have happened. Anyone reporting sudden chest pains should have been hauled off by an ambulance instantly.

And this is where I fell down as a rationalist. I remembered several occasions where my doctor would completely fail to panic at the report of symptoms that seemed, to me, very alarming. And the Medical Establishment was always right. Every single time. I had chest pains myself, at one point, and the doctor patiently explained to me that I was describing chest muscle pain, not a heart attack. So I said into the IRC channel, “Well, if the paramedics told your friend it was nothing, it must really be nothing—they’d have hauled him off if there was the tiniest chance of serious trouble.”

Thus I managed to explain the story within my existing model, though the fit still felt a little forced . . .

Later on, the fellow comes back into the IRC chatroom and says his friend made the whole thing up. Evidently this was not one of his more reliable friends.

I should have realized, perhaps, that an unknown acquaintance of an acquaintance in an IRC channel might be less reliable than a published journal article. Alas, belief is easier than disbelief; we believe instinctively, but disbelief requires a conscious effort.2

So instead, by dint of mighty straining, I forced my model of reality to explain an anomaly that never actually happened. And I knew how embarrassing this was. I knew that the usefulness of a model is not what it can explain, but what it can’t. A hypothesis that forbids nothing, permits everything, and thereby fails to constrain anticipation.

Your strength as a rationalist is your ability to be more confused by fiction than by reality. If you are equally good at explaining any outcome, you have zero knowledge.

We are all weak, from time to time; the sad part is that I could have been stronger. I had all the information I needed to arrive at the correct answer, I even noticed the problem, and then I ignored it. My feeling of confusion was a Clue, and I threw my Clue away.

I should have paid more attention to that sensation of still feels a little forced. It’s one of the most important feelings a truthseeker can have, a part of your strength as a rationalist. It is a design flaw in human cognition that this sensation manifests as a quiet strain in the back of your mind, instead of a wailing alarm siren and a glowing neon sign reading:

1 And the hospital absorbs the costs, which are enormous, so hospitals are closing their emergency rooms . . . It makes you wonder what’s the point of having economists if we’re just going to ignore them.

2 From McCluskey (2007), “Truth Bias”: “[P]eople are more likely to correctly judge that a truthful statement is true than that a lie is false. This appears to be a fairly robust result that is not just a function of truth being the correct guess where the evidence is weak—it shows up in controlled experiments where subjects have good reason not to assume truth[.]” http://www.overcomingbias.com/2007/08/truth-bias.html .

And from Gilbert et al. (1993), “You Can’t Not Believe Everything You Read”: “Can people comprehend assertions without believing them? [...] Three experiments support the hypothesis that comprehension includes an initial belief in the information comprehended.”

It's strange that it sounds like a rationalist is saying that he should have listened to his instincts.  A true rationalist should be able to examine all the evidence without having to rely on feelings to make a judgment, or would be able to truly understand the source of his feelings, in which case it's more than just a feeling.  The unfortunate thing is that people are more likely to remember the cases when they didn't listen to their feelings which ended up being correct in the end, than all the times when they were wrong.

a rationalist should acknowledge their irrationality, to do otherwise would be to irrational.

When people think of "emotion" and "rationality" as opposed, I suspect that they are really thinking of System 1 and System 2 - fast perceptual judgments versus slow deliberative judgments. Deliberative judgments aren't always true, and perceptual judgments aren't always false; so it is very important to distinguish that dichotomy from "rationality". Both systems can serve the goal of truth, or defeat it, according to how they are used.

"I should have paid more attention to that sensation of still feels a little forced."

The force that you would have had to counter was the impetus to be polite.  In order to boldly follow your models, you would have had to tell the person on the other end of the chat that you didn't believe his friend.  You could have less boldly held your tongue, but that wouldn't have satisfied your drive to understand what was going on.  Perhaps a compromise action would have been to point out the unlikelihood, (which you did: "they'd have hauled him off if there was the tiniest chance of serious trouble"), and ask for a report on the eventual outcome.

Given the constraints of politeness, I don't know how you can do better.  If you were talking to people who knew you better, and understood your viewpoint on rationality, you might expect to be forgiven for giving your bald assessment of the unlikeliness of the report.

You can assume the paramedics did not follow the proper procedure, and that his friend aught to go to the emergency room himself to verify that he is OK.  People do make mistakes.

The paramedics are potentially unreliable as well, though given the litigious nature of our society I would fully expect the paramedics to be extremely reliable in taking people to the emergency room, which would still cast doubt on the friend.  

Still, if you want to be polite, just say "if you are concerned, you should go to the emergency room anyway" and keep your doubts about the man's veracity to yourself.  No doubt the truth would have come out at that point as well.

Reminds me of a family dinner where the topic of the credit union my grandparents had started came up.

According to my grandmother, the state auditor was a horribly sexist fellow.  He came and audited their books every single month, telling everyone who would listen that it was because he "didn't think a woman could be a successful credit union manager."

This, of course, got my new-agey aunts and cousins all up-in-arms about how horrible it was that that kind of sexism was allowed back in the 60s and 70s.  They really wanted to make sure everyone knew they didn't approve, so the conversation dragged on and on...

And about the time everyone was all thoroughly riled up and angry from the stories of the mean, vindictive things this auditor had done because the credit union was run by a woman my grandfather decided to get in on the ruckus and told his story about the auditor...

Seems like the very first time the auditor had come through, the auditor spent several hours going over the books and couldn't make it all balance correctly.  He was all-fired sure this brand new credit union was up to something shady.  Finally, my grandfather (who was the credit union accountant... (read more)

In it's strongest form, not believing system 1 amounts to not believing perceptions, hence not believing in empiricism.  This is possibly the oldest of philosophical mistakes, made by Plato, possibly Siddhartha, and probably others even earlier.

Sounds like good old cognitive dissonance. Your mental model was not matching the information being presented.

That feeling of cognitive dissonance is a piece of information to be considered in arriving at your decision. If something doesn't feel right, usually either te model or the facts are wrong or incomplete.

"And this is where I fell down as a rationalist.  I remembered several occasions where my doctor would completely fail to panic at the report of symptoms that seemed, to me, very alarming.  And the Medical Establishment was always right.  Every single time.  I had chest pains myself, at one point, and the doctor patiently explained to me that I was describing chest muscle pain, not a heart attack.  So I said into the IRC channel, "Well, if the paramedics told your friend it was nothing, it must really be nothing - they'd have hauled him off if there was the tiniest chance of serious trouble.""

My own "hold on a second" detector is pinging mildly at that particular bit. Specifically, isn't there a touch of an observer selection effect there? If the docs had been wrong and you ended up dying as a result, you wouldn't have been around to make that deduction, so you're (Well, anyone is) effectively biased to retroactively observe outcomes in which if the doctor did say you're not in a life threatening situation, you're genuinely not?

A valid point, Psy-Kosh, but I've seen this happen to a friend too.  She was walking along the streets one night when a strange blur appeared across her vision, with bright floating objects.  Then she was struck by a massive headache.  I had her write down what the blur looked like, and she put down strange half-circles missing their left sides.

That point was when I really started to get worried, because it looked like lateral neglect - something that I'd heard a lot about, in my studies of neurology, as a symptom of lateralized brain damage from strokes.

The funny thing was, nobody in the medical profession seemed to think this was a problem.  The medical advice line from her health insurance said it was a "yellow light" for which she should see a doctor in the next day or two.  Yellow light?!  With a stroke, you have to get the right medication within the first three hours to prevent permanent brain damage!  So we went to the emergency room - reluctantly, because California has enormously overloaded emergency rooms - and the nurse who signed us in certainly didn't seem to think those symptoms were very alarming.

The thing is, of course, that non-doctors are legally prohib... (read more)

Also, of course, docs that habitually misdiagnose would presumably be sued or worse to oblivion by friends and family of the deceased. I was just unsure about the actual strength of that one thing I mentioned.

I think one would be the closest to truth by replying: "I don't quite believe that your story is true, but if it is, you should... etc" because there is no way for you to surely know whether he was bluffing or not. You have to admit both cases are possible even if one of them is highly improbable.

Doesn't any model contain the possibility, however slight, of seeing the unexpected? Sure this didn't fit with your model perfectly — and as I read the story and placed myself in your supposed mental state while trying to understand the situation, I felt a great deal of similar surprise — but jumping to the conclusion that someone was just totally fabricating is something that deserves to be weighed against other explanations for this deviation from your model.

Your model states that pretty much under all circumstances an ambulance is going to pick up a pat... (read more)

I don't see that you did anything at all irrational. You're talking to a complete stranger on the internet. He doesn't know you, and cannot have any possible interest in deceiving you. He tells you a fairly detailed story and asks for you advice. For him to make the whole thing up just for kicks is an example of highly irrational and fairly unlikely behavior. 

Conversely, a person's panicking over chest pains and calling the ambulance is a comparatively frequent occurrence. Your having read somewhere something about ambulance policies does not amount to hav... (read more)

You're talking to a complete stranger on the internet. He doesn't know you, and cannot have any possible interest in deceiving you.

There's plenty of evidence that some people (a smallish minority, I think) will deceive strangers for the fun of it.

I read somewhere that if spin about and click my heels 3 times I will be transported to the land of Oz. Does that qualify as a concrete reason to believe that such a land does indeed exist?

That indeed serves as evidence for that fact, though we have much stronger evidence to the contrary.

N.B. You do not need to sign your comments; your username appears above every one.

That indeed serves as evidence for that fact, though we have much stronger evidence to the contrary.

And not just because clicking the heels three times is more canonically (and more often) said to be way to return to Kansas from Oz. and not to Oz. 

An alternative explanation? You put your energy into solving a practical problem with a large downside (minimizing the loss function in nerdese). Yes, to be perfectly rational you should have said: "the guy is probably lying, but if he is not then...". 

It is a design flaw in human cognition that this sensation manifests as a quiet strain in the back of your mind, instead of a wailing alarm siren and a glowing neon sign reading "EITHER YOUR MODEL IS FALSE OR THIS STORY IS WRONG."

I wouldn't call it a flaw; blaring alarms can be a nuisance. Ideally you could adjust the sensitivity settings . . . hence the popularity of alcohol.

Thank you, Eliezer.  Now I know how to dissolve Newcomb type problems.
(http://lesswrong.com/lw/nc/newcombs_problem_and_regret_of_rationality/)

I simply recite, "I just do not believe what you have told me about this intergalactic superintelligence Omega".

And of course, since I do not believe, the hypothetical questions asked by Newcomb problem enthusiasts become beneath my notice; my forming a belief about how to act rationally in this contrary-to-fact hypothetical situation cannot pay the rent.

This sort of brings to my mind Pirsig's discussions about problem solving in ZATAOMM. You get that feeling of confusion when you are looking at a new problem, but that feeling is actually a really natural, important part of the process. I think the strangest thing to me is that this feeling tends to occur in a kind of painful way -- there is some stress associated with the confusion. But as you say, and as Pirsig says, that stress is really a positive indication of the maturation of an understanding. 

I'm not sure that listening to ones intuitions is enough to cause accurate model changes. Perhaps it is not rational to hold a single model in your head, as your information is incomplete. Instead one can consciously examine the situation from multiple perspectives, in this way the nicer (simpler, more consistent, whatever your metric is) model response can be applied. Alternatively you could legitimately assume that all the models you hold have merit and produce a response that balances their outcomes e.g. if your model of the medical profession is wrong ... (read more)

Considering that medical errors apparently kill more people than car accidents each year in the United States, I suspect the establishment is not in fact infallible. 

"According to legend, one night the students of Baron Cuvier (one of the founders of modern paleontology and comparative anatomy) decided to play a trick on their instructor. They fashioned a medley of skins, skulls and other animal parts (including the head and legs of a deer) into a credibly monstrous costume. One brave fellow then donned the chimeric assemblage, crept into the Baron's bedroom when he was asleep and growled "Cuvier, wake up! I am going to eat you!" Cuvier woke up, took one look at the deer parts that formed part of the costume and sniffed "Impossible! You have horns and hooves!" (one would think "what sort of animals have horns and hooves" is common knowledge). 

More likely he was saying "Impossible! You have horns and hooves (and are therefore not not a predator.)" The prank is more commonly reported as: "Cuvier, wake up! I am the Devil! I am going to eat you!" His response was "Divided hoof; graminivorous! It cannot be done." Apparently Satan is vegan. Don't comment that some deer have been seen eating meat or entrails, I occasionally grab the last slice of my bud's pizza but that doesn't classify me as a scavenger."

I feel really uncomfortable with this idea: "EITHER YOUR MODEL IS FALSE OR THIS STORY IS WRONG."

I think this statement suffers from the same limitations of propositional logic; consequently, it is not applicable to many real life situations. 

Most of the times, our model contains rules of this type (at least if we are rationalists): Event A occurs in situation B with probability C, where C is not 0 or 1. Also, life experiences teach us that we should update the probabilities in our model over time. So beside the uncertainty caused by the probabili... (read more)

This post frustrated me for a while, because it seems right but not helpful. Saying to myself, "I should be confused by fiction" doesn't influence my present decision.

First concertize. Let's say I have a high level world model. A few of them perhaps, to reduce the chance that one bad example results in a bad principle.

"My shower produces hot water in the morning."
"I have fresh milk to last the next two days."
"The roads are no longer slippery."

What do these models exclude? "The water will be cold", "t... (read more)

Your strength as a rationalist is your ability to be more confused by fiction than by reality.

Yet, when a person of even moderate cleverness wishes to deceive you, this "strength" can be turned against you.  Context is everything.  

As Donald DeMarco asks in "Are Your Lights On?",   WHO is it that is bringing me this problem?

Alas, belief is easier than disbelief; we believe instinctively, but disbelief requires a conscious effort.

Looking through Google Scholar for citations of Gilbert 1990 and Gilbert 1993, I see 2 replications which question the original effect:

Between the model and the information given, only Scenario 1 can be ruled false; Scenarios 2 and 3 are both possible. If Eliezer is going to beat himself up for not knowing better, it should be because Scenario 3 did n... (read more)

I see two senses (or perhaps not-actually-qualiatively-different-but-still-useful-to-distinguish cases?) of 'I notice I'm confused':

(1) Noticing factual confusion, as in the example in this post.
(2) Noticing confusion when trying to understand a concept or phenomenon, or to apply a concept.

Example of (2): (A) "Hrm, I thought I understood what, "Colorless green ideas sleep furiously" means when I first heard it; the words seemed to form a meaningful whole based on the way they fell together. But when I actually try to concretise what that co... (read more)

Was a mistake really made in this instance? Is it not correct to conclude 'there was no problem'? Yes, the author did not realise the story was fictional; but what of what he concluded implied the story was not fictional? 

Furthermore, is it good to berate oneself because one does not immediately realise something? In this case, the author did not immediately realise the story was fictional. But evidently the author was already working toward that conclusion by throwing doubt on parts of the story. And the evidence the author had was obviously inconclusive;... (read more)

This looks like an instance of the Dunning-Kruger effect to me. Despite your own previous failures in diagnosis, you still felt competent to give medical advice to a stranger in a potentially life-threatening situation.

In this case, the "right answer" is not an analysis of the reliability of your friend's account, it is "get a second opinion, stat". This is especially true seeing as how you believed the description you gave above.

If a paramedic tells me "it's nothing", I complain to his or her superiors, because that is not a ... (read more)

Of course, it's also possible to overdo it. If you hear something odd or confusing, and it conflicts with belief that you are emotionally attached to, the natural reaction is to ignore the evidence that doesn't fit your worldview, thus missing an opportunity to correct a mistaken belief.

On the other hand, if you hear something odd or confusing, and it conflicts with belief or assumption that you aren't emotionally attached to, then you shouldn't forget about the prior evidence in light of new evidence. The state of confusion should act as a trigger mechanism telling you to tally up all the evidence, and decide which piece doesn't fit.

Since I think evolution makes us quite fit to our current environment I don't think cognitive biases are design flaws, in the above example you imply that even if you had the information available to guess the truth, your guess was another one and it was false, therefore you experienced a flaw in your cognition.

My hypotheses is that reaching the truth or communicating it in the IRC may have not been the end objective of your cognitive process, in this case just to dismiss the issue as something that was not impor... (read more)

Is EY saying that if something doesn't feel right, it isn't? I've been working on this rationalist koan for weeks and can't figure out something more believable! I feel like a doofus!

" we believe instinctively, but disbelief requires a conscious effort" link not working

This article actually made me question „Wait, is this even true?“ when I read an article with weird claims; then I research whether the source is trustworthy and sometimes, it turns out that it isn‘t

I *knew* that the usefulness of a model is not what it can explain, but what it can’t. A hypothesis that forbids nothing, permits everything, and thereby fails to constrain anticipation.

I think what Yud means there is that a good model will break quickly. It only explains a very small set of things because the universe is very specific. So it's good that it doesn't explain many many things.

It's a bit like David Deutsch arguing that models should be sensitive to small changes.  All of their elements should be important.



Absence of EvidenceIsEvidence of Absence

From Robyn Dawes’s Rational Choice in an Uncertain World:

In fact, this post-hoc fitting of evidence to hypothesis was involved in a most grievous chapter in United States history: the internment of Japanese-Americans at the beginning of the Second World War. When California governor Earl Warren testified before a congressional hearing in San Francisco on February 21, 1942, a questioner pointed out that there had been no sabotage or any other type of espionage by the Japanese-Americans up to that time. Warren responded, “I take the view that this lack [of subversive activity] is the most ominous sign in our whole situation. It convinces me more than perhaps any other factor that the sabotage we are to get, the Fifth Column activities are to get, are timed just like Pearl Harbor was timed . . . I believe we are just being lulled into a false sense of security.”

Consider Warren’s argument from a Bayesian perspective. When we see evidence, hypotheses that assigned a higher likelihood to that evidence gain probability, at the expense of hypotheses that assigned a lower likelihood to the evidence. This is a phenomenon of relative likelihoods and relative probabilities. You can assign a high likelihood to the evidence and still lose probability mass to some other hypothesis, if that other hypothesis assigns a likelihood that is even higher.

Warren seems to be arguing that, given that we see no sabotage, this confirms that a Fifth Column exists. You could argue that a Fifth Column might delay its sabotage. But the likelihood is still higher that the absence of a Fifth Column would perform an absence of sabotage.

Let E stand for the observation of sabotage, and ¬E for the observation of no sabotage. The symbol H1 stands for the hypothesis of a Japanese-American Fifth Column, and H2 for the hypothesis that no Fifth Column exists. The conditional probability P(E | H), or “E given H,” is how confidently we’d expect to see the evidence E if we assumed the hypothesis H were true.

Whatever the likelihood that a Fifth Column would do no sabotage, the probability P(¬E | H1), it won’t be as large as the likelihood that there’s no sabotage given that there’s no Fifth Column, the probability P(¬E | H2). So observing a lack of sabotage increases the probability that no Fifth Column exists.

A lack of sabotage doesn’t prove that no Fifth Column exists. Absence of proof is not proof of absence. In logic, (A ⇒ B), read “A implies B,” is not equivalent to (¬A ⇒ ¬B), read “not-A implies not-B .”

But in probability theory, absence of evidence is always evidence of absence. If E is a binary event and P(H | E) > P(H), i.e., seeing E increases the probability of H, then P(H | ¬ E) < P(H), i.e., failure to observe E decreases the probability of H . The probability P(H) is a weighted mix of P(H | E) and P(H | ¬ E), and necessarily lies between the two.1

Under the vast majority of real-life circumstances, a cause may not reliably produce signs of itself, but the absence of the cause is even less likely to produce the signs. The absence of an observation may be strong evidence of absence or very weak evidence of absence, depending on how likely the cause is to produce the observation. The absence of an observation that is only weakly permitted (even if the alternative hypothesis does not allow it at all) is very weak evidence of absence (though it is evidence nonetheless). This is the fallacy of “gaps in the fossil record”—fossils form only rarely; it is futile to trumpet the absence of a weakly permitted observation when many strong positive observations have already been recorded. But if there are no positive observations at all, it is time to worry; hence the Fermi Paradox.

Your strength as a rationalist is your ability to be more confused by fiction than by reality; if you are equally good at explaining any outcome you have zero knowledge. The strength of a model is not what it can explain, but what it can’t, for only prohibitions constrain anticipation. If you don’t notice when your model makes the evidence unlikely, you might as well have no model, and also you might as well have no evidence; no brain and no eyes.

1 If any of this sounds at all confusing, see my discussion of Bayesian updating toward the end of The Machine in the Ghost, the third volume of Rationality: From AI to Zombies.

Perhaps this criticism of the California governor assumes an over-naive probabilistic modelling, with only two events ("no acts of espionage" => "fifth column exists [or not]").  In reality, there existed some non-public information about an existing japanese spy network (MAGIC decodes; informants) that is unlikely to have been mentioned in a public hearing.

Perhaps the reasoning was more like this: "We know that they are already here.  We know that some fraction of the population sympathizes with the mother nation.  If the fifth column did not exist in an organized form, we might have seen some sabotage already.  Since there hasn't been any, maybe they are holding back for a major strike."

Frank: It is impossible for A and ~A to both be evidence for B. If a lack of sabotage is evidence for a fifth column, then an actual sabotage event must be evidence against a fifth column. Obviously, had there been an actual instance of sabotage, nobody would have thought that way- they would have used the sabotage as more "evidence" for keeping the Japanese locked up. It's the Salem witch trials, only in a more modern form- if the woman/Japanese has committed crimes, this is obviously evidence for "guilty"; if they are innocent of any wrongdoing, this too is a proof, for criminals like to appear especially virtuous to gain sympathy.

Lack of sabotage is obviously evidence for a fifth column trying to lull the government, given the fifth column exists, since the opposite - sabotage occuring - is very strong evidence against that.

However lack of sabotage is still much stronger evidence towards the fifth column not existing.

The takeaway is that if you are going to argue that X group is dangerous because they will commit Y act, you cannot use a lack of Y as weak evidence that X exists, because then Y would be strong evidence that X does not exist, and Y is what you are afraid X is going to do!

You would be much better off using the fact that no sabotage occurred as weak evidence that the 5th column was preventing sabotage.

If there is other evidence that suggests the 5th column exists and that they are dangerous, that is the evidence that should be used.  Making up non-evidence (which is actually counter evidence) is not the way to go about it.  There are ways of handling court cases that must remain confidential (though it would certainly make the court look bad, it is the right way to do it).

A and ~A are not each evidence for B, if B is "there is a fifth column active".  In some ways, as I said, they already knew B - it was true.  There were questions of degree - how organized? how ready? how many? - for which A and ~A each provide some hints at.

Earl Warren tumbled headlong into the standard conspiracy theory attractor with, I might add, no deleterious effect on his career. This man was later the 14th Chief Justice of the US Supreme Court and has probably had more lasting effect on US society than any single figure of the 20th century. Thanks for the post.

http://en.wikipedia.org/wiki/Japanese_American_internment#Was_the_internment_justified_by_military_necessity.3F

But that's not the point.  The point is that Earl Warren's reasoning was invalid.  It didn't matter what other evidence he had (Warren certainly did not know about the ultra-classified MAGIC decodes).  The particular observation of no sabotage was evidence against, and could not legitimately be worked into evidence for.

I suspect a part of the appeal of this saying comes from a mental unease with conflicting evidence. It is easier to think of the absence of evidence as not evidence at all, rather than as evidence against where the evidence in favor just happens to be much stronger. Perhaps it is a specific case of a general distaste for very small distinctions, especially those close to 0?

Ad hominem argumentation is another example of evidence which is usually weak, but is still evidence.

The particular observation of no sabotage was evidence against, and could not legitimately be worked into evidence for.

You are assuming that there are only two types of evidence, sabotage v. no sabotage, but there can be much more differentiation in the actual facts.

Given Frank's claim, there is a reasoning model for which your claim is inaccurate.  Whether this is the model Earl Warren had in his head is an entirely different question, but here it is:

We have some weak independent evidence that some fifth column exists giving us a prior probability of >50%.  We have good evidence that some japanese americans are disaffected with a prior of 90%+.  We believe that a fifth column which is organized will attempt to make a significant coordinated sabotage event, possibly holding off on any/all sabotage until said event.  We also believe that the disaffected who are here, if there is no fifth column would engage is small acts of sabotage on their own with a high probability.

Therefore, if there are small acts of sabotage that show no large scale organization, this is weak evidence of a lack of a fifth column.  If there is a significant sabotage event, this is strong evidence of a fifth... (read more)

I would agree that the lack of sabotage cannot be argued as support for accepting an increase in the probability of the existence of a fifth column.  But it may not be sufficient to lower the probability that there is a fifth column, and certainly may not be sufficient to lower a prior of greater than 50% to below 50%, even assuming that one is a Bayesian.

If sabotage increases the probability, lack of sabotage necessarily decreases the probability.

When you hear someone say "X is not evidence ...", remember that the Bayesian concept of evidence is not the only concept attached to that word. I know my understanding of the word evidence changed as I adopted the Bayesian worldview. My recollection of my prior use of the word is a bit hazy, but it was probably influenced a good deal by beliefs about what a court would admit as evidence.(This is a comment on the title of the post, not on Earl Warren's rationalization).

If sabotage increases the probability, lack of sabotage necessarily decreases the probability.

That's true in the averages, but different types of sabotage evidence may have different effects on the probability, some negative, some positive.  It's conceivable, though unlikely, for sabotage to on average decrease the probability.

This is all fine and good, but it does not address what "evidence" is.  I cannot gather evidence of extra solar planets (either evidence for or against existence) with my naked eyes.  So in this experiment, even though I see no "evidence" of extra solar planets by looking up into the sky, I still do not have evidence of absense, because in fact I have no evidence at all.

Evidence, from the aspect of probability theory, is only meaningful when the experiment is able to differential between existence and absence.

If all you have is some generic crime data, then more crime in a region can indicate that the Mafia is strong. On the other hand,  Mafias keep their own neighborhoods, and the Mafia sometimes can suppress police activity through corruption, so a very low crime rate can indicate that the Mafia is strong.

Of course, background details  would suggest which of these is indicated by the evidence

Hi Eliezer,
That's another great post, I very much enjoyed reading even though there are gaps in my understanding. I'm new here so I have lots to learn. I wonder if you could kindly explain what you mean by: "Your strength as a rationalist is your ability to be more confused by fiction than by reality; if you are equally good at explaining any outcome you have zero knowledge. "
Thanks,
Lou

Warren seems to be arguing that, given that we see no sabotage, this confirms that a Fifth Column exists.

This article makes a very good point very well.  If E would be evidence for a hypothesis H, then ~E has to be evidence for ~H.

Unfortunately, I think that it is unfair to read Warren as violating this principle.  (I say "Unfortunately" because it would be nice to have such an evocative real example of this fallacy.)

I think that Warren's reasoning is more like the following:  Based on theoretical considerations, there is a very high probability P(H) that there is a fifth column.  The theoretical considerations have to do with the nature of the Japanese–American conflict and the opportunities available to the Japanese.  Basically, there mere fact that the Japanese have both means and motive is enough to push P(H) up to a high value.

Sure, the lack of observed sabotage (~E) makes P(H|~E) < P(H).  So the probability of a fifth column goes down a bit.  But P(H) started out so high that H is still the only contingency that we should really worry about.  The only important question left is, Given that there is a fifth column, is it competent or incompetent?  Does the obse... (read more)

Warren stated in the quote that the lack of any subversive activity was the most convincing factor of all the evidence he has that the 5th Column would soon commit subversive activity.

I just don't see that in the quote.  Here is the Warren quote from the OP:

"I take the view that this lack [of subversive activity] is the most ominous sign in our whole situation. It convinces me more than perhaps any other factor that the sabotage we are to get, the Fifth Column activities are to get, are timed just like Pearl Harbor was timed... I believe we are just being lulled into a false sense of security."

His claim isn't that subversive activity will start soon.  The claim is that subversive activity will be "timed just like Pearl Harbor was timed".  I read this to mean that he anticipates a centrally-orchestrated, synchronized, large-scale attack, of the sort that could only be pulled off by a disciplined, highly-competent fifth column.

If they had seen small, piece-meal efforts at sabotage, then that would have been evidence against a competent fifth column.  That is, P(there is a competent fifth column | there has been piece-meal sabotage) < P(t... (read more)

I have to think that there is another question to be considered: What are the odds that Japanese-Americans would commit sabotage we could detect as sabotage?  If the odds are very high that detectable sabotage would occur, then the absence of sabotage would be evidence in favor of something preventing sabotage.  A conspiracy which collaborates with potential saboteurs and encourages them to wait for the proper time to strike then becomes a reasonable hypothesis, if such a conspiracy would believe that an initial act of temporally focused sabotage would be effective enough to have greater utility than all the acts of sabotage which would otherwise occur before the time of the sabotage spree.

The problem with this scenario, as presented, is that it assumes that "sabotage" is a binary variable. If that were the case, the pool of possibilities would consist of: (1) Fifth Column exists & sabotage occurs, (2) Fifth Column exists & sabotage does not occur, and (3) Fifth Column does not exist & sabotage does not occur (presuming that sabotage, as defined in the scenario, could only be accomplished by Fifth Column). In that case, necessarily, lack of sabotage could only reduce the probability of (1), and therefore could only redu... (read more)

If absence of proof is not proof of absence, but absence of evidence is evidence of absence, what makes proof different from evidence?

Example: we currently have no evidence supporting the existence of planets orbiting stars in other galaxies, because our telescopes are not powerful enough to observe them. Should we take this as evidence that no galaxy except ours has planets around its stars?

Another example: before the invention of the microscope, there was no evidence supporting the existence of bacteria because there were no means to observe them. Should've this fact alone been interpreted as evidence of absence of bacteria (even though bacteria did exist before microscopes were invented)?

Generally, the answer to your question is Bayes' Theorem. This theorem is essentially the mathematical formulation of how evidence ought to be weighed when testing ideas. If the wikipedia article doesn't help you much, Eliezer has written an in-depth explanation of what it is and why it works.

The specific answer to your question can be revealed by plugging into this equation, and defining "proof". We say that nothing is ever "proven" to 100% certainty, because if it were (again, according to Bayes' Theorem), no amount of new evidence against it could ever refute it. So "proof" should be interpreted as "really, really likely". You can pick a number like "99.9% certain" if you like. But your best bet is to scrap the notion of absolute "proof" and start thinking in likelihoods.

You'll notice that an integral part of Bayes' Theorem is the idea of how strongly we would expect to see a certain piece of evidence. If the Hypothesis A is true, how likely is it that we'll see Evidence B? And additionally, how likely would it be to see Evidence B regardless of Hypothesis A?

There is more discussion of this post here as part of the Rerunning the Sequences series.

A quick proof: http://blog.sigfpe.com/2005/08/absence-of-evidence-is-evidence-of.html

Another proof & discussion: http://kim.oyhus.no/AbsenceOfEvidence.html

I'm pretty sure you just used this as an rhetoric tool, but by bayesian theory, isn't it impossible to construct a hypothesis which allocates a probability of zero to an event?
But don't you say exactly that in your text?

even if the alternative hypothesis does not allow it at all

I mean allocating a probability of zero to an event implies that it doesn't matter what evidence is presented to you, the probability of that particular event will never become anything else than zero.
And as it is impossible to disprove something in the same way it is impossib... (read more)

A simple counter example (hopefully shorter and more clear than the other more in depth criticism by michael sullivan) is the scenario where warren had exactly equal priors for organized fifth column, unorganized fifth column, and no fifth column. 

If he was practically certain that an organized fifth column would wait to make a large attack, and a unorganized fifth column would make small attacks then seeing no small attacks his new probabilities would approximately be:

The video game Star Ocean: Til The End Of Time has a model of interstellar society that tries to solve Fermi's conundrum. Planets capable of interstellar travel form an accord that treats less advanced civilizations as nature preserves and agree not to contact or help them. This model does have several problems, such as communication wavelengths would still be visible to us (they have some undiscovered form of communication?) and sufficiently advanced societies should have an ethical dilemma with allowing intelligent species to go through dark ages and pro... (read more)

I disagree with the article for the following reason: if I have two hypotheses that both explain an "absence of evidence" occurrence equally well, then that occurrence does not give me reason to favor either hypothesis and is not "evidence of absence."

Example: Vibrams are a brand of toe-shoes that recently settled a big suit because they couldn't justify their claims of health benefits. We have two hypotheses (1) Vibrams work, (2) Vibrams don't work. Now, if a well-executed experiment had been done and failed to show an effect, that wou... (read more)

Warren's full speech is available at archive.org:
"Unfortunately, however, many of our people and some of our authorities and, I am afraid, many of our people in other parts of the country are of the opinion that because we have had no sabotage and no fifth column activities in this State since the beginning of the war, that means that none have been planned for us.  But I take the view that that is the most ominous sign in our whole situation. It convinces me more than perhaps any other factor that the sabotage that we are to get, the fifth column ac... (read more)

So is there ever a time where you can use absence of evidence alone to disprove a theory, or do you always need other evidence as well? Because is some cases absence of evidence clearly does not disprove a theory, such as when quantum physics was first being discovered, there was not a lot of evidence for it, but can the inverse ever be true will lack of evidence alone proves the theory is false?

More acuratly, "absence of evidence you would expect to see if the statement is true" is evidence of absence.

If there's no evidence you'd expect if the statement is true, absence of evidence is not evidence of absence.

For example, if I tell you I've eaten cornflakes for breakfast, no matter whether or not the statement is true, you won't have any evidence in either direction (except for the statement itself) unless you're willing to investigate the matter (like, asking my roommates). In this case, absence of evidence is n... (read more)

Hang on, the Japanese example is flawed. There IS an intelligence branch of the Japanese army; this would be well understood by any tactician. Seeing no evidence to their action, and inferring that this is due to their skill, not an irrational assumption.

The odds form of Bayes Theorem is particularly useful here

which can be intuitively understood as Posterior Odds = Likelihood Ratio × Prior Odds.

It shows us exactly how we should update our belief (prior odds -> posterior odds) based on the likelihood ratio, which is essentially "the odd of evidence appearing if the hypothesis is true vs. not true. It can be interpreted intuitively as "Evidence supports whatever makes it more likely".

In the context of this article, since "no sabotage" is more likely if there is no Fif... (read more)



Hindsight Bias

Hindsight bias is when people who know the answer vastly overestimate its predictability or obviousness, compared to the estimates of subjects who must guess without advance knowledge.  Hindsight bias is sometimes called the I-knew-it-all-along effect.

Fischhoff and Beyth (1975) presented students with historical accounts of unfamiliar incidents, such as a conflict between the Gurkhas and the British in 1814.  Given the account as background knowledge, five groups of students were asked what they would have predicted as the probability for each of four outcomes: British victory, Gurkha victory, stalemate with a peace settlement, or stalemate with no peace settlement.  Four experimental groups were respectively told that these four outcomes were the historical outcome.  The fifth, control group was not told any historical outcome.  In every case, a group told an outcome assigned substantially higher probability to that outcome, than did any other group or the control group.

Hindsight bias matters in legal cases, where a judge or jury must determine whether a defendant was legally negligent in failing to foresee a hazard (Sanchiro 2003). In an experiment based on an actual legal case, Kamin and Rachlinski (1995) asked two groups to estimate the probability of flood damage caused by blockage of a city-owned drawbridge. The control group was told only the background information known to the city when it decided not to hire a bridge watcher. The experimental group was given this information, plus the fact that a flood had actually occurred. Instructions stated the city was negligent if the foreseeable probability of flooding was greater than 10%. 76% of the control group concluded the flood was so unlikely that no precautions were necessary; 57% of the experimental group concluded the flood was so likely that failure to take precautions was legally negligent. A third experimental group was told the outcome andalso explicitly instructed to avoid hindsight bias, which made no difference: 56% concluded the city was legally negligent.

Viewing history through the lens of hindsight, we vastly underestimate the cost of effective safety precautions.  In 1986, the Challenger exploded for reasons traced to an O-ring losing flexibility at low temperature.  There were warning signs of a problem with the O-rings.  But preventing the Challenger disaster would have required, not attending to the problem with the O-rings, but attending to every warning sign which seemed as severe as the O-ring problem, without benefit of hindsight.  It could have been done, but it would have required a general policy much more expensive than just fixing the O-Rings.

Shortly after September 11th 2001, I thought to myself, and now someone will turn up minor intelligence warnings of something-or-other, and then the hindsight will begin.  Yes, I'm sure they had some minor warnings of an al Qaeda plot, but they probably also had minor warnings of mafia activity, nuclear material for sale, and an invasion from Mars.

Because we don't see the cost of a general policy, we learn overly specific lessons.  After September 11th, the FAA prohibited box-cutters on airplanes—as if the problem had been the failure to take this particular "obvious" precaution.  We don't learn the general lesson: the cost of effective caution is very high because you must attend to problems that are not as obvious now as past problems seem in hindsight.

The test of a model is how much probability it assigns to the observed outcome.  Hindsight bias systematically distorts this test; we think our model assigned much more probability than it actually did.  Instructing the jury doesn't help.  You have to write down your predictions in advance.  Or as Fischhoff (1982) put it:

When we attempt to understand past events, we implicitly test the hypotheses or rules we use both to interpret and to anticipate the world around us. If, in hindsight, we systematically underestimate the surprises that the past held and holds for us, we are subjecting those hypotheses to inordinately weak tests and, presumably, finding little reason to change them.

Part of the sequence Mysterious Answers to Mysterious Questions

Fischhoff, B. 1982. For those condemned to study the past: Heuristics and biases in hindsight. In Kahneman et. al. 1982: 332–351.

Fischhoff, B., and Beyth, R. 1975. I knew it would happen: Remembered probabilities of once-future things. Organizational Behavior and Human Performance, 13: 1-16.

Kamin, K. and Rachlinski, J. 1995. Ex Post ≠ Ex Ante: Determining Liability in Hindsight. Law and Human Behavior, 19(1): 89-104.

Sanchiro, C. 2003. Finding Error. Mich. St. L. Rev. 1189.

So the obvious solution is to write down forecasts in advance.  And of course in the particular cases where hindsight bias is larger, this will produce a large benefit.  But some might worry about hindsight bias in recommending advance forecasts, as it is not so easy to tell ahead of time which situations will have the worst hindsight bias.  How can we get an unbiased estimate of the value of overcoming hindsight bias with advance forecasts?

Chapter 11 of the 9/11 commission's report, available here, shows the commission was very wary of hindsight bias.  The failure to prevent the attacks is said to represent a "failure of imagination," meaning the intelligence community used the wrong model in evaluating terrorist threats.

If you note the study in the article, 56% of those told about the flood but warned to avoid hindsight bias stated the city was negligent, compared to 57% of those told about the flood but not warned to avoid the hindsight bias stated the city was negligent.

76% of the control group, without the benefit of hindsight, concluded the chances of failure were so remote the city could not be held negligent.

Just being aware that you have a potential hindsight bias is clearly meaningless if you have no method for removing the bias.

That said, the "failure of the imagination" sounds reasonable, but it's about as useful as my horoscope.  I.e. it's not.

This made me think of a specific instance of hindsight bias that always annoys me. Consider any game of chance where at some point the person is given the choice of whether to make a wager or not.

Once they see how the wager would have turned out one is almost guaranteed that if the wager would have won they'll say to make the wager would be the right decision and if the wager would have lost vice-versa. This holds even if they were already aware of the odds before hand.

Eliezer, I'm curious as to what you think of Feynman's take on the Challenger disaster. Do you think he was succumbed to hindsight bias in his judgments or recommendations?

It appears to me that Feynman did his best to talk about a general policy that would have been required to prevent all problems of the same level as seen without benefit of hindsight, rather than saying "Why didn't you fix the O-Rings, you idiots?" or setting up a Low Temperature Testing Board.

You write:  "I'm sure they had some minor warnings of an al Qaeda plot, but they probably also had minor warnings of mafia activity, nuclear material for sale, and an invasion from Mars."  I doubt they had credible warnings about an invasion from Mars.  But, yeah, I'd like the FBI etc. to do their best to stop Al Quaeda plots, Mafia activity, and nuclear material for sale.  I wonder if you're succumbing to a "bias-correction bias" where, because something could be explainable by a bias, you assume it is.  Groups of people do make mistakes, some of which could have been anticipated with better organization and planning.  I have essentially no knowledge of the U.S. intelligence system, but I wouldn't let them off the hook just because a criticism could be simply hindsight bias.  Sometimes hindsight is valid, right?

The notion being that following up on all warnings of equal then-apparent severity, without benefit of hindsight, would have been a prohibitively expensive general policy.  Especially since you would not have any information about "terrorism" being the pet problem of the '00s, rather than, say, an unpaid military officer launching a Russian ICBM, runaway greenhouse warming, a home biologist making superviruses, asteroids, unFriendly AI, etc.

It's all very well to talk about mistakes that could have been anticipated, yet somehow, they don't seem to be anticipated.

Of course it's always hard to know what truth is in situations like this, but there appears to be evidence that the people who were actually in charge of preventing terrorism were actively worried about something much like what actually happened, and were ignored by their superiors.

David, which other 50 things were they actively worried about?

Gallie, W. B.  Philosophy and the historical understanding.  London: Chatto & Windus, 1964.

Nowell-Smith, P. H. Historical explanation.  In H. E. Keifer & M. K. Munitz (Eds.), Mind, science and history. Albany, N. Y.: State University of New York Press, 1970.

Tawney, R. H. The agrarian problems in the sixteenth century.  New York: Franklin, 1961.

Fischhoff and Beyth (1975) presented students with historical accounts of unfamiliar incidents, such as a conflict between the Gurkhas and the British in 1814.

Fischhoff, B., and Beyth, R. 1975. I knew it would happen: Remembered probabilities of once-future things. Organizational Behavior and Human Performance, 13: 1-16.

I originally came across the same citation in Cognitive biases potentially affecting judgment of global risks. It refers to this paper, correct? Title, authors, publication and date appear to match.

I've looked at that PDF, and I don't see where the paper talks about an experiment with questions regarding a British-Gurkha conflict. The PDF is searchable. There's no full-text search matches for "Gurkha" or "British". "students" yields matches on exactly one page, and that's about an experiment using a different set of questions.
I haven't read the entire thing in any depth, so I may have missed a description of the British/Gurkha study. If so, where in the paper is it?

This looks like it might be helpful: http://sds.hss.cmu.edu/media/pdfs/fischhoff/HindsightEarlyHistory.pdf

Looks like that particular experiment was discussed in a different paper.

Hindsight ≠ foresight: the effect of outcome knowledge on judgment under uncertainty

Correspondence to:  B Fischhoff, Hebrew University of Jerusalem, Israel

One major difference between historical and nonhistorical judgment is that the historical judge typically knows how things turned out. In Experiment 1, receipt of such outcome knowledge was found to increase the postdicted likelihood of reported events and change the perceived relevance of event descriptive data, regardless of the likelihood of the outcome and the truth of the report. Judges were, however, largely unaware of the effect that outcome knowledge had on their perceptions. As a result, they overestimated what they would have known without outcome knowledge (Experiment 2), as well as what others (Experiment 3) actually did know without outcome knowledge. It is argued that this lack of awareness can seriously restrict one’s ability to judge or learn from the past.

A lark and a wren, perched on the top of a tall tree, were conversing once about the dangers of cuckholdry.

Said the lark, “My sister was fooled by a cuckoo only last year; in her nest were three eggs, one unlike the others. That vile chick ate all the food that she could supply, until it was ready to burst from gluttony.”

“What a fool is your sister!” said the wren. “One egg was not like the others. The deception is surely obvious. I should not have made such a mistake.”

A cuckoo, overhearing, sped fast away to the wren’s nest, where she found three small eggs. Pushing two over the side, she laid her own pair of eggs next to the wren’s remaining one.

Returning, and thinking herself wise, the wren pushed her one egg out of the nest and settled down to warm the remaining two.

In the first example of this article (Gurkha x British prediction), doesn't having the data of the outcome change your ex-ante estimate of what the probability was? Since it's a data point you now have and you can't erase it from your mind, it's rational to update your estimates no? 
The bias in my mind would be if you OVERLY adjust your probability distribution based on the outcome. 

No. That's exactly the problem. Updating after the fact for what might be likely in that sort of situation is ok. The problem as discussed in the article is that people are then convinced that it really should have been obvious to someone without that data point. 

This post didn't say anything new to us. We knew it all along.

A third experimental group was told the outcome andalso explicitly instructed to avoid hindsight bias, which made no difference

I am very interested as to what would've happened if there was a 4th experimental group (or a new experiment) which is told the outcome, told to avoid hindisght bias and told that in previous experiments being told to avoid hindsight bias did nothing to acctually reduce the effect of hindsight bias.

I was taught in my history classes at school that WWI was known to be coming, that Europe was divided into two camps and that it was just a matter of time until someone lit the fuse, etc. In fact, I grew up believing that everyone in Europe knew this at the time. 

More recently, I read Taleb's summary of Niall Ferguson's study on bond prices, which showed that Europe's bond markets did not assign a  high probability to the chance of war. So investors, at least, did not predict a war was coming. 

NB I haven't read the full study [55 pages], only a summary.

"I was taught in my history classes at school that WWI was known to be coming, that Europe was divided into two camps and that it was just a matter of time until someone lit the fuse, etc."

"In fact, I grew up believing that everyone in Europe knew this at the time." In contrast, I was taught that one big problem was that many of the alliances that led to escalation from local to global conflict were secret. Each nation in turn declared war to protect its allies, which drew opposition allies into the war, etc., but no nation in advance had a complete accounting of who had made what military promises to whom. Governments or wealthy, well-connected citizens might have suspected, but not in great detail and it was probably not something they dwelt on - after all those treaties were for mutual defense, how could they be a bad thing (my speculation on one possible pre-hindsight view)? 

I've seen several references to a latter study by Fischhoff called "Perceived informativeness of facts" which supposedly found that asking participants for arguments in support of the result that didn't happened can reduce hindsight bias.  Unfortunately, since I can't access the original article I don't know how practical the effect is.   Similarly, "Considering the Opposite: A Corrective Strategy for Social Judgment" indicates that asking people to consider how they would interpret different results found using the same methodology leads to less biased interpretations of studies.  It also suggests that explaining explaining the details of how biased cognition happens is a more effective intervention that just telling people about the end result.

Thank you for bothering to comment on a 2007 article 5 years later. I just scanned thorough all the comments looking specifically for information on how to avoid hindsight bias, and yours was the only one.

After being supplied this information, I would tentatively speculate that it may be explained by the degree of thought we give to certain narratives. If we are given the outcome, our brain automatically spins a narrative that results in that outcome. When asked how likely that outcome is, we find it easy to simply recall that narrative, but much more difficult to spin a new narrative, especially when it contradicts the known outcome, forcing us to consciously ignore information we already have. In effect, we've been primed with one narrative.

If, however, we deliberately spend a couple seconds or minutes imagining another scenario, then we quickly get to a point of diminishing returns with imagining that narrative, too. When we try to estimate the probabilities, however, we judge them on more equal footing.

I got to apply this principle in life a few days ago!

A friend of mine joked about the lack of female scientists.
I jokingly protested the case of Madam Curie.
He accused her of being over-hyped, because, after all, she foolishly went and got herself exposed to dangerous radiation.
Ah, but she knew not, I noted.
But she should have known better than to fiddle carelessly with the unknown, he responded.

And immediately leapt into my mind the explanation that to apply such a policy before hand would have required an equal defense against all possible unknown dangers, a prohibitively costly policy.

To his credit, he asked for the technical explanation, accepted its good sense, and explained that he hadn't really meant any of it in the first place.

So that's why people with intuitive understandings of concept X so often fail to adequately convey concept X to a person who lacks an intuitive understanding. That is: the person on the receiving end 'understands' it because once they're given an explanation, they must have, and the person teaching backs off. Could also be that they're signalling attentiveness, only adding to the problem.



Hindsight Devalues Science

This essay is closely based on an excerpt from Meyers’s Exploring Social Psychology; the excerpt is worth reading in its entirety.

Cullen Murphy, editor of The Atlantic, said that the social sciences turn up “no ideas or conclusions that can’t be found in [any] encyclopedia of quotations . . . Day after day social scientists go out into the world. Day after day they discover that people’s behavior is pretty much what you’d expect.”

Of course, the “expectation” is all hindsight. (Hindsight bias: Subjects who know the actual answer to a question assign much higher probabilities they “would have” guessed for that answer, compared to subjects who must guess without knowing the answer.)

The historian Arthur Schlesinger, Jr. dismissed scientific studies of World War II soldiers’ experiences as “ponderous demonstrations” of common sense. For example:

How many of these findings do you think you could have predicted in advance? Three out of five? Four out of five? Are there any cases where you would have predicted the opposite—where your model takes a hit? Take a moment to think before continuing . . .

In this demonstration (from Paul Lazarsfeld by way of Meyers), all of the findings above are the opposite of what was actually found.1 How many times did you think your model took a hit? How many times did you admit you would have been wrong? That’s how good your model really was. The measure of your strength as a rationalist is your ability to be more confused by fiction than by reality.

Unless, of course, I reversed the results again. What do you think?

Do your thought processes at this point, where you really don’t know the answer, feel different from the thought processes you used to rationalize either side of the “known” answer?

Daphna Baratz exposed college students to pairs of supposed findings, one true (“In prosperous times people spend a larger portion of their income than during a recession”) and one the truth’s opposite.2 In both sides of the pair, students rated the supposed finding as what they “would have predicted.” Perfectly standard hindsight bias.

Which leads people to think they have no need for science, because they “could have predicted” that.

Hindsight will lead us to systematically undervalue the surprisingness of scientific findings, especially the discoveries we understand—the ones that seem real to us, the ones we can retrofit into our models of the world. If you understand neurology or physics and read news in that topic, then you probably underestimate the surprisingness of findings in those fields too. This unfairly devalues the contribution of the researchers; and worse, will prevent you from noticing when you are seeing evidence that doesn’t fit what you really would have expected.

We need to make a conscious effort to be shocked enough.

1 Paul F. Lazarsfeld, “The American Solidier—An Expository Review,” Public Opinion Quarterly 13, no. 3 (1949): 377–404.

2 Daphna Baratz, How Justified Is the “Obvious” Reaction? (Stanford University, 1983).

Ouch. I had vague feelings that something was amiss, but I believed you when you said they were all correct. I knew that sociology had a lot of nonsense in it, but to proclaim the exact opposite of what actually happened and sound plausible is crazy (and dangerous!).

I certainly agree. Most of those I instantly believed, and I had a bit of doubt for the one about southern blacks preferring southern to northern white officers (or maybe that is belief as attire, or hindsight bias) but as you said it is crazy that the opposite of what is true is believable when told it is correct.

These examples emphasize the benefit of frequently taking calibration tests, where we assign probabilities to answers and then checks those answer for calibration errors.  Perhaps someone could create a website where we could do this regularly?   Just collect a large list of questions like the ones above, questions with true answers but where we have intuitions about what the answer might be, and then have us answer those questions with probabilities, and then show us a calibration chart for the last X questions.  Yes, collecting the good questions will be most of the work.

What if I were to try to create such a web app. Should I take 5 minutes every lunchbreak asking friends and colleagues to brainstorm for questions? Maybe write a LW post asking for questions? Maybe there could be a section of the site dedicated to collecting and curating good questions (crowdsourced or centrally moderated).

CFAR has 2 apps you might find interesting; I was able to find them on apple store easily.
http://rationality.org/apps/

Are those apps only available on Apple products/smartphones? No way to access them on a Windows PC?

The calibration game is also available for Android and was available for Windows but I think the original website is down.

The Credence Calibration game is also available for Windows. Links to download it in the various formats are here.

As a lack of known causes fear, hindsight bias delivers us the comfort we desire at all times, the easy model that we build, rather than the unexpected unknown that causes anxiety.  In that way we learn -- some might prefer this unenlightened state, as hindsight bias smoothes their mental ships away from the scholes of uncertainty and self-doubt.

Eliezer, I don't have any contribution to make to the conversation.  I just want to tell you that the last 10 or so posts from you have absolutely blown me out of my socks.  Without a doubt, some of the most impactful and insightful stuff I've read in my 10+ years on the web.

And yes, I realize there's an irony to professing what is really a byline bias on this site.  :-)

Frankly none of the five examples strikes me as something I could have predicted, nor ever struck me as such. Nevertheless, social science may indeed produce few significant results which are not predictable. How is that possible given the examples above? Simple: the examples may have been cherry picked to make the point. In particular, their significance (to us now) is seriously damaged by the fact that they are not general statements but are statements about a time and place. While they may be generalizable to the present day while preserving their truth, they may not be. We just do not know. So, as they stand, they are not that useful to us now.

Social science almost certainly produces many insignificant results which are not predictable. It is easy enough to come up with questions which we can then methodically answer by gathering data. What percentage of Massachusetts residents like Fig Newtons? Is it higher or lower than the percentage of New York residents who like Fig Newtons? This is certainly a question that can be asked, and one whose answer I do not know. I could obtain a grant and then spend the grant money studying this question. But it is not a significant question, and learning its answer does not advance human knowledge in a significant way.

But what about significant results? Here's a much more important question: in general, does extreme lack of sleep tend to have any significant negative impact? This is important because if it does not tend to have any significant negative impact, then many people will find this highly useful knowledge. Many people will sleep much less.

But notice something: it is not only an important question, it is also a question which people know the answer to. And this is no coincidence. It is often hard to hide important truths about people, from people.

This is not true of all social facts. Economic facts are facts about large numbers of people interacting, sometimes very indirectly, and so are a kind of fact which people have a hard time seeing, since they only encounter small numbers of other people at any given time, so they do not see the whole.

"But it is not a significant question, and learning its answer does not advance human knowledge in a significant way." 

Unless you work at a large grocery chain or for the company that makes Fig Newtons.

Constant, it's odd you should choose the sleep example. What with the prospects of modafinil, which supresses the desire for sleep and aids concentration, being used as an enhancement drug, and with people practicing polyphasic sleep, (admittedly with more limited success,) where you sleep 15 min at a time six times a day, the question of what the effects of this lack of regular sleep causes is actually a very open, and very interesting one. Of course, without these modifications, lack of sleep has obvious ill effects.

Let us grant the two points you have made (of which I am, of course, well aware, as is pretty much anyone who knows what "Digg" or "Reddit" is). In fact let's go further. Suppose that polyphasic sleep lets you do away with sleep entirely (you just blink once every four hours). Suppose furthermore that a single dose of the new drug lets you do completely without sleep without any ill effects for the rest of your life. Now look at this question and try to answer it:

"in general, does extreme lack of sleep tend to have any significant negative impact?"

The correct answer is still "yes", because even if you add up the people who have taken the drug and who practice polyphasic sleep, they make up a small minority of the whole population. Since the statement begins with, "in general", it fails to be contradicted by a small minority.

As for polyphasic sleep and the drug, you can of course prove me wrong but as far as I know, the field of social science gets little if any credit for the discovery and ongoing investigation of polyphasic sleep. From what I have read, the main investigation seems to be done by individual self-experimenters. At least, that's what's made it to the social sites. Similarly, drugs are developed by and large by scientists in the fields of biology, chemistry, biochemistry, etc., not social science, and clinical trials are performed by and large by doctors, not social scientists.

Eliezer, I don't have any contribution to make to the conversation. I just want to tell you that the last 10 or so posts from you have absolutely blown me out of my socks.

I agree - very impressive series of articles. Still just about clinging to my own socks, but they're definitely trying to get away.

What's with the nitpicking, Constant? Of course the general question has the same answer, and I'm not sure what you're trying to prove by asserting your own familiarity with the phenomena I mentioned. And I don't really have any interest in the relationship between polyphasic sleep and the social sciences--why would you think I did?

The reason I thought it odd is that there are other obvious questions that are not even close to being associated with interesting open issues in science, and yet you chose this one. Probably you weren't even thinking of those complications--they weren't relevant to your point.

Thirded - Eliezer, your posts on this blog are some of the most impressive work I've ever read. The world needs more like you.

"What's with the nitpicking, Constant? [...] they weren't relevant to your point"

I had - mistakenly as it turns out - assumed that you were obeying Grice's maxims. You were, by your own eventual admission, disobeying the maxim of relevance. That is why I misunderstood you.

Out of curiosity, which time was Yudkowsky actually telling the truth? When he said those five assertions were lies, or when he said the previous sentence was a lie?
I don't want to make any guesses yet. This post broke my model; I need to get a new one before I come back.

You might find it a worthwhile exercise to decide what your current model is, first. 

That is, how likely do you consider those five statements?

Once you know that, you can research the actual data and discover how much your model needs updating, and in what directions. That way you can construct a new model that is closer to observed data.

If you don't know what your current model is, that's much harder.

But, if you have to know the facts, it is easy enough to click on the provided link to the Meyer article and find out.  Which, I suppose, is another process lesson.

Hm, when I first read those findings, I found the first three to be as expected, the fourth to be surprising (why would blacks want racist officers?), and for the fifth I found the result to make sense but considered that I would have though the same if the opposite result had been found (soldiers don't want to abandon their friends in combat, but want to leave together afterwards). So this would seem to indicate a problem with my model, given that the findings were all false.

But, is it possible that in that demonstration, those specific findings were selected specifically because they were opposite to what people would expect? If that is the case, then my model still isn't really in error, because when examining the statements I had no real reason to believe that they were meant to fool me. 

2 and 5 struck me as common sense. I see reasons for 5 to be reversed now that I know the result [yeah...], but I still don't understand why 2 is wrong. Not really the point of the question, but I do wonder...

Maybe because Southeners were used to hot weather and didn't put any real effort into actively combatting the hot weather the way Northeners had to?

I found four of the findings surprising (because they were either non-obvious, or a bit strange/implausible - education generally makes you more resilient, and why would black people want to hang out with racists who learned the wrong handling lessons, and while being discriminated against makes you less confident to ask for a promotion, you are likely to want it more until you see this working out badly for group members), but I 100 % bought the Southerners dealing better with the heat, and am deeply baffled that they did not.

You'd expect them to have a better biological resistance through prior hardening, more awareness of the danger, and more importantly, more knowledge on what to do. 

When we had a heat wave in Northern Europe, we had immense loss of life, despite the fact that such temperatures are regularly exceeded in other countries without such consequences - because people had no idea that heat was dangerous, or how to deal with it. They had no AC installed. They did not know whether to keep windows open or closed. They did not adjust their water and salt intake. They had no adequate clothing. They had an imperfect understanding of ventilation and shade. They did not recognise signs of heat stroke or low blood pressure. They weren't concerned for babies and elderly people. They did not own sun screen. Their work hours were set to work through lunch time. Etc. etc. Even if I were more scared of the tropical heat as a Northener, I would still bet on Southeners doing much better.

Then again, maybe the high humidity turned it into an environment that acted differently than expected, so that the people learning about a new environment learned the right lessons, while those who thought it was familiar already were mal-adapted in some ways, so it evened out?

I could not swallow the weather example either. 
Eventually, I looked it up in the article from Meyers: 
"Southerners were not more likely than Northerners to adjust to a tropical climate."

It sounds like the Northerners were not addapting better, but, rather, there was no difference between groups. If so, the word "opposite" is not fair in this context.

In which case, TraderJoe and Rixie, good job at being appropriately confused!

This prompted a memory of something I read in one of my undergrad psychology books a few years ago, which is probably  referencing the same study, though using two different examples and one the same as the above example (though the phrasing is slightly different). Here is the extract:

Many people erroneously believe that psychology is nothing more than common sense. "I knew that all along!" or "They had to do a study to find that out?" are common responses to some psychological research. For example, decades ago a New York Times book reviewer criticized a report titled The American Soldier (Stouffer et al., 1949a,1949b), which summarized the results of a study of the attitudes and behavior of U.S. soldiers during World War II.  The reviewer blasted the government for spending a lot of money to "tell us nothing we don't already know."

Compared to White soldiers, Black soldiers were less motivated to become officers.

During basic training, soldiers from rural areas had higher morale and adapted better than soldiers from large cities.

Soldiers in Europe were more motivated to return home while the fighting was going on than they were after the war ended.

You should have no difficulty explaining these results. Typical reasoning might go something like this: (1) Due to widespread prejudice, Black soldiers knew that they had little chance of becoming officers. Why should they torment themselves wanting something that was unattainable? (2) It's obvious that the rigors of basic training would seem easier to people from farm settings, who were used to hard work and rising at the crack of dawn. (3) Any sane person would have wanted to go home while bullets were flying and people were dying.

Did your explanations resemble these? If so, they are perfectly reasonable. There is one catch, however. The results of the actual study were the opposite of the preceding statements. in fact, Black soldiers were more motivated than White soldiers to become officers, city boys had a higher morale than farm boys during basic training, and soldiers were more eager to return home after the war ended than during the fighting. When told these actual results, our students quickly found explanations for them. In short, it is easy to arrive at reasonable after-the-fact explanations for almost any result.

Source:Pass, M. W. & Smith, R.E. (2007) Psychology:The Science of Mind and Behavior (Third Edition). McGraw HIll: Boston, pages 31-32

In hindsight, I guess I must have known that it would be a good idea to hang on to my undergrad textbooks. Or did I?

I smelled a rat immediately and decided to evaluate all five statements as if they had been randomly replaced with their opposites, or not. All five sounded wrong to me, I could think of rationalizations on each side but the rationalizations for the way they were actually presented sounded more forced.

I believed the first two, one out of personal experience and the other out of System 1. I guessed that as a soft, water-fat intellectual, I'd have more trouble adjusting to a military lifestyle than someone who's actually been in a fight in his life. And that people from warmer climes deal with warmer temperatures more easily, well, I guess I believe people adapt to their circumstances. People from a warmer climate might sweat more and drink more water, or use less energy to generate less heat, whereas a man in Siberia might move more than is strictly necessary to keep his body temperature stable.

The other three are in subjects I know nothing about, and therefore I couldn't have predicted them. A wise man knows his limits...

I've had a nagging sense of wrongness about #1, not so much about #5, which were the two that I knew the truth about.

While it might be true that intelectuals have trouble adapting to military lifestyle, actual combat is a whole different animal in that respect. It is also different from the type of fighting that goes on in typical civilian life.

Other than that, why would you assume that intelectuals wouldn't be better predisposed to figguring out what they're supposed to do to stay alive and accomplish the mission? Particularly as they're more used to thinking than the average guy.

New here, so hoping for (a) an answer, even though it's been a long time and (b) some mercy if I'm completely wrong... :)

Correct me if I'm wrong, but no theory based on known materials could predict what would happen to a completely new material with unknown qualities.
If someone would design Kryptonite, which under the same conditions turns into water, this theory would completely fail to predict this.

Of course, you could update your theory to include Kryptonite, but it still would not include Zeptonium, which under the same conditions gives out gamma-rays.

Ridiculous, yes, but no more so than the conditions which would lead Eliezer to believe 2+2=3...

After getting miffed by your plethora of retractions, I figure that someone, at some point, left out some statistical significance values.   

number 2 is the only one i'd currently be willing to bet on being correct-but now I'm thinking about how soldiers go through boot camp, weakening the effect, and maybe whoever set up the study forgot to make sure the observers didn't know whether they were observing a southern soldier or a norther soldier....

I read a few of the sequences now (including this one), and started to find that:

A: They were very interesting to read.
B: They seemed a bit obvious, like common sense.

This was somewhat confusing, as things which really are obvious are very familiar and predictable, and thus, not so interesting to experience.

It's only my second time reading this (and first time reading the italics Exploring Social Psychology italics excerpt italics, that I've come to appreciate a link between sufficient explanation and illusion of obviousness.

So keep on dropping in hyper-links to previous sections like you do, they're really helpful.

p.s. The help tables' section on italics was not quite so good, as I've refrained from editing the result in order to demonstrate.

First time around (with hindsight bias) I answered F, T, F?, T, T

Second time around (without hindsight bias) I answered F, T, T?, T, F

Educated people are more likely to agree with authority, because they have spent more time being conditioned to obey teachers. I generalized that they might also take orders easier in the military, and conform to the circumstances easier, despite "rough and tumbled" blue collar stereotypes.

I thought be difficult to measure, but that there would be some small but probably measurable advantage.

I couldn't really tell. At first my guess was based on the idea that repressed people are more motivated and fight harder. When I reversed my decision, it was because I put a higher weight on the situation being similar to women in business, where men are more likely to rock the boat and ask for a higher salary or promotions than women are. In retrospect, both of these are attempts to confirm a hypothesis, rather than to disprove it.

People often favor members of their own group. Unless a majority of southern blacks dislike a majority of southern whites, rather than just being indifferent, I hypothesized that they would relate to them more easily as fellow southerners.

Initially, I presumed what I thought was the simple and obvious answer, that people would avoid stress. After that, I recalled that adrenalin, deep bonds of sharing an experience, and a sense of purpose are play a big part, and that boredom may actually be a bigger factor since soldiers wouldn't want to abandon their countrymen.

It's hard to describe the different sensations of the two thought processes. I think it was harder to put in as much effort when I was actively suspending my disbelief. I was just going through the motions. The second time, I was really unsure, and took a deeper look. Or maybe I would have taken a deeper look if I had reexamined it under some other pretense.

I wasn't sure whether the recession statement was true. I believe it is, but I'm not sure it would be for a full scale depression, since if people are earning less then they won't be able to be more thrifty, because they will always need to eat and afford the basic necessities.

I "got" 2/5 of the above, before reading they were inverted.

When I took a psychology survey course in college, Dr. John Sabini gave a lot of attention to social psychology experiments, and much of the class was very surprised at their results; they didn't say they "would have predicted them." Of course Sabini may have been cherry-picking results that were likely to surprise. But I've seen it claimed elsewhere that social psychologists in the '60s were largely preoccupied with producing results that would grab a lot of attention by being counterintuitive.

This hurts my image of Freud. Of course, after I have a dream about skyscrapers, he can explain that it's connected to my love of my phallus, but could he predict my love of my phallus based on a dream about skyscrapers?

It seems to me that the paraphrasing in parentheses is also preying on the Conjunction Bias, by adding additional detail.

The link to Meyer's excerpt has been dead for two years, here's an archived link: https://web.archive.org/web/20170801042830/http://csml.som.ohio-state.edu:80/Music829C/hindsight.bias.html

Strongly believed the reverse on 1 and 4, and had very little belief either way on the rest. But it was enough that I began to suspect they were all false, perhaps also the big white space beneath it tipped off my subconscious to such a possibility. Can't find the paper on sci-hub. What are the answers?

Interesting experience: I attempted to read the sequences ~10 years ago but kept getting sidetracked and put out of order by clicking all the links. This time, I decided to try again, but forced myself to read each post in order.
All this to say that I read this post chronologically close to after reading "your strength as a rationalist". I can't evaluate how relevant this fact is, but I had alarm bells ringing in my head when reading the statements 3, 4, and 5.
4 especially was so incoherent to my model that I immediately thought there had to be a trick.
Basically, my model:

I'm not certain of how I did the first time I read this post, but I'm quite certain I didn't do as well. So I'm wondering if I've gotten stronger or if it's due to the reading order.



Positive Bias: Look Into the Dark

I am teaching a class, and I write upon the blackboard three numbers: 2-4-6. “I am thinking of a rule,” I say, “which governs sequences of three numbers. The sequence 2-4-6, as it so happens, obeys this rule. Each of you will find, on your desk, a pile of index cards. Write down a sequence of three numbers on a card, and I’ll mark it ‘Yes’ for fits the rule, or ‘No’ for not fitting the rule. Then you can write down another set of three numbers and ask whether it fits again, and so on. When you’re confident that you know the rule, write down the rule on a card. You can test as many triplets as you like.”

At this point the student wrote down their guess at the rule. What do you think the rule is? Would you have wanted to test another triplet, and if so, what would it be? Take a moment to think before continuing.

The challenge above is based on a classic experiment due to Peter Wason, the 2-4-6 task. Although subjects given this task typically expressed high confidence in their guesses, only 21% of the subjects successfully guessed the experimenter’s real rule, and replications since then have continued to show success rates of around 20%.

The study was called “On the failure to eliminate hypotheses in a conceptual task.” Subjects who attempt the 2-4-6 task usually try to generate positive examples, rather than negative examples—they apply the hypothetical rule to generate a representative instance, and see if it is labeled “Yes.”

Thus, someone who forms the hypothesis “numbers increasing by two” will test the triplet 8-10-12, hear that it fits, and confidently announce the rule. Someone who forms the hypothesis X-2X-3X will test the triplet 3-6-9, discover that it fits, and then announce that rule.

In every case the actual rule is the same: the three numbers must be in ascending order.

But to discover this, you would have to generate triplets that shouldn’t fit, such as 20-23-26, and see if they are labeled “No.” Which people tend not to do, in this experiment. In some cases, subjects devise, “test,” and announce rules far more complicated than the actual answer.

This cognitive phenomenon is usually lumped in with “confirmation bias.” However, it seems to me that the phenomenon of trying to test positive rather than negative examples, ought to be distinguished from the phenomenon of trying to preserve the belief you started with. “Positive bias” is sometimes used as a synonym for “confirmation bias,” and fits this particular flaw much better.

It once seemed that phlogiston theory could explain a flame going out in an enclosed box (the air became saturated with phlogiston and no more could be released). But phlogiston theory could just as well have explained the flame not going out. To notice this, you have to search for negative examples instead of positive examples, look into zero instead of one; which goes against the grain of what experiment has shown to be human instinct.

For by instinct, we human beings only live in half the world.

One may be lectured on positive bias for days, and yet overlook it in-the-moment. Positive bias is not something we do as a matter of logic, or even as a matter of emotional attachment. The 2-4-6 task is “cold,” logical, not affectively “hot.” And yet the mistake is sub-verbal, on the level of imagery, of instinctive reactions. Because the problem doesn’t arise from following a deliberate rule that says “Only think about positive examples,” it can’t be solved just by knowing verbally that “We ought to think about both positive and negative examples.” Which example automatically pops into your head? You have to learn, wordlessly, to zag instead of zig. You have to learn to flinch toward the zero, instead of away from it.

I have been writing for quite some time now on the notion that the strength of a hypothesis is what it can’t explain, not what it can—if you are equally good at explaining any outcome, you have zero knowledge. So to spot an explanation that isn’t helpful, it’s not enough to think of what it does explain very well—you also have to search for results it couldn’t explain, and this is the true strength of the theory.

So I said all this, and then I challenged the usefulness of “emergence” as a concept. One commenter cited superconductivity and ferromagnetism as examples of emergence. I replied that non-superconductivity and non-ferromagnetism were also examples of emergence, which was the problem. But be it far from me to criticize the commenter! Despite having read extensively on “confirmation bias,” I didn’t spot the “gotcha” in the 2-4-6 task the first time I read about it. It’s a subverbal blink-reaction that has to be retrained. I’m still working on it myself.

So much of a rationalist’s skill is below the level of words. It makes for challenging work in trying to convey the Art through words. People will agree with you, but then, in the next sentence, do something subdeliberative that goes in the opposite direction. Not that I’m complaining! A major reason I’m writing this is to observe what my words haven’t conveyed.

Are you searching for positive examples of positive bias right now, or sparing a fraction of your search on what positive bias should lead you to not see? Did you look toward light or darkness?

I think something else is going on with the 2 4 6 experiment, as described. Many of the students are making the assumption about the set of potential rules. Specifically, the assumption is that most pairs of rules in this set have the following mutual relationship: most of the instances allowed by one rule, are disallowed by the other rule. This being the case, then the quickest way to test any hypothetical rule is to produce a variety of instances which conform with that rule, to see whether they conform with the hidden rule.

I'll give you an example. Suppose that we are considering a family of rules, "the third number is an integer polynomial of the first two numbers". The quickest way to disconfirm a hypothetical rule is to produce instances in accordance with it and test them. If the rule is wrong, then the chances are good that an instance will quickly be discovered that does not match the hidden rule. It is much less efficient to proceed by producing instances not in accordance with it.

I'll give a specific example. Suppose the hidden rule is c = a + b, and the hypothesized rule being tested is c = a - b. Now pick just one random instance in accordance with the hypothesized rule. I will suppose a = 4, b = 6, so c = -2. So the instance is 4 6 -2. That instance does not match the hidden rule, so the hypothesized rule is immediately disconfirmed. Now try the following: instead of picking a random instance in accordance with the hypothesized rule, pick one not in accordance with it. I'll pick 4 6 8. This also fails to match the hidden rule, so it fails to tell us whether our hypothesized rule is correct. We see that it was quicker to test an instance that agrees with the hypothetical rule.

Thus we can see that in a certain class of situations, the most efficient way to test a hypothesis is to come up with instances that conform with the hypothesis.

Now you can fault people on having made this assumption. But if you do, then it is still a different error from the one describe. If the assumption about the kind of problem faced had been correct, then the approach (testing instances that agree with the hypothesis) would have been a good one. The error, if any, lies not in the approach per se but in the assumption.

Finally, I do not think one can rightly fault people for making that assumption. For, it is inevitable that very large and completely untested assumptions must be made in order to come to a conclusion at all. For, infinitely many rules are consistent with the evidence no matter how many instances you test. The only way ever to whittle this infinity of rules consistent with all the evidence down to one concluded rule is to make very large assumptions. The assumption that I have described may simply be the assumption which they made (and they had to make some assumption).

Furthermore, it doesn't matter what assumptions people make (and they must make some, because of the nature of the problem), a clever scientist can learn what assumptions people tend to make and then violate those assumptions. So no matter what people do, someone can come along, construct an experiment in which those assumptions are violated, and then say, "gotcha" when the majority of his test subjects come to the wrong conclusions (because of the assumptions they were making which were violated by the experiment).

 In the situation you described, it would be necessary to test values that did and didn't match the hypothesis, which ends up working an awful lot like adjusting away from an anchor.
 Is there a way of solving the 2 4 6 problem without coming up with a hypothesis too early?

 In the situation you described, it would be necessary to test values that did and didn't match the hypothesis, which ends up working an awful lot like adjusting away from an anchor.
 Is there a way of solving the 2 4 6 problem without coming up with a hypothesis too early?

Sooo many double posts! This new interface is buggy as @#$!

Come up with several hypotheses in parallel, perhaps?

The problem is not that they come up with a hypothesis too early, it's that they stop too early without testing examples that are not supposed to work. In most cases people are given as many opportunities to test as they'd like, yet they are confident in their answer after only testing one or two cases (all of which came up positive).

The trick is that you should come up with one or more hypotheses as soon as you can (maybe without announcing them), but test both cases which do and don't confirm it, and be prepared to change your hypothesis if you are proven wrong.

If it requires a round-trip of human speech through a professor (and thus the requisition of the attention of the entire class) then you can hardly say they are given as many opportunities to test as they'd like.  A person of functioning social intelligence certainly has no more than 20 such round-trips available consecutively, and less conservatively even 4 might be pushing it for many.

Give them a computer program to interact with and then you can say they have as many opportunities to test as they'd like.

 Following what Constant has pointed out, I am wondering if there is, in fact, a way to solve the 2 4 6 problem without first guessing, and then adjusting your guess.

 Following what Constant has pointed out, I am wondering if there is, in fact, a way to solve the 2 4 6 problem without first guessing, and then adjusting your guess.

The problem is not that they are trying examples which confirm their hypothesis it's that they are trying only those examples which test their hypothesis. 

The article focuses on testing examples which don't work because people don't do this enough. Searching for positive examples is (as you argue) a neccessary part of testing a hypothesis, and people seem to have no problem applying this. What people fail to do is to search for the negative as well. 

Both positive and negative examples are, I'd say, equally important, but people's focus is completely imbalanced.

Another serious problem is that the students must make the necessary assumption that the rule be simple. In the context of school, simple is generally "most trivial to figure out". 

This is a necessary assumption because there could be rules that would not be possible to determine by guessing. For example, you'd have to spend the lifetime of the universe guessing triplets to correctly identify that the rule is  "Ascending integers except sequences containing the 22nd Busy Beaver number", and then you still wouldn't know if there's some other rider.

If it was said, "It will require several more guesses to figure out the rule, but not more than a couple dozen, and the sequences you have don't fully tell you what the rule is", the exercise would be a lot more sane. At worst, the only mistake the students made was assuming that the exercise was supposed to be too simple. Which is like asking them to be mind readers: I'm thinking of a problem; on a scale of 1-10, please guess how difficult it is to solve.

I meant that first comment to be more speculative than definite. I was speculating about an alternative explanation of the observed behavior, which locates the fault elsewhere.

Through playing various games of this sort, people develop a prior on the space of rules which has a lot of mass around rules of the type "X,X+2,X+4" or "X,2X,3X".

Why is it that I suspect Constant didn't guess the rule properly?

Isn't it the entire point of the post that confirmation bias is the tendency NOT TO CHECK ASSUMPTIONS?

Are you searching for positive examples of positive bias right now, or sparing a fraction of your search on what positive bias should lead you to not see?  Did you look toward light or darkness?

Your hypothesis is that positive biases are generally bad. It is thus my duty to try and disprove your idea, and see what emerges from the result.

Let's take your example, but now the sequences are ten numbers long and the initial sequence is 2-4-6-10-12-14-16-18-20-22 (the rule is still the same). Picking a sequence at random from a given set of numbers, we have only one chance in 10! = 3628800 of coming up with one that obeys the rule. Someone following the approach you recommended would probably fist try one instance of "x,x+2,x+4..." or "x,2x,3x,...", then start checking a few random sequences (getting "No" on each one, with near certainty). In this instance, disregarding positive bias doesn't help (unless you do a really brutal amount of testing). This is not just an artifact of "long" sequences - had we stuck with the sequence of three numbers, but the rule was "all in ascending order, or one number above ten trillion", then finding the right rule would be just as hard. What gives?

Even worse, suppose you started with two assumptions:
1) the sequence is x,2x,3x,4x,5x,... 10x
2) the sequence is x, x+2, x+4,... x+18

You do one or two (positive) tests of 1). They comes up "yes". You then remember to try and disprove the hypothesis, try a hundred random sequences, coming up with "no" every time. You then accept 1).

However, had you just tried to do some positive testing of 1) and 2), you would very quickly have found out that something was wrong.

Analysis:
Testing is indeed about trying to disprove a hypothesis, and gaining confidence when you fail. But your hypothesis covers uncountably many different cases, and you can test (positively or negatively) only a very few. Unless you have some grounds to assume that this is enough (such as the uniform time and space assumptions of modern science, or some sort of nice ordering or measure on the space of hypotheses or of observations), then neither positive nor negative testing are giving you much information.

However, if you have two competing hypothesis about the world, then a little testing is enough to tell which one is correct. This is the easiest way of making progress, and should always be considered.

Verdict: Awareness of positive bias causes us to think "I may be wrong, I should check". The correct attitude in front of these sorts of problems is the subtly different "there may be other explanations for what I see, I should find them". The two sentiments feel similar, but lead to very different ways of tackling the problem.

I think the Wason selection task with cards is an even more direct demonstration of the tendency to seek confirmatory, but not disconfirmatory, tests of a hypothesis.

Stuart, you do have a "nice ordering measure" - simpler hypotheses ("all ascending") have a higher prior probability than complex ones ("all ascending OR one over ten trillion" or randomness). Positive testing of contradictory, high-prior-probability hypotheses is still negative testing of your original hypothesis, no?

This experiment isn't up to the usual standards of an economics experiment.  When economists do such an information experiment, we give subjects some indication of the distribution that the hidden truth will be drawn from, and then we actually draw from that distribution.  You can always make subjects look like fools if you give them an example that is rare given their prior expectations.

Robin, I observe that Nature also fails to live up to the usual standards of an economics experiment.

Stuart and Constant, in AI/machine learning we have a formal notion of "strictly more general concepts" as those with a strictly greater set of positive examples, and symmetrically for strictly more specific concepts.  (This is not usually what I mean when I say "concept" but this is the term of art in machine learning.)

Positive bias implies that people look at a set of examples and a starting concept, and try to envision a strictly more specific concept: for example, "ascending by 2 but all numbers positive".  We seem to focus less on finding a strictly more general concept, such as "separated by equal intervals" or "in ascending order" or "any sequence not ending in 2".

Why do we only look in the more-specific direction and see only half the universe of concepts?  Instinct, one might simply say, and be done with it it.  One might try a Bayesian argument that any more general concept would concentrate its probability mass less, and do a poorer job of explaining the positive examples found - for it seems that 10-12-14 is an unlikely thing to see, if the generator is "any sequence" than "any sequence separated by intervals of 2".  But this is an invalid argument if you are the one generating the examples!  As for the initial example being misleadingly specific, heck, people read nonexistent coincidences into Nature all the time.  It may not be fair of the experimenter but it is certainly realistic as a test of a rationalist's skill.

If you are testing examples in an oracle, "positive" and "negative" are symmetrical labels.  This point alone should make it very clear that, from the standpoint of probability theory, we are dealing strictly with a bizarre quirk of human psychology.

Flynn, you write, "Isn't it the entire point of the post that confirmation bias is the tendency NOT TO CHECK ASSUMPTIONS?"

You simply can't check all your assumptions in finite time in this task, which is a problem, because you must complete the task in a finite time. That is not your fault - that is intrinsic in the challenge. Therefore some of your assumptions will necessarily go untested - and they will necessarily be enormous assumptions. The reason for this is that the set of possible rules is too large - it's infinite - and remains infinite no matter how much testing you do.

See also Stuart's comment and Robin's comment. I think they express major points I was trying to make, more clearly than I did.

Eliezer, yes sometimes nature includes rare events, but only rarely. We should evaluate human inference abilities on average across the kinds of cases humans face, and not just for rare surprising events.

The plethora of incorrect hypothesis compared to the relatively few correct (so far) theories seem to speak against this.

I'm not sure I buy the whole 'subverbal' thing -- it seems to me that misleading phrasing is a big part of the problem.  If asked to find the "rule" which "governs" a sequence of three numbers, I'd (incorrectly ...) assume that the questioner was thinking of some simple rule that can be used to generate all of the valid sequences.  Given the examples, I'd guess it was something like 'x x+2 x+4' or '2x 2(x+1) 2(x+2).'  Now, after I started typing this I realized that you could map all ascending 3 integer sequences to the whole numbers, so there is a "rule" that could be used to generate the solution, but nobody would look at the solution in these terms naturally -- instead, we think of the solution as the set of sequences with the "property" of being in ascending order.  If the questioner said that he was thinking of "a property which sequences of 3 numbers either have or lack," rather than a "rule" which "governs" the sequences, I suspect more folks would discover the correct solution.

Robin, I suspect that Eliezer has a different perspective on that, given his line of work.  Availability bias on which biases to overcome?  The creation of a seed AI is an event so rare that is has never happened (so far as we can tell), but failure to get it right on the first try could eliminate all life in the solar system.  There is perhaps room for discussing average and better inference abilities with respect to common and rare events, although we would do well to be clear on exactly what we are arguing.

Constant made an important point: infinitely many rules are consistent with the evidence no matter how many instances you test.  Therefore any guess you make must be influenced by prior expectations.  And like lusispedro said, based on experience students probably put a lot more weight on rules based on simple equations than rules based on inequalities.

I'm sure I could get the percentage of people who guess correctly down to 0% by simply choosing the perfectly valid rule:  "sequences (a,b,c) such that EITHER a less than b less than c OR b is a multiple of 73."

Why?  Because rules of that sort are given low weight in subjects' priors.

It seems very normal to expect that the rule will be more restrictive or arithmetic in nature.  But if I am supposed to be sure of the rule, then I need to test more than just a few possibilities.  Priors are definitely involved here.

Part of the problem is that we are trained like Monkeys to make decisions on underspecified problems of this form all the time.  I've hardly ever seen a "guess the next [number|letter|item] in the sequence problem that didn't have multiple answers.  But most of them have at least one answer that feels "right" in the sense of being simplest, most elegant or most obvious or within typical bounds given basic assumptions about problems of that type.

I'm the sort of accuracy-minded prick who would keep testing until he was very close to certain what the rule was, and would probably take forever.

An interesting version of this phenomenon is the game: "Bang! Who's dead".  one person starts the game, says "Bang!", and some number of people are metaphorically dead, based on a rule that the other participants are supposed to figure out (which is, AFAIK, the same every time, but I'm not saying it here).  The only information that the starter will give is who is dead each time.

Took me forever to solve this, because I tend to have a much weaker version of the bias you consider here.  But realistically, most of my mates solved this game much faster than I did.  I suspect that this "jump to conclusions" bias is useful in many situations.

After seeing the four examples (including one that didn't fit) given, it didn't even occur to me that someone could think the first one indicated a X-2X-3X pattern. It's hard to tell what will confirm and what will disconfirm in such a broad space of possibilities.

A bit off topic but after numerous incidents of mocking Eliezer, Mencius Moldbug has launched a full-scale assault on Bayesianism. He hasn't shown any inclination to post his critiques here, but perhaps some of the luminaries here could show him the error of his ways.

That is a good link, Ambitwistor.  The last paragraph refers to an interesting psychological hypothesis, which I'd like to expand on in an example related to the "Look Into the Dark" post.  Let's rephrase EY's proposition to give it more of a social "plot".

"You're a smuggler in a strange foreign land, where they only allow exports of goods in certain combinations of quantities, so as to keep their domestic lobby groups happy.  [Yes, it's a convulated example, but governments can be convoluted.]  Trouble is, everyone knows the rule except you and your gang of smugglers, and if you ask, you become a suspect.  Furthermore, you don't actually know what you're smuggling, since your fence always seals them in the standard export containers, which are numbered ordinally "First", "Second", and "Third".

Since you're an amoral smuggler boss, in charge of a lot of obedient "mule" underlings, you can send as many people through customs as you want and no matter how many get arrested, you won't be a suspect.  Also, you have an infinite number of empty export containers with the usual "First", "Second" or "Third" labels.  If your mule gets arrested with an empty container, he'll be released immediately.  So basically, you can test the rule all you want, since you'll witness any arrest that happens.

Just as you and your team of criminals arrives at the customs checkpoint, a man goes into customs with 2 "First" boxes, 4 "Second" boxes, and 6 "Third" boxes.  You can start making a tidy profit as soon you determine what the rule is.  What is your next move?"

Granted, it is a convoluted example and I'm worried that in its current form it would just confuse too many test subjects.  Perhaps someone would think of a more straightforward equivalent.  The point, though, is to make the test sound less like the sort of rule we are familiar with from math class.  As several posters have alluded, usually a rule in math class is much stricter and requires some arithmetic.  A bureaucratic rule, convoluted though it may be, will often be mathematically simpler.  E.g., "The extremely powerful pineapple lobby has pushed through a law requiring that no other fruit (papaya or mango) be exported in greater numbers than pineapples.  Exports from the politically weak mango industry must not exceed papaya exports.  Pineapples are labelled Third; papayas labelled Second; mangos labelled First."

My hypothesis is that people will come up with this rule faster than they would when faced with the phrasing from the original post.  (Of course, the "domestic lobby groups happy" phrasing is sort of a giveaway ... maybe it should be replaced with a more neutral explanation, or none at all.)

We're playing a game in which you, the player, start with a number sequence. There is a rule governing which number comes next, and whoever determines the rule will recieve $10. Any one can play, but I tagged the people who i think will be most interested.

If you guess a number, I will tell you if it is correct, and if so, I will add it to the existing sequence. Please only guess one number each day. Please only guess one number at a time, dont try and fill in a section of the sequence.

If you guess the rule, I will tell you if you are correct or incorrect. If correct, you win $10. If incorrect, you may not guess the rule again for 3 days.

2, 4, 6, 10, 18, 30, 50, 82, 134, 218, 354, 622, 623, 630
47 comments
Updated about a month ago

Craig Fleischman (Indiana) wrote
at 7:44pm on July 13th, 2007
10?
Message - Delete

Dan Margolis (Japan) wrote
at 8:31pm on July 13th, 2007
7
Message - Delete

Jeff Borack wrote
at 1:03am on July 14th, 2007
10 yes, 7 no
Delete

Dan Margolis (Japan) wrote
at 9:52am on July 14th, 2007
Its like fibonacci sequence except starting at 2. The next digit is the sum of the two previous digits. So it would be 2, 4, 6, 10, 16, 26, 42, 68, 110...

So... X0 = 2, X1 = 4, Xn = (Xn-1 + Xn-2)
Message - Delete

Jeff Borack wrote
at 12:16pm on July 14th, 2007
Incorrect
Delete

Dan Margolis (Japan) wrote
at 12:38pm on July 14th, 2007
Worth a shot...I can't deduce much from so few numbers...
Message - Delete

Elliot Alyeshmerni wrote
at 7:06pm on July 14th, 2007
im gonna go with 18
Message - Delete

Jeff Borack wrote
at 8:24pm on July 14th, 2007
a job well done
Delete

Yvette Monachino wrote
at 8:08pm on July 15th, 2007
30
Message - Delete

Jeff Borack wrote
at 10:47am on July 16th, 2007
30 works
Delete

Yvette Monachino wrote
at 11:06am on July 16th, 2007
50
Message - Delete

Jeff Borack wrote
at 11:35am on July 16th, 2007
good
Delete

Elliot Alyeshmerni wrote
at 2:25pm on July 16th, 2007
82, still havent gotten the sequence down so this is a bit of a guess
Message - Delete

Jeff Borack wrote
at 2:33pm on July 16th, 2007
good
Delete

Elliot Alyeshmerni wrote
at 3:19pm on July 16th, 2007
i think we all got this sequence now..
Message - Delete

Jeff Borack wrote
at 3:36pm on July 16th, 2007
i dont think anyone has it. but i welcome you to guess. If your right, $10. If your wrong, at least you'll save yvette! Good luck.
Delete

Peter Dahlke wrote
at 7:31pm on July 16th, 2007
134 next?
Message - Delete

Jeff Borack wrote
at 8:07pm on July 16th, 2007
yup
Delete

Elliot Alyeshmerni wrote
at 10:49pm on July 16th, 2007
218
Message - Delete

Jeff Borack wrote
at 11:15pm on July 16th, 2007
218
Delete

Victor Baranowski wrote
at 10:16am on July 17th, 2007
IDK where it started, but assuming we started with 2, 4, 6 the sequence is:

Xn = X (n-1) + [(X(n-1) - X(n-2)) + (X(n-2)-X(n-3))]

Jeff Borack wrote
at 10:26am on July 17th, 2007
Interesting guess, I thought people were gonna say Xn = X(n-1)+X(n-2)+2, but both are wrong. Sorry Vic. The more interesting question is: why did it take so long for someone to guess? Is the reward for guessing the correct answer to low or is the penalty to high?
Delete

Jeff Borack wrote
at 10:45am on July 17th, 2007
I'm changing the rule of 1 rule guess/week. You can now guess once every three days. Numbers are still once a day even though elliot broke that rule and i accepted the number.
Delete

Elliot Alyeshmerni wrote
at 11:43am on July 17th, 2007
this a answer works for every number except 6 and 18, but i'll put it down anyway

Victor Baranowski wrote
at 12:22pm on July 17th, 2007
Ya, that was similar to mine. Why the sequence goes from 10 to 18 is the tricky part of this whole thing, which makes me think the equation is going to be pretty ugly or wierd... maybe jeff made a mistake :P
Message - Delete

Victor Baranowski wrote
at 12:23pm on July 17th, 2007
Oh, and I might as well guess 354...
Message - Delete

Jeff Borack wrote
at 2:19pm on July 17th, 2007
a) the solution is beutiful
b) i didn't make any mistakes yet
c) 354 is good
Delete

Victor Baranowski wrote
at 2:46pm on July 17th, 2007
Can I cite a) in response to your b) ?
Message - Delete

Jeff Borack wrote
at 8:20pm on July 17th, 2007
Hmmmm, I'm not sure. It depends on when you think the mistake was made. Technically it did come before b), but i could also argue that the mistake what made when i clicked the "Add your comment" button.

a) the solution is... very nice and good
b) i didn't make any mistakes in the number sequence yet.
c) web browsers and AIM should have spell checkers. this isn't the 20th century anymore.
Delete

Tait Kowalski wrote
at 3:48pm on July 18th, 2007
Sequence goes x(n) = x(n-1)+2*x(n-3)

Jeff Borack wrote
at 4:41pm on July 18th, 2007
Welcome Tait! That is the wrong rule, but ill accept your guess at the next number.
Delete

Elliot Alyeshmerni wrote
at 6:28pm on July 19th, 2007
the next number is fuck you jeff, just give us the answer lol
Message - Delete

Jeff Borack wrote
at 6:47pm on July 19th, 2007
Sorry elliot, want me to call the Whaaaaaaaaaaaaaaaambulance?
Delete

Victor Baranowski wrote
at 4:29pm on July 22nd, 2007
is the next number 620?
Message - Delete

Jeff Borack wrote
at 7:23pm on July 22nd, 2007
hmm strange guess. 620 is not a number
Delete

Victor Baranowski wrote
at 8:46am on July 23rd, 2007
howabout 623?
Message - Delete

Jeff Borack wrote
at 12:40pm on July 23rd, 2007
: ) 623 is the next number
Delete

Craig Fleischman (Indiana) wrote
at 12:55pm on July 23rd, 2007
630?
Message - Delete

Jeff Borack wrote
at 12:59pm on July 23rd, 2007
630 is good
Delete

Victor Baranowski wrote
at 1:51pm on July 23rd, 2007
Solution: the next number is whatever number is guessed, as long as it is higher than the previously guessed number.
Message - Delete

Jeff Borack wrote
at 2:28pm on July 23rd, 2007
hahaha, yup. it took a lot of time but not a lot of guesses. i expected the guessing to to into the hundreds of thousands. do you accept paypal?
Delete

Victor Baranowski wrote
at 2:35pm on July 23rd, 2007
no, i accept shots and beers the next time we hang out.
Message - Delete

Yvette Monachino wrote
at 4:10pm on July 27th, 2007
that is the dumbest sequence i have ever heard of
Message - Delete

Jeff Borack wrote
at 5:08pm on July 27th, 2007
It's about thinking outside the box, yvette, something i wouldnt expect most MATH majors to understand! : p Victory for the engineers!!!
Delete

Yvette Monachino wrote
at 2:08pm on July 30th, 2007
aw thats a cute remark, knowing that you don't actually know what real math is i won't take that as an insult, and the only victory you accomplished is adding yourself to the long list of pompous engineers, so congrats :)
Message - Delete

Jeff Borack wrote
at 2:52pm on July 30th, 2007
While I might be pompous, I unfortunately can't be considered much of an engineer. I did bioengineering, which certainly doesnt count, and i've never actually engineered anything. Neither has vic, hes in law school.

It is true that i don't know what real math is (although i would love for you to teach me). However, I would imagine that real math does involve thinking outside the box on occasion. In this particular example, it required you to test a number you thought was not part of the sequence. If you believed you had found the sequence, and contintued to test numbers that fit that sequence, you would never derive the answer. By simply testing a number that does not appear to fall into the sequence, such as 2 million, it's easy to find the solution.

Does this sound like any 'real' math problems you have ever encountered?

I just want to summarize what I learned in this thread in order to ensure that I understand it. As I understand, the steps for determining the rule should be something like this:

Quite a bit more laborious than blurting out "n[i] = n[i-1]+2", I have to admit.

You need to do a lot more to demonstrate irrationality than this.  Obviously, as other commenters have pointed out, there are an infinite number of rules that agree with any given finite sequence of experimental results so obviously you can never conclusively demonstrate that your rule is indeed the correct one.  Moreover, you can't even be 'bias free' in the sense of assigning all possible rules the same probability unless you want to assign each rule probability 0.

Now you might be tempted to just give up at this point but this is exactly the same problem we face when doing science.  We have an infinite number of possible rules that extend the results we have seen so far and we need to guess which is most likely.  Amazingly we do it pretty well but justifying it seems impossible, it's the classical philosophical problem of induction.

In short it's not clear anyone is 'wrong'.  Maybe they have a good initial probability distribution for what sorts of rules people normally pick.  Heck it's not even clear what it means to be 'wrong' in this sense, i.e., having an implausible a priori probability distribution

I have two observations, one personal and one general:

Once, I tried to apply artificial neural nets on the task to evaluate positional situations in the game of Go. I did a very basic error, which was to train the net only on positive examples. The net quickly learned to give high scores for these, but then I tested on bad situations it still reported high scores. Maybe a little naive mistake, but you have to learn sometimes.

A very common example is testing of software. Usually, people pay much attention on testing the positive cases, and verifying that they work as they should. Less time is spent on testing things that should not work, sometimes resulting in programs that generates answers when it should not. The problem here is that testing the positive cases usually consists of a limited set, while the negative cases are almost infinite.

Anyone who finds the game described at the top of the article interesting, check out Zendo, a game based upon a similar idea. I've found Zendo handy when explaining the concept in the OP and the various other ideas of experimental design and inductive investigation. Plus, it's lots of fun. :-)

Zendo is my go-to exercise for explaining just about any idea in inductive investigation.  (But it's even more useful as a tool for reminding myself to do better.  After years, the number of Zendo games I lose due to positive bias is still far higher than I'd like... even when I think I've taken steps to avoid that.)

As my group's usual Zendo Master, I have a lot of players fall into this trap. I like to train new players with one easy property like "A Koan Has The Buddah Nature If (and only if) it contains a red piece." Once they understand the rules, I jump to something like "A Koan Has The Buddah Nature Unless It contains exactly two pieces." 

Switching from a positively-marked property (there is a simple feature which all these things have) to a negatively-marked property (there is a simple feature which all these things lack) can be pretty eye-opening.

I showed Zendo to a math professor once who fell smack into the 2-4-6 trap and tried to build as many white-marked koans as possible. He even asked why the game didn't punish people for just making the same koan over and over again, since it would be guaranteed to "follow the rule." I eventually managed to convey that the object of the game is to be able to tell me, in words, what you think the rule is. Since then I've been more explicit that "part of the game involves literally just saying, out loud, what you think defines the property." People always seem to think that the zendo is a sort of a silent lecture, when really it's more of a laboratory class.

He even asked why the game didn't punish people for just making the same koan over and over again, since it would be guaranteed to "follow the rule." I eventually managed to convey that the object of the game is to be able to tell me, in words, what you think the rule is.

Maybe this provides some insight into the nature of positive bias. In the game, the only goal is to find the rule; there is no punishment for asking a wrong sequence. But I guess the real life is not like this. In real life, especially in the ancient environment, making a wrong guess is costly; and our cognitive algorithms were optimized for that.

For example, imagine that the rule is some taboo, punishable by death. It is better to avoid the punishment, than to find the boundaries precisely. Avoiding a superset of the taboo also has some cost, but that cost is probably cheaper than being stoned to death. If you know that the sequence "2-4-6" does not get you killed (unlike some other sequences, not explicitly known which ones), it may be wise to guess "2-4-6" over and over again.

One thing that helped me really get this one is testing software upgrades. It's insanely tedious. Most stuff just keeps working. But if you don't test, you're just asking for something to come back and bite you in the backside.

e.g. recent work example: upgrading Tomcat 6.0.16 to 6.0.29. Minor point release from the Apache Software Foundation, computer scientists famous for their dedication to engineering stability. I so didn't want to bother testing this at all - days and days of tedium. Then this bit us - someone decided the letter of the spec beat mountains of real-world code in a stable branch maintenance release. And it's in mountains of real-world code because of this. My opinion of Apache slipped somewhat. But my systems stayed up.

I still hate lining up testing, but a few of these and you start to expand your map of chances large enough to mess you up. Sysadmins know that computers are evil and out to get them, and that the only way around this is not to give them the opportunity.

A friend of mine has a similar story involving why he never allows code-changes after code freeze dates, even if X, even if Y, even if Z. His story, however, involves avatars in a video game sorting their layers in strange ways on obscure video cards to cause breastplates to unexpectedly sort below breasts, which is why I still remember it. 

It's like backups or freedom 0. Approximately no-one gets it until they've been bitten in real life. (I am particularly bad at learning without direct application of forehead to concrete, but am attempting to think more clearly.)

Funny, "three numbers in ascending order" was the first hypothesis that popped in my mind.

I think most people would come up with the correct answer 'with extension'. Such as 'increasing by 2 in ascending order' where the correct answer 'ascending order' is the basis that they have then specified further. In my eyes they have then given a partially correct answer and should not strive so hard to 'avoid this mistake' in the future. My reasoning is that you might then 'dismiss out of hand' a partially correct answer and by default do the same to the 'fully correct answer'.
 It is better then, to make a habit out of breaking down a hypotheses before dismissing it.
 Or you could just use up all your energy on convincing yourself that nothing should be believed, ever. Since belief means to know without proof.

I'd say you should read the Sequences, but that's clearly what you're doing :D. I'd suggest going ahead and introducing yourself over here.

I agree with you that some people might come up with the rule, but with unnecessary additions. The point of looking into the dark is that people may tend to add on to those extensions, when they should really be shaving them down to their core. And they can only do so (Or at least do so more effectively.) by looking into the dark.

Also, that's not exactly the commonly accepted definition of "Belief" around here. For what most would think of when you refer to "belief" check out here, here, and the related The Simple Truth article, and really the entire Map and Territory sequence

Thought experiment.  Suppose you have two oracles, and your task is to find out whether or not they have the same rule.  If each oracle is considered as "A lookup table produced by a coin flip for each possible input, except that there's a 50% chance that the second is just a copy of the first" then of course any input is as likely as any other to exhibit a difference, and you can easily compute the probability of no difference after n tests fail to exhibit one.  But if you have an assumption that simpler rules are more likely (eg. your prior is 2^-complexity) then what's your optimal strategy?

A plausible strategy is to follow the same strategy as you would if you had to find the rule of a single oracle; you always send the input that gives you the most bits about Oracle A's rule.  That way, you maximise the probability of exhibiting a difference given that one exists.  So if you can generate an input which, under your current model of the space of A's possible rules (and the probability of each), has exactly a 50% chance of matching A, then it also has a 50% chance of matching B; moreover these probabilities are independent, so you have 25%+25%=50% chance of exhibiting a difference.  If instead you picked an input with a 30% chance of matching A, your chance of exhibiting a difference is 21%+21%=42%.

It seems much of our cognitive architecture was developed in the context of social situations.  Indeed, the standard experiments on checking modus ponens and modus tollens understanding show sharp increases in ability when they are presented as social rules (e.g. http://en.wikipedia.org/wiki/Wason_selection_task checking whether someone is violating the "minor drinking alcohol" rules, rather than cards gives much higher performance).  Testing whether you understand a social rule by deliberately violating your current understanding can be a very, very expensive test.  It seems plausible that this cost has led to the human default ways for testing implicit rules to avoid seeking out these negatives, even when the cost would be low.

We're good at reasoning with social situations, and bad with more abstract situations. As such, we can't be doing them the same way. Something that helps in social situations is unlikely to cause a bias in more abstract situations.

In other words, our current architecture was developed in the context of social situations, and the fact that we do significantly better in those situations shows that it's the only time we use it. Otherwise, we use different, lousy architecture that won't exhibit the same biases.

Are you searching for positive examples of positive bias right now, or sparing a fraction of your search on what positive bias should lead you to not see?

Isn't what positive bias should lead you to not see a positive example of positive bias?
Or am I explaining the joke?

I intuitively wanted to see if the combination 8-6-4 or 6-4-2 would be acceptable, without actually making a guess at the rule. I looked at the two acceptable answers and the one unacceptable answer and thought, okay, but that doesn't prove a rule. The rule the experiment wants you to think about is a pattern like 2-4-6-8-10, so let's see if something disproves that pattern. Would 6-4-2 be acceptable? Obviously, it wouldn't. If I wasn't under the influence of hindsight bias I might continue on to try and see if different intervals were not acceptable I.e. 2-2-2 until I could differentiate between ascending order and the intervals, but knowing me and the likelihood of anyone actually guessing the rule I would put that as a very low probability. Still, this strikes me as the kind of thing where it's best to avoid bringing up a solution-- get more information, and study and discuss the information, and then try to solve it. If people did this perhaps they would come closer to getting it right?

Haha... And before I read this blog I thought I was irrational. Probably still am. 

I wonder why noone cares to mention Ockham's Razor in this situation. As already a couple of times mentioned, there are infinite rules possible to describe a finite set of numbers. thereby we can only start at the least restricting rule possible and work our way farther in until we get to a point where we are not able to find a set of numbers working for our rule, but not for the rule to find within a certain interval of time. thereby i start by saying its all numbers. obviously ill find a couple of pairs not matching the correct rule. ill then start trying whole numbers. after that i might try ascending numbers or at least a>b or b>c... the only important thing to do here is to find the simplest solution still possible. 

So i actually wouldnt try finding anything thats not fitting my assumptions, since there would be way more sets not fitting my assumption and not fitting the solution. 

If I was advising an AI on how to solve this question, I might recommend guessing many sets of three random numbers, and just looking at the ratio of 'yes' to 'no'.   A result of 1/6 yes, could then be matched against various rules and there ratios.  This would greatly reduce the solution set, and ordering would likely jump to the front as a likely possibility.

If I were answering the question for myself, I would likely try to break it, by that I mean get you to either add a new rule, or to say 'I don't know'.  { e, i, pi }

Software design: if you are using a logic test, check on either side of the logic test, and also random answers.

is X > 5?
if X is:
4: no
5: no
6: yes
5.00001: no
5.999999: yes
-1: error error error
"tomato": error error error

taught me to always double check the hypothesis is not just a good fit, but a good enough fit for the purpose.  If you never encounter a tomato, or decimals or negative numbers, then the test works fine.  if you expect occasional tomatoes, and your test is looking for a positive integer.  Maybe its time for a new test.

I think there is a simple approach to handling these problems. First define a number than no one knows anything about. Say BB(10) where BB is the busy beaver function. No one knows anything much about the size of this number, whether its odd or even, etc. Then if someone yes yes to:

BB(10), BB(10) + 2, BB(10) + 4 you can infer they probably really are using rule: n, n+2, n+4. 

If its not this rule they may need to say they can't tell if the sequence follows the rules or not. 

Unless they are using very general and hard to guess rules this method seems effective. An example of an absurdly hard to guess rule would be. "All numbers are less than BB(100)"

This doesn't solve the problem. If you think the rule is n,2n,3n you could try BB(10), 2BB(10), 3BB(10) but then the rule might really be: n,kn,(k+1)n for some k. But again this method seems to me like it would give you a way to check most "easy" rules. Or at least something like this is useful in testing your theories. 

I wonder if this can not be partially explained by people wanting to answer quickly. The teacher says you can make as many guesses as you like, but we still instinctively feel like we do better if we do it faster.

Imagine the same test, but now with the last line reading: "You can make as many guesses as you like, but you get graded on how fast you get the right result". With the rule it is a lot more rational to not spend too much time on verification of your hypothesized rule. I have no idea what the best strategy is, I guess it depends on your priors about the rule-space, but it probably does not involve spending a lot of questions on falsification.

My guess is that many people approach the problem as if it is of the above variety, even though it isn't. So while positive bias no doubt plays a part, I think a desire to answer quickly also factors hugely.

This is testable. Give people a 10 dollar reward for giving the correct answer, and explicitly tell them that the number of guesses does not affect this reward. I hypothesize that the fraction of people getting  the correct answer will go up significantly.

(I know this is a very old thread, but this sequence still features prominently on the site, so I have some hopes that people still read this occasionally :P)

Teacher: 'In 'Beast and Man in India' John Kipling describes a custom of how gypsies ransomed crows to Hindus. A gypsy would catch a crow, peg it on the ground spread-eagled so that it cannot escape, and when another bird would fly to attack it, the first one, defending itself, catches it with her legs. When the gypsy has enough crows, he goes to a shop of some rich Hindu and offers to let them go, for a price, or eat them for dinner. The Hindu pays one or two paisas for a bird. Let the p of the crow not flying away when it is pegged down be 90%, p of it catching another one be 95%. If by the end of the day the gypsy has 16 paisas, what is the least number of birds that will have been on the ground?' ...and the correct answer is zero:)

Is my idea correct why this is in Mysterious Answers?: Due to positive bias you don’t try to falsify a theory -- and if a theory does not predict anything for the negative case, then it does not have any predictive value and thus is a mysterious answer.

How could phlogiston theory have explained the flame not going out? It seems pretty straightforward : as the air absorbs phlogistion from the substance being burnt, it eventually becomes saturated. If the flame didn't go out, this would disprove the theory.

I am really curious what would happen if a test was performed where the inverse rule was used (flip all yeses to noes). You are told 2-4-6 does NOT obey a rule. If this changes the outcome then it suggests the asymmetry is less in the logic people are applying and more in an asymmetry in how the perceive the words yes and no.

I have read the condensed version of "The Sequences" in order and this is my favorite one so far.  It motivates me to deepen the emphasis I put on how the discomfort of the possibility of being proven wrong contributes to the comfort of feeling that I'm probably right.  Updating working assumptions can give us a very pleasant experience after a while because we start to see that we rarely have to do it, but that only works if we create a lot situations in which we might have to do it.

This cognitive phenomenon is usually lumped in with “confirmation bias.” However, it seems to me that the phenomenon of trying to test positive rather than negative examples, ought to be distinguished from the phenomenon of trying to preserve the belief you started with. “Positive bias” is sometimes used as a synonym for “confirmation bias,” and fits this particular flaw much better.

Subtle distinction I almost missed here. Worth expanding.






Against Rationalization

Knowing About Biases Can Hurt People

Once upon a time I tried to tell my mother about the problem of expert calibration, saying: “So when an expert says they’re 99% confident, it only happens about 70% of the time.” Then there was a pause as, suddenly, I realized I was talking to my mother, and I hastily added: “Of course, you’ve got to make sure to apply that skepticism evenhandedly, including to yourself, rather than just using it to argue against anything you disagree with—”

And my mother said: “Are you kidding? This is great! I’m going to use it all the time!”

Taber and Lodge’s “Motivated Skepticism in the Evaluation of Political Beliefs” describes the confirmation of six predictions:

If you’re irrational to start with, having more knowledge can hurt you. For a true Bayesian, information would never have negative expected utility. But humans aren’t perfect Bayes-wielders; if we’re not careful, we can cut ourselves.

I’ve seen people severely messed up by their own knowledge of biases. They have more ammunition with which to argue against anything they don’t like. And that problem—too much ready ammunition—is one of the primary ways that people with high mental agility end up stupid, in Stanovich’s “dysrationalia” sense of stupidity.

You can think of people who fit this description, right? People with high g-factor who end up being less effective because they are too sophisticated as arguers? Do you think you’d be helping them—making them more effective rationalists—if you just told them about a list of classic biases?

I recall someone who learned about the calibration/overconfidence problem. Soon after he said: “Well, you can’t trust experts; they’re wrong so often—as experiments have shown. So therefore, when I predict the future, I prefer to assume that things will continue historically as they have—” and went off into this whole complex, error-prone, highly questionable extrapolation. Somehow, when it came to trusting his own preferred conclusions, all those biases and fallacies seemed much less salient—leapt much less readily to mind—than when he needed to counter-argue someone else.

I told the one about the problem of disconfirmation bias and sophisticated argument, and lo and behold, the next time I said something he didn’t like, he accused me of being a sophisticated arguer. He didn’t try to point out any particular sophisticated argument, any particular flaw—just shook his head and sighed sadly over how I was apparently using my own intelligence to defeat itself. He had acquired yet another Fully General Counterargument.

Even the notion of a “sophisticated arguer” can be deadly, if it leaps all too readily to mind when you encounter a seemingly intelligent person who says something you don’t like.

I endeavor to learn from my mistakes. The last time I gave a talk on heuristics and biases, I started out by introducing the general concept by way of the conjunction fallacy and representativeness heuristic. And then I moved on to confirmation bias, disconfirmation bias, sophisticated argument, motivated skepticism, and other attitude effects. I spent the next thirty minutes hammering on that theme, reintroducing it from as many different perspectives as I could.

I wanted to get my audience interested in the subject. Well, a simple description of conjunction fallacy and representativeness would suffice for that. But suppose they did get interested. Then what? The literature on bias is mostly cognitive psychology for cognitive psychology’s sake. I had to give my audience their dire warnings during that one lecture, or they probably wouldn’t hear them at all.

Whether I do it on paper, or in speech, I now try to never mention calibration and overconfidence unless I have first talked about disconfirmation bias, motivated skepticism, sophisticated arguers, and dysrationalia in the mentally agile. First, do no harm!

Humans aren't just not perfect Bayesians.  Very very few of us are even Bayesian wannabes.  In essence, everyone who thinks that it is more moral/ethical to hold some proposition than to hold it's converse is taking some criterion other than appearent truth as normative with respect to the evaluation of beliefs.

This is something of a nitpick, but I think that it is more moral/ethical to hold a proposition than to hold its converse if there is good reason to think that that proposition is true. Is this un-Bayesian?

It's a meta-level/aliasing sort of problem, I think. You don't believe it's more ethical/moral to believe any specific proposition, you believe it's more ethical/moral to believe 'the proposition most likely to be true', which is a variable which can be filled with whatever proposition the situation suggests, so it's a different class of thing. Effectively it's equivalent to 'taking apparent truth as normative', so I'd call it the only position of that format that is Bayesian.

Hmm... thanks for writing this. I just realized that I may resemble your argumentative friend in some ways. I should bookmark this.

Stanovich's "dysrationalia" sense of stupidity is one of my greatest fears.

I didn't know whether to post this reply to "Black swans from the future" or here, so I'll just reference it:

http://www.overcomingbias.com/2007/04/black_swans_fro.html#comment-65404590

I've pointed before to this very good review of Philip Tetlock's book, Expert Political Judgment. The review describes the results of Tetlock's experiments evaluating expert predictions in the field of international politics, where they did very poorly. On average the experts did about as well as random predictions and were badly outperformed by simple statistical extrapolations.

Even after going over the many ways the experts failed in detail, and even though the review is titled "Everybody’s An Expert", the reviewer concludes, "But the best lesson of Tetlock’s book may be the one that he seems most reluctant to draw: Think for yourself."

Does that make sense, though? Think for yourself? If you've just read an entire book describing how poorly people did who thought for themselves and had a lot more knowledge than you do, is it really likely that you will do better to think for yourself? This advice looks like the same kind of flaw Eliezer describes here, the failure to generalize from knowledge of others' failures to appreciation of your own.

There's a better counterargument than that in Tetlock - one of the data points he collected was from a group of university undergraduates, and they did worse than the worst experts, worse than blind chance. Thinking for yourself is the worst option Tetlock considered.

Hal, to be precise, the bias is generalizing from knowledge of others' failures  to skepticism about disliked conclusions, but failing to generalize to skepticism about preferred conclusions or one's own conclusions.  That is, the error is not absence of generalization, but imbalance of generalization, which is far deadlier.  I do agree with you that the reviewer's conclusion is not supported (to put it mildly) by the evidence under review.

So why, then, is this blog not incorporating more statistical and collective de-biasing mechanisms?  There are some out-of-the-box web widgets and mildly manual methods to incorporate that would at the very least provide new grist for the discussion mill.

The error here is similar to one I see all the time in beginning philosophy students: when confronted with reasons to be skeptics, they instead become relativists.  That is, where the rational conclusion is to suspend judgment about an issue, all too many people instead conclude that any judgment is as plausible as any other.

I would love to hear more about such methods, Rafe. This blog tends to be a somewhat abstract and "meta" but I would like to do more case studies on specific issues and look at how we could come to a less biased view of the truth. I did a couple of postings on the "Peak Oil" controversy a few months ago along these lines.

Rooney, I don't disagree that this would be a mistake, but in my experience the balance of evidence is very rarely exactly even - because hypotheses have inherent penalties for complexity.  Where there is no evidence in favor of a complicated proposed belief, it is almost always correct to reject it, not suspend judgment.  The only cases I can think of where I suspend judgment are binary or small discrete hypothesis spaces, like "Was it murder or suicide?", or matters like the anthropic principle, where there is no null hypothesis to take refuge in, and any position is attackable.

I have also had repeated encounters with individuals who take the bias literature to provide 'equal and opposite biases' for every situation, and take this as reason to continue to hold their initial beliefs. The situation is reminiscent of many economic discussions, where bright minds question whether the effect of a change on some quantity will be positive, negative or ambiguous. The discussants eagerly search for at least one theoretical effect that could move the quantity in a positive direction, one that could move it in the negative, and then declare the effect ambiguous after demonstrating their cleverness, without evaluating the actual size of the opposed effects.

I would recommend that when we talk about opposed biases, at least those for which there is an experimental literature, we should give rough indications of their magnitudes to discourage our audiences from utilizing the 'it's all a wash' excuse to avoid analysis.

As someone who seems to have "thrown the kitchen sink" of cognitive biases at the free will problem, I wonder if I've suffered from this meta-bias myself.  I find only modest reassurance in the facts that: (i) others have agreed with me and (ii) my challenge for others to find biases that would favor disbelief in free will has gone almost entirely unanswered.

But this is a good reminder that one can get carried away...

Eliezer, I agree that exactly even balances of evidence are rare.  However, I would think suspending judgment to be rational in many situations where the balance of evidence is not exactly even.  For example, if I roll a die, it would hardly be rational to believe "it will not come up 5 or 6", despite the balance of evidence being in favor of such a belief.  If you are willing to make >50% the threshold of rational belief, you will hold numerous false and contradictory beliefs.

Also, I have some doubt about your claim that when "there is n... (read more)

However, if you were to wager on whether or not the dice will come up as either 5 or 6, the only rational position is to bet against it. 

You need to specify even odds. Bayesians will bet on just about anything if the price is right.

"Nonetheless, it would not be correct for Archimedes to conclude that Bell's theorem is therefore false."

I think this is a terrible hypothetical to use to illuminate your point, since most of Archimedes' decision would be based on how much evidence is proper to give to the source of information he gets the theorem from. I would say that, for any historically plausible mechanism, he'd certainly be correct in rejecting it.

Rooney, where there isn't any evidence, then indeed it may be appropriate to suspend judgment over a large hypothesis space, which indeed is not the same as being able to justifiably adopt a random such judgment - anyone who wants to assign more than default probability mass is being irrational.

I concur that Bell's theorem is a terrible hypothetical, because the whole point is that, in real life, without evidence, there's absolutely no way for Archimedes to just accidentally hit on Bell's theorem - in his lifetime he will not reach that part of the search ... (read more)

Eliezer, I think we are misunderstanding each other, possibly merely about terminology.

When you (and pdf) say "reject", I am taking you to mean "regard as false".  I may be mistaken about that.

I would hope that you don't mean that, for if so, your claim that "no evidence in favor -> almost always false" seems bound to lead to massive errors.  For example, you have no evidence in favor of the claim "Rooney has string in his pockets".  But you wouldn't on such grounds aver that such a claim is almost certainly false... (read more)

The probability that an arbitrary person has string in their pockets (given that they're wearing pockets at the time) is knowable, and given no other information we could say that it's X%. The proper attitude towards the claim "Rooney has string in his pockets" is that it has about an X% chance of being true. (Unless we get other evidence to the contrary--and the fact that someone made the claim might be evidence here.)

Say X is 3%. Then I should say that Rooney very likely has no string in his pockets. Say X were 50%. Then I should say that there... (read more)

Rooney, I think you're interpreting "reject" as "state with certainty that it is not true" or "behave as if there is definite evidence against it".  Whereas what I mean is that one should bet at odds that are tiny or even infinitesimal when dealing with an evidentially unsupported belief in a very large search space.  You have no choice but to deal this way with the vast majority of such beliefs if you want your total probabilities to sum to 1.

By "suspending judgment" I mean neither accepting a claim as true, nor rejecting it as false.  Claims about the probability of a given claim being true, helpful as they may be in many cases, are distinct from the claim itself.  So, pdf, when you say "The proper attitude towards the claim "Rooney has string in his pockets" is that it has about an X% chance of being true", where X is unknown, I don't see how this is materially different from saying "I don't know if Rooney has string in his pockets", which is to say tha... (read more)

You have no choice but to bet at some odds.  Life is about action, action is about expected utility, and expected utility demands that you assign some subjective weighting to outcomes based on how likely they are.  Walking down the street, I offer to bet you a million dollars against one dollar that a stranger has string in their pockets.  Do you take the bet?  Whether you say yes or no, you've just made a statement of probability.  The null action is also an action.  Refusing to bet is like refusing to allow time to pass.

Nor do I permit probabilities of zero and one.  All belief is belief of probability.

I have to bet on every possible claim I (or any sentient entity capable of propositional attitudes in the universe) might entertain as a belief?  That is highly implausible as a descriptive claim.  Consider the claim "Xinwei has string in his pockets" (where Xinwei is a Chinese male I've never met).  I have no choice but to assign probability to that claim?  And all other claims, from "language is the house of being" to "a proof for Goldbach's conjecture will be found by an unaided human mind"?  If Eliezer offers me a million ... (read more)

Michael Rooney:  I don't think Eliezer is saying that it's invalid to say "I don't know."  He's saying it's invalid to have as your position "I should not have a position."

The analogy of betting only means that every action you take will have consequences.  For example, the decision not to try to assign a probability to the statement that Xinwei has a string in his pocket will have some butterfly effect.  You have recognized this, and have also recognized that you don't care, and have taken the position that it doesn't matter.  The key here is that, as you admit, you have taken a position.

And now that we know that we're going to be more biased. Why'd you have to say that? 

"Sophistication effect. Politically knowledgeable subjects, because they possess greater ammunition with which to counter-argue incongruent facts and arguments, will be more prone to the above biases."

Well, what about that always taking on the strongest opponent and the strongest arguments business? ;)

Actually, when I see a fellow with third degree in Philosophy, I leave him for someone, who'll have a similiar degree.  It isn't that Sorbonne initiates are hopeless, it's  arguments with 'em, that really are (hopeless).

"Things will continue historically as they have" is in some contexts hardly the worst thing you could assume, particularly when the alternative is relying on expert advice that a) is from people who historically have not had skill at predicting things and b) are making predictions reliant on complex ideas that you're in no position to personally evaluate. 

I think I've got a pretty good feeling on those 6 predictions and have seen them in action numerous times.  Most especially in discussions on religion.  Does the following seem about right LWers?

The prior attitude effect, both atheists and theists have prior strong feelings of their respective positions and many of them tend to evaluate their supportive arguments more favourably, whilst also aggressively attacking counters to their arguments as predicted by the disconfirmation bias.

The internet being what it is, provides a ready source of material to confi... (read more)

The link to the paper is dead. I found a copy here: Taber & Lodge (2006). 

As far as I can tell, there have been few other studies which demonstrate the sophistication effect. One new study on this is West et al. (forthcoming), "Cognitive Sophistication Does Not Attenuate the Bias Blind Spot."

The so-called bias blind spot arises when people report that thinking biases are more prevalent in others than in themselves. Bias turns out to be relatively easy to recognize in the behaviors of others, but often difficult to detect in our own judgments. Most previous research on the bias blind spot has focu

"For a true Bayesian, information would never have negative expected utility". I'm probably being a technicality bitch, attacking an unintended interpretation, but I can see bland examples of this being false if taken literally: A robot scans people to see how much knowledge they have and harms them more if they have more knowledge, leading to a potential for negative utility given more knowledge.

"For a true Bayesian, information would never have negative expected utility."

Is this true in general? It seems to me that if a Bayesian has limited information handling ability, then they need to give some thought (not too much!) to the risks of being swamped with information and of spending too many resources on gathering information.

Given the unbelievable difficulty in overcoming cognitive bias (mentioned in this article and many others), is it even realistic to expect that it's possible? Maybe there are a lucky few who may have that capacity, but what about a majority of even those with above-average intelligence, even after years of work at it? Would most of them not just sort of drill themselves into a deeper hole of irrationality? Even discussing their thoughts with others would be of no help, given the fact that most others will be afflicted with cognitive biases as well. Since t... (read more)

Critical Review recently devoted an issue to discussions of this 2006 study. Taber & Lodge's reply to the symposium on their paper is available here.

I Think is a good thing to be Humble to yourself, not to ague with yourself. if you you are always in self-doubt, you never speak out and learn. If you don't hear yourself, only how 'smart' you sound, you never learn from your mistakes. I try to learn from my - and other's- mistakes  but I think observation of yourself is truly the key to being a rationalist, to remove self-imposed blocks on the path of understanding.

I Think it is great that you have such real-life experience, and have the courage to try. Keep living, learning and trying!

(I know this might be off-topic, but this is my first post and I don't know where to start, so i posted somewhere that inspired me to write.)

On a related note to such despicable people; I just had a few minutes talk with a very old friend on mine who matched this description. I just wanted an update on his situation and see if the boundless rage and annoyance I experienced then still fit. It's not super relevant, but the exact moment i started writing to him, my hands started shaking and i could feel a pressure on my chest, and my mind started clouding over. It's probably something that's shot into my system, but the exact reason why and what i dont know. Do any of you happen to know about this... (read more)

I fear that the most common context in which people learn about cognitive biases is also the most detrimental. That is, they're arguing about something on the internet and someone, within the discussion, links them an article or tries to lecture them about how they really need to learn more about cognitive biases/heuristics/logical fallacies etc.. What I believe commonly happens then is that people realise that these things can be weapons; tools to get the satisfaction of "winning". I really wish everyone would just learn this in some neutral con... (read more)

THIS is the proper use of humility. I hope I'm less of a fanatic and more tempered in my beliefs in the future.

It seems to me like this is as intended.
Most people who talk about biases and fallacies do so in the veil of them being wrong and bad, instead of mere tools, more or less sophisticated and consciously knowable.
I am skeptical about what good argument and reasoning entails and whether any such single instance exists.

For a salient example, look no further than the politics board of 4chan. Stickied for the last five years is a list of 24 logical fallacies. Unfortunately, this doesn't seem to dissuade the conspiratorial ramblings, but rather, lends an appearance of sophistication to their arguments for anyone unfamiliar with the subject. It's how you get otherwise curious and bright 15 year olds parroting anti-semitic rhetoric.



Update Yourself Incrementally

Politics is the mind-killer.  Debate is war, arguments are soldiers.  There is the temptation to search for ways to interpret every possible experimental result to confirm your theory, like securing a citadel against every possible line of attack.  This you cannot do.  It is mathematically impossible. For every expectation of evidence, there is an equal and opposite expectation of counterevidence.

But it’s okay if your cherished belief isn’t perfectly defended. If the hypothesis is that the coin comes up heads 95% of the time, then one time in twenty you will expect to see what looks like contrary evidence. This is okay. It’s normal. It’s even expected, so long as you’ve got nineteen supporting observations for every contrary one. A probabilistic model can take a hit or two, and still survive, so long as the hits don't keep on coming in.2

Yet it is widely believed, especially in the court of public opinion, that a true theory can have no failures and a false theory no successes.

You find people holding up a single piece of what they conceive to be evidence, and claiming that their theory can “explain” it, as though this were all the support that any theory needed. Apparently a false theory can have no supporting evidence; it is impossible for a false theory to fit even a single event. Thus, a single piece of confirming evidence is all that any theory needs.

It is only slightly less foolish to hold up a single piece of probabilistic counterevidence as disproof, as though it were impossible for a correct theory to have even a slight argument against it. But this is how humans have argued for ages and ages, trying to defeat all enemy arguments, while denying the enemy even a single shred of support. People want their debates to be one-sided; they are accustomed to a world in which their preferred theories have not one iota of antisupport. Thus, allowing a single item of probabilistic counterevidence would be the end of the world.

I just know someone in the audience out there is going to say, “But you can’t concede even a single point if you want to win debates in the real world! If you concede that any counterarguments exist, the Enemy will harp on them over and over—you can’t let the Enemy do that! You’ll lose! What could be more viscerally terrifying than that?”

Whatever. Rationality is not for winning debates, it is for deciding which side to join. If you’ve already decided which side to argue for, the work of rationality is done within you, whether well or poorly. But how can you, yourself, decide which side to argue? If choosing the wrong side is viscerally terrifying, even just a little viscerally terrifying, you’d best integrate all the evidence.

Rationality is not a walk, but a dance. On each step in that dance your foot should come down in exactly the correct spot, neither to the left nor to the right. Shifting belief upward with each iota of confirming evidence. Shifting belief downward with each iota of contrary evidence. Yes, down. Even with a correct model, if it is not an exact model, you will sometimes need to revise your belief down.

If an iota or two of evidence happens to countersupport your belief, that’s okay. It happens, sometimes, with probabilistic evidence for non-exact theories. (If an exact theory fails, you are in trouble!) Just shift your belief downward a little—the probability, the odds ratio, or even a nonverbal weight of credence in your mind. Just shift downward a little, and wait for more evidence. If the theory is true, supporting evidence will come in shortly, and the probability will climb again. If the theory is false, you don’t really want it anyway.

The problem with using black-and-white, binary, qualitative reasoning is that any single observation either destroys the theory or it does not. When not even a single contrary observation is allowed, it creates cognitive dissonance and has to be argued away. And this rules out incremental progress; it rules out correct integration of all the evidence. Reasoning probabilistically, we realize that on average, a correct theory will generate a greater weight of support than countersupport. And so you can, without fear, say to yourself: “This is gently contrary evidence, I will shift my belief downward.” Yes, down. It does not destroy your cherished theory. That is qualitative reasoning; think quantitatively.

For every expectation of evidence, there is an equal and opposite expectation of counterevidence. On every occasion, you must, on average, anticipate revising your beliefs downward as much as you anticipate revising them upward. If you think you already know what evidence will come in, then you must already be fairly sure of your theory—probability close to 1—which doesn’t leave much room for the probability to go further upward. And however unlikely it seems that you will encounter disconfirming evidence, the resulting downward shift must be large enough to precisely balance the anticipated gain on the other side. The weighted mean of your expected posterior probability must equal your prior probability.

How silly is it, then, to be terrified of revising your probability downward, if you’re bothering to investigate a matter at all? On average, you must anticipate as much downward shift as upward shift from every individual observation.

It may perhaps happen that an iota of antisupport comes in again, and again and again, while new support is slow to trickle in. You may find your belief drifting downward and further downward. Until, finally, you realize from which quarter the winds of evidence are blowing against you. In that moment of realization, there is no point in constructing excuses. In that moment of realization, you have already relinquished your cherished belief. Yay! Time to celebrate! Pop a champagne bottle or send out for pizza! You can’t become stronger by keeping the beliefs you started with, after all.

I don't understand why the Million Dollar Challenge hasn't been won. I've spent some time in the JREF forums and as far as I can see the challenge is genuine and should be easily winnable by anyone with powers you accept. The remote viewing, for instance, that I see on your blog. That's trivial to turn into a good protocol. Why doesn't someone just go ahead and prove these things exist? It'd be good for everyone involved. I see you say: "But for the far larger community of psi deniers who have not read the literature of evidence for psi, and get all your information from the Shermers and Randis of the world, I have a simple message: you are uninformed." So obviously you think that either Randi has bad information or is deliberately sharing bad information. That's fine. If the Challenge is set up correctly it shouldn't matter what Randi does or does not believe/know/whatever. I can only conclude there is at least one serious flaw in the Challenge. Could you tell me what it is?

Matthew:  As far as I can tell, Psi is not a hypothesis that constrains the probability density of predictions rather than simply saying "anything goes, anything can happen".  As such, isn't it just an instance of radical skepticism?  The thing is, radical skeptical arguments don't change anticipations or proscribe changes in behavior.  Taken seriously, it's not clear that such hypotheses even constitute arguments for their own advocacy.  Maybe if I draw attention to the unknowable demons behind the curtain I will be better able to deal with them but maybe that will cause them to eat me.  I don’t see how an expected value calculation holds that the former is more likely than the latter, just as I don’t see how a god who punishes atheists is any less likely than one who punishes believers.
Related question.  What evidence would cause you to relinquish the psi hypothesis?

You want me to believe precognition has been scientifically established?  Give me one single research protocol which reliably (90% probability) produces results at the p < 0.01 significance level for events 30 minutes in the future.

If the effect is real, however small, there will exist some number of subjects/trials that reliably amplifies the effect to any given level of statistical significance.

If there was any actual evidence, somebody would have claimed Randi's million-dollar prize years ago. I wasn't able to find a copy of "The Irreducible Mind" online; it doesn't have a Wikipedia article and apparently isn't that popular. A quick Google of the authors reveals that only one (Bruce Greyson) has a Wikipedia article (http://en.wikipedia.org/wiki/Bruce_Greyson). The lead author, Edward F. Kelly, is employed as a professor of "Perceptual Studies" at the University of Virginia Health System (http://www.healthsystem.virginia.edu/internet/personalitystudies/Edbio.cfm) and has a PhD. from Harvard in "Psycholinguistics/Cognitive Science". The authors seem to work mainly within the field of psychology, asserting that it has "no explanation" for the human mind (http://www.amazon.com/Irreducible-Mind-hard-find-contemporary/dp/customer-reviews/0742547922).

As for the other two links, the first one sounds like nonsense; the "research" was not peer-reviewed, replicated or verified and was "released exclusively to the Daily Mail", a well-known London tabloid (http://en.wikipedia.org/wiki/Daily_Mail). The article he linked is from The Evening Standard, another British tabloid (http://en.wikipedia.org/wiki/The_Evening_Standard), and asserts that "Virtually all the great scientific formulae which explain how the world works allow information to flow backwards and forwards through time - they can work either way, regardless.", as well as a great deal of other obvious nonsense. The second one lists a number of anecdotes, none of which have sources, identifying references or even names.

Information flowing both backward and forward through time is obviously useless to us since we perceive and move in only one direction.  It's not obviously nonsense.  Our perception moves forward through time, so it seems obvious to us that cause leads to effect.

However...  if, in fact, the effect precipitates the cause...  Or some feedback combination of both...  How would we actually be able to tell?  Our perception only computes in one direction so we always see the cause half of it first and then the effect.

If there were people reliable enough at passing information back to their past selves to beat random chance though I expect they would already have found a way to make use of it.

"If the hypothesis is that the coin comes up heads 95% of the time, then one time in twenty you will see what looks like contrary evidence."

My question here assumes that you mean one in twenty times you get a tails (if you mean one in twenty times you get a heads, then I'm also confused but for different reasons).

Surely if I have a hypothesis that a coin will land heads 95% of the time (and therefore tails 5% of the time) then every cluster of results in which 1/20 are tails is actually supporting evidence. If I toss a coin X times (where X is some number whereby 95% is a meaningful description of outcomes: X >= 20) and 1 out of those 20 is tails, that actually is solid evidence is support of my hypothesis - if, as you say "one in twenty times" I see a tails, that is very strong evidence that my 95% hypothesis is accurate...

Have I misread you point or am I thinking about this from the wrong angle?

Have I misread you point or am I thinking about this from the wrong angle?

Maybe the belief here is "the next flip of the coin will be heads". Then each head causes your confidence in that belief to increase, while each tail causes a decrease in that confidence.

You're right, though; the belief "the coin is heads 94-96% of the time" behaves according to more complicated rules. Even if it is true, every so often, you will still get evidence that contradicts your belief - such as a twenty tails in a row. But not often, and Elizer's point still applies.

Whether a given coinflip is evidence for or against H1 depends not only on the value of that coinflip, but on what other hypotheses you are comparing H1 to. So let's introduce...

By Bayes' Theorem (odds form), the odds conditional upon the data D are:

So when we see the data, our odds are multiplied by the likelihood ratio p(D|H1)/p(D|H2).

If you prefer to measure evidence in decibels, then a result of heads is 10log10(1.9) ~= +2.8db of evidence and a result of tails is 10log10(0.1) = -10.0db of evidence.

The same result is true regardless of how you group the coinflips; if you get nothing but heads, that is even stronger evidence for H1 than if you get 95% heads and 5% tails. This is true because we are only comparing it to hypothesis H2. If we introduce hypothesis H3:

Then we can also measure the likelihood ratio p(D|H1) / p(D|H3).

p(heads|H1) / p(heads|H3) = 0.95 / 0.99 = 0.9595...
p(tails|H1) / p(tails|H3) = 0.05 / 0.01 = 5.0

So a result of heads is about -0.18 db of evidence for H1, and a result of tails is about +7.0 db of evidence.

If you have a uniform prior on [0, 1] for the frequency of a heads, then you can use Laplace's Rule of Succession.

Matthew C - it sounds more like you're trying to sell a book than produce a testable experiment.

I could a book and find that the arguments in the book are "valid" - that it is impossible, or at least unlikely, that the premises are true and the conclusion false. However, what I can't do by reading is determine if the premises are true.

In the infamous Alien Autopsy "documentary", there were three specific claims made for the authenticity of the video.

1) An expert from Kodak examined the film, and verified that it is as old as was claimed.
2) A pathologist was interviewed, who said that the autopsy portrayed was done in the manner that an actual autopsy would have been done.
3) An expert from Spielberg's movie studio testified that modern special effects could not duplicate the scenes in the video.

If you accept these statements as true, it becomes reasonable to accept that the footage was actually showing what it appeared to show; an autopsy of dead aliens.

Upon seeing these claims, though, my response was along the lines of "I defy the data." As it turns out, all three of those statements were blatant lies. There was no expert from Kodak who verified the film. Kodak offered to verify the film, but was denied access. Many other pathologists said that the way the autopsy was performed in the film was absurd, and that no competent pathologist would ever do an autopsy on an unknown organism in that manner because it would be completely useless. The person from Spielberg's movie studio was selectively quoted and was very angry about it. What he really said that the film was good for whatever grade B studio happened to have produced it.

I could read your book, but I believe that it is more likely that the statements in the book are wrong than it is that psi exists. As Thomas Jefferson did not say, "It is easier to believe that two Yankee professors [Profs. Silliman and Kingsley of Yale] would lie than that stones would fall from the sky."

The burden of proof is on you, Matthew. Many, many claims of the existence of "psi" have been shown to be bogus, so I give further claims of that nature very little credence. Either tell us about a repeatable experiment - copy a few paragraphs from that book if you have to - or we're going to ignore you.

There is more discussion of this post here as part of the Rerunning the Sequences series.



One Argument Against An Army

I talked about a style of reasoning in which not a single contrary argument is allowed, with the result that every non-supporting observation has to be argued away. Here I suggest that when people encounter a contrary argument, they prevent themselves from downshifting their confidence by rehearsing already-known support. 

Suppose the country of Freedonia is debating whether its neighbor, Sylvania, is responsible for a recent rash of meteor strikes on its cities. There are several pieces of evidence suggesting this: the meteors struck cities close to the Sylvanian border; there was unusual activity in the Sylvanian stock markets before the strikes; and the Sylvanian ambassador Trentino was heard muttering about “heavenly vengeance.”

Someone comes to you and says: “I don’t think Sylvania is responsible for the meteor strikes. They have trade with us of billions of dinars annually.” “Well,” you reply, “the meteors struck cities close to Sylvania, there was suspicious activity in their stock market, and their ambassador spoke of heavenly vengeance afterward.” Since these three arguments outweigh the first, you keep your belief that Sylvania is responsible—you believe rather than disbelieve, qualitatively. Clearly, the balance of evidence weighs against Sylvania.

Then another comes to you and says: “I don’t think Sylvania is responsible for the meteor strikes. Directing an asteroid strike is really hard. Sylvania doesn’t even have a space program.” You reply, “But the meteors struck cities close to Sylvania, and their investors knew it, and the ambassador came right out and admitted it!” Again, these three arguments outweigh the first (by three arguments against one argument), so you keep your belief that Sylvania is responsible.

Indeed, your convictions are strengthened. On two separate occasions now, you have evaluated the balance of evidence, and both times the balance was tilted against Sylvania by a ratio of 3 to 1.

You encounter further arguments by the pro-Sylvania traitors—again, and again, and a hundred times again—but each time the new argument is handily defeated by 3 to 1. And on every occasion, you feel yourself becoming more confident that Sylvania was indeed responsible, shifting your prior according to the felt balance of evidence.

The problem, of course, is that by rehearsing arguments you already knew, you are double-counting the evidence. This would be a grave sin even if you double-counted all the evidence. (Imagine a scientist who does an experiment with 50 subjects and fails to obtain statistically significant results, so the scientist counts all the data twice.)

But to selectively double-count only some evidence is sheer farce. I remember seeing a cartoon as a child, where a villain was dividing up loot using the following algorithm: “One for you, one for me. One for you, one-two for me. One for you, one-two-three for me.”

As I emphasized in the last essay, even if a cherished belief is true, a rationalist may sometimes need to downshift the probability while integrating all the evidence. Yes, the balance of support may still favor your cherished belief. But you still have to shift the probability down—yes, down—from whatever it was before you heard the contrary evidence. It does no good to rehearse supporting arguments, because you have already taken those into account.

And yet it does appear to me that when people are confronted by a new counterargument, they search for a justification not to downshift their confidence, and of course they find supporting arguments they already know. I have to keep constant vigilance not to do this myself! It feels as natural as parrying a sword-strike with a handy shield.

With the right kind of wrong reasoning, a handful of support—or even a single argument—can stand off an army of contradictions.

Just a question of bookkeeping - online confidence update can be no less misleading, even if all facts are processed once. Million negative arguments can have negligible total effect if they happen to be dependent in non-obvious way.

Not if processed correctly, but, of course, if you process incorrectly anything can happen.

Million negative arguments can have negligible total effect if they happen to be dependent

Agreed.  Or even if they're independent, but small; or independent, but outweighed by ten million positive evidences.

On the other hand, each new argument might reduce the implicit quality of the arguers. Imagine a succession of wilder excuses, rather than a series of increasingly damning data, and you could justify the hawkish Freedonian's view.

Perhaps the way to avoid both of these strategies is to address new evidence in batches. First, you and the hawks add up all your arguments. Then you state them, and consider. A week later, you both state all the new evidence that's come to light since, address how it affects your interpretation of the old data, etc.

You don't want a situation like the evolution/creationism debate, in which creationists are ever ready to point out new gaps in the fossil record (apparently unaware that filling in a gap between A and C creates two new gaps -- between A and B and between B and C).

Interesting thought, but this sort of abstract discussion about a possible error would greatly benefit from real and documented examples in which the described error cropped up.

I have to keep constant vigilance not to do this myself!

A documented example would definitely be appreciated so that we know what we are looking for in a particular situation. Otherwise getting stuck in this loop of winning arguments by double-counting evidence is very easy.

It's "one for you, one for me, two for you, one - two for me, three for you, one - two - three for you" your way wouldn't even fool Elmer Fudd.

Constant, virtually any modern hot-button political issue will do.

Byrne, the world's stupidest person may say the sun is shining but that doesn't make it dark out.  Weak arguments don't go out the other side and become counterarguments.

Yes, but if my opponent makes arguments a seven-year-old can see through, that increases the probability that they are dishonest, and decreases my trust in any claims they may make. (If they present a complete line of reasoning, that of course isn't changed, but I mean claims of fact that I can't easily verify, or arguments leaving out several inferential steps.)

"Constant, virtually any modern hot-button political issue will do."

Actually, I think it would be pretty hard to come up with unambiguous examples of this, because what you're describing is not misbehavior that occurs in any given encounter, but a pattern over time in which an individual changes his own beliefs in the wrong way in response to the evidence. This is hard to demonstrate for at least two reasons. First, since it occurs over time rather than on a single occasion it's difficult to observe. Second, since what you're really talking about (the revision of one's beliefs) occurs inside a person's head there's the problem of gaining access to the person's head.

But if it is difficult to come up with unambiguous examples of it, then by the same token it is hard to observe in the first place. Any supposed observation of it will almost certainly require a large element of speculation about what is going on inside someone else's head.

What can we actually observe? Relevant to what you describe, we can observe two things:

1) We know generally that people's political views often harden over time. And since they do it in different directions, then in at least some cases the hardening is unlikely to be occurring for the right (the rational truth-seeking) reasons.

2) People do observably rehearse already-known support.

But (2) in itself is perfectly legitimate. Meanwhile (1) already has many explanations apart from the phenomenon that you are speculating exists. It's a much observed and much talked about phenomenon, and what you have done here is added only one more speculation about why it happens to the bulging library of explanations. While you are not necessarily wrong, at the same time as far as I can see there isn't all that much compelling evidence in favor of your speculation.

Even if you do want to integrate contrary evidence, it can be hard to do so quickly enough to continue a normal conversation, especially if the evidence is quite unexpected.

For example, suppose I have come to believe that in war X, the victory of the Reds against the Greens was always likely to happen. That is, from the first skirmish between the two sides, one could (with only the information about the two sides available at that point in time) confidently bet on the Reds winning. And the Reds did actually win.

If I know nothing of heuristics and biases, and someone counters my assertion about war X by mentioning the Hindsight Bias, then it may take me quite a long time to integrate this new evidence into my model of the world. I will need to think about the epistemic weight of heuristics and biases information, and ask how closely  the conditions of tests of bias resemble my own. If my belief about war X depends in part on evidence about what professional historians believe, then I will have to consider the potentially thorny question of how much professional historians are subject to Hindsight Bias. Of course, my subjective probability in the inevitability of Red victory will go down, but the important question of how much it goes down cannot be answered so easily.

So, what we should often do in face-to-face discussion when we get new evidence is say, "please give me some time to integrate that new evidence into my model". This would be taken by many as a concession of defeat, just as would saying "After conditionalization on your evidence I have lowered by credence in P", and so will be hard for people to do in practice.

This would be taken by many as a concession of defeat, just as would saying "After conditionalization on your evidence I have lowered by credence in P", and so will be hard for people to do in practice.

When I'm talking to people of that quality, I very rarely need to integrate substantial new evidence into my model.

If evidence is not substantial you have no obligation to make a big deal of the fact that you are updating on it; this would be a Gricean deception.

When someone does present you with substantial new evidence, you should consider that you may be dealing with one knowledgeable in the subject area; if so, conceding defeat, or showing before others that you have been presented with substantial new evidence, should not be out of the question.  What categorical imperative would you want to apply for people who encounter substantial new evidence?

If the appearance of conceding defeat is (for whatever reason) terribly scary, then you may, perhaps, choose between acknowledging new evidence internally and saying nothing about this externally; or you may fail to acknowledge it even internally.  Neither course of action is especially virtuous, but self-deception is not more virtuous than silence.

Other than moral reasons, what flaws are there in the course of action of arguing against the evidence whilst acknowledging internally that your opponent is right?

Off-hand here are three pragmatic costs of doing so, as stripped of moral language as I can get them:

1) Cognitive dissonance. For most of us, behavior influences belief, so behaving as though the presented evidence wasn't compelling can (and likely will) interfere with our ability to properly incorporate that evidence in our thinking. 

2a) Reputation. If I fail to signal internal state reliably, I may develop a reputation as an unreliable signaler.  There are social costs to that, as well as nastier words for it. 

2b)  Reputation, again. Evidence of true things is a valuable thing to have. If someone gives it to me and I refuse to acknowledge it, I'm refusing to acknowledge a gift. There are social costs to that as well.

3) Operant conditioning opportunity costs. Making an argument that others find compelling is emotionally rewarding for most people. If the person you're arguing with is one of those people, and you signal that you found their argument compelling, basic conditioning principles make it more likely that the next time they have evidence you ought to find compelling they'll share it with you. Conversely, if you don't signal it, they're less likely to do it again. Therefore, continuing to argue as though the evidence were uncompelling means losing chances to get benefits later. 

What can we actually observe? Relevant to what you describe, we can observe two things:

Also, we can observe (I read about a study that showed this) that people who intentionally seek out arguments that oppose their position tend to strengthen their belief in their position relative to people who only read friendly arguments. I forget exactly where I read this, unfortunately.

Confirmation bias lab experiments show that people provided with mixed evidence wind up strengthening their initial beliefs. To clarify, are you saying that this study gave people the option to "intentionally seek out arguments that oppose their position," or recalling the ordinary confirmation bias experiments?

Carl, you might confuse people by addressing me by my real name when I'm not using it.

Unfortunately, my recollection of that study is weak. To the best of my memory, though, it was only a survey of people's blog/news reading habits combined with a test of dogmatism, not one where they actually instructed people in different groups to read more of fewer opposing arguments. I forget what the terms for these types of studies are.

Perhaps people tend to read low-quality opposing arguments only, for whatever reason, resulting in the effect I described above. They could even be reading really low-quality opposition for pure entertainment - I sometimes do this, but on reflection it's probably bad for me.

"Unfortunately, my recollection of that study is weak. To the best of my memory, though, it was only a survey of people's blog/news reading habits combined with a test of dogmatism, not one where they actually instructed people in different groups to read more of fewer opposing arguments."
One worry would be that ideological enthusiasm leads to greater interest in politics in general.

"Perhaps people tend to read low-quality opposing arguments only, for whatever reason"
Blogs may link to arguments from the opposing side in order to mock them, selecting those which are most objectionable from the perspective of their ideological allies.

I do remember a bit more detail about one study, though. Two different groups, one sympathetic to Israelis and the other to Palestinians (and maybe a third with no sympathies) were shown the same, fairly neutral article describing quite a bit about the conflict. Both groups held their positions more strongly after reading the article, and both groups thought the article was hostile to their positions.

Likely both groups hold false, self-serving factual beliefs and perceive denial of those beliefs (which a true article will inevitably contain) as hostile to them (and agreement with them as neutral).

this sort of abstract discussion about a possible error would greatly benefit from real and documented examples in which the described error cropped up

I wonder if it's easier to counter this effect by deliberately rehearsing previously encountered arguments against my position each time I encounter a new one, than it is by resisting the impulse to rehearse arguments for it. 

I'd go with this. Gather all the evidence in one place as you're attempting to update... Otherwise you might miss that shiny new counterevidence actually screens off some old counterevidence you'd already updated on, or is screened off by it and you don't need to update at all.

While this is certainly a nasty pitfall of rationalization, it is necessary to rehearse the evidence from time to time, for those of us without perfect memories.  Otherwise, we end up in the situation "I know there was a good reason I believed this but I don't remember what it was"; this occurs to me far too often.  Retracing all of the evidence that led to a particular belief is terribly time-consuming and impractical ("I know this was in a neuroscience book I read three years ago...").  Forgetting why you hold a particular belief is almost as bad as having no reason at all, and every rationalist should naturally strive to avoid this.
Of course, the time to rehearse why you hold a particular belief is not when being confronted with opposing arguments.   

An alternative to rehearsing is retesting. Not always practical, but sometimes practical. Retesting can go much quicker than the initial discovery, because often it is much easier to (re-)verify a solution than it is to come up with it. (this has an obvious surface relationship to the P versus NP problem)

Forgetting why you hold a particular belief is almost as bad as having no reason at all

As noted above, rehearsing all the evidence against your position alongside your own should be a counter. As in the article's example, the math should not be "1 vs 3 every time", but it should not be "1 vs 3 the first time, 1 vs 0 the second and subsequent times" either. It should be "1 vs 3, then 2 vs 3, then..."

In actual debate practice, it might confuse the other person that you're listing their points for them, but I've found it a helpful practice anyway.

There is more discussion of this post here as part of the Rerunning the Sequences series.

No, there's currently not. Please don't make such comments by default.

Edit: Argh, you've made a whole bunch of them, including linking to the older discussion posts that also had no discussion in them. I think we should remove the whole thing. Was this policy discussed somewhere before?

Since right now there is no regular discussion, it might be good stop making this comment, but if we get into more controversial posts are there are regular comments, I think it would be good to start this up again. Doing it on a case by case seems like too much work.

I don't believe it's too much work, because one can just systematically go through all old sequence reruns posts and add references where appropriate, which reduces work per post.

It's a part of the original set of instructions. I've never seen any further discussion of it, so I've been doing it, although personally I would be happy to stop. I don't see a particular benefit to doing it. If there ever is a new issue brought up on the old post that has been discussed on the rerun, that seems like the time to direct that user's attention to the previous discussion. 

If anyone has a particular desire for this commenting to continue, speak now. 

I'm editing the instructions now to remove that step.

It was part of the original instructions, but most people weren't following it, and since the sequence reruns aren't generating much discussion it's better not to do it.

The problem, of course, is that by rehearsing arguments you already knew, you are double-counting the evidence  This would be a grave sin even if you double-counted all the evidence.

Typo: there's a missing period between "evidence" and "This".

The real flaw here is that counting arguments is a poor way to make decisions.

"They don't have the ability to make said meteor strikes" is enough on its own to falsify the hypothesis unless you have evidence to the contrary.

As Einstein said about "100 Authors Against Einstein", if he was wrong, they would have only needed one.

Very cool. Less of a distinct mental handle, more of a subtle mental strategy one can find oneself executing across time.



The Bottom Line

There are two sealed boxes up for auction, box A and box B. One and only one of these boxes contains a valuable diamond. There are all manner of signs and portents indicating whether a box contains a diamond; but I have no sign which I know to be perfectly reliable. There is a blue stamp on one box, for example, and I know that boxes which contain diamonds are more likely than empty boxes to show a blue stamp. Or one box has a shiny surface, and I have a suspicion—I am not sure—that no diamond-containing box is ever shiny. 

Now suppose there is a clever arguer, holding a sheet of paper, and they say to the owners of box A and box B: “Bid for my services, and whoever wins my services, I shall argue that their box contains the diamond, so that the box will receive a higher price.” So the box-owners bid, and box B’s owner bids higher, winning the services of the clever arguer.

The clever arguer begins to organize their thoughts. First, they write, “And therefore, box B contains the diamond!” at the bottom of their sheet of paper. Then, at the top of the paper, the clever arguer writes, “Box B shows a blue stamp,” and beneath it, “Box A is shiny,” and then, “Box B is lighter than box A,” and so on through many signs and portents; yet the clever arguer neglects all those signs which might argue in favor of box A. And then the clever arguer comes to me and recites from their sheet of paper: “Box B shows a blue stamp, and box A is shiny,” and so on, until they reach: “and therefore, box B contains the diamond.”

But consider: At the moment when the clever arguer wrote down their conclusion, at the moment they put ink on their sheet of paper, the evidential entanglement of that physical ink with the physical boxes became fixed.

It may help to visualize a collection of worlds—Everett branches or Tegmark duplicates—within which there is some objective frequency at which box A or box B contains a diamond.1

The ink on paper is formed into odd shapes and curves, which look like this text: “And therefore, box B contains the diamond.” If you happened to be a literate English speaker, you might become confused, and think that this shaped ink somehow meant that box B contained the diamond. Subjects instructed to say the color of printed pictures and shown the word Green in red ink often say “green” instead of “red.” It helps to be illiterate, so that you are not confused by the shape of the ink.

To us, the true import of a thing is its entanglement with other things. Consider again the collection of worlds, Everett branches or Tegmark duplicates. At the moment when all clever arguers in all worlds put ink to the bottom line of their paper—let us suppose this is a single moment—it fixed the correlation of the ink with the boxes. The clever arguer writes in non-erasable pen; the ink will not change. The boxes will not change. Within the subset of worlds where the ink says “And therefore, box B contains the diamond,” there is already some fixed percentage of worlds where box A contains the diamond. This will not change regardless of what is written in on the blank lines above.

So the evidential entanglement of the ink is fixed, and I leave to you to decide what it might be. Perhaps box owners who believe a better case can be made for them are more liable to hire advertisers; perhaps box owners who fear their own deficiencies bid higher. If the box owners do not themselves understand the signs and portents, then the ink will be completely unentangled with the boxes’ contents, though it may tell you something about the owners’ finances and bidding habits.

Now suppose another person present is genuinely curious, and they first write down all the distinguishing signs of both boxes on a sheet of paper, and then apply their knowledge and the laws of probability and write down at the bottom: “Therefore, I estimate an 85% probability that box B contains the diamond.” Of what is this handwriting evidence? Examining the chain of cause and effect leading to this physical ink on physical paper, I find that the chain of causality wends its way through all the signs and portents of the boxes, and is dependent on these signs; for in worlds with different portents, a different probability is written at the bottom.

So the handwriting of the curious inquirer is entangled with the signs and portents and the contents of the boxes, whereas the handwriting of the clever arguer is evidence only of which owner paid the higher bid. There is a great difference in the indications of ink, though one who foolishly read aloud the ink-shapes might think the English words sounded similar.

Your effectiveness as a rationalist is determined by whichever algorithm actually writes the bottom line of your thoughts. If your car makes metallic squealing noises when you brake, and you aren’t willing to face up to the financial cost of getting your brakes replaced, you can decide to look for reasons why your car might not need fixing. But the actual percentage of you that survive in Everett branches or Tegmark worlds—which we will take to describe your effectiveness as a rationalist—is determined by the algorithm that decided which conclusion you would seek arguments for. In this case, the real algorithm is “Never repair anything expensive.” If this is a good algorithm, fine; if this is a bad algorithm, oh well. The arguments you write afterward, above the bottom line, will not change anything either way.

This is intended as a caution for your own thinking, not a Fully General Counterargument against conclusions you don’t like. For it is indeed a clever argument to say “My opponent is a clever arguer,” if you are paying yourself to retain whatever beliefs you had at the start. The world’s cleverest arguer may point out that the Sun is shining, and yet it is still probably daytime.

1Max Tegmark, “Parallel Universes,” in Science and Ultimate Reality: Quantum Theory, Cosmology, and Complexity, ed. John D. Barrow, Paul C. W. Davies, and Charles L. Harper Jr. (New York: Cambridge University Press, 2004), 459–491, http://arxiv.org/abs/astro-ph/0302131.

For the person who reads and evaluates the arguments, the question is: what would count as evidence about whether the author wrote the conclusion down first or at the end of his analysis?  It is noteworthy that most media, such as newspapers or academic journals, appear to do little to communicate such evidence.  So either this is hard evidence to obtain, or few readers are interested in it.

"What would count as evidence about whether the author wrote the conclusion down first or at the end of his analysis?":

The last may be unreliable if a) you're the author, or b) your spot check evidence source may be biased, e.g. by a generally accepted biased paradigm.

In the real world this is complicated by the fact that the bottom line may have only been "pencilled in", biased the argument, then been adjusted as a result of the argument - e.g.

   Adjusted bottom line is 55;  - neither correct, nor as incorrect as the original "pencilled in" value. 

This "weak bias" algorithm can be recursive, leading eventually (sometimes over many years) to virtual elimination of the original bias, as often happens in scientific and philosophical discourse.

If you're reading someone else's article, then it's important to know whether you're dealing with a sampling bias when looking at the arguments (more on this later).  But my main point was about the evidence we should derive from our own conclusions, not about a Fully General Counterargument you could use to devalue someone else's arguments.  If you are paid to cleverly argue, then it is indeed a clever argument to say, "My opponent is only arguing cleverly, so I will discount it."

However, it is important to try to determine whether someone is a clever arguer or a curious inquirer when they are trying to convince you of something. i.e. if you were in the diamond box scenario you should conclude (all other things being roughly equal) the curious inquirer's conclusion to be more likely to be true than the clever arguer's. It doesn't really matter whether the source is internal or external. As long as you're making the right determination. Basically, if you're going to think about whether or not someone is being a clever arguer or a curious inquirer, you have to be a curious inquirer about getting that information, not trying to cleverly make a Fully General Counterargument. 

A sign S "means" something T when S is a reliable indicator of T.  In this case, the clever arguer has sabotaged that reliability.

ISTM the parable presupposes (and needs to) that what the clever arguer produces is ordinarily a reliable indicator that box B contained the diamond, ie ordinarily means that.  It would be pointless otherwise.

Therein lies a question:  Is he neccessarily able to sabotage it?
Posed in the contrary way, are there formats which he can't effectively sabotage but which suffice to express the interesting arguments?

There are formats that he can't sabotage, such as rigorous machine-verifiable proof, but it is a great deal of work to use them even for their natural subject matter.  So yes with difficulty for math-like topics.

For science-like topics in general, I think the answer is probably that it's theoretically possible.  It needs more than verifiable logic, though.  Onlookers need to be able to verify experiments, and interpretive frameworks need to be managed, which is very hard.

Can anyone give me the link here between Designing Social Inquiry by KKV and this post, because I feel that there is one.

"For the person who reads and evaluates the arguments, the question is: what would count as evidence about whether the author wrote the conclusion down first or at the end of his analysis? It is noteworthy that most media, such as newspapers or academic journals, appear to do little to communicate such evidence. So either this is hard evidence to obtain, or few readers are interested in it."

I don't think it's either. Consider the many blog postings and informal essays - often on academic topics - which begin or otherwise include a narrative along the lines of 'so I was working on X and I ran into an interesting problem/a strange thought popped up, and I began looking into it...' They're interesting (at least to me), and common.

So I think the reason we don't see it is that A) it looks biased if your Op-ed on, say, the latest bailout goes 'So I was watching Fox News and I heard what those tax-and-spend liberals were planning this time...', so that's incentive to avoid many origin stories; and B) it's seen as too personal and informal. Academic papers are supposed to be dry, timeless, and rigorous. It would be seen as in bad taste if Newton's Principia had opened with an anecdote about a summer day out in the orchard.

...And your effectiveness as a person is determined by whichever algorithm actually causes your actions.

Define "effectiveness as a person" - in many cases the bias leading to the pre-written conclusion has some form of survival value (e.g. social survival). Due partly to childhood issues resulting in a period of complete? rejection of the value of emotions, I have an unusually high resistance to intellectual bias, yet on a number of measures of "effectiveness as a person" I do not seem to be measuring up well yet (on some others I seem to be doing okay).

Also, as I mentioned in my reply to the first comment, real world algorithms are often an amalgam of the two approaches, so it is not so much which algorithm as what weighting the approaches get.  In most (if not all) people this weighting changes with the subject, not just with the person's general level of rationality/intellectual honesty.

As it is almost impossible to detect and neutralize all of one's biases and assumptions, and dangerous to attempt "counter-bias", arriving at a result known to be truly unbiased is rare. NOTE: Playing "Devil's Advocate" sensibly is not "counter-bias" and in a reasonable entity will help to reveal and neutralize bias.

I think bias is irrelevant here. My point was that, whatever your definition of "effectiveness as a person", your actions are determined by the algorithm that caused them, not by the algorithm that you profess to follow.

Your effectiveness as a rationalist is determined by whichever algorithm actually writes the bottom line of your thoughts. 

I guess that this algorithm is called emotions and we are mostly an emotional dog wagging a rational a tail.

You might be tempted to say "Well, this is kinda obvious." but from my experience, LW included, most people are not aware of and don't spend any time considering what emotions are really driving their bottom line and instead get lost discussing superficial arguments ad nauseam.

The idea here has stuck with me as one of the best nuggets of wisdom from the sequences. My current condensation of it is as follows:

If you let reality have the final word, you might not like the bottom line. If instead you keep deliberating until the balance of arguments supports your preferred conclusion, you're almost guaranteed to be satisfied eventually!

If instead you keep deliberating until the balance of arguments supports your preferred conclusion, you're almost guaranteed to be satisfied eventually!

Inspired by the above, I offer the pseudo code version...

... the code above implements "the balance of arguments" as a function parameterized with weights. This allows for using an optimization process to reach one's desired conclusion more quickly :)

Good fable. If we swap out the diamond macguffin for logic itself, it's a whole new level of Gödelian pain, can weak bias priors iterations catch this out? Some argue analogue intuitions live through these formal paradox gardens this but my own intuition doubts this... maybe my intuition is too formal, who knows?

Also some "intuitions" are heavily resisted to forgetting about the diamond because they want it badly, and then their measures used to collect data often interfere with the sense of the world and thus reality. I suspect "general intelligence" and "race" are examples of these pursuits (separately and together)(I think they mean smarts and populations but proponents hate that). Thus AGI is  a possible goose chase, especially when we are the measure of all things looking for greener pastures. This is how cognitive dissonance is possible in otherwise non-narcissistic members of humanity.

Also, beware of any enterprise that requires new clothes, this applies even if you are not an emperor.

Is there any hope for legal professionals? Attorneys are TRAINED to start with the bottom line, a predetermined conclusion, and then to backfill the reasons. The last thing their clients want them to do is to objectively weigh the evidence and then come to a conclusion.

The only highly educated Flat Earthers I have ever encountered have been attorneys. This, I believe, is not a coincidence.



What Evidence Filtered Evidence?

I discussed the dilemma of the clever arguer, hired to sell you a box that may or may not contain a diamond. The clever arguer points out to you that the box has a blue stamp, and it is a valid known fact that diamond-containing boxes are more likely than empty boxes to bear a blue stamp. What happens at this point, from a Bayesian perspective? Must you helplessly update your probabilities, as the clever arguer wishes? 

If you can look at the box yourself, you can add up all the signs yourself. What if you can’t look? What if the only evidence you have is the word of the clever arguer, who is legally constrained to make only true statements, but does not tell you everything they know? Each statement that the clever arguer makes is valid evidence—how could you not update your probabilities? Has it ceased to be true that, in such-and-such a proportion of Everett branches or Tegmark duplicates in which box B has a blue stamp, box B contains a diamond? According to Jaynes, a Bayesian must always condition on all known evidence, on pain of paradox. But then the clever arguer can make you believe anything they choose, if there is a sufficient variety of signs to selectively report. That doesn’t sound right.

Consider a simpler case, a biased coin, which may be biased to come up 2/3 heads and 1/3 tails, or 1/3 heads and 2/3 tails, both cases being equally likely a priori. Each H observed is 1 bit of evidence for an H-biased coin; each T observed is 1 bit of evidence for a T-biased coin.1 I flip the coin ten times, and then I tell you, “The 4th flip, 6th flip, and 9th flip came up heads.” What is your posterior probability that the coin is H-biased?

And the answer is that it could be almost anything, depending on what chain of cause and effect lay behind my utterance of those words—my selection of which flips to report.

On a game show, you are given the choice of three doors leading to three rooms. You know that in one room is $100,000, and the other two are empty. The host asks you to pick a door, and you pick door #1. Then the host opens door #2, revealing an empty room. Do you want to switch to door #3, or stick with door #1?

The answer depends on the host’s algorithm. If the host always opens a door and always picks a door leading to an empty room, then you should switch to door #3. If the host always opens door #2 regardless of what is behind it, #1 and #3 both have 50% probabilities of containing the money. If the host only opens a door, at all, if you initially pick the door with the money, then you should definitely stick with #1.

You shouldn’t just condition on #2 being empty, but this fact plus the fact of the host choosing to open door #2. Many people are confused by the standard Monty Hall problem because they update only on #2 being empty, in which case #1 and #3 have equal probabilities of containing the money. This is why Bayesians are commanded to condition on all of their knowledge, on pain of paradox.

When someone says, “The 4th coinflip came up heads,” we are not conditioning on the 4th coinflip having come up heads—we are not taking the subset of all possible worlds where the 4th coinflip came up heads—but rather are conditioning on the subset of all possible worlds where a speaker following some particular algorithm said, “The 4th coinflip came up heads.” The spoken sentence is not the fact itself; don’t be led astray by the mere meanings of words.

Most legal processes work on the theory that every case has exactly two opposed sides and that it is easier to find two biased humans than one unbiased one. Between the prosecution and the defense, someone has a motive to present any given piece of evidence, so the court will see all the evidence; that is the theory. If there are two clever arguers in the box dilemma, it is not quite as good as one curious inquirer, but it is almost as good. But that is with two boxes. Reality often has many-sided problems, and deep problems, and nonobvious answers, which are not readily found by Blues and Greens shouting at each other.

Beware lest you abuse the notion of evidence-filtering as a Fully General Counterargument to exclude all evidence you don’t like: “That argument was filtered, therefore I can ignore it.” If you’re ticked off by a contrary argument, then you are familiar with the case, and care enough to take sides. You probably already know your own side’s strongest arguments. You have no reason to infer, from a contrary argument, the existence of new favorable signs and portents which you have not yet seen. So you are left with the uncomfortable facts themselves; a blue stamp on box B is still evidence.

But if you are hearing an argument for the first time, and you are only hearing one side of the argument, then indeed you should beware! In a way, no one can really trust the theory of natural selection until after they have listened to creationists for five minutes; and then they know it’s solid.

1“Bits” in this context are a measure of how much evidence something provides—they’re the logarithms of probabilities, base 1/2.

Suppose a question has exactly two possible (mutually exclusive) answers, and you initially assign 50% probability to each answer. If I then tell you that the first answer is correct (and you have complete faith in my claim), then you have acquired one bit of evidence. If there are four equally likely options, and I tell you the first one is correct, then I have given you two bits; if there are eight and I tell you the right one, then I have given you three bits; and so on. This is discussed further in “How Much Evidence Does It Take?” (in Map and Territory).

We really want to know: what are the typical filters applied in particular areas of life, and thus what evidence does testimony there give us?  Doctors, lawyers, parents, lovers, teachers and so on - what filters do they collectively produce on the evidence they get?

We had a related discussion my blog a little while ago - your expert input would be most welcome.

What's being overlooked is that your priors before hearing the clever arguer are not the same as your priors  if there were no clever arguer.

Consider the case if the clever arguer presents his case and it is obviously inadequate.  Perhaps he refers to none of the usual signs of containing a diamond and the signs he does present seem unusual and inconclusive.  (Assume all the usual idealizations,  ie no question that he knows the facts and presents them in the best light, his motives are known and absolute, he's not attempting reverse psychology, etc)  Wouldn't it seem to you that here is evidence that box B does not contain the diamond as he says?  But if no clever arguer were involved, it would be a 50/50 chance.

So the prior that you're updating for each point the clever arguer makes starts out low.  It crosses 0.5 at the point where his argument is about as strong as you would expect given a 50/50 chance of A or B.

What lowers it when CA begins speaking?  You are predictively compensating for the biased updating you expect to do when you hear a biased but correct argument. (Idealizations are assumed here too.  If we let CA begin speaking and then immediately stop him, this shouldn't persuade anybody that the diamond is in box A on the grounds that they're left with the low prior they start with.)

The answer is less clear when CA is not assumed to be clever.  When he presents a feeble argument, is it because he can have no good argument, or because he couldn't find it?  Ref "What evidence bad arguments".

Any attempt to get information from the Clever Arguer relies on the Clever Arguer being less clever than you (or at least, not clever enough to know how clever you are)

A clever arguer might, perfectly happily, argue that Box A contains a diamond because it has turquoise elephants drawn on it, something with no relation to diamonds.
He might argue that Box A contains the diamond because UFO sightings over the past ten years have been higher than the ten previous years.

He might do all these things, because he's been paid by the owner of Box B.

Any attempt to get information from the Clever Arguer relies on the Clever Arguer being less clever than you (or at least, not clever enough to know how clever you are)

Are you allowing these Clever Arguers to freely lie as well as be clever in the way they argue? My understanding is that that it is possible to get information from a Clever Arguer when that information helps them with their argument. Consider the case where lying to a court would be punished as obstruction of justice but there is no law against speaking bullshit that messes with the mind of the jury.

You can get information I suppose, but the information is only in the form of facts about the box, not facts about the facts.

Simply because the clever arguer fails to successfully argue his case doesn't mean the diamond is more likely in the other box, because if it did the clever arguer could be a step ahead.

If you assume that a lack of evidence indicates that you should go for the other box, the Clever Arguer can choose to argue for the wrong box, and provide a very bad supply of evidence, thus misleading you while Not Technically Lying.

If the evidence provided by the clever arguer is sufficient, then it may be useful. But in that case the information is coming from the evidence, not the arguer (whose behaviour is too complicated to serve as meta-evidence)

tl;dr: I was wrong, you can get evidence from the clever arguer IFF the arguer has an overwhelming supply of evidence for his side or you are aware of which side he has been paid by. But you should never adjust your expected level DOWN based on his behaviour unless you have external evidence as to which side he is on.

You can get evidence from the clever arguer IFF (the arguer has an overwhelming supply of evidence for his side OR you have any evidence as to which side he is on). But you should never adjust your expected level DOWN based on his behaviour unless you have external evidence as to which side he is on.

Am I right in assuming that the above is your intended meaning? It seems to fit and if not I would have to reject the 'exclusive if' claim.

I also note that even if you don't know which side a clever arguer is on, if your probability is not at 0.5 then you will still need to update, regardless of what evidence the cleaver arguer has. Just by knowing that he is a clever arguer.

Indeed you are correct as regards your correction (am editing it now)

On the second bit: I'm not sure if that's accurate. I've got intuitions arguing in both directions. I will have to think on it

Start a new line with a right angle bracket and a space, then the text you want to quote.

Except, um, without the slash. That's a weird bug. (But if I take it out, it shows a quote line instead of the greater-than sign. That slash is markdown's escape character.)

Ahh, welcome welcome to lesswrong! The syntax is based off markdown.

> If you copy and paste this sentence it would appear as a quote. (It doesn't for me because I espcaped the angle bracket like so: \>)

Ahh, welcome welcome to lesswrong! The syntax is based off markdown.

> If you copy and pasted this sentence it would appear as a quote. (It doesn't for me because I put the angle bracket in a code span with back ticks:`>` )

Ahh, welcome welcome to lesswrong! The syntax is based off markdown.

> If you copy and paste this sentence it would appear as a quote. (It doesn't for me because I put the angle bracket in a code span with back ticks: \> )

The general answer is that if you hit the Help button at the lower left corner of the reply box, you get some formatting information.

IIRC, the help window is a subset of a system called Markup, but I can't find a link for it.

(Well, on my system, at least. "There is at least one user interface element on a Web app that is black on at least one side.")

Sorry-- a slip of the mind on my part-- it's lower right for me, too.

So the prior that you're updating for each point the clever arguer makes starts out low. It crosses 0.5 at the point where his argument is about as strong as you would expect given a 50/50 chance of A or B.

I don't believe this is exactly correct.  After all, when you're just about to start listening to the clever arguer, do you really believe that box B is almost certain not to contain the diamond?  Why would you listen to him, then?  Rather, when you start out, you have a spectrum of expectations for how long the clever arguer might go on - to the extent you believe box A contains the diamond, you expect box B not to have many positive portents, so you expect the clever arguer to shut up soon; to the extent you believe box B contains the diamond, you expect him to go on for a while.

The key event is when the clever arguer stops talking; until then you have a probability distribution over how long he might go on.

The quantity that slowly goes from 0.1 to 0.9 is the estimate you would have if the clever arguer suddenly stopped talking at that moment; it is not your actual probability that box B contains the diamond.

Your actual probability starts out at 0.5, rises steadily as the clever arguer talks (starting with his very first point, because that excludes the possibility he has 0 points), and then suddenly drops precipitously as soon as he says "Therefore..." (because that excludes the possibility he has more points).

It is very possible I don't understand this properly, but assuming you have knowledge of what strength of evidence is possible, could you start at 0.5 and consider strong arguments (relative to possible strength) as increasing the possibility and weak arguments as decreasing the possibility instead? With each piece of evidence you could increase the point at which weak arguments are viewed as having a positive effect, so numerous weak arguments could still add up to a decently high probability of the box containing the diamond.

For example, if arguments are rated in strength from 0 to 1, and most arguments would not be stronger than .5, my approach would be as follows for each piece of evidence:

I am of course oversimplifying the math, and looking at how you are approaching stoppage, perhaps this isn't actually effectively much different from your approach. But this approach is more intuitive to me than considering stopping a separate event on its own. If he is struck by lightning, as mentioned several times throughout this discussion, it is hard to view this in the same light as if he had stopped on his own as an independent event, but I am not sure the difference is enough that the probability of the diamond being in the box should be substantially different in the two cases.

Can someone clear up what issues there are with my approach? It makes more sense to me and if it is wrong, I would like to know where.

I mostly concur, but I think you can (and commonly do) get some "negative" information before he stops. If CA comes out with a succession of bad arguments, then even before you know "these are all he has" you know "these are the ones he has chosen to present first".

I know that you know this, because you made a very similar point recently about creationists.

(Of course someone might choose to present their worst arguments first and delay the decent ones until much later. But people usually don't, which suffices.)

I was recently reading a manual an Mercurial, and the author started going on about how you could make multiple clones of a project in different directories, so that you could have different project states, and then push and pull between them. And I thought "if a supposed expert is telling me to do something that baroque and ridiculous this early in the manual, I'm sure glad I'm using Git."

However, when you read the Git manual and get to "Rewriting History", you could come to the conclusion that "this guy is nuts and I have to reevaluate everything I read previously based on that assumption".
Also, cloning 2 times and moving commits between those 2 can be a lot easier than rebase/cherry-fu in one copy. I usually do that when I'm called in to fix some messed-up repo.

I would still choose Git over Hg anytime, because this happens seldom enough that the other benefits outweigh it.

Where do you get that A is "almost certain" from?  I just said the prior probability of B was "low".  I don't think that's a reasonable restatement of what I said.

It doesn't seem to me that excluding the possibility that he has more points should have that effect.

Consider the case where CA is artificially restricted to raising a given number of points.  By common sense, for a generous allotment this is nearly equivalent to the original situation, yet you never learn anything new about how many points he has remaining.

You can argue that CA might still stop early when his argument is feeble, and thus you learn something.  However, since you've stipulated that every point raises your probability estimate, he won't stop early.  To make an argument without that assumption, we can ask about a situation where he is required to raise exactly N points and assume he can easily raise "filler" points.

ISTM at every juncture in the unrestricted and the generously restricted arguments, your probability estimate should be nearly the same, excepting only that you need compensate slightly less in the restricted case.

Now, there is a certain sense of two ways of saying the same thing, raising the probability per point (presumably cogent) but lowering it as a whole in compensation.

But once you begin hearing CA's argument, you know tautologically that you are hearing his argument, barring unusual circumstances that might still cause it not to be fully presented.  I see no reason to delay accounting that information.

Tom, if CA's allotment of points is generous enough that the limit makes little difference then it's no longer true that "you never learn anything new about how many points he has remaining" because he'll still stop if he runs out.

If he knows that he's addressing Eliezer and that Eliezer will lower his probability estimate when CA stops, then indeed he'll carry on until reaching the limit (if he can), but in that case what happens is that as he approaches the limit without having made any really strong arguments Eliezer will reason "if the diamond really were in box B then he'd probably be doing better than this" and lower his probability.

Suppose you meet CA, and he says "I think you should think the diamond is in box B, and here's why", and at that instant he's struck by lightning and dies. Ignoring for the sake of argument any belief you might have that liars are more likely to be smitten by the gods, it seems to me that your estimate of the probability that the diamond is in box B should be almost exactly 1/2. (Very slightly higher, perhaps, because you've ruled out the case where there's no evidence for that at all and CA is at least minimally honest.)

Therefore, your suggestion that you lower your probability estimate as soon as you know CA is going to argue his case must be wrong.

What actually happens is: after he's presented evidence A1, A2, ..., Ak, you know not only that A1, ..., Ak are true but also that those are the bits of evidence CA chose to present. And you have some idea of what he'd choose to present if the actually available evidence were of any given strength. If A1, ..., Ak are exactly as good as you'd expect given CA's prowess and perfectly balanced evidence for the diamond's location, then your probability estimate should remain at 1/2. If they're better, it should go up; if they're worse, it should go down.

Note that if you expect a profusion of evidence on each side regardless, k will have to be quite large before good evidence A1 ... Ak increases your estimate much. If that's the case, and if the evidence really does strongly favour box B, then a really clever CA will try to find a way to aggregate the evidence rather than presenting it piecemeal; so in such situations the presentation of piecemeal evidence is itself evidence against CA's claim.

Only in the sense that you've said things that contradict one another. You said that knowing that you're listening to CA modifies your prior estimate of P(his preferred conclusion) from the outset, and then you said that actually if you stop him speaking immediately then your prior shouldn't be modified. These can't both be right.

I don't see any way to make the "modified prior" approach work that doesn't amount to doing the same calculations you'd do with the "modified estimation of evidence provided by each point made" approach and then hacking the results back into your prior to get the right answer, and I don't see any reason for preferring the latter.

Of course, as a practical matter, and given the limitations of our reasoning abilities, prior-tweaking may be a useful heuristic even though it sometimes misleads. But, er, "useful heuristics that sometimes mislead" is a pretty good characterization of what's typically just called "bias" around here :-).

"Has it ceased to be true that, in such-and-such a proportion of Everett branches or Tegmark duplicates in which box B has a blue stamp, box B contains a diamond?"

I am baffled as to why a person who calls himself a Bayesian continually resorts to such frequentist thinking. And in this case, it's spectacularly inappropriate frequentist reasoning.  Unless someone used a Geiger counter to decide whether or not to put a diamond in the box, quantum-level uncertainty is utterly irrelevant to this problem.  

In a way, no one can really trust the theory of natural selection until after they have listened to creationists for five minutes; and then they know it's solid.

You tread on dangerous ground here.  Shouldn't the detail & scope of its predictions (the rent) be the criterion by which we evaluate any theory? Though creationists' poor arguments may be suggestive of the indefensibility of their position, this alone does not prove them wrong, and certainly does not confirm evolution.

Bayesian updating requires competing hypotheses. For E to be evidence for H (H=Darwin's theory), P(H|E) must be greater than P(H), but this is possible only if P(H)0, where ~H is all the competing hypotheses including creationism taken together (i.e. H2,H3,..., where H=H1). And we are able to update only if we have the value for P(E), because of Bayes' formula. But to know P(E), where P(H)<1, we must know P(E|~H), which requires examination of ~H. Therefore we must investigate creationism. 

Of course, being finite beings, we need to be able to leave some hypotheses unexamined. But in principle we ought to examine all. So the question of whether or not to examine creationism is a practical question concerning how to allocate our finite resources. Different people may come to different conclusions. 

Realistically, we often don't have the means to check the theory ourselves.

And in a modern world where any and everything is marketed to death, we distrust the pro-speech.

But pragmatically, I find that quickly checking the con-speech is very effective.

If it is flaky, that was probably the best it could do.

(this does require resistance to fallacies and bullshit)

On a game show, you are given the choice of three doors leading to three rooms.  You know that in one room is $100,000, and the other two are empty.  The host asks you to pick a door, and you pick door #1.  Then the host opens door #2, revealing an empty room.  Do you want to switch to door #3, or stick with door #1?

The answer depends on the host's algorithm.  If the host always opens a door and always picks a door leading to an empty room, then you should switch to door #3.  If the host always opens door #2 regardless of what is behind it, #1 and #3 both have 50% probabilities of containing the money.  If the host only opens a door, at all, if you initially pick the door with the money, then you should definitely stick with #1.

Which means that (when Monty's algorithm isn't given or when there's uncertainty about how accurate the problem statement is) people who don't switch are making a very defensible choice by the laws of decision theory. For what plausible reason would he (open a door and) offer to let you switch unless he stood to gain if you did? (Answer: To trick you on the meta level, of course.)

I understand it to mean: "What evidence are you using to filter the evidence". Is that correct?

That isn't correct at all. It's more like, "How should you treat evidence that you know/suspect is filtered?" while the literal title would be "What evidence is filtered evidence?" which is a less clear way of saying the same thing. It probably stems from Robin Hanson's habit of omitting verbs in his post titles, since Eliezer wrote this in the OB days.

plus the fact of the host choosing to open door #2.

As long as I don't know his motives (or on what level the host is playing, to put it in HPMOR terms) I can't infer anything from what the host does. He might have opened door 2 because the money isn't behind door 1 and I get another chance. Or because it is behind 1 and he wants me to switch so the company can keep the money. Knowing I should integrate his motives into the equation doesn't mean I can.

Since its a canonical (read most people will have seen it multiple times before) problem the article doesn't go into quite as much detail as it arguably should.  Its a well known facet of the standard problem (explicitly stated in many formulations and strongly implied by the context in others) that Monty always opens an empty door that you didn't pick.

I'm trying to incorporate this with conservation of expected evidence:
http://lesswrong.com/lw/ii/conservation_of_expected_evidence/

For example:
"On average, you must expect to be exactly as confident as when you started out.  Equivalently, the mere expectation of encountering evidence—before you've actually seen it—should not shift your prior beliefs."
-Eliezer_Yudkowsky
AND
"Your actual probability starts out at 0.5, rises steadily as the clever arguer talks (starting with his very first point, because that excludes the possibility he has 0 points)"
-Eliezer_Yudkowsky

Appear to be contradictions, given that each point= a piece of evidence (shininess of box, presence of blue stamp, etc).

The cherry picking problem appears to be similar to the witch trial problem. In the latter any piece of evidence is interpreted to support the conclusion, while in the former evidence is only presented if it supports the conclusion.

You can't expect your probabilities to on average be increased before seeing/hearing the evidence.

I think only if you do have a large background of knowledge, with a high probability that you are already aware of any given piece of evidence. But if you hear a repeat evidence, it simply shouldn't alter your probabilities, rather than lower it.
I'm having a hard time coming up with a way to properly balance the equation.

The only thing I can think of is if you count the entire argument as one piece of evidence, and use a strategy like suggested by g for updating your priors based on the entire sum?

But you don't necessarily listen to the entire argument.
Knowing about hypothetical cut off points below which they wont spend the time to present and explain evidence means with enough info you could still construct probabilities.
If time is limited, can you update with each single piece of evidence based on strength relative to expected?

What if you are unfamiliar with the properties of boxes and how they are related to likelihood of the presence of a diamond? Any guesstimates seem like they'd be well my abilities at least.

Unless I already know a lot, I have a hard time justifying updating my priors at all based on CA's arguments.
If I do know a lot, I still can't think of a way to justifiably not expect the probability to increase, which is a problem.
Help, ideas?

PS. Thankfully not everyone is a clever arguer. Ideally, scientists/teachers teaching you about evolution (for example) will not be selective in giving evidence. The evidence will simply be lopsided because of nature being lopsided in how it produces evidence (entangled with truth).
I don't think one has to actually listen to a creationist, assuming it is known that the scientists/source material the teacher is drawing from are using good practice.

Also, this is my first post here, so if I am ignorant please let me know and direct me to how I can improve!

Someone claiming that they have evidence for a thing is already evidence for a thing, if you trust them at all, so you can update on that, and then revise that update on how good the evidence turns out to be once you actually get it.

For example, say gwern posts to Discussion that he has a new article on his website about some drug, and he says "tl;dr: It's pretty awesome" but doesn't give any details, and when you follow the link to the site you get an error and can't see the page. gwern's put together a few articles now about drugs, and they're usually well-researched and impressive, so it's pretty safe to assume that if he says a drug is awesome, it is, even if that's the only evidence you have. This is a belief about both the drug (it is particularly effective at what it's supposed to do) and what you'll see when you're able to access the page about it (there will be many citations of research indicating that the drug is particularly effective).

Now, say a couple days later you get the page to load, and what it actually says is "ha ha, April Fools!". This is new information, and as such it changes your beliefs - in particular, your belief that the drug is any good goes down substantially, and any future cases of gwern posting about an 'awesome' drug don't make you believe as strongly that the drug is good - the chance that it's good if there is an actual page about it stays about the same, but now you also have to factor in the chance that it's another prank - or in other words that the evidence you'll be given will be much worse than is being claimed.

It's harder to work out an example of evidence turning out to be much stronger than is claimed, but it works on the same principle - knowing that there's evidence at all means you can update about as much as you would for an average piece of evidence from that source, and then when you learn that the evidence is much better, you update again based on how much better it is.

It's harder to work out an example of evidence turning out to be much stronger than is claimed

Not particularly difficult, just posit a person who prior experience has taught you is particularly unreliable about assessing evidence. If they post a link arguing a position you already know they're in favor of, you should assign a relatively low weight of evidence to the knowledge that they've linked to a resource arguing the position, but if you check it out and find that it's actually well researched and reasoned, then you update upwards. 

However, I think you misunderstood what I was attempting to say. I see I didn't use the term "filtered evidence", and am wondering if my comment showed up somewhere other than the article "what evidence filtered evidence":
http://lesswrong.com/lw/jt/what_evidence_filtered_evidence/
Explaining how I got a response so quickly when commenting on a 5 year old article!
If so, my mistake as my comment was then completely misleading!

When the information does not come from a filtered source, I agree with you.
If I find out that there is evidence that will be in the up (or down) direction of a belief, this will modify my priors based on the degree of entanglement between the source and the matter of the belief.
After seeing the evidence then the probability assessment will on average remain the same; if it was weaker/stronger it will be lower/higher (or higher/lower, if evidence was downward) but it will of course not pass over the initial position before I heard of the news, unless of course it turns out to be evidence for the opposite direction.

Using drugs instead of boxes if that is an example you prefer: imagine a clever arguer hired by Merck to argue about what a great drug Rofecoxib is. The words "cardiovascular", "stroke", and "heart attack" wont ever come up.
With the help of selectively drawing from trials, a CA can paint a truly wonderful picture of the drug that has limited baring on reality.

Before seeing his evidence he tells you "Rofecoxib is wonderful!" This shouldn't modify your belief, as it only tells you he is on Merck's payroll.
Now how do you appropriately modify your belief on the drug's quality and merits with the introduction of each piece of evidence this clever arguer presents to you?

Actually, it's my bad - I found your comment via the new-comments list, and didn't look very closely at its context.

As to your actual question: Being told that someone has evidence of something is, if they're trustworthy, not just evidence of the thing, but also evidence of what other evidence exists. For example, in my scenario with gwern's prank, before I've seen gwern's web page, I expect that if I look the mentioned drug up in other places, I'll also see evidence that it's awesome. If I actually go look the drug up and find out that it's no better than placebo in any situation, that's also surprising new information that changes my beliefs - the same change that seeing gwern's "April Fools" message would cause, in fact, so when I do see that message, it doesn't surprise me or change my opinion of the drug.

In your scenario, I trust Merck's spokesperson much less than I trust gwern, so I don't end up with nearly so strong of a belief that third parties will agree that the drug is a good one - looking it up and finding out that it has dangerous side effects wouldn't be surprising, so I should take the chance of that into account to begin with, even if the Merck spokesperson doesn't mention it. This habit of keeping possible information from third parties (or information that could be discovered in other ways besides talking to third parties, but that the person you're speaking to wouldn't tell you even if they'd discovered it) into account when talking to untrustworthy people is the intended lesson of the original post.

This post and The Bottom Line previously, are extremely useful for cases where someone is trying to convince you of something you know very little about. Advertising seems like the most common example, although media coverage on obscure topics may fall into this category if you don't bother to look at the other side of the issue. This only applies in instances where two elements are present: (1) the media is motivated to bias their account (perhaps because people prefer news sources that confirm what they already believe, or because people prefer sensationalized stories over watching grass grow) AND (2) the subject must be obscure enough that you only encounter information about it from a single source, or from additional sources with identical biases.

If either of these elements is missing, however, you can't discard all that evidence as part of a selection bias. It may still be subject to some media bias, but you'd have to supply a counterargument to justifiably claim media bias, rather than being able to hypothesize that there exists a large body of data opposing the arguments viewpoint.

Another way of reading this might be to always check at least 2 sources with substantially different viewpoints if you want to be reasonably sure of a fact. Anything those sources have in common might also bias your information, although it may just add random noise in some cases, rather than true selection bias.

No, you don't need update you assumption. If clever arguer choose to argue about what box is contained a diamond - and not bet his own money on that..... It is sure sign that he have absolutely no idea about this, so all his speeches also just can't contain a usefull information, only total bullshit. It is like updating your beliefs about future fliping a coin. Coin just don't contain information about future- therefore useless for predicting. Also with clever arguer.

I try put it in other words. Arguer is clever. He doesn't sure what box is containing a diamond- i.e. he believe in 50/50. Else- he just bouth box, that he think contain diamond. He has a more information about box, then you. So, how you can think that you have more certain data, that one box contain a diamond -than arguer, if you have less information than he?

Also, I wonder - if  somebody hired two clever arguers, one of them will persuaded one person, that diamond in the left box,  and the other will argue to second person that diamond in the right box. And clever arguers is so good, that they victims almost sure in that... Isn't it almost as creating new diamond out of air ?



Rationalization

In “The Bottom Line,” I presented the dilemma of two boxes, only one of which contains a diamond, with various signs and portents as evidence. I dichotomized the curious inquirer and the clever arguer. The curious inquirer writes down all the signs and portents, and processes them, and finally writes down, “Therefore, I estimate an 85% probability that box B contains the diamond.” The clever arguer works for the highest bidder, and begins by writing, “Therefore, box B contains the diamond,” and then selects favorable signs and portents to list on the lines above.

The first procedure is rationality. The second procedure is generally known as “rationalization.”

“Rationalization.” What a curious term. I would call it a wrong word. You cannot “rationalize” what is not already rational. It is as if “lying” were called “truthization.”

On a purely computational level, there is a rather large difference between:

What fool devised such confusingly similar words, “rationality” and “rationalization,” to describe such extraordinarily different mental processes? I would prefer terms that made the algorithmic difference obvious, like “rationality” versus “giant sucking cognitive black hole.”

Not every change is an improvement, but every improvement is necessarily a change. You cannot obtain more truth for a fixed proposition by arguing it; you can make more people believe it, but you cannot make it more true. To improve our beliefs, we must necessarily change our beliefs. Rationality is the operation that we use to obtain more accuracy for our beliefs by changing them. Rationalization operates to fix beliefs in place; it would be better named “anti-rationality,” both for its pragmatic results and for its reversed algorithm.

“Rationality” is the forward flow that gathers evidence, weighs it, and outputs a conclusion. The curious inquirer used a forward-flow algorithm: first gathering the evidence, writing down a list of all visible signs and portents, which they then processed forward to obtain a previously unknown probability for the box containing the diamond. During the entire time that the rationality-process was running forward, the curious inquirer did not yet know their destination, which was why they were curious. In the Way of Bayes, the prior probability equals the expected posterior probability: If you know your destination, you are already there.

“Rationalization” is a backward flow from conclusion to selected evidence. First you write down the bottom line, which is known and fixed; the purpose of your processing is to find out which arguments you should write down on the lines above. This, not the bottom line, is the variable unknown to the running process.

I fear that Traditional Rationality does not properly sensitize its users to the difference between forward flow and backward flow. In Traditional Rationality, there is nothing wrong with the scientist who arrives at a pet hypothesis and then sets out to find an experiment that proves it. A Traditional Rationalist would look at this approvingly, and say, “This pride is the engine that drives Science forward.” Well, it is the engine that drives Science forward. It is easier to find a prosecutor and defender biased in opposite directions, than to find a single unbiased human.

But just because everyone does something, doesn’t make it okay. It would be better yet if the scientist, arriving at a pet hypothesis, set out to test that hypothesis for the sake of curiosity—creating experiments that would drive their own beliefs in an unknown direction.

If you genuinely don’t know where you are going, you will probably feel quite curious about it. Curiosity is the first virtue, without which your questioning will be purposeless and your skills without direction.

Feel the flow of the Force, and make sure it isn’t flowing backwards.

Sadly, I almost always surprise economics graduate students looking for topics to research when I ask them; "What question, where you do not know the answer, would you most like to answer?"

How would this relate to shock Bruno Latour's conceptualization of Actor-Network-Theory, where the sociologist simply tries to maximise the number of sources of uncertainty in a set of trials, without resorting to a "explanatory social theory"?

I find the linguistic distinction to be better than you relate - to rationalize something is to start with something that isn't rational.  (As if it were rational, it wouldn't need to be rationalized - it's already there.)

That being said, rationalization in action isn't always bad, because we don't always have conscious understanding of the algorithm used to produce our conclusions.  This would be like, to use your example, Einstein coming to the conclusion of relativity - and then attempting to understand how he got there.  Rationalization in this case is a useful tool, as it is, in effect, an attempt to obtain the variables that originally went into the algorithm, perhaps to examine their validity.

If you already understand how you got to a conclusion which you are then attempting to bolster - if the evidence that is filtering evidence is being ignored - then it is precisely as bad as you say.

Apologies for the content-free comment, but this is a really great line. Worthy of Stephen Colbert.

Of course, in an etymological sense, "rationalization" doesn't seem so odd. "Reason" means both logic and motivation. Those two concepts are conflated in the word and related words, and "rationalization" is simply formed from "rationale". (Actual etymologists, or users of Google, may feel free to correct me.)

I agree with Adirian. Rationalization is a process of rational-explanation-seeking. It starts from statement that was obtained by non-rational process (as when you overheard something, or intuitively guessed something) and then creates a rational explanation according to one's concept of rationality, concurrently adjusting statement if necessary. So normal rationalization does change the conclusion: it can change its status from 'suspicious statement' to 'belief', or it can adjust it to be consistent with facts. Now biased rationalization uses 'biased rationality' according to which it builds explanation, for example that 'clever arguer' applies selection bias.

It starts from statement that was obtained by non-rational process (as when you overheard something, or intuitively guessed something)

An intuitive guess is non-scientific but not non-rational.

Many years ago, there were a series of articles written by the pseudonym Archibald Putt, collectively referred to as "Putt's Laws", that appeared in Research/Development magazine. One law is relevant to the topic at hand.

"Decisions are justified by benefits to the organization; they are made by considering benefits to the decisionmakers."

If it is easier to lie convincingly when you believe the lie, then rationalization makes perfect sense. One makes a decision based on selfish, primarily unconscious motives, and then comes up with a semi-convincing rationalization for public consumption. "I stole that because I deserved it" would be a classic example of this kind of justification.

Eliezer: An intuitive guess is non-scientific but not non-rational

It doesn't affect my point; but do you argue that intuitive reasoning can be made free of bias?

An intuitive guess can be made without biasing the result (accept or reject), so long as one does not privilege the hypothesis.

There is no way in reality to check correctness of reasoning result "directly" (unable to "open box and see if it contains brilliant"). But, if result of reasoning is not directly influences the reasoner, it is also unfeasible .

So, correct story is: "one of two melted unopenable boxes contains bomb with timer. The task is select one box and throw in deep well, or else it shall explode and mutilate the reasoner"

In my middle school science lab, a thermometer showed me that water boiled at 99.5 degrees C and not 100. Why?

My take is: either the reading was wrong (experimental error of some kind), or it wasn't wrong. If it wasn't wrong, then your water was boiling at a 99.5 degrees. There are a number of plausible explanations for the latter; the one that I assign the highest prior to is that you were at an elevation higher than sea level.

So, my answer is in the form of a probability distribution. Give me more evidence, and I will refine it, or demand and answer now, and I will tell you "altitude", my current most plausible candidate (experimental error is my second candidate, first with how (where in the water) you measured, then with the quality of the thermometer. After that trails things like impurities in the water).

My experience leads me to assume that the thermometer was mismarked.  My high school chemistry teacher drilled into us that the thermometers we had were all precise, but of varying accuracy.  A thermometer might say that water boils at 99.5 C, but if it did, it would also say that it froze at -0.5 C.  Again, there are conditions that actually change the temperature at which water boils, so it's possible you were at a lower atmospheric pressure or that the water was contaminated.  But, given that we have a grand total of one data point, I can't narrow it down to a single answer.

You've missed a key point, which is that rationalization refers to a process in which one of many possible hypothesis is arbitrarily selected, which the rationalizer then attempts to support using a fabricated argument. In your query, you are asking that a piece of data be explained. In the first case, one filters the evidence, rejecting any data that too strongly opposes a pre-selected hypothesis. In the second case, one generates a space of hypothesis that all fit the data, and selects the most likely one as a guess. The difference is between choosing data to fit a hypothesis, and finding a hypothesis that best fits the data. Rationalization is pointing to a blank spot on your map and saying, "There must be a lake somewhere around there, because there aren't any other lakes nearby," while ignoring the fact that it's hot and there's sand everywhere.

Not every change is an improvement, but every improvement is necessarily a change.  You cannot obtain more truth for a fixed proposition by arguing it; you can make more people believe it, but you cannot make it more true. To improve our beliefs, we must necessarily change our beliefs.

I know this of course, but the way you state it here really drives the point home. Well written.

Apparently, this sense of the word "rationalize" only dates from 1922.

If rationality were able to select hypotheses from an infinte space of hypotheses, your distinction would be accurate. .
Theoretical AIXI works that way, kind of, but nothing made of atoms can  implement it. Rationality picks from the N hypotheses that have occurred to the thinker, and rationalization is the degenerate case where N=1.

According to this article, one can predict a decision 7 seconds before it is actually made. Doesn't this, in some sense, mean that a large amount of our thought process(certainly those 7 seconds) are actually rationalizing a decision we have already made? 

Is my thinking off or is this one more thing to actively guard against and realize when we are letting our unconscious decide for us?

in Hebrew there's a synonym for rationalization that stems from the word "excuse" ("הַתְרָצָה"). i think it's quite fitting, as that's basically the process. you decide on a conclusion and excuse you way backward from it so it seems rational.

I'm not very good in English so I'm not sure, if we create a word for it that stems from excuse, what it would be - have any suggestions?

I didn't know that was the word for excuse, but I think it's an excellent word itself to use for rationalization. No synonym required.  ״רצה״ is the root for "want" and "הַתְרָצָה" is the the reflexive conjugation, so it's approximately "self-wanting." Which is exactly what rationalization is - reasoning towards what you want to be true.

sorry, i made a communication error. "הַתְרָצָה" is the other word for rationalization in Hebrew, it stems from the word for excuse which is "תירוץ". 

Oh, right. Once upon a time I knew that was the word. Thanks.

Calling it "Rationalization" is just another instance of a proud tradition of referring to antonyms by almost identical words (hypothermia vs hyperthermia) for some fucking reason.



A Rational Argument

You are, by occupation, a campaign manager, and you’ve just been hired by Mortimer Q. Snodgrass, the Green candidate for Mayor of Hadleyburg. As a campaign manager reading a book on rationality, one question lies foremost on your mind: “How can I construct an impeccable rational argument that Mortimer Q. Snodgrass is the best candidate for Mayor of Hadleyburg?” 

“What?” you cry. “But what if I use only valid support to construct my structure of reason? What if every fact I cite is true to the best of my knowledge, and relevant evidence under Bayes’s Rule?”1

Sorry. It still can’t be done. You defeated yourself the instant you specified your argument’s conclusion in advance.

This year, the Hadleyburg Trumpet sent out a 16-item questionnaire to all mayoral candidates, with questions like “Can you paint with all the colors of the wind?” and “Did you inhale?” Alas, the Trumpet’s offices are destroyed by a meteorite before publication. It’s a pity, since your own candidate, Mortimer Q. Snodgrass, compares well to his opponents on 15 out of 16 questions. The only sticking point was Question 11, “Are you now, or have you ever been, a supervillain?”

So you are tempted to publish the questionnaire as part of your own campaign literature . . . with the 11th question omitted, of course.

Which crosses the line between rationality and rationalization. It is no longer possible for the voters to condition on the facts alone; they must condition on the additional fact of their presentation, and infer the existence of hidden evidence.

Indeed, you crossed the line at the point where you considered whether the questionnaire was favorable or unfavorable to your candidate, before deciding whether to publish it. “What!” you cry. “A campaign should publish facts unfavorable to their candidate?” But put yourself in the shoes of a voter, still trying to select a candidate—why would you censor useful information? You wouldn’t, if you were genuinely curious. If you were flowing forward from the evidence to an unknown choice of candidate, rather than flowing backward from a fixed candidate to determine the arguments.

A “logical” argument is one that follows from its premises. Thus the following argument is illogical:

This syllogism is not rescued from illogic by the truth of its premises or even the truth of its conclusion. It is worth distinguishing logical deductions from illogical ones, and to refuse to excuse them even if their conclusions happen to be true. For one thing, the distinction may affect how we revise our beliefs in light of future evidence. For another, sloppiness is habit-forming.

Above all, the syllogism fails to state the real explanation. Maybe all squares are rectangles, but, if so, it’s not because they are both quadrilaterals. You might call it a hypocritical syllogism—one with a disconnect between its stated reasons and real reasons.

If you really want to present an honest, rational argument for your candidate, in a political campaign, there is only one way to do it:

Only in this way can you offer a rational chain of argument, one whose bottom line was written flowing forward from the lines above it. Whatever actually decides your bottom line is the only thing you can honestly write on the lines above.

So are you suggesting that it impossible for someone else to construct an unbiased argument for you?

After all, it's only a small step to observe that it's impossible to ever know whether someone else has the motives of the campaign manager in this case.

You can never construct an unbiased argument for anything, except by an improbable coincidence that any wise person will refuse to believe in.

After all, it's only a small step to observe that it's impossible to ever know whether someone else has the motives of the campaign manager in this case.

Valid evidence is valid, whatever the motives of the one who cites it; the world's stupidest person may say the sun is shining, but that doesn't make it dark out.  But you'd be wise to take responsibility for adding up the evidence yourself, and try to check one or more sides to see if any arguments were omitted.  (Just don't expect the evidence to balance.  It shouldn't.)

I like the spirit of what you're saying, but I'm not convinced that you've made a rational argument for it. Also, I'm concerned that you might have started with the conclusion that a rational argument must flow forward and constructed an account to justify it. If so, in your terms, though not in mine, that would make your conclusion irrational.

I think it can be perfectly rational to think backwards from any conclusion you want to any explanation that fits. Rationality is among other things about being bound by the requirement of consistency in reasoning. It's about creating an account from the evidence. But it's also about evaluating evidence, and that part is where it gets problematic.

In an open and complex world like the one we live in every day, weighing evidence is largely a non-rational (para-rational? quasi-rational?) process. We are operating only with bounded rationality and collections of murky impressions. So, your idea of making a checklist and somehow discovering who the best candidate is is already doomed. There is no truly evidence-driven way of doing that, because evidence does not drive reasoning-- it's our BELIEFS about evidence that drive reasoning. Our beliefs are mostly not a product of a rational process.

A logical explanation is one that follows from premises to conclusions without violating any rule of logic. Additionally, all logical explanations of real world situations involves a claim that the logical model we put forward corresponds usefully to the state of the real world. What we called a "cat" in our reasoning corresponded to that furry thing we understand as a cat, etc. If I can think backwards from a conclusion without finding an absurd premise, then I have a logical explanation. (It may be wrong, of course.)

To attack my self-consistent, logical account of a situation that suggests that X is TRUE, based solely on the fact that I was looking for evidence that X is true, is equivalent to an ad hominem fallacy. I think you can certainly suspect that my argument is weak, and it probably is, but you can't credibly attack my sound argument simply because you don't like me, or you don't like my method of arriving at my sound argument. A lot of science would have to be thrown out if a scientist wasn't allowed to search for evidence to support something he hoped would be true. Also, as you know, many theorems have been proven using backward reasoning.

If you want to attack the argument, you can attack it rationally by offering counter-evidence, or an alternative reasoning that is more consistent with more reliable facts. Furthermore, our entire legal system is built on the idea that two opposing sides in a dispute, marshaling the best stories they can marshal, will provide judges and juries with a good basis on which to decide the dispute.

Instead of calling it irrational, I would say that it's a generally self-deceptive practice to start from a conclusion and work backward. I don't trust that process, but I couldn't disqualify an argument solely on those grounds.

Instead of prescribing forward reasoning only, I would prescribe self-critical thinking and de-biasing strategies.

(BTW, one of the reasons I don't vote is that I am confident that I cannot, under any circumstances, EVER, have sufficient and reliable information about the candidates to allow me to make a good decision. So, I believe all voting decisions people actually make are irrational.)

The argument could turn out valid, by coincidence; but the process of making it isn't valid, so given the vast space of all possible arguments... it's probably not valid. Indeed, as nearly all advertising, propaganda, political campaigns, etc. are not.

You only need to have better information than average voter for your vote to improve result of election. Though then again, effect of 1 vote is usually so small that the rational choice would be to vote for whatever gives you more social status.

What you need to remember is that all of this applies to probabilistic arguments with probabilistic results - of course deductive reasoning can be done backward. However, when evidence is presented as contribution to a belief, omitting some (as you will, inevitably, when reasoning backward) disentangles the ultimate belief from the object thereof. If some evidence doesn't contribute, the (probabilistic) belief can't reflect reality. You seem to conceptualize arguments as requiring the outcome if they're valid and their premises are true, which doesn't describe the vast majority.

James, in regard to your last paragraph: I very much doubt whether your decision not to vote is itself a good one, by the standards you've just espoused. After all, if you don't have enough information to decide between voting for X and voting for Y, how can you have enough information to decide between voting for X and voting for no one? Seems to me that you have to make a decision (which might end up being the decision to cast no vote, of course) and the fact that you don't have enough evidence to be strongly convinced that your decision is best doesn't relieve you of the responsibility for making it.

"(BTW, one of the reasons I don't vote is that I am confident that I cannot, under any circumstances, EVER, have sufficient and reliable information about the candidates to allow me to make a good decision. So, I believe all voting decisions people actually make are irrational.)"

See http://lesswrong.com/lw/h8/tsuyoku_naritai_i_want_to_become_stronger/.

Hmmm.  If I understand you correctly, then two people could produce an identical argument but one would be incorrect because he did it backwards?  Do you suppose that there is an implied arrow of time in every syllogism?

The argument could turn out valid, by coincidence; but the process of making it isn't valid, so given the vast space of all possible arguments... it's probably not valid. Indeed, as nearly all advertising, propaganda, political campaigns, etc. are not.

Many of you seem to think there is an axiom of reasoning that says the persuasiveness of an argument must be independent of what you know about the process that produced that argument.  There is no such axiom, nor should there be.

Voting is irrational because the probability that your vote will have any effect on the outcome is about zero. I discuss that more and have a back-and-forth in the comment section here.

But it isn't zero... and we know that if people systematically obeyed that advice, the world would be much worse off.

Voting may be a Tragedy of the Commons, but it's not just simpliciter irrational.

Many of you seem to think there is an axiom of reasoning that says the persuasiveness of an argument must be independent of what you know about the process that produced that argument. There is no such axiom, nor should there be.

In particular, depending on the process that produces an argument, you may have to infer the existence of evidence not seen.

Hmmm. If I understand you correctly, then two people could produce an identical argument but one would be incorrect because he did it backwards? Do you suppose that there is an implied arrow of time in every syllogism?

More like... Hamlet might be just as good if it had been written by monkeys on typewriters instead of Shakespeare, but there's a reason why it wasn't.

Even if things come out equally by luck in one world, it would have different entanglements in possible worlds.  The entanglements wouldn't follow.  It's like the lottery ticket that happens to win in your Everett branch or Tegmark duplicate - buying it still wasn't a rational act.  Only a forward-flowing algorithm will make the entanglements match up.

"Only a forward-flowing algorithm will make the entanglements match up."

To try and rephrase this in simpler language: You do not know the truth. You want to discover the truth. The only thing you get scored on is how close you are to the truth. If you decide "XYZ is a great guy" because XYZ is writing your paycheck, writing down lots of elaborate arguments will not improve your score, because the only thing you get scored on was already written, before you started writing the arguments. If you start writing arguments and then conclude that XYZ is a great guy, you may improve on your score, because you get a chance to change your mind. Changing your mind becomes mandatory as the truth becomes more complex; if you decide on the truth for personal convenience out of 2^100 or 2^200 possible options, you're never going to hit it if you don't work to improve your accuracy.

This has approximately zero relationship to the way political campaigns (or anything else) happens in the real world, where campaign managers are part of an ideologically biased social network.  In fact, their job is essentially to strengthen the connections between voters and a candidate, by whatever means necessary, mostly through propaganda (aka advertising) that combines emotional appeal with the occasional smidgen of rational argument.

Maybe it would be a better world if people didn't work this way, but they do, and I don't see any prospect of changing this. I'm not even sure how rationality can be applied to most electoral issues. Take the issue of abortion. Either you believe abortion is immoral, or not. You can apply rationality to figure out which candidate supports your moral point of view, but it's not much help in setting your root moral values.  So how can you make an unbiased choice?

Elections are all about trying to get people who share your biases into power.  I know the self-proclaimed rationalists here think the whole process is icky, but part of being rational is dealing with the real world, not the world as you would like it.

That being said, there's room in the electoral process for a bias in favor of rationality, science, humanism, and enlightenment.  I think it's pretty clear which of the two major political parties in the US favor those values.

Rationality has plenty to say about whether abortion is morally permissible.

Are fetuses sentient, for example? Do they feel pain?
What would happen socially, economically, if we outlawed abortion? Who would benefit? Who would be harmed? How much?

If you're a strict utilitarian, moral problems reduce to factual problems. But even if you're not, facts often have a great deal to say about morality. This is especially true in issues like economics and foreign policy, where the goals are largely undisputed and it's the facts and methods that are in question. I challenge you to find an American politician who says he wants to increase poverty or undermine American national security. "We need 10% of Americans to starve! And by the way, I hope China invades!" (I guess I should hedge my bets and say that such bizarre people may exist---after all, Creationists do---but they aren't likely to get a lot of votes from any party.)

Also, rationality can assess the arguments used for and against political positions. If one side is using a lot of hard data and the other one is making a lot of logical fallacies... that's should give you a pretty good idea of which side to be on. (It's no guarantee, but what is?)

First you need to decide what gives utility points to you, which is a moral problem. 
I consider most computer programs to be sentient, with their work memory being sentience, i also see pain as just a bit of programming that makes creatures avoid things causing it, not different from some regulators i have programmed. Therefore i don´t care if fetuses are sentient or feel pain, so for me that does not affect the utility calculation. But most people do not agree.

Actually this would work nicely if the body that makes this survey doesn't work for any of the candidates, but either has independent votes or is funded by the voters. It would then be in their best interest to show the voters all the evidence, rather than "all the true evidence that serves my candidate".

In other words, if you want to intervene in politics as a rational agent, you shouldn't work for any party: you should work for the public at large! Which brings us to the following question: what is the necessity, nay, the justification for parties existing in this day and age? Aren't there better alternatives in making governments be the faithful servants of popular will, rather than, say, of their own existence or of the interests of a particular group of people? 

There are such organizations, and in general the information they put out is a lot more reliable, for exactly these reasons.

Thank you very much for sharing these. I am very glad to find out that such organizations exist. 

[...] what is the necessity, nay, the justification for parties existing in this day and age?

It's a good question. The answer is "none, because people are crazy and the world is mad".

That's a bit of a non-explanation: it predicts anything, and nothing. How about, instead, you name three specific patterns of craziness (you know, fallacies, errors in judgment, bad heuristics, and so on) that are decisive factors in this state of affairs.

No. The whole point of that phrase is to not get overly complicated in explaining other people's failures.

Explaining and rationalizing/justifying are two different things. Pleading the "humanity is insane" is, to put it bluntly, unproductive and lazy. If you want to say "don't think about it too hard, it's not worth the effort", then say that, and spare us the theatrics.

This is why I think an adversarial court system is fundamentally defective.

Granted, inquisitorial court systems have flaws as well... but in principle it seems like an inquisition is actually what we want. We want to know what happened, not find out who is better at arguing.

A bayesian-rational inquisition judge is in principle the ideal court system. The problem is to ensure that this judge remains conform to requirements (a problem very akin to the unresolved reflectively self-consistent proof of friendly self-modification in the Friendly AI field), and that it always has enough power to enforce decisions.

The ideal system is one where a superintelligence not only knows what happened, but can causally prove that it will not happen again, and thus safely proceed to letting everyone off (including the proven-guilty party) to go about their business.



Avoiding Your Belief's Real Weak Points

A few years back, my great-grandmother died, in her nineties, after a long, slow, and cruel disintegration. I never knew her as a person, but in my distant childhood, she cooked for her family; I remember her gefilte fish, and her face, and that she was kind to me. At her funeral, my grand-uncle, who had taken care of her for years, spoke. He said, choking back tears, that God had called back his mother piece by piece: her memory, and her speech, and then finally her smile; and that when God finally took her smile, he knew it wouldn’t be long before she died, because it meant that she was almost entirely gone. 

I heard this and was puzzled, because it was an unthinkably horrible thing to happen to anyone, and therefore I would not have expected my grand-uncle to attribute it to God. Usually, a Jew would somehow just-not-think-about the logical implication that God had permitted a tragedy. According to Jewish theology, God continually sustains the universe and chooses every event in it; but ordinarily, drawing logical implications from this belief is reserved for happier occasions. By saying “God did it!” only when you’ve been blessed with a baby girl, and just-not-thinking “God did it!” for miscarriages and stillbirths and crib deaths, you can build up quite a lopsided picture of your God’s benevolent personality.

Hence I was surprised to hear my grand-uncle attributing the slow disintegration of his mother to a deliberate, strategically planned act of God. It violated the rules of religious self-deception as I understood them.

If I had noticed my own confusion, I could have made a successful surprising prediction. Not long afterward, my grand-uncle left the Jewish religion. (The only member of my extended family besides myself to do so, as far as I know.)

Modern Orthodox Judaism is like no other religion I have ever heard of, and I don’t know how to describe it to anyone who hasn’t been forced to study Mishna and Gemara. There is a tradition of questioning, but the kind of questioning . . . It would not be at all surprising to hear a rabbi, in his weekly sermon, point out the conflict between the seven days of creation and the 13.7 billion years since the Big Bang—because he thought he had a really clever explanation for it, involving three other Biblical references, a Midrash, and a half-understood article in Scientific American. In Orthodox Judaism you’re allowed to notice inconsistencies and contradictions, but only for purposes of explaining them away, and whoever comes up with the most complicated explanation gets a prize.

There is a tradition of inquiry. But you only attack targets for purposes of defending them. You only attack targets you know you can defend.

In Modern Orthodox Judaism I have not heard much emphasis of the virtues of blind faith. You’re allowed to doubt. You’re just not allowed to successfully doubt.

I expect that the vast majority of educated Orthodox Jews have questioned their faith at some point in their lives. But the questioning probably went something like this: “According to the skeptics, the Torah says that the universe was created in seven days, which is not scientifically accurate. But would the original tribespeople of Israel, gathered at Mount Sinai, have been able to understand the scientific truth, even if it had been presented to them? Did they even have a word for ‘billion’? It’s easier to see the seven-days story as a metaphor—first God created light, which represents the Big Bang . . .”

Is this the weakest point at which to attack one’s own Judaism? Read a bit further on in the Torah, and you can find God killing the first-born male children of Egypt to convince an unelected Pharaoh to release slaves who logically could have been teleported out of the country. An Orthodox Jew is most certainly familiar with this episode, because they are supposed to read through the entire Torah in synagogue once per year, and this event has an associated major holiday. The name “Passover” (“Pesach”) comes from God passing over the Jewish households while killing every male firstborn in Egypt.

Modern Orthodox Jews are, by and large, kind and civilized people; far more civilized than the several editors of the Old Testament. Even the old rabbis were more civilized. There’s a ritual in the Seder where you take ten drops of wine from your cup, one drop for each of the Ten Plagues, to emphasize the suffering of the Egyptians. (Of course, you’re supposed to be sympathetic to the suffering of the Egyptians, but not so sympathetic that you stand up and say, “This is not right! It is wrong to do such a thing!”) It shows an interesting contrast—the rabbis were sufficiently kinder than the compilers of the Old Testament that they saw the harshness of the Plagues. But Science was weaker in these days, and so rabbis could ponder the more unpleasant aspects of Scripture without fearing that it would break their faith entirely.

You don’t even ask whether the incident reflects poorly on God, so there’s no need to quickly blurt out “The ways of God are mysterious!” or “We’re not wise enough to question God’s decisions!” or “Murdering babies is okay when God does it!” That part of the question is just-not-thought-about.

The reason that educated religious people stay religious, I suspect, is that when they doubt, they are subconsciously very careful to attack their own beliefs only at the strongest points—places where they know they can defend. Moreover, places where rehearsing the standard defense will feel strengthening.

It probably feels really good, for example, to rehearse one’s prescripted defense for “Doesn’t Science say that the universe is just meaningless atoms bopping around?” because it confirms the meaning of the universe and how it flows from God, etc. Much more comfortable to think about than an illiterate Egyptian mother wailing over the crib of her slaughtered son. Anyone who spontaneously thinks about the latter, when questioning their faith in Judaism, is really questioning it, and is probably not going to stay Jewish much longer.

My point here is not just to beat up on Orthodox Judaism. I’m sure that there’s some reply or other for the Slaying of the Firstborn, and probably a dozen of them. My point is that, when it comes to spontaneous self-questioning, one is much more likely to spontaneously self-attack strong points with comforting replies to rehearse, than to spontaneously self-attack the weakest, most vulnerable points. Similarly, one is likely to stop at the first reply and be comforted, rather than further criticizing the reply. A better title than “Avoiding Your Belief’s Real Weak Points” would be “Not Spontaneously Thinking About Your Belief’s Most Painful Weaknesses.”

More than anything, the grip of religion is sustained by people just-not-thinking-about the real weak points of their religion. I don’t think this is a matter of training, but a matter of instinct. People don’t think about the real weak points of their beliefs for the same reason they don’t touch an oven’s red-hot burners; it’s painful.

To do better: When you’re doubting one of your most cherished beliefs, close your eyes, empty your mind, grit your teeth, and deliberately think about whatever hurts the most. Don’t rehearse standard objections whose standard counters would make you feel better. Ask yourself what smart people who disagree would say to your first reply, and your second reply. Whenever you catch yourself flinching away from an objection you fleetingly thought of, drag it out into the forefront of your mind. Punch yourself in the solar plexus. Stick a knife in your heart, and wiggle to widen the hole. In the face of the pain, rehearse only this:1

And because it’s true, it is what is there to be interacted with.

Could you elaborate on this? What do you mean by Science? (reasoning? knowledge?)

The thing whose weakness seems relevant to me is a cultural tradition of doubting religion. Also, prerequisites which I have trouble articulating because they are so deeply buried: perhaps a changing notion of benevolence.

That doesn't describe me at all. I was a full-bore Fred Phelps-style ultracalvinist (only an apathetic quietist rather than an activist). I was proud that my faith was so pure I could fully admit that God does this or that thing we find abhorrent because we are so pitiful in comparison to Him and His Plan that the very idea of questioning His Wisdom is laughable. I would say "You cannot question the goodness of His actions because there was no good before God defined it, whatever God does is good by virtue of His doing it and when you say one his actions is "bad" it is only a reflection of your complete inability to know what good is in comparison to Him". I believed in evolution and like you knew the importance of not having a human-centered perception of the world. God was not merely not a 20th century American, he was not human, was not of this planet or even of this universe. He was utterly incomprehensible, and what we did know of Him was only what he had chosen to let us (whose significance in His Plan we cannot know) hear, which left room for a dishonest and misleading approach to us (though we were to think of it as being as benevolent as a parent tellin... (read more)

I know it's not entirely on topic, but biblical physics seems like a more important test of the Bible's truth than God's morality. If God does not follow the arbitrary laws of human society, what does that prove? Nor does the Bible wrongly saying that God is merciful mean much - what would you do if you were God and had to write a book? But if the Bible accurately states the age of the Universe, that's something. In the end, the only important issue is whether you're going to hell or heaven.

I actually think it's rather irrational for someone to think that God's cruelty is an argument against His existence, and this seems a common opinion among atheists. I mean, I believe in Stalin, who also claimed to be a milkmaid's best friend while executing anyone who looked at him funny.

I don't think God's cruelty in the Bible is evidence that there isn't any god, but it is evidence against the benevolent, omniscient, personal, omnipotent kind of theism that Christians and Jews would argue for.

Tiiba: Because it is very hard to read ambiguity into moral acts. One can say that six days is not meant literally (even if the original language says that - though I'm not saying it does; I don't know). One cannot say that the firstborn of Egypt were all just sleeping.

Furthermore, one cannot explain away deception. Maybe God actually made the Universe in six days but wants us to think it was longer to test our faith. Yes, that's a lousy argument, but one might conceive of it being true. As for other offenses, God makes the laws of physics, so he obeys the... (read more)

TGGP, different people will rehearse different defenses, depending on what they think is strong - what they genuinely don't anticipate being called on, at least by themselves.  You're an atheist now, so there was probably something you didn't think about, in the corner of your mind, which you can think about now.  What was it?

Ha, this just happened to me. Luckily it wasn't too painful because I knew the weakness existed, I avoided it, and then reading E. T. Jaynes' "Probability Theory: The Logic of Science" gave me a different and much better belief to patch up my old one. Also, thanks for that recommendation. A lot.

For a while I had been what I called a Bayesian because I thought the frequentist position was incoherent and the Bayesian position elegant. But I couldn't resolve to my satisfaction the problem of scale parameters. I read that there was a prior that was i... (read more)

Tiiba: Also, most religions define God as being supremely good; evidence against the existence of a supremely good god is evidence against those religions even though it's consistent with some other religions almost no one believes in. To get from there to positive "I have good reason to believe there is no god of any sort" atheism requires further work, but if your only reason for believing in God in the first place was tied to a particular religion, and since observationally that's true of the great majority of theists (which suggests, for agreement-theorem-ish reasons, that maybe all the best reasons for believing in God have that characteristic) it provides grounds for not positively believing in God any more.

People don't think about the real weak points of their beliefs for the same reason they don't touch an oven's red-hot burners; it's painful.

Eliezer, unless I missed the analogy, people gloss the weak points to avoid finding themselves in error and avoid the pain of getting 'burned' by woeful ignorance. Perhaps I give humanity too much credit, but I think this is not the primary disincentive for most religious people.
Laziness & Apathy are the first stage, where most people drop any thoughts they had of re-evalutating 'their' beliefs.

here here, living out what is not true is much more painful - and not just in the long run. it is more painful every day.

i grew up a christian. there is a parable about a man who gives up everything he has in order to find the "pearl of great price" which he knows is buried in a field. so he sells everything to buy the field, and then he is able to legally dig up the treasure. in other words he's done the work and has the right to the reward. i know this will sound crazy to most christians, but giving up christianity was my way of selling everything i had to find the pearl of great price.

Eliezer_Yudkowsky: This seems to contradict your previous trivialization of the "9/11 hijackers are cowardly" claim.  If indeed probing our beliefs at their weak points is painful, backing away from this is a sign of cowardice.  Blowing yourself up in an attempt to kill off the people who disagree with you, instead of intellectually confronting this, and exposing yourself to that pain of being wrong, is indeed cowardly, even if you are sacrificing something precious in the process.

Americans may feel unjustifiably comfortable in retreating to &quo... (read more)

Silas:  Ah, so the US soldiers in Iraq are cowards because they shoot people instead of arguing intellectually with them?

Rationality is not the default state of a human being.  It requires an effort just to get a human mind to the point where it perceives a scary duty of argument.  I have no evidence that the 9/11 attackers got to this point, so I have no evidence that they were scared enough to be intellectual cowards.

I suppose in some sense I had not been a believer for some time, but my history of being a Christian had put in me a desire to be one whether or not I actually thought it was true. Like many youngsters I had started out with a primitive God-concept of the kindly old man in the sky variety who watches over us and occasionally intervenes sometimes. As I grew older and wiser I made omniscience, predeterminism and so on a more important part, so that God was now the inactive clock-maker (which seemed logical to me). The nature of God came to be shaped by what ... (read more)

To do better find someone smart who disagrees with you. He'll do a much better job of questioning your beliefs than you ever will.

When you're doubting one of your most cherished beliefs, close your eyes, empty your mind, grit your teeth, and deliberately think about whatever hurts the most.

I started doing this around 9 years ago, because at the end of adolescence I experienced a sudden "mortality awareness".  I imagine this is probably common -- that is, many people probably experience a moment in their life when the fact that they, too, are getting older, comes into sharp relief.  But in my observation, most people seem to respond to this moment by sayi... (read more)

I call myself an atheist. However, I actually think believing in a vague god is based on probabilisticly rational and bayesian kind of thinking, at least for the limited context humans live in.

I say 'vague god' because I believe most people who believe there is a god and have somewhat solid arguments supporting this fact often use fallaciously the wrong level of conceptual abstraction  to support their own specific god. The word god is not very well defined and there is quite a large margin around the definition to play with. I find the best arguments, lik... (read more)

Benoit: The universe may actually contain almost no information despite looking complex, just like (say) pi or e.

Anne: I love your comment. In Buddhism (as I understand), it is recommended to meditate every day on your death and the deaths of your loved ones, so you can consider the possibility without going crazy. I always thought that sounded like a good idea.

Nick: I'm not a Buddhist (definitely can't grok the reincarnation stuff), but in a lot of ways I can see where the Buddhists are coming from, especially with regard to "letting go of attachments".

I dunno Nick, your link implies the 'multiple universes' interpretation of quantum theory, and like Jaynes and Einstein, I tend to disagree with this interpretation. But yeah, I'm sure there exists some kind of physical explanation that when written down is more similar to a scientific article than a religious text. We just don't know it yet.

Many-worlds was invented by Everett in 1957.  Einstein died in 1955.  Einstein and Jaynes both disapproved of the Copenhagen interpretation - I have no evidence that either ever considered many-worlds or even heard of it.  Both of them objected to inherent randomness, and MWI gets rid of this.

I see, that's is not how I had understood it. I guess I should just leave this stuff to physicists.

But Eliezer,  Wikipedia says about the Copenhagen interpretation:

Aage Petersen paraphrasing Niels Bohr: "There is no quantum world. There is only an abstract physical description. It is wrong to think that the task of physics is to find out how nature is. Physics concerns what we can say about nature."here is no quantum world. There is only an abstract physical description. It is wrong to think that the task of physics is to find out how nature is. Physics concerns what we can say about nature."

Doesn't this imply that Bohr didn't believe in ... (read more)

Biblical literalism is a relatively new phenomenon, and mostly a Christian one. Jewish (and many Christian) theologians have for many, many centuries regarded such things as the seven-days, two-parents creation story as myths. The questions isn't whether the mythology is true in the sense that science is true; of course it isn't. The question is whether what the mythology is intended to communicate is true.

The moral offense that moderns tend to find in the story of the killing of Egypt's firstborn is rooted in our individualist morality. The ancient view w... (read more)

This brings up a point that has become clear to me - religion is to be attacked not on truth grounds, but on specific moral grounds, as concretely and personally as possible.

And yes, denial and evasion is the root of almost all crazy. 

This rings so true. For years I've celebrated passover, without really considering what happened, or even if it was true. I'm glad my family is liberal enough, and I didn't ONLY rehearse the strong points, but it was interesting for me at the time how the creation myth uncannily fit in with the Big Bang theory. 

That said, I was permitted to not only doubt, but not even have to defend. I just didn't follow my thoughts through. "Considering all this, is there any reason to actually worship a God, if that exists, which is unlikely? Moreso- oooh, youtube ... (read more)

How has Rationality, as a universal theory (or near-universal) on decision making, confronted its most painful weaknesses? What are rationality's weak points? The more broad a theory is claimed to be, the more important it seems to really test the theory's weaknesses -- that is why I assume you bring up religion, but the same standard should apply to rationality. This is not a cute question from a religious person, more of an intellectual inquiry from a person hoping to learn. In honor of the grand-daddy of cognitive biases, confirmation bias, doesn't rati... (read more)

In fact, when used properly it's an entirely overt attempt to manipulate speakers, in order to influence the speaking that goes on in ways that the site prefers, and it is specifically endorsed by the site for that purpose. (It is also frequently used to express annoyance or to manipulate speakers for other purposes, which the site may or may not endorse.)

I think "the way the site prefers" just equates to the way the site prefers.  When you're hanging out on the site, the way the site prefers is more relevant to you than this other "Good" thing.

"Listening to objections" is not what provides the highest expected utility based on my information and model of the world. By my previous definition, rationality meant winning and being less wrong. Using those tools, I determine that listening to objections is not the best way to be less wrong or win. 

Edit: Also, I really think this whole thread should go here, judging by the current trend of discourse.

Yes, definitely. But when there is a large number of objections, rationality also means prioritizing which objections to address with which allocation of resources. And the site prefers to address those objections that aren't wrapped in threats and insults. =]

Because Bayes says you should update when presented with contrary evidence. Because Bayes doens't say you can sweep evidence under the carpet. Because Confirmation Bias is bad

The fact of an otherwise unexceptional objection is only evidence against an idea when you get more objections than you'd expect an arbitrary true idea in its reference class to get.  Ideas touching on political or identity issues, for example, can be expected to garner a certain proportion of objections merely from tribal effects, with no particular implications for truth value.

Please don't confuse rationality (a collection of methods) with philosophical rationalism.

While the Munchausen Trilemma isn't mentioned by name in the article, the ideas behind it are pretty thoroughly examined in The Useful Idea Of Truth

My point is that, when it comes to spontaneous self-questioning, one is much more likely to spontaneously self-attack strong points with comforting replies to rehearse, then to spontaneously self-attack the weakest, most vulnerable points.

Can anyone point out the weakest points in christianity? You need to know enough about it and you need to give it considerable thought. 

(I am christian. As long as I can remember I have adopted a mindset of skeptical thinking and self doubt, but since I in real life don´t know many people who are smarter than me and knows enough to say anything about christianity, I ask you. My mom is agnostic and  pretty clever, but she can come up with better arguments for a God than I can. A fair warning, I doubt that many here knows enough about christianity to actuall... (read more)

I am an evangelic Christian and within my belief the gospels override everything else [...]

I take it "evangelic", as you're using it, is not identical to the fairly common term "evangelical" despite its obvious shared etymology? Evangelicalism as generally understood is hard to reconcile with calling the OT "old rubbish". I guess you're using it to mean something like "centred on the gospels".

I'd have a pretty good idea of your likely position on lots of things if you were an evangelical in the usual sense (inerrancy of scripture or something close to it, salvation sola fide, strongly substitutionary theory of the atonement, relatively more stress on personal faith and relationship-with-God rather than more corporate things, inclined to skepticism about anything that could be labelled "tradition" or "ritual", etc., etc., etc., etc.) but unfortunately what you've said here isn't terribly indicative.

They weren't answers, they were (as I said in so many words) brief gestures in the direction of possible answers. If you think I would think half a dozen words would convince you of anything, ... (read more)

After reading a sizable amount of your responses, I have to ask if your interest is truly in finding weak points of your religion, or if you are merely trying to defend your beliefs to a (largely) atheist audience--possibly hoping to win a few converts, or at the very least trying to reassure yourself of your beliefs.

More than anything, the grip of religion is sustained by people just-not-thinking-about the real weak points of their religion.  I don't think this is a matter of training, but a matter of instinct.  People don't think about the real weak points of their beliefs for the same reason they don't touch an oven's red-hot burners; it's painful.

I think that Eliezer oversimplifies religious beliefs. People who have witnessed terrible things have kept their faith. People who have witnessed their loved ones being killed and tortured still have clung on to their r... (read more)

...wait, so if I don't want to believe in a God whose morality is ineffable, who has power over time and matter, and has, they say, surgically altered the course of history on a number of occasions (think the Flood), does it mean I'm making this exact mistake, avoiding my [atheistic] belief's real weak point? I mean, I can't remember any 'manifestation of God's power' that happened in peopled regions which didn't hurt anyone. If he exists, and is supposedly powerful, what are the woes of Egyptian firstborn to me if he can just wipe out the universe?.. 

This feeling, anger and not being allowed to doubt, was what I felt after reading Andersen's The little match girl.

I am new to Bayesian Rationality, and it seems to me to be an ideal worth pursuing. I have so far read only Yudkowsky, and am compling a "further reading list" to continue my journey to reducing my irrationality. Please bear with me as I give you some personal context to my comments. I am a religious, practicing Jew. I don't label myself "Orthodox" or "Modern Orthodox", although I attended an Orthodox Yeshiva and live in a Modern Orthodox community, because a lot of what colors the cultural manifestation of the Jewish rel... (read more)

Being a Marxist at one time, I also suffered from this problem.

Thank you for this and particularly the last paragraph. 

I think there have been pieces of this essay floating around in my brain for a while but for some reason I have never been able to put them together so clearly and beautifully, as you have done here. 

you can find God killing the first-born male children of Egypt to convince an unelected Pharaoh to release slaves who logically could have been teleported out of the country. An Orthodox Jew is most certainly familiar with this episode

I've seen Yudkowsky make this point in a couple places (why bother inflicting mass infanticide etc. etc. when you're presumably omnipotent and could teleport everyone to safety) and it makes me blink, something about the argument feels off. Are there cases in the scriptures where God teleports large numbers of people large di... (read more)

Having studied quite a few of the world's religions, I'd have to say that, in a lot of cases, it's a map-territory error writ large.

If you take the major religions that have survived for thousands of years and extrapolate out their teachings to their logical conclusions, and ruthlessly chop out the contradictions, it seems an awful lot like "God" could be defined as "Whatever it is that defines the fundamental nature of life, the universe, and everything."

The ancients tended to think of it as a sapient, thinking, possibly living being.  Because that's... (read more)

I don't know how much it'd be a new thing, but Kardec's spiritism is very familiar to the Orthodox Judaism. 

I grew up on Brazil spiritism and it's a sophisticated way to address science through a third revealing. And many answers of the Spirit of Truth on the The Spirit's Book are scientifically accurate, but just with the epoch science (it's harder to argue that XIX Century French people couldn't understand that spirits live on the vacuum or another dimension, but the Spirit of Truth goes ahead and tells Kardec that in fact "There is an ethereal flui... (read more)

I'm new to this blog, still making my way through the Sequence Highlights, so I'm still going through the process of applying rationalist critiques to myself for the first time. In this spirit, I asked myself if I avoid my beliefs' real weaknesses when I attempt to challenge my political ideology (I am not religious, so that seemed like the next best thing). The answer is: no, of course I don't. But I think it for reasons not described in this post. Frankly, the reason I instinctively challenge the strongest points of my political ideology is because these... (read more)

Eliezer: In your opinion, do you think it is possible for individuals to overcome this inclination to avoid their belief's weakest points, and if so, what steps or practices might help them confront these vulnerabilities with an open mind and a genuine desire for understanding?

I like this post because it offers a thought-provoking perspective on the human tendency to avoid confronting the most challenging aspects of our beliefs, particularly when it comes to religion. It is interesting to consider how this behavior might be driven by an innate desire for c... (read more)

I’m sorry to hear you lost your faith, Eliezer. I’m also sorry to read you write off millions of people who for centuries delved into the depths of our people’s tradition. I have been blessed to learn from teachers with unparalleled intellectual honesty who address the most difficult questions and underpinnings of faith and remain steadfast in their belief. Happy Passover.

The question of the first born is asked and answered by Rashi, the most basic Torah commentary, universally taught to Jewish school children. 

The fact that OP didn't bother to look is a reflection of his own biases. 

As it happens, there is an answer to your question about why God would kill the firstborn of the Egyptians -- even if they were babies. I know this because I asked this very question during the time set aside for asking questions in during the Seder, the year I was (maybe?) fourteen. We always drove to Chicago for the Seder, every year, and stayed for several days. My uncle, source of biblical truth for the (large) extended family, gave it to me: "Bad blood," he said. "It doesn't matter if they were babies. They were going to grow up to be Egyptians. The sins of their fathers are in them, and they will do what their fathers did."



Motivated Stopping and Motivated Continuation

While I disagree with some views of the Fast and Frugal crowd—in my opinion they make a few too many lemons into lemonade—it also seems to me that they tend to develop the most psychologically realistic models of any school of decision theory. Most experiments present the subjects with options, and the subject chooses an option, and that’s the experimental result. The frugalists realized that in real life, you have to generate your options, and they studied how subjects did that. 

Likewise, although many experiments present evidence on a silver platter, in real life you have to gather evidence, which may be costly, and at some point decide that you have enough evidence to stop and choose. When you’re buying a house, you don’t get exactly ten houses to choose from, and you aren’t led on a guided tour of all of them before you’re allowed to decide anything. You look at one house, and another, and compare them to each other; you adjust your aspirations—reconsider how much you really need to be close to your workplace and how much you’re really willing to pay; you decide which house to look at next; and at some point you decide that you’ve seen enough houses, and choose.

Gilovich’s distinction between motivated skepticism and motivated credulity highlights how conclusions a person does not want to believe are held to a higher standard than conclusions a person wants to believe. A motivated skeptic asks if the evidence compels them to accept the conclusion; a motivated credulist asks if the evidence allows them to accept the conclusion.

I suggest that an analogous bias in psychologically realistic search is motivated stopping and motivated continuation: when we have a hidden motive for choosing the “best” current option, we have a hidden motive to stop, and choose, and reject consideration of any more options. When we have a hidden motive to reject the current best option, we have a hidden motive to suspend judgment pending additional evidence, to generate more options—to find something, anything, to do instead of coming to a conclusion.

A major historical scandal in statistics was R. A. Fisher, an eminent founder of the field, insisting that no causal link had been established between smoking and lung cancer. “Correlation is not causation,” he testified to Congress. Perhaps smokers had a gene which both predisposed them to smoke and predisposed them to lung cancer.

Or maybe Fisher’s being employed as a consultant for tobacco firms gave him a hidden motive to decide that the evidence already gathered was insufficient to come to a conclusion, and it was better to keep looking. Fisher was also a smoker himself, and died of colon cancer in 1962.1

Like many other forms of motivated skepticism, motivated continuation can try to disguise itself as virtuous rationality. Who can argue against gathering more evidence?2

I can. Evidence is often costly, and worse, slow, and there is certainly nothing virtuous about refusing to integrate the evidence you already have. You can always change your mind later.3

As for motivated stopping, it appears in every place a third alternative is feared, and wherever you have an argument whose obvious counterargument you would rather not see, and in other places as well. It appears when you pursue a course of action that makes you feel good just for acting, and so you’d rather not investigate how well your plan really worked, for fear of destroying the warm glow of moral satisfaction you paid good money to purchase.4 It appears wherever your beliefs and anticipations get out of sync, so you have a reason to fear any new evidence gathered.5

The moral is that the decision to terminate a search procedure (temporarily or permanently) is, like the search procedure itself, subject to bias and hidden motives. You should suspect motivated stopping when you close off search, after coming to a comfortable conclusion, and yet there’s a lot of fast cheap evidence you haven’t gathered yet—there are websites you could visit, there are counter-counter arguments you could consider, or you haven’t closed your eyes for five minutes by the clock trying to think of a better option. You should suspect motivated continuation when some evidence is leaning in a way you don’t like, but you decide that more evidence is needed—expensive evidence that you know you can’t gather anytime soon, as opposed to something you’re going to look up on Google in thirty minutes—before you’ll have to do anything uncomfortable.

1Ad hominem note: Fisher was a frequentist. Bayesians are more reasonable about inferring probable causality; see Judea Pearl’s Causality: Models, Reasoning, and Inference.

2Compare Robin Hanson, “Cut Medicine In Half,” Overcoming Bias (blog), September 10, 2007, http://www.overcomingbias.com/2007/09/cut-medicine-in.html.

3Apparent contradiction resolved as follows: Spending one hour discussing the problem, with your mind carefully cleared of all conclusions, is different from waiting ten years on another $20 million study.

4See “‘Can’t Say No’ Spending.” http://lesswrong.com/lw/kb/cant_say_no_spending.

Eliezer, are you familiar with Russell and Wefald's book "Do the Right Thing"?

It's fairly old (1991), but it's a good example of how people in AI view limited rationality.

Maybe you could exploit this, if the question you're gathering evidence for is important enough to warrant all that costly searching. Spending hours digging through obscure journals is not something most people do for fun, but if you can come up with a pet theory which needs reinforcing, most people would rather do the evidence-gathering than be forced to give it up.

'Motivated stopping'?   What springs to my mind is psi tests.
If you regard psi tests as a possibly infinite series, then when you cut off testing and start analysing can produce any result you want.

'Lucky streaks' can occur at any any time in a string of random numbers.

That's why in psi testing you must calculate the exact number of tests required to show an effect of the size you expect and do precisely that number of tests, no more and no less. And you are not allowed to throw away the tests that resulted in average or negative results either.

My favourite example of motivated stopping is Lazzarini's experimental "verification" of the Buffon needle formula.

(Drop toothpicks at random on a plane ruled with evenly spaced parallel lines. The average number of line-crossings per toothpick is related to pi. Lazzarini did the experiment and got pi to 6 decimal places. It seems clear that he did this by doing trials in batches whose size made it likely that he'd get an estimate equivalent to pi = 355/113, which happens to be very close, and then did one batch at a time until he happened to hit it on the nose.

Completely off-topic, here's a beautiful derivation of the formula: Expectations are additive, so the expected number of line-crossings is proportional to the length of the toothpick and doesn't depend on what shape it actually is. So consider a circular "toothpick" whose diameter equals the spacing between the lines. No matter how you drop this, you get 2 crossings. Therefore the constant of proportionality is 2/pi. Therefore the expected number of crossings for any toothpick of length L, in units where the line-spacing is 1, is 2L/pi. If L<1 then this is also the probability of getting a crossing at all, since you can't get more than one.)

To put it differently, motivated stopping is a problem in pi tests just like it is in psi tests. :-)

I find this article relevant to the whole series Amanda Knox posts/comments.



A Case Study of Motivated Continuation

I am not wholly unsympathetic to the many commenters in Torture vs. Dust Specks who argued that it is preferable to inflict dust specks upon the eyes of 3^^^3 (amazingly huge but finite number of) people, rather than torture one person for 50 years.  If you think that a dust speck is simply of no account unless it has other side effects - if you literally do not prefer zero dust specks to one dust speck - then your position is consistent.  (Though I suspect that many speckers would have expressed a preference if they hadn't known about the dilemma's sting.)

So I'm on board with the commenters who chose TORTURE, and I can understand the commenters who chose SPECKS.

But some of you said the question was meaningless; or that all morality was arbitrary and subjective; or that you needed more information before you could decide; or you talked about some other confusing aspect of the problem; and then you didn't go on to state a preference.

If you actually answer the dilemma, then no matter which option you choose, you're giving something up.  If you say SPECKS, you're giving up your claim on a certain kind of utilitarianism; you may worry that you're not being rational enough, or that others will accuse you of failing to comprehend large numbers.  If you say TORTURE, you're accepting an outcome that has torture in it.

I falsifiably predict that of the commenters who dodged, most of them saw some specific answer - either TORTURE or SPECKS - that they flinched away from giving.  Maybe for just a fraction of a second before the question-confusing operation took over, but I predict the flinch was there.  (To be specific:  I'm not predicting that you knew, and selected, and have in mind right now, some particular answer you're deliberately not giving.  I'm predicting that your thinking trended toward a particular uncomfortable answer, for at least one fraction of a second before you started finding reasons to question the dilemma itself.)

In "bioethics" debates, you very often see experts on bioethics discussing what they see as the pros and cons of, say, stem-cell research; and then, at the conclusion of their talk, they gravely declare that more debate is urgently needed, with participation from all stakeholders.  If you actually come to a conclusion, if you actually argue for banning stem cells, then people with relatives dying of Parkinson's will scream at you.  If you come to a conclusion and actually endorse stem cells, religious fundamentalists will scream at you.  But who can argue with a call to debate?

Uncomfortable with the way the evidence is trending on Darwinism versus creationism?  Consider the issue soberly, and decide that you need more evidence; you want archaeologists to dig up another billion fossils before you come to a conclusion.  That way you neither say something sacrilegious, nor relinquish your self-image as a rationalist.  Keep on doing this with all issues that look like they might be trending in an uncomfortable direction, and you can maintain a whole religion in your mind.

Real life is often confusing, and we have to choose anyway, because refusing to choose is also a choice.  The null plan is still a plan.  We always do something, even if it's nothing.  As Russell and Norvig put it, "Refusing to choose is like refusing to allow time to pass."

Ducking uncomfortable choices is a dangerous habit of mind.  There are certain times when it's wise to suspend judgment (for an hour, not a year).  When you're facing a dilemma all of whose answers seem uncomfortable, is not one of those times!  Pick one of the uncomfortable answers as the best of an unsatisfactory lot.  If there's missing information, fill in the blanks with plausible assumptions or probability distributions.  Whatever it takes to overcome the basic flinch away from discomfort.  Then you can search for an escape route.

Until you pick one interim best guess, the discomfort will consume your attention, distract you from the search, tempt you to confuse the issue whenever your analysis seems to trend in a particular direction.

In real life, when people flinch away from uncomfortable choices, they often hurt others as well as themselves.  Refusing to choose is often one of the worst choices you can make.  Motivated continuation is not a habit of thought anyone can afford, egoist or altruist.  The cost of comfort is too high.  It's important to acquire that habit of gritting your teeth and choosing - just as important as looking for escape routes afterward.

I'm pretty sure I wasn't doing that. ie, I did, given certain assumptions, commit to SPECKS in my reply.

For the record, my current view is if the choice is between torture vs single speck event total per person for bignum people, I'd go with the SPECKS

I do not consider the situation as linear, however. ie, two dust specks for one person is not precisely twice as bad as a single dust speck in one person, nor is that exactly as bad as two people each experiencing a single dust speck. In fact, I'd suspect that it'd be reasonable to consider a single dust speck per person total has a finite disutility even in the limiting case of infinite people.

If the situation instead is "torture vs an additional dust speck per person for bignum people" then I'd want to know how many dust specks per person were already allocated, and as that number increased from 0, I'd probably lean a bit more toward TORTURE. But, of course, I know there'd have to be some value after which it'd really make no difference to add an additional dust speck or not, so back to SPECKS.

If I couldn't obtain that information, then I'd at least want to know how many others are going to be asked this. ie, is this isolated, or are there going to be some number of people "tested" like this such that if all answered SPECKS, then the result would be effectively worse than the TORTURE option, then, well, if I knew how many would be asked, and how many saying yes it would take, and if I knew some statistical properties of their utility functions and so on, then effectively I'd choose randomly, but setting the probability for the choice such that the expected utility for the outcome under the assumption that everyone used that heuristic would be maximized. (This is assuming direct communication between all the askeees isn't an option and so on. if it is, then that random heuristic wouldn't be needed)

If even that option was disallowed, well, I'd have to estimate based on whatever distribution of possibilities for each of those things that represented my current (At the time) state of knowledge.

THIS is the point at which I get a bit stumped. If we say though "you have to make a decision, make it right now, even if it isn't that great" I'm still going to go with SPECKS, though, admitedly, with far less confidence that it's correct than what I said above.

Of course, now that I have a fallback last choice given no furthere knowledge/ability to consider, doing something about the whole situation that set up this issue would be something to investigate heavily. Also, I'd want to be developing a better model of exactly how to measure amount of effective suffering per "unit" suffering. I suspect it'd be some function of that plus how much it interferes with/overflows other possible states, etc etc etc.

As far as your overall point about people avoiding the decision, well, while it may be wise to avoid the habit of hiding from any uncomfortable decision, this is a bit different. I really can't see asking for a bit more information in the context of an edge case that was constructed to prod at our normal decision making methods and that was asked as a hypothetical thought experiment, AND was a type of situation that I'd consider to be incredibly insanely mindexplodingly unlikely to pop up in Real Life(tm) any time soon as entirely unreasonable.

(chuckles on a meta level though, I just noticed that I seem to have chosen all possible options: commit to a specific choice, blabber about confusing aspects, ask for more information, and attempted to justify not commiting to a specific choice. There must be some sort of prize for this. :D)

Eliezer, Thomas Scanlon discusses this issue in the 'Aggregation' Section of Chapter 5 of his What We Owe To Each Other. Philosophers have been on it for awhile.

I deny that I have any obligation to choose now based on the available information.

What happens if I choose torture and somebody gets tortured for 49 years and then dies of natural causes? Do we get all the dust specs too? Have we gotten rid of 98% of them?

Can I ask for a volunteer from among 3^^^3 people, or do I have to take pot luck?

Do I have to choose right now? Do all 3^^^3 people get their dust specks the moment I decline to choose, or do they get them after the 50 years are up? If the former, what happens if I agree to the torture and then change my mind right after the dust specks didn't happen?

How do I know any of this is true? What if I get somebody tortured for 50 years and then the dust specks happen anyway? What if I do it and it turns out there aren't 3^^^3 people in the universe and it was all for nothing? Why should I take somebody's word about this?

Maybe we could start small. I could volunteer to be tortured for 50 years * 7 billion / 3^^^3 and stop the dust specks from everybody in this one world. I'd volunteer for that in a new york second.

I'm continually faced with choices for myself where the background is quite unclear. Take the contract, and maybe things go bad and it hurts my professional reputation. Wait for a better one and the money is late. Etc. And I make choices where the results won't show up in my lifetime. Throw mercury batteries in the trash or keep them around and wait for a chance to dispose of them properly. Drive my car to the store or wait a day and combine it with several other trips. Beyond the inconvenience balanced against the money, extra gas burned will have a small effect on billions of people over the next four or so generations. Maybe more than an eyeblink. I don't know how to quantify those effects and I don't spend a lot of thought on them. The immediate effects are easier to find out about, so I put most of my thought into those.

Show me the 3^^^3 people and I'll give them due consideration. Until then it's a thought experiment and I'll enjoy some time thinking about it.

Crocker's rules -- feel free to use me as an example if you think I gave a non-answer.

(I argued that the aggregation of a sufficient number of specks inflicted on a single person is equivalent to some significant length torture anyway.)

But there's a difference between refusing to choose in a situation that by its nature is necessarily hypothetical and trying not to choose in a real situation.

Until you pick one interim best guess, the discomfort will consume your attention, distract you from the search, tempt you to confuse the issue whenever your analysis seems to trend in a particular direction.

Oh no. Eliezer, I have disagreed with you at times, but you have not actually disappointed me until this moment. As an avid reader of yours, I beseech you, please think through this again.

You simply have not presented a moral dilemma. You've presented a pantomine; shadows on a wall; an illusion of a dilemma. If there's any dilemma here at all, it was whether I should play pretend-philosopher by giving an eloquent and vacuous response or else take philosophy and morals seriously by suggesting that your question is not yet ready to be answered. I chose the latter, partly because I also have been taking seriously your other writings-- the ones where you chide people for substituting wishful thinking for self-critical sober rational analysis. I'm attracted to the mind of a man who tries to live by a difficult and worthy principal, because that's what I do, too; and what I am doing.

Real moral dilemmas have context, and the secret to solving them always involves that context. We frequently find them in literature, richly expressed. Instead, you are just asking us to play a game with unspecified rules and goals. You toss off a scenario in a few sentences. How is that interesting? I guess it's a bit interesting to see how some people commenting have made bold assumptions and foisted unspoken premises on your example. It's a window onto their biases, maybe. Is that really enough to satisfy you?

I could understand if you don't want to make the effort to create a fully realized philosophical problem for us to work through (putting together those problems is a challenge). But geez, I'm surprised you would criticize  me for doing what a philosopher is supposed to do: study the situation to understand the question better, rather than make a definite answer to a question I don't understand.

Oh no. Eliezer, I have disagreed with you at times, but you have not actually disappointed me until this moment.

You should find that of all the people you know, none of them seem beyond criticism; they will always fail to live up to your ideal of perfection.  That's because there's only one person whose job it is to live up to that ideal.

Not trying to evade your substantive criticism, just a side note.

But geez, I'm surprised you would criticize me for doing what a philosopher is supposed to do: study the situation to understand the question better, rather than make a definite answer to a question I don't understand.

I never thought of myself as a philosopher.  I just set out to debug the universe.  I often have to do so using incomplete information.  My motor actions do not have the luxury of vagueness, however I caveat my "answers".  If you think my philosophical dilemmas are vague, you should see the problem descriptions Nature hands me.

The people who filled in their own assumptions and stated a preference were acting courageously; they exposed themselves to criticism for the conditional, if not for the assumptions.

I guess if you really feel the question is so confused as to be answerless, I'll accept that.  I would still challenge you to fill in plausible assumptions and state a preference.

The philosophy of refusing to come to a conclusion is called skeptcism.  The word skeptic comes from the Greek to examine.
While I understand the need to make decisions, I'm not so sure that it should trump the desire to not accept answers (keep looking).
As has been pointed out in earlier posts, once a decision is made it often is hard to dislodge.
For example, many people today accept neo-Darwinism as an answer to evolution.  Yet the evidence from biology would indicate that neo-Darwinism is either false or incomplete.  (Try dislodging that one)
So while I agree that one often has to make decisions quickly based on incomplete and conflicting evidence, I don't think the question you posed in 'torture vs. dust specks' was framed in such a way as to demand that type of decision.

By the way, someone who has made up their mind about religion or the existence of para-psychological phenomena is not a skeptic in the historical meaning of the word.

Yet the evidence from biology would indicate that neo-Darwinism is either false or incomplete.

Of course it's incomplete. No neodarwinist would have claimed it was complete.

Now that we know so much more than the neodarwinists did it's mostly of historical interest. But what we have now is still quite incomplete, and it will stay that way for the foreseeable future.

"I guess if you really feel the question is so confused as to be answerless, I'll accept that. I would still challenge you to fill in plausible assumptions and state a preference."

Remember the story, "The Lady and the Tiger"? The question was carefully formulated to be evenly balanced, to eliminate any reason to choose one over the other. Anything that got used to say one choice was better, implied that the story wasn't balanced quite right.

We could do that with your story too. If 3^^^3 people is enough to say it's better to torture one person, we could replace it with a smaller number, perhaps a googleplex. And if that's still too many we could try just a google. If people choose the specks we could increase the number of people, or maybe increase the number of specks.

At some point we get just the right number of specks to balance the torture for a modal number of people, and we're set. The maximum number of people will be unable to choose, because you designed it that way.

You did not say what happens if I don't choose. This is a glaring omission.

OK, let me tell one. You and your whole family have been captured by the Gestapo, and before they get down to the serious torture they decide to have some fun with you. They tell you that you have to choose, either they rape your daughter or your wife. If you don't choose which one then they'll rape them both. And you too.

Do you choose? If you refuse to choose then that's choosing for both of them to be raped. And you too.

But then, if you do choose, they rape them both anyway. And you too.

 In the end, the crime is committed not by the person who has to choose between two presented evils, but by the person who sets up the choice. Choose the lesser of the evils, preferably with math, and then don't feel responsible.

Okay, I'll take a position: a moral dilemma involving impossibly huge numbers, perfect certainty, no externalities, and no context is no more deserving of a clear-cut answer than the question of how I would explain waking up with a blue tentacle.

When people can't explain themselves they often make up answers.

J Thomas, if you can't see a better option, you tell them to rape your wife.  Duh.

(No, I'm not a sociopath, I've just trained myself not to whine about my options, just pick the obviously best of a bad lot quickly, and keep looking for an escape route.  The scenario is legitimate, people in real life have faced worse.)

Nick Tarleton, the problem with explaining waking up with a blue tentacle is that it's so low-probability as to destroy the worldview you would use to explain it; by Bayes, you shouldn't be able to explain it post facto unless you anticipate it to some measurable degree ante-facto.  But a blue tentacle doesn't destroy your utility function, so asking "What would you do if you woke up with a blue tentacle?" is a perfectly legitimate dilemma.

When I read Eliezer's original post, my moral intuition crashed.  I was confused, and suspected something was wrong with either the question, or with me.

Are you really suggesting that choosing to not commit to an answer immediately but to instead think about it and explore the scenario for a while was the wrong answer?  If the scenario were instead "choose TORTURE or SPECKS within the next N seconds or get one at random," and was real, not a thought experiment, then see Eliezer's point: inaction is an action.

I say all morality is meaningless/arbitrary AND I choose torture. How do I stand with you?
If I had said I would flip a coin, would that be satisfactory?

J Thomas-  I'm not sure what your expertise- and this question is a little off post, but important to me and my personal biases, would you say the evidence today seems to indicate that the 'watchmaker' isn't blind?  (maybe myopic...)

Eliezer:  I don't think you read J Thomas carefully.  He was saying, as far as I can tell from the last  three sentences of his post, that the scenario itself strongly implies that you don't actually have the choice that it is asserted that you do have.  As a hypothetical it fails.  A person being tortured by the Gestapo is making a mistake to seriously consider the possibility that a supposed "choice" he is offered is anything but mockery and a part of his torture.  Any person is making a mistake to seriously consider the possibility that his actions have any predictable impact on 3^^^3 other people because the chance of him being the one of those 3^^^3 people who was in the special position where he could effect the others rather than one of the others who could only be effected is simply too low.

"what would you do if your worldview had just been destroyed" is not, it seems to me, a legitimate question.  The loss of your worldview implies the loss of any rational basis for inferring the consequences of your actions.  It seems to me that you can ask, as a question about "you" the physical system "what would you do if you irrationally believed X", but not, as a question about rationality, "what would it be rational for you to do if you irrationally believed X"?

Incidentally, I decided upon consideration of what the math would actually look like for the type of utility function that I'd currently consider reasonable, that given a fixed population, disutility would be basically linear in number of people experiencing dust speck events (the other nonlinearities about one person experiencing a bunch of events would hold though) so am shifting my answer, tenatively, to TORTURE. (Just sticking this comment in this thread since I also made the other claim in this thread.)

Tuning one's preference function is a constrained optimization problem. What I want is a preference function simple enough for my very finite brain to be able to compute it in real time, and that does a good job (whatever exactly that means) on-some-kind-of-average over some plausible probability distribution of scenarios it's actually going to have to deal with.

Choosing between torturing one person for 50 years and giving 3^^^3 people minimally-disturbing dust specks is a long, long way outside the range of scenarios that have non-negligible probability of actually coming up. It's a long, long way outside the range of scenarios that my decision-theoretic intuition has been tuned on by a few million years of evolution and a few decades of experience.

My preference function returns values with (something a bit like) error bars on them. In this case, the error bars are much larger than the values: there's much more noise than signal. That's a defect, no doubt about it: a perfect preference function would never do that. A perfect preference function is probably also unattainable, given the limitations of my brain.

What possible reason is there for supposing that my preference function would be improved, for the actual problems it actually gets used for, by nailing down its behaviour far outside the useful range?

If there were good reason to think that decision theory is like (a Platonist's view of) logic, with a Right Answer to every question and no limits to its validity, then there would be reason to expect that nailing down my preference function's values out in la-la-land would be useful. But is there? Not that I know of. Decision theory is an abstraction of actual human preferences. Applying it to problems like Eliezer's might be like extrapolating quantum mechanics down to a scale of 10^-(10^100) m.

Douglas, my own bias is to think that evolution has given us 3 billion+ years of selection for evolving faster. And multicellular organisms (a small minority of the total but interesting to us) have found ways to make genetic "modules" that result in phenotypes which fit together in a modular way. Chordates build a variety of structures from keratin. Arthropods build a big variety of limbs. Etc. The body plans that are most flexible speciate into the largest variety of niches -- nematodes, arthropods, mollusks, and chordates, and you have the big majority of animal species in just those 4 phyla.

We don't make just random changes, we have "hotspots" that change a lot while others are mostly held fixed. A big variety of mechanisms evolved that encourage faster evolution, because those mechanisms are themselves selected.

Michael Vassar, yes! Thank you for putting it so clearly.

J Thomas-- What you say fits well with the neo-Darwin model of evolution.  One example you might be interested in that clearly does not is the  tuberculosis bacteria.  Google 'tuberculosis strain w' for more info.  It turns out this sort of thing happens more than was previously thought (of course it wasn't thought to happen at all until fairly recently)
This is a case of motivated continuation on my part- the old model predicted a cure that turned out to be a recipe for making an incurable disease-- uh I want to understand better.

Douglas, I see nothing about strain w that's surprising. Would you like to suggest a blog and a thread to discuss this?

Douglas, I see nothing about strain w that's surprising. Would you like to suggest a blog and a thread to discuss this?

It's kind of past the point where this is really relevant, but I was interested to notice that lots of commenters launched into discussions of potential knock-on consequences of real-world speckification but not a single person queried the extended cost of a real-world 50-year torture option (infrastructure, training, torturer-trauma, wear and tear on electrodes etc.). Of course, as with any thought experiment dragging in any externalities at all was/is invalid: the experiment sets the parameters, and any speculation outside of these is irrelevant. But insofar as that was being done I thought it curious that these types of speculations all went one way.

If pressed, I'd hypothesize that this was because some people who saw that the 'specks' option was obviously the right choice were left feeling that there was a further trick of some kind: surely the obvious wrong answer, torture, must be right - or why would the thought experiment have been posed at all?

Personally, I'm a specks guy and I feel deeply suspiciuous of the torturers' reasoning: I suspect it of being dependent on a fallacious calculation of harm. But I think the thought experiment is of very limited value as it does not really mirror any real-world scenario that I can see.

J Thomas-- try www.wasdarwinwrong.com  Best place for the info. because it presents the problems without demanding any particular solution.
outeast- good point about the speculations, but thought experiments can be off-the-wall and still be of value because they are designed to help see the world in a different or new way.  Sometimes the off-the-wall ones are best for that reason IMO.

I should begin by saying that I caught myself writing my conclusion as the first sentence of this post, and then doing the math. I'm doing the calculations entirely in terms of the victim's time, which is quantifiable.

Dust specks would take up a much smaller portion of the victims' lifes (say, a generous 9 seconds of blinking out of 2483583120 seconds of life expectancy (78.7 years) per person), whereas torture would take up a whole fifty years of a single person's life.

All of my math came crashing down when I realized that 3^^^3 is a bigger number than my brain can really handle. Scope insensitivity makes me want to choose the dust.

Would anyone really care about the dust, though? I mean, 9/2483583120 is a fairly small number, all things considered.

The law of large numbers says yes. If there is an infinitesimal chance of someone, say, getting into a lethal car accident because of a dust speck in their eye, then it will happen a whole bunch of times and people will die. If the dust could cause an infection and blind someone, it will happen a whole bunch of times. That would be worse than one persons torture.

But if the conditions are such that none of that will happen to the people--they are brought into a controlled environment at at a convenient time and given sterile dust specks (if you are capable of putting dust in so many people's eyes at will, then you are probably powerful enough to do anything)--then no individual person would really care about it. A dust fleck simply doesn't hurt as badly a torture. Every single person would just forget about it.

So, if you mean "a dust fleck's worth of discomfort", then I choose the dust. If you mean dust specks in people's eyes, then I choose the torture.

"World Development Indicators | Data." Data | The World Bank. The World Bank Group, 2011. Web. 23 Aug. 2011. http://data.worldbank.org/data-catalog/world-development-indicators?cid=GPD_WDI.

 I think, based on everyone's level of discomfort with this problem, that if there were an experiment wherein people in one group were asked a question like this, but on a much smaller scale, say, "torture one person for an hour or put a speck of dust into the eyes of (3^^^3)/438300," or even one second of torture vs (3^^^3)/1577880000 (Obviously in decimal notation in the experiment) specks of dust, and in the second group, people were told the original question with the big numbers, people in the first group would choose the torture more often and much more quickly and confidently.

I say this because people are quite uncomfortable having to choose to torture someone for 50 years, even if it isn't necessarily as bad as the other option.

Hmm.  I seem to be flinching away from both answers, and I think I know why.  It's because I'm unable to decide whether utility really does multiply (after all, one could advocate the utility function "The minimum happiness within the population", instead of the sum).

So I'm happy to make the factual claims that "Sum-utility => pick 'torture'" and "Min-utility => pick 'specks'"; I just can't see any procedure for choosing between sum and min.  So I'll formulate a test to see which I believe: I'll gradually reduce the severity of the non-speck option.  So, specks versus someone getting tortured for 25 years, I'm still unsure.  Specks versus someone getting slapped in the face, I choose slap over specks.  Therefore I'm not following min-utility, so I'm willing to accept that really I'm following sum-utility, so in the original problem I pick Torture.  I don't like this, because my brain wants to be scope-insensitive and refuses to understand 3^^^3, but when I made one of the outcomes not flinch-worthy that outcome got picked, and I'm pretty sure that my reasons for picking Slap ought to scale up to Torture, so there it is.

I started this post not knowing what answer I would reach despite having spent several minutes on the question.  I think I've now been trying to resolve this for over half an hour, and I still feel uncomfortable.  My mind has just now come up with a third alternative, which is that utilities should perhaps be rated with hyperreals, so that 3^^^3  1 is still less than 1  H (for an infinite hyperinteger H), in which case we could pick Specks without discarding sum-utility.  But I probably wouldn't have thought of that while I was locked up and couldn't choose an answer.  I am now feeling comfortable, which suggests that this is what I actually believe about utilities.  Of course, now there is an experiment I could do to try and falsify this: try to construct a chain of things starting at a dust speck and ending at torture, where each link in the chain is only a finite amount worse than the one before.  I know I can get from speck to slap, because I chose Slap over Specks.  I also think a hefty kick up the arse is only finitely worse than a slap.  I next try to get to a broken arm, but I'm unwilling to do that (at least, in a single step), so I need to find something intermediate.  In fact I think I should try and find something I can jump down to from a broken arm, because a broken anything seems scary in a new way.  A deep-bruised hand?  Yes, I think that relates finitely to a broken arm.  I also think that finitely many kicks up the arse are worse than a deep-bruised hand.  Given that my instinctive feeling about the relation of kick to arm was very similar to my feeling about the relation of speck to torture, I conclude that in fact my scale of utilities is constrained to the finite.

The point to this post (if there is one) is that a useful method seems to be to vary the parameters of the problem until you can get an answer, and then look to see whether that illuminates the original problem.  (Come to think of it, ISTR that's one of Polyà's How To Solve It tips.)  But to evaluate this method, I need to see whether it can also produce the opposite result.  So, I need to vary the parameters in ways that favour Specks.  If I reduce the 3^^^3 to something smaller, I eventually pick Specks because I get a number I think I can comprehend - but that number has to be so much smaller than 3^^^3 that I don't think it's relevant to the original problem.  If I make the 'torture' option involve something worse than torture, I still pick it - I can't think of anything that's sufficiently worse than torture that doing that to someone could make me pick Specks when I didn't pick Specks against torture.

So the method does constrain, and I pick Torture.  There, finally finished this post.

Of course, you can also use the chain of negative-utility cases to make a direct argument for specks vs. torture.

Say you prefer 1 slap to N1 specks. Then you prefer 1 kick to N2 slaps, 1 bruise to N3 kicks, 1 broken arm to  N4 bruises, and so on, up until the last step where you prefer years of torture to Nk of something.

It follows that the specks vs. torture point comes at N1 x N2 x N3 x .... x Nk. This is pretty much always going to be less than 3^^^3 -- if the steps were truly small, the factors are all going to be less than a trillion or so, and there's probably going to be less than a trillion steps, and (1 trillion)^(1 trillion) is still insignificant compared to 3^^^3.

Of course.  Except that I think you mean trillion^trillion, not trillion*trillion.

Er. Right. Fixed. And it's a testament to the magnitude of 3^^^3 that I need to change absolutely nothing else.

Satisfies the suggestion of making sure that you choose/'state a preference' (the result of RANDOM is acceptable to me and I would be willing to work past it and not dwelling on it).

Satisfies the suggestion of making sure you state assumptions to the extent you're able to resolve them (RANDOM implies a structure upon which RANDOM acts and I was already thinking about implications of either choice, though perhaps I could have thought more clearly about the consequences of RANDOM specifically)

does not compromise me as a (wannabe) rational person (ie I use the situation to update previous beliefs)

Not to allow the alternatives to distract afterwards (as once the choice RANDOM is made, it cannot be unmade -- future choices can be made RANDOM, TORTURE, SPECKS or otherwise)

Does not compromise future escape routes (RANDOM, SPECK, RANDOM, TORTURE is just as an acceptable sequence of choices to me as SPECK, TORTURE, SPECK, TORTURE -- it just depends what evidence and to what extent evidence has been entangled)

not biasing me towards my choice very much.  If SPECKS or TORTURE is chosen, it is tempting to 'join team SPECKS'.  I suppose I'll be tempted to join team RANDOM, but since RANDOM is a team that COOPERATEs with teams SPECKS and TORTURE something GOOD will come of that anyway.

Reserving my agency, and the perception of my agency for other decisions(though they may perhaps be less important(3^^^3 dust specks is a potentially VERY IMPORTANT!!!!!!!!!!!!!!!!!!!! decision), they will be mine), such as meta-decisions on future cases involving and not involving RANDOM)

META-TORTURE and META-SPECKS stances exist that disposition us away from TORTURE and SPECKS that are harder to express when making a decision or discussing decisions with people and that to avoid holding these stances that cannot be held to rational scrutiny by ourselves and others so well that we should avoid making them.  That it is possible to get into a situation where we fail to resolve a Third Alternative where we must choose and that making the correct choice, as an altruist/rationalist/etc is important even in these cases.  SPECKS or TORTURE seem to be the only choices, pick one.

I maintain however that RANDOM or DEFAULT will always be by the nature of what a choice is, always, logically, available.

*actually I chose DEFAULT/RANDOM but the more I think about it the more I think RANDOM is justified

does not compromise me as a (wannabe) rational person (ie I use the situation to update previous beliefs)

Your stated preferences aren't consistent with the VNM axioms.

It appears I'm less rational than I thought.  I suppose another way to rephrase that would be that to draw the outline of VNM-rational decisions only up to preferences that are meaningfully resolvable(and TORTURE vs SPECK does not appear to be to me at least) with a heuristic of how to resolve them clearer given intereaction with unresolveable areas.  I would still be making a choice, albeit one with the goal of expanding rational decisionmaking to the utmost possible(it would be rational to be as rational as permissable).  That seems pretty cheap though, reeking of 'explaining everything'.  Worse, one interpretation of this dilemma would be that you have to resolve your preferences and that 'middle' is excluded, in which case it is a hard problem to which case I can likely offer no further suggestion.

Did you not previously state that one should learn about the problem as much as one can before coming to a conclusion, lest one falls prey to the confirmation bias? Should one learn about the problem fully before making a decision only when one doesn't suspect to be biased?



Fake Justification

Many Christians who’ve stopped really believing now insist that they revere the Bible as a source of ethical advice. The standard atheist reply is given by Sam Harris: “You and I both know that it would take us five minutes to produce a book that offers a more coherent and compassionate morality than the Bible does.”1 Similarly, one may try to insist that the Bible is valuable as a literary work. Then why not revere Lord of the Rings, a vastly superior literary work? And despite the standard criticisms of Tolkien’s morality, Lord of the Rings is at least superior to the Bible as a source of ethics. So why don’t people wear little rings around their neck, instead of crosses? Even Harry Potter is superior to the Bible, both as a work of literary art and as moral philosophy.2

“How can you justify buying a $1 million gem-studded laptop,” you ask your friend, “when so many people have no laptops at all?” And your friend says, “But think of the employment that this will provide—to the laptop maker, the laptop maker’s advertising agency—and then they’ll buy meals and haircuts—it will stimulate the economy and eventually many people will get their own laptops.” But it would be even more efficient to buy 5,000 One Laptop Per Child laptops, thus providing employment to the OLPC manufacturers and giving out laptops directly.

I’ve touched before on the failure to look for third alternatives. But this is not really motivated stopping. Calling it “motivated stopping” would imply that there was a search carried out in the first place.

In “The Bottom Line,” I observed that only the real determinants of our beliefs can ever influence our real-world accuracy. Only the real determinants of our actions can influence our effectiveness in achieving our goals. Someone who buys a million-dollar laptop was really thinking, “Ooh, shiny,” and that was the one true causal history of their decision to buy a laptop. No amount of “justification” can change this, unless the justification is a genuine, newly running search process that can change the conclusion. Really change the conclusion. Most criticism carried out from a sense of duty is more of a token inspection than anything else. Free elections in a one-party country.

To genuinely justify the Bible as an object of laudation by reference to its literary quality, you would have to somehow perform a neutral reading through candidate books until you found the book of highest literary quality. Renown is one reasonable criterion for generating candidates, so I suppose you could legitimately end up reading Shakespeare, the Bible, and Gödel, Escher, Bach. (Otherwise it would be quite a coincidence to find the Bible as a candidate, among a million other books.) The real difficulty is in that “neutral reading” part. Easy enough if you’re not a Christian, but if you are . . .

But of course nothing like this happened. No search ever occurred. Writing the justification of “literary quality” above the bottom line of “I ♡ the Bible” is a historical misrepresentation of how the bottom line really got there, like selling cat milk as cow milk. That is just not where the bottom line really came from. That is just not what originally happened to produce that conclusion.

If you genuinely subject your conclusion to a criticism that can potentially de-conclude it—if the criticism genuinely has that power—then that does modify “the real algorithm behind” your conclusion. It changes the entanglement of your conclusion over possible worlds. But people overestimate, by far, how likely they really are to change their minds.

With all those open minds out there, you’d think there’d be more belief-updating.

Let me guess: Yes, you admit that you originally decided you wanted to buy a million-dollar laptop by thinking, “Ooh, shiny.” Yes, you concede that this isn’t a decision process consonant with your stated goals. But since then, you’ve decided that you really ought to spend your money in such fashion as to provide laptops to as many laptopless wretches as possible. And yet you just couldn’t find any more efficient way to do this than buying a million-dollar diamond-studded laptop—because, hey, you’re giving money to a laptop store and stimulating the economy! Can’t beat that!

My friend, I am damned suspicious of this amazing coincidence. I am damned suspicious that the best answer under this lovely, rational, altruistic criterion X, is also the idea that just happened to originally pop out of the unrelated indefensible process Y. If you don’t think that rolling dice would have been likely to produce the correct answer, then how likely is it to pop out of any other irrational cognition?

It’s improbable that you used mistaken reasoning, yet made no mistakes.

1In Harris’ “Is Religion Built Upon Lies?” dialogue with Andrew Sullivan, http://www.samharris.org/site/full_text/debate-with-andrew-sullivan-part-two.

2If I really wanted to be cruel, I would compare the Bible to Jacqueline Carey’s Kushiel series.

Are we judging by the average literary merit of a page or the total literary merit summed over the pages.  If the former the bible is cat litter, as is the Koran etc but by the latter criterion both Bible and Koran surely have many translations that at least trump the first book of Harry Potter.  I don't know about the later books.  I had no desire to read on, as a series may get better but authors capable of that first book simply aren't plausibly capable of writing things that are actually worth my reading.
Seriously it is worth asking that question with regard to judging artists.  Evaluate on the best work, the average work, or the total.  By criterion 1 or 3 Shakespeare merits his reputation, but his average is not so hot.

You say: "If you genuinely subject your conclusion to a criticism that can potentially de-conclude it - if the criticism genuinely has that power - then that does modify "the real algorithm behind" your conclusion."

Why do you think it's an epistemic duty to appeal to subject your views to criticisms that can potentially de-conclude it? Or do you think this? If you think it, do you think the duty is restricted? Or is it universal?

If you say that it's not a duty, then fine. But you seem to think it is. If you think that it's universal, you're going to undermine your normative beliefs, I think, including your beliefs about the normativity of probability theory. If you think it's restricted, then I think you're going to have a bit of a time figuring out a dividing line between the beliefs included and the beliefs excluded that isn't ad hoc. But you may be able to do so.

But go ahead, give it a shot. I'll be interested in seeing you slog through some epistemology, rather than merely pontificating about the glories of the Church of Universal Evidentialism. ;)

How would it undermine his normative beliefs if he thought it was universal?

Unless of course you've already piled through these matters. If so, then link me and I'll shut up. A cursory check yielded little.

If I really wanted to be cruel, I would compare the Bible to Jacqueline Carey's Kushiel series.

I'm not sure how to interpret that statement; I rather liked the Kushiel series...

There's always a problem with judging artistic works from different time periods. Shakespeare might be better than the Bible, but Shakespeare would not exist without the Bible. The Bible is an 'influence', as we would call it in indie music. Sure, you might not enjoy listening to Can all the time (witness the terrible "Drunk and Hot Girls" on the new Kanye West album), but Can's influence is seen throughout experimental music. So you don't diss Can either, or you'll lose all your cred. In the same way, the Bible's historical period gives it value, because it created so much cultural motion and thought. I think this is a deeper point than mere 'renown'. It's not even that the Bible is necessarily an 'innovative' literary work. It's that, rightly or wrongly, people thought it was deep and exciting stuff and copied and wrote about it until, rightly or wrongly, it became important. But that's how all art becomes art.

The Bible has a bunch of beautiful metaphors/parables in the New Testament, and beautiful poetry in the Old Testament. I think Job is an excellent literary work for its time, as is Ecclesiastes for its time. Hell, Ecclesiastes is an important literary work for any time, and should be required reading for anyone educated, IMO.

And what on Earth makes you think that a neutral reading of the Bible is easy if you're not a Christian? Are you saying that anti-Christian biases do not exist?

I don't think a neutral search is at all the right metaphor, as art's historical nature is inescapable. Plato isn't good because a modern reader finds it immediately appealing when compared to other books, or because it is the deepest philosophy ever, it's good because of its place in the history of thought.

I like a lot of your posts about religion, by the way. I only comment to argue. But keep up the good work.

Note also that the King James translation was also a work of literature commissioned at great expense by a monarch with absolute power to choose all-stars.

It isn't a problem to judge things from different time periods; the Model-T might have been a decent car in 1910, but it is a lemon today.

New things are better than old things. I'd wager that the best EVERYTHING has been produced within the last few decades.

If you're judging "Which is better, X or Y," and X is much older than Y, it is very likely Y is better.

If we have incentive to continue to produce better things of that type, then probably, but sometimes the incentives we once had to do things well go away. There may not be any modern works of portrait painting which surpass premodern ones, for instance, because photography has removed a lot of the incentive to practice portrait painting. 

I'd wager that the best EVERYTHING has been produced within the last few decades.

Photoshop allows artists to practice and produce works vastly more rapidly, correct errors quite easily, and otherwise do a ton of things they couldn't do before. Other such programs can do many of the same things.

More artists, plus better tools, plus faster production of art, plus better understanding of the technology of art, probably means that the best piece of art ever made was made in the last few decades.

Indeed, it is possible that more art will be produced in the first few decades of this century than were produced by all of humankind for the first several thousand years of our existence.

You'll have to elaborate on what exactly you mean by 'good' and 'best' art here. A lot of people would very much prefer Bach to whatever has been produced in the last 10/20/... years.

Obviously, if "venerable" is the standard of better, TitaniumDragon's claim fails. And there are many cases where the customer is made worse off by innovations that benefit the producer, but overall the claim seems fine.

The claim, let's recall, is that "the best EVERYTHING has been produced within the last few decades". It seems to me that one can find Bach's best music better than anything from the last few decades without making "venerable" the standard of better.

It's certainly true that tools of many kinds are much better than they used to be, and it's probably true that there are a lot more artists now than before. But:

That there exists a careful statement of the claim that captures the majority of the reach of the claim while avoiding the overreach of the claim. 

It seems to me that one can find Bach's best music better than anything from the last few decades without making "venerable" the standard of better.

So, this could quickly descend into reference class tennis. If we ask the question whether the best "music" was made in the last 30 years or before, now Bach fares more poorly than if we narrow our attention to "western art music." If we exclude "influence" as a measure of quality, because of the inherently time-based nature of influence, now Bach fares more poorly than if we include "influence." If we observe that musical taste is strongly tied to class-based markers, and that many of the groups that have liking classical music as a badge of group membership also have a preference for the venerable, and thus exclude "group affiliation" as a measure of quality, now Bach fares more poorly than if we include group affiliation.

There are, of course, other preferences that one could exclude that make Bach fare better. If we rule out, say, my preference for western art music that was made for video games because my positive affect for those games has bled into my positive affect for the music, then Bach has a better chance against Soule.

"More" and "faster" are not words commonly associated with quality art. Great art often takes years to produce. Technology may have been a limitation in architecture where a massive cathedral could take centuries to build, but on the scale of music or literature technological limitations were the minor hurdles. Computers certainly help things get published faster, but actually writing literature requires lots of thinking that really isn't facilitated by technology. 

I'm not sure I agree.  Many of history's best artists were extremely productive; Bach, for example, wrote over a thousand pieces.

Traditional sculpture and architecture could take years (or even decades, in the case of cathedrals) to complete, but that has more to do with the medium than anything inherent to great art.  A mediocre marble sculpture doesn't take much less time than a good one, technology being equal.

Doug, I also liked the Kushiel series, enough to hold it up as an example of successful deep wisdom.

Nerdbound, I don't deny the Bible has had a vast impact on many important works of art and in that sense the Bible is indisputably artistically influential.  You could quite possibly make an objective case that the Bible, which has influenced works ranging from the Kushiel books to Bach's music to the Jack webcomic to Buffy the Vampire Slayer television episodes, is the most influential book in the history of humanity to date.

But this doesn't make the Bible good art, just good marketing.

Ecclesiastes... okay, I concede that Ecclesiastes is beautiful.  Wrong, but beautiful.  The Song of Solomon likewise qualifies as real art.  Both are way out of character for the rest of the Bible.  (The Orthodox Jewish "allegorical" translations of the Song of Solomon are hysterical.)  The Bible contains works by many authors and some of the later additions are not a total wash.  But Jacqueline Carey at her best is better than the Bible at its best - even for piety!

A nice, clear explanation of Fake Justification. Thanks.

I would chime in with the others that the perceived literary value of the Bible is not (generally) a Fake Justification. It is a great work; it must be judged on its own merits (that is to say... for what it is "trying" to be, and for the time period it is composed in). Literature is a human endeavor, and literature can have immense value qua literature if it teaches us about humans in a unique, effective, and compelling way. It doesn't have a classical story arc to it, like the Lord of the Rings, but that's not reason enough to disregard it. (Though a lack of hobbitses might be compelling).

Judging ancient works by modern standards is a Freshman Comp 101 mistake. The Iliad is not only great because it is old and famous. It is also just plain great.

But, of course this doesn't take away from your larger point in the slightest. Insofar as "The Bible is Great Literature!!" is done as a sort of back-justification when the religious claims of the Bible are acknowledged to be false, it is faulty.

Eliezer, you've really begun to go far afield from your desire to "overcome bias". An atheist can have a neutral reading of the Bible? A Jew? A Muslim?

"Superior literary work" is itself an opinion. How can opinions be separated from bias? It's their very definition. Or, do you think some opinions are "more equal" than others. How do you choose paint colors for your bathroom?

I've lost a great deal of respect for you in this post, because you're expressing your opinions in the guise of rationality.

The real difficulty is in that "neutral reading" part.  Easy enough if you're not a Christian, but if you are...

As a teen, I was a fundamentalist Christian. When I began to take my faith seriously, I set about doing some apologetics, and did some work on biblical inerrancy. Well, after a little research, I found that inerrancy just didn't hold up. (Most lists don't contain the good examples, unfortunately.) So I became an atheist.

I think fundamentalism is precarious, because it encourages a scientific viewpoint with regards to the faith, which requires ignorance or double-think to be stable. In the absence of either, it implodes.

Eliezer_Yudkowsky: Lord of the Rings and Harry Potter are not superior literature to the Bible.  Remember, literary superiority means "whatever an elite community of academics decides is superior", so there's no inconsistency, just circularity.

It's true that art's greatness should be determined by such double blind tests; otherwise, it's just an inbred, self-congratulatory game.  Very few tests of this sort have been performed, and canonical works always fail.  Maybe five people noticed Joshua_Bell's extreme greatness, and several of them were already tainted by advance praise of his work.  And then in the case of that woman who submitted Jane_Austen's work, publishers either recongized it, or reasoned it wouldn't sell, even though her work, of course, does sell.

Admiring Shakespeare also seems to better correlate with "trying to activate the applause lights" than actual admiration.  How do people's use of their own time on Shakespeare compare to e.g. the Halo series?

Of course if the Bible is a work of extraordinary moral and artistic depth, you could not be expected to see it. So this proves nothing. Either it is not or you are not up to judging it.

I've lost a great deal of respect for you in this post, because you're expressing your opinions in the guise of rationality.

Do I detect a growing trend for dismissing Eliezer as a whole package since his recent trend for arguments for things that happen to be subconciously abhorrent?

Topo:  Of course if the Bible is a work of extraordinary moral and artistic depth, you could not be expected to see it.

Henry V:  Eliezer, you've really begun to go far afield from your desire to "overcome bias". An atheist can have a neutral reading of the Bible? A Jew? A Muslim?

But I guess neither of you can possibly look at this translated poetry and guess whether the original was a worthy work of art, since you are atheists with respect to the existence of Grendel.  You take a position on the existence of dragons: you are biased in the guise of rationality!

It is pure Judeo-Christian-Islamic exceptionalism, I regret to inform you, to think that failing to believe in the Bible God signifies anything more than failing to believe in the Flying Spaghetti Monster.

Likewise the notion that no one can properly judge the Lord of the Rings as literature, because we either believe in Frodo's factual existence or disbelieve it.

Now I am, as it happens, probably prejudiced against the text of the Old Testament in particular, not because I'm an atheist, but because my parents and teachers forced me to read the damn thing; and because it represents part of a great corruption that nearly ruined my childhood and still divides my parents from me.  Even so, I can read literary works that praise Death, and to praise death is also a great corruption of human spirit, and yet I judge these works as well-executed.  Having being forced to read the whole damn thing, I think I'd have noticed if the Old Testament resembled literature, rather than a census report.  It's boring.  Full stop.

Silas:  Admiring Shakespeare also seems to better correlate with "trying to activate the applause lights" than actual admiration. How do people's use of their own time on Shakespeare compare to e.g. the Halo series?

I'm on record as stating that the second season of Buffy the Vampire Slayer is more emotionally moving than Romeo and Juliet.  But even so, Buffy is not written in iambic pentameter.  I have to concede Shakespeare credit for writing poetry and literature at the same time.  Perhaps many greater contemporaries were lost to time; but still the feat is impressive.  (I couldn't do it... maybe poets find it less impressive.)

Daniel:  Judging ancient works by modern standards is a Freshman Comp 101 mistake.

Only if you're trying to be fair.  Isaac Newton was one of the great discoverers of the ages.  He is no longer a good physicist.  This is right and proper.  All arts should move forward, and if they don't, something is wrong.  If no one had ever done better than Shakespeare - as evaluated by a blinded judge who didn't know Shakespeare was supposed to be great - it would be cause for deep concern.  Not all arts are like the art of science, but artists should still learn from each other.

A proper reading of an ancient work should take into account the frame of mind the author expected the reader to have.  But modern novels are better, not just different, because modern novels don't include boring damn censuses right in the middle of their text like the Old Testament does.  John Galt's lecture in Atlas Shrugged, as disruptive as it may have been to Rand's text - I still remember my incredulity, counting the pages as I flipped them over, searching for the resumption of the plot - has nothing on the Old Testament.

Time moves forward; well it should.  Incidentally, if that last sentence had been in Ecclesiastes I'm sure it would be a famous proverb by now, whether it deserved to be or not, just because it "sounds profound" if you read it while expecting profundity.

Stefan Pernar, you are right, christianity is fitter than atheism in an evolutionary kind of way. It's members reproduce, spread, divide and conquer like cancer. That's why they exist. But is that such a good thing? Utility wize  cancer's strategy is widely unoptimal imo.

Why do, "Many Christians who've stopped really believing now insist that they revere the Bible as a source of ethical advice?"

I frame the stated arguments as proxy arguments rather than "fake."

As an atheist in a Christian cultural mileau, I found use in reading the Bible as a background info about Christians and the powerful Christian aspect of our culture. Jews too, and to a lesser extent Islam. I've seen how Christians who used to believe do not become like me simply because they no longer really believe. Upbringing sets many moral/ethical defaults, and these defaults are not systematically changed by rejecting Christian theistic epistemology.

Also of course carrying a Bible around is good camophlage. If you disturb the thinking of your neighbors too much, they'll crucify you. I learned that in the Bible.

Many people know these things without being able to articulate them accurately. Less often, they aren't willing. So they latch on to proxy arguments. Insofar as they keep you from messing with their defaults, the proxies may serve a useful purpose.

Oh and Stephan, why not have instead something like the Church or Reality an open source reason based religion, or even an atheistic compassion based religion like buddhism? Instead often violent divide and conquer based religions such as the abrahamic religions you mentioned. These religions are very immoral if you ask me.

I think fundamentalism is precarious, because it encourages a scientific viewpoint with regards to the faith, which requires ignorance or double-think to be stable. In the absence of either, it implodes.

It requires more than merely a scientific viewpoint toward the faith, but a particular type of strong reductionism.

In my experience it is much easier to take the christian out of a fundamentalist christian, than to take the fundamentalist out of a fundamentalist christian.  A lot of the most militant atheists seem to have begun life by being raised in a fundamentalist or orthodox tradition.  The epistemology stays the same, only the result changes.  Deciding on an appropriate epistomology is a much harder and deeper question to resolve than merely what to conclude about God v. No God given a strong reductionist epistemology Under SRE, something in the neighborhood of atheism, antheism or very weak agnosticism becomes a very clear choice once you get rid of explicit indoctrination to the contrary.

But strong reductionist epistemology can't really be taken as a given.

I think fundamentalism is precarious, because it encourages a scientific viewpoint with regards to the faith, which requires ignorance or double-think to be stable. In the absence of either, it implodes.

Deciding on an appropriate epistomology is a much harder and deeper question

I, too, enjoyed Tolkien's Lord of the Rings.   But note that Tolkien was a devout Catholic who took the Bible very seriously.   To announce that LOTR is superior to the Bible puts you in the same camp as the woman who, reading "Hamlet" for the first time in middle-age, stopped reading it halfway through because it was filled with cliches.

Michael, I think you might be right about the epistemology thing. I am definitely a reductionist.

Nick, I wonder how the epistemology of The Simple Truth compares to a reductionist epistemology. It seems like it might be neutral in that regard. On the other hand, I think it puts Occam's Razor in a pretty central position, which might be said to strongly favor reductionism.

For me, the opposite of magical thinking is reductionism. The Simple Truth is basically a response to magical thinking.

You know, I've attacked religion a lot of times on this blog.  I've said that faith is the equivalent of losing your eyesight, and that the word "God" functions primarily as a curiosity-stopper.  These, by my standards, are just about the most nastiest things I could say of any belief system.  But these attacks don't seem to have provoked half the response of suggesting that the Bible is not good literature.

Don't people read the damned thing?  Say what you like about Shakespeare, there's no way I could do better in five minutes.  The Holy Bible fails the five-minutes test.  "In the beginning, God created the skies and the land..."  If you didn't know where this sentence came from, and you were an editor at a major publishing house who just got it in an unsolicited manuscript, you'd send it back with a note saying:  "Show, don't tell."

Here, I'll write something of equal literary quality on-the-fly:

Not particularly inspired, but if you read it with the preconceived expectation that you were about to hear something really profound, it would sound really profound.  If those words had been in the first chapter of Genesis, everyone would think it was great poetry because that is what they are obligated to think if they want to maintain their self-image as religious.

One of the scariest aspects of religion is how it destroys artistic judgment.  Religious scriptures have no incentive to be well-written because they survive based on being the Word of God, not on convincing blinded judges of their quality.

Eliezer_Yudkowsky: It's true that the text isn't particularly beautiful, but its literary greatness can (more plausibly, at least) be defended on the grounds that it influenced other works and historical events, even if those works weren't good either.

One of the scariest aspects of religion is how it destroys artistic judgment.

Really?  That's scarier than systematically tainting entire generations' views through all the non-relgious literature they're they're taught in English classes?

(Incidentally, I think that in judging current impact of a canonical work, fair comparison requires that you subtract off the people that were forced to learn about it as part of their childhood education when counting how many people enjoyed it.  Grand Theft Auto didn't have that advantage.)

are you a student of ancient hebrew? (aramaic & greek too, if we're talking about the new testament.)
fair enough if you are, but otherwise your claims of implicit authority on comparative literary criticism lie somewhat shallow.

Jeff, there is no Aramaic in the New Testament other than a few odd words and phrases quoted from Jesus. There's a little bit in the Old Testament.

It's true that some sorts of literary merit are liable to get lost in translation, but (1) most of the Bible doesn't seem much concerned with that sort of word-level nuance and (2) Hebrew poetry is (so I'm told; I know about six words of Hebrew myself) exceptionally translatable because of its preference for semantic structures like parallelism over syntactic ones like rhyme.

Eliezer, scriptures survive on the basis of being thought to be the Word of God, but they get into the canon in the first place partly on the basis of how satisfying people find them to read, and I suspect that religions survive partly on the basis of how good their scriptures are, and they tend to undergo a bit of editing as time passes. So I think there's some selection for things that correlate a bit with literary quality. (But I agree that the literary quality of scriptures tends to be overrated.)

I think you need to think deeply about a universe in which death would not exist before making such claims.

That I most certainly have, Caledonian.  See primarily this, this, and this, but also this, and this, as representative of a larger body of transhumanist essays I've executed over the last eleven years.

Those are laments on what you feel the negative consequences of involuntary death are.  Nowhere do I see a systematic examination of what death is and what it does - and doesn't do.

People live in a world where life is fragile and difficult to sustain, and so they cling to life and abhor death.  In a world where life was so resilient that it was virtually indestructible, it's death that would be valued.

Elizier: It is pure Judeo-Christian-Islamic exceptionalism, I regret to inform you, to think that failing to believe in the Bible God signifies anything more than failing to believe in the Flying Spaghetti Monster.

This is plain wrong - the former belief increases fitness while the later does not. Look at religion in the light of rational choice aka game theory instead of plainly true or false. Big difference.

Benoit:
Stefan Pernar, you are right, christianity is fitter than atheism in an evolutionary kind of way. It's members reproduce, spread, divide and conquer like cancer. That's why they exist. But is that such a good thing? Utility wize cancer's strategy is widely unoptimal imo.

I argue that it is a good thing in the context of my AI friendliness theory. However I do believe there is something better that could out compete and eventually marginalize it.

Oh and Stephan, why not have instead something like the Church or Reality an open source reason based religion, or even an atheistic compassion based religion like buddhism? Instead often violent divide and conquer based religions such as the abrahamic religions you mentioned. These religions are very immoral if you ask me.

I totally agree. In fact in my writings I repeatedly mention Buddhist teachings as their key concepts seem to arise naturally from my thoughts on AI friendliness. Before you dismiss this as new age mumbo-jumbo I suggest reading pages 105 following of my book on Ai friendliness.

Stefan, while I have yet to look at your FAI theory in detail, I suggest you read (if you haven't already) this paper by Nick Bostrom arguing that maximizing evolutionary fitness is likely to lead to nothing remotely valuable.

Nick, truly fascinating read. Thank you. Although I have not read Bostrom's paper prior to today I am glad to find that we come to largely identical conclusions. My core claim 'What is good is what increases fitness' does not mean that I argue for the replacement of humanity with non eudaemonic fitness maximizing agents as Bostrom calls them.

There are two paths to maximizing an individual's fitness:

A) Change an indiidual's genetic/memetic makeup to increase it's fitness in a given environment
B) Change an individual's environment to increase it's genetic/memetic fitness

In my AI friendliness theory I argue for option B) using a friendly AGI in which in essence represents Bostrom's singleton.

The Bible is certainly of great historical interest, as it has had great influence on many things. On the other hand, by the standards of modern literature, much of it just plain sucks. (To be fair, much of it was never intended to be literature in the first place. The U.S. Constitution may be great, but it's not great literature.)

I agree that much of what is considered "great literature" is considered such primarily because it has a reputation for being great literature. If one of Shakespeare's plays was "objectively" awful, literature experts would still be praising it because Shakespeare wrote it.

I've read a lot (although I tend to focus on science fiction and fantasy) and I seem to have developed some methods, mostly unconscious, that I use to rate the quality of what I read. Having read some Shakespeare, my conclusion is that yes, some of his plays really do live up to their reputations. My opinion of the Harry Potter series is that it starts out weak, manages to achieve greatness in book four, but fails to sustain it. Oh, and for the record, I firmly believe that that Terry Pratchett is the best writer who ever had anything published in the English language.

"Many Christians who've stopped really believeing..."
Apparently many Christians have changed their minds in the face of new evidence.
"A new scientific truth does not triumph by convincing its opponents and making them see the light, but rather it opponents eventually die, and a new generation grows up that is familiar with it."  Max Planck
Did Max find the belief structure of scientists to be more irrational (unchangable in light of new evidence) than Eliezer has found the belief structure of Christians?
Is the belief in scientific knowledge more blinding than the belief in the Bible?
What am I to make of this evidence?

Daniel: Judging ancient works by modern standards is a Freshman Comp 101 mistake.

Only if you're trying to be fair. Isaac Newton was one of the great discoverers of the ages. He is no longer a good physicist. This is right and proper. All arts should move forward, and if they don't, something is wrong. If no one had ever done better than Shakespeare - as evaluated by a blinded judge who didn't know Shakespeare was supposed to be great - it would be cause for deep concern. Not all arts are like the art of science, but artists should still learn from each other.

Eliezer, I think you hit the nail square on the head here. I've argued with many an english teacher throughout my life about classic works and their merit but I've never succinctly stated what I wanted to say like you just did (the Newton example is perfect haha). If the pinnacle of human literary achievement is a loose collection of writings made by various authors over hundreds of years over several thousand years ago then you're right, something is horrendously wrong, and we all collectively fail at literature as a species.

I think the same of many older works of art and literature. Sure they are important in that they moved human achievement forward, but I'd like to think people have learned from them and improved. For his time Shakespeare was an absolute genius and moved the entire English language forward (admittedly my experience with Shakespeare's contemporaries is limited, but I've read works from earlier authors and found them to be nowhere near as good), but like Eliezer said I can, off the top of my head, think of a dozen things that I think are more beautifully constructed and more emotionally moving than any of Shakespeare's work. As awesome and totally enthralling as I find The Lord of the Rings to be I sincerely hope that 400 years from now someone will have written something that far surpasses it.

Influence is great and all (and should never be ignored), but I firmly believe art of all sorts needs to be constantly re-evaluated and examined based on what is currently being produced to determine its merit. Some things that are old maintain their value while others have been eclipsed by greater more recent works.

So, what is it that you like better than Shakespeare? I'm always interested in new things to read.

I think the human ability to appreciate literature might have limits; a superintelligent Friendly AI might not be able to write something that is clearly that much better than my current favorite books, because my brain just won't produce stronger reactions to . It could certainly produce a very large quantity of great literature (by human standards) or literature that is clearly better by its own standards (and that would go over my head), but I don't know if it actually could produce something that a "mere" human would perceive as significantly better than the great literature that already exists.

I read Shakespeare and Doug Hofstader with great appreciation (as well as the Bible).  I'm not sure that the former have as much value for a life better lived, or understood.  I'd prefer institutional authority be guided by the Bible over the other works you cite.

What am I missing in those other works, that might guide me in my roles in the family, the state, the marketplace?

Let me begin by noting that I'm writing this on Shabbos. Nonetheless, I'd like to make mention of the fact that I LOVE the Jewish Bible. Love it, love it, love it.

Is it a good piece of literary work? That might depend on whether you're a Jew or a goy, and furthermore whether you're a Jew who considers it possible that these words might be more than just some census report or "stam a yid".

Anyhow, I could certainly speak to the subject of what value the Bible might "objectively" have (once we've "overcome our biases" based in childhood and tribal identity) but for now I just want to wish you a gut shabbos.  ;-)

And no, no, no - I don;t mean to taunt you. My own opinions are (it appears to me based upon what I've read of yours as well as a few educated guesses) likely quite similar to yours. Furthermore I've read quite a bit of your writing and appreciate it.

Nonetheless, at this exact moment (perhaps because I just came from Sailor's blog and had to fend off a handful of Nazis) I'm a full-fledged yid, and I just wanted to give you a big chabadsker hug :-)

Also, just to reiterate: I love the Jewish Bible. Partially because I've chosen to view it as canon (much as I view Shir Betar as canon - despite its obvious lack of being brought down to us by a Navi in any conventional sense) but,,, for many other reasons as well - and as a literary text of your people (provided one subscribes to the notion of "Peoplehood") it's obviously inspirational.

And in all honesty, as literature it rocks as well. In fact, so many of the literary themes and devices of later literature first showed up (so far as the surviving record indicates) in the Bible - and is thus worthy of appreciation much as Citizen Kane is, despite the later improvements made to Cane-ian themes and directions which showed up in subsequent films.

Ani Yosef!  -  Tell me you don't tzitter.
HaShomer Achi Anochi? - Tell me a chill doesn't run down your spine
Ki Sheal Nu: Miyamim Rishoinim asher hayu lifanecha, limin hayoim asher barah eloihim adam al ha'aretz umiktzei hashamayim ad kitzei hashamuyim hanihiyah kadavar hagadoil hazeh oi hashumah kumoihu? etc.... - tell me that isn't dramatic and doesn't give you pause as to the possibility of Moshe referring to some actual event.
"Yadeinu lo shafchu hadam hazeh!" - tell me the din of egla arufah isn't brilliant
Eicha!! - It's not a lament that rends your heart?
etc. etc.

I'll admit that I haven't seen the second season of Buffy the Vampire Slayer, but how does it compare to Romeo and Juliet in terms of comedy?  Shakespeare's real talents lie not in mawkish sentimentality, but in clever wordplay and character-driven humor; this is true even of his plays which are supposedly "tragedies".

Buffy is a comedy too - and IMO much better than Romeo and Juliet - which only has a handful of good one-liners. :)

Belated technical note: Richard Dawkins has the Sam Harris-Andrew Sullivan debate in HTML, making searching for:

You and I both know that it would take us five minutes to produce a book that offers a more coherent and compassionate morality than the Bible does. Did I say five minutes? Five seconds--just tear out Leviticus, Deuteronomy, Exodus, and 2 Samuel from the Old Testament, and 2 Thessalonians and Revelation from the New Testament. The book would be mightily improved. Would it then be the most profound book we have on morality (or cosmology, biology, psychology, etc.)? Not by a long shot. But it would be a much better book than it is at present.

Since the post starts with "Many Christians who've stopped really believing', let's consider a Christian who does believe. If I was looking at a religious text, I'm pretty sure an artistic work would not inspire me to believe in any diety. But, a text that attributes the creation of existence to a diety while also giving me historical facts that at the time I may be able to verify, such as lineage, armies defeated by the Isreal tribes, and the such, then I would be more likely to follow this diety. As a Christian, and proud of it, maybe I am just providing justification for my all ready decided bottom line, but I believe that this arguement is logical.

a text that attributes the creation of existence to a diety while also giving me historical facts that at the time I may be able to verify, such as lineage, armies defeated by the Isreal tribes, and the such, then I would be more likely to follow this diety.

So, if someone wrote down his religeon a thousand years ago, you won't believe it, but if he adds some current events you will? That would only show that it was written at the time and not made up later. It doesn't make their beliefs correct.

If they give a lot of detail it might be evidence that what they wrote about miracles was correct (If the miracles were exaggerations, some of the historical facts would probably be exaggerated too).

You said that they should have historical facts that you are able to verify. I would consider this a fact justification unless you actually verify it. You might argue that someone else would have checked, and you'd know about it. Someone did check, but you wouldn't know about it.

The Bible does not have a perfect historical record. For example, it describes a large exodus of Isrealites that never happened.

Some of the animals that the Torah declared unkosher were later found to be poisonous or prone to carry pathogens.   Mistaken reasoning leading to a correct conclusion is not necessarily that unlikely, and I don't think it'd be correct to dismiss a conclusion just because the original reasoning process that led to it was incorrect.  Being a commonly held belief is generally enough salience to make something worth investigating.   The evidence in favor of a tradition is often not only the mistaken supernaturalist justification of it, but also thousands of years of a human tribe flourishing while following it (often overfitting, but still having a vastly better ratio of signal to noise in their traditions than in the unconstrained search space)

I don't understand how you are supposed to know that someone is not very well informed about the source of their beliefs, that their reasoning is not what they claim it is.
 

I can see why someone would rationalize a wrong conclusion they have reached, but symmetrically, I would be be rather upset (and rightly so) if someone accused me of rationalizing when I believe I'm not, because (from experience I know that) I am acutely aware of my own beliefs, and most of the time better than others.
 

Surely, some people are not as reliable as me. But I don't think it would be prideful to judge that the lambda person is a priori less aware of their own beliefs than I am.
Therefore I should think that in lack of evidence, people are as good as me at being unbiased.

Someone who buys a million-dollar laptop was really thinking, “Ooh, shiny,” and that was the one true causal history of their decision to buy a laptop.

How can I reliably know that someone's reasoning is biased ?

From your post, it is suggested (I have not read all the articles here, and I will be glad if someone can link to one that solves the problem) that you can decide that the laptop buyer is biased because his conclusion (buying the shiny laptop) is wrong.
Although it sounds like a handy method, it is not helpful when the core of the issue stems from a debate over whether or not the conclusion is correct.

Even if, assured by a very reasonable reasoning, you know that you are right, and we know that you are right because you can explain it, I am not sure it would be enough to convince the laptop-buyer to change his mind.
(I do think it is important to change the laptop buyer's mind, even though it's a different topic.)

So, this post is very useful if I am a potential laptop-buyer ; it could be useful if I meet a laptop-buyer, but I don't know how (except of course if he's a laptop-buyer who easily changes his mind).

How can I reliably know that someone's reasoning is biased ?

Everyone is biased; I think it's sort of a law. Understanding what someones biases are is probably more productive when dealing with them, then trying to figure out if they are biased or not; 10 out of 10 times I'd go with a definite 'yes' they are biased. How biased and in what ways seem like good follow ups.

(I do think it is important to change the laptop buyer's mind, even though it's a different topic.)

If the real question is "How do you reason with an unreasonable person?", I'm not convinced contemporary society has a decent handle on this on.



Fake Optimization Criteria

I've previously dwelt in considerable length upon forms of rationalization whereby our beliefs appear to match the evidence much more strongly than they actually do.  And I'm not overemphasizing the point, either.  If we could beat this fundamental metabias and see what every hypothesis really predicted, we would be able to recover from almost any other error of fact.

The mirror challenge for decision theory is seeing which option a choice criterion really endorses.  If your stated moral principles call for you to provide laptops to everyone, does that really endorse buying a $1 million gem-studded laptop for yourself, or spending the same money on shipping 5000 OLPCs?

We seem to have evolved a knack for arguing that practically any goal implies practically any action.  A phlogiston theorist explaining why magnesium gains weight when burned has nothing on an Inquisitor explaining why God's infinite love for all His children requires burning some of them at the stake.

There's no mystery about this.  Politics was a feature of the ancestral environment.  We are descended from those who argued most persuasively that the good of the tribe meant executing their hated rival Uglak.  (We sure ain't descended from Uglak.) 

And yet... is it possible to prove that if Robert Mugabe cared only for the good of Zimbabwe, he would resign from its presidency?  You can argue that the policy follows from the goal, but haven't we just seen that humans can match up any goal to any policy?  How do you know that you're right and Mugabe is wrong?  (There are a number of reasons this is a good guess, but bear with me here.)

Human motives are manifold and obscure, our decision processes as vastly complicated as our brains.  And the world itself is vastly complicated, on every choice of real-world policy.  Can we even prove that human beings are rationalizing—that we're systematically distorting the link from principles to policy—when we lack a single firm place on which to stand?  When there's no way to find out exactly what even a single optimization criterion implies?  (Actually, you can just observe that people disagree about office politics in ways that strangely correlate to their own interests, while simultaneously denying that any such interests are at work.  But again, bear with me here.)

Where is the standardized, open-source, generally intelligent, consequentialist optimization process into which we can feed a complete morality as an XML file, to find out what that morality really recommends when applied to our world?  Is there even a single real-world case where we can know exactly what a choice criterion recommends?  Where is the pure moral reasoner—of known utility function, purged of all other stray desires that might distort its optimization—whose trustworthy output we can contrast to human rationalizations of the same utility function?

Why, it's our old friend the alien god, of course!  Natural selection is guaranteed free of all mercy, all love, all compassion, all aesthetic sensibilities, all political factionalism, all ideological allegiances, all academic ambitions, all libertarianism, all socialism, all Blue and all Green.  Natural selection doesn't maximize its criterion of inclusive genetic fitness—it's not that smart.  But when you look at the output of natural selection, you are guaranteed to be looking at an output that was optimized only for inclusive genetic fitness, and not the interests of the US agricultural industry.

In the case histories of evolutionary science—in, for example, The Tragedy of Group Selectionism—we can directly compare human rationalizations to the result of pure optimization for a known criterion.  What did Wynne-Edwards think would be the result of group selection for small subpopulation sizes?  Voluntary individual restraint in breeding, and enough food for everyone.  What was the actual laboratory result?  Cannibalism.

Now you might ask:  Are these case histories of evolutionary science really relevant to human morality, which doesn't give two figs for inclusive genetic fitness when it gets in the way of love, compassion, aesthetics, healing, freedom, fairness, et cetera?  Human societies didn't even have a concept of "inclusive genetic fitness" until the 20th century.

But I ask in return:  If we can't see clearly the result of a single monotone optimization criterion—if we can't even train ourselves to hear a single pure note—then how will we listen to an orchestra?  How will we see that "Always be selfish" or "Always obey the government" are poor guiding principles for human beings to adopt—if we think that even optimizing genes for inclusive fitness will yield organisms which sacrifice reproductive opportunities in the name of social resource conservation?

To train ourselves to see clearly, we need simple practice cases.

Evolution does not stop on the genetic level but continues on the <a href="a href="http://www.jame5.com/?p=23">cognitive level allowing for a far higher complexity and speed. As a result group selection becomes intuitively obvious although on the cognitive level members of weaker groups have of cause in principle the chance to change their minds aka evolve their beliefs before physical annihilation.

"If we can't see clearly the result of a single monotone optimization criterion"

We can project where ever increasing fitness leads up to and it is up to us to make sure we will have a place in such a future.

I think the problem with trying to come up with a concrete definition of morality is the only real problems are ones without real solutions. In science we can solve previously unknown problems because we're constantly building on newly discovered knowledge. But with morality the basic situations have existed mostly unchanged for most of our evolution and we don't have any real advantage over previous generations, thus any problem worth solving is there because we can't solve it.

For instance you're never going to get a leader who's complete moral argument for governing is
"I should lead this country because I randomly murder people in horrible ways". Any leader like that will never gain enough supporters to form a government, sure there are leaders who essentially lead in that fashion but they always have some idealist justification for why they should lead.

Thus you can't set down laws like "Always be selfish" or "Always obey the government" since if it's not completely obvious and universal you wouldn't be interested in that question.

However you can set down a moral law like "Don't torture a thousand people to death to achieve the same amount of satisfaction you'd get from eating a strawberry unless there are an unbelievably contrived set of extenuating circumstances involved, probably something involving the number 3^^^3". However, one would hope that's already part of your moral code...

We have reasons to think this step will never be easy.
If you imagine that this file, like most files, is something like version 2.1.8, who is going to make the decision to make this version "count", instead of waiting to see what comes out of the tests underway in version 2.1.9? By what moral critera will we decide upon a standard morality file?  Of course, Nietzsche also foresaw this problem, and Dennett points out that it's still a big problem despite how much we've learned about what humans are, but he does not proffer a solution to it. Do we just want the utility function currently in vogue to win out? When will we be satisfied we've got the right one?

Aaron Luchko, I argue that morality can be universally defined. You can find my thoughts in my paper on friendly AI theory? Would love to hear your comments.

Somehow the links in my earlier comment got messed up.

For the link behind 'cognitive evolution' see: http://www.jame5.com/?p=23
For the link behind 'make sure we will have a place' see: http://www.jame5.com/?p=17

The thing about post-humanity is that it will not have humanity in it.  It's up to us to make sure that post-humanity comes into existence.  This necessarily involves the obsolescence of human beings.

The future we must build necessarily cannot have a place for us in it.  That's the point!  The acorn does not survive the creation of the oak.

Quote “it is up to us to make sure we will have a place in such a future”

Quote “The thing about post-humanity is that it will not have humanity in it. It's up to us to make sure that post-humanity comes into existence. This necessarily involves the obsolescence of human beings.
The future we must build necessarily cannot have a place for us in it. That's the point! The acorn does not survive the creation of the oak.”

You’re kidding. Post-history is fiction,  and history is well and alive. Post-humanity as you describe it, is okay for science fiction. If you want to read something intelligent about post-humanism, please read  Katherine Hayles: The Human in the Posthuman.
Moravec with his fantasies of  extracts of a grey collective brain mass welded together in a post-human orgy of whisper and thought(lessness) makes me weep. His is a truly religiously motivated afterlife fantasy. And yours has got some mystical/mythical aspects, too. Oaks?!?!

Caledonian, yes - I agree 100% - the tricky part is getting to post humanity - avoiding a non-friendly AI. That would be a future where we have a place in the sense that we will have evolved further.

gutzperson, today you are gutzperson - tomorrow you are post-gutzperson yesterday - ensuring your continued existence in that sense will lead to your eventual transcendence. Same for everyone else - just don't extinguish that strand.

Let's say I am super-gutzperson, beyond post- and past.
I am all for utopia. I am all for AI and whatever will come. I am also for co-existence. I am amazed about a species that so happily prepares for their own extinction or replacement. Would you like to test post-evolution on mice and replace them with post-mice?
I actually love my body and would like future generations of humans to be able to enjoy this too.
As Hayles says in so many words, post-human does not mean without humans. This was my message to Caledonian.

Stefan Pernar said: "I argue that morality can be universally defined."

As Eliezer points out, evolution is blind, and so 'fitness' can have as a side-effect what we would intuitively consider unimaginable moral horrors (much worse than parasitic wasps and cats playing with their food).  I think if you want to define 'the Good' in the way you do, you need to either explain how such horrors are to be avoided, or educate the common intuition.

Caledonian, sorry - do you mean that humanity needs to be superseded?

Gray Area, did you read my paper on friendly AI yet? I must be sounding like a broken record by now ;-)

I justify my statement 'that is good what increases fitness' with the axiomatic belief of 'to exist is preferable over not to exist'

The phenomena created by evolution that seem like horrors to us (parasitic wasps) must be that particular wasp's pinnacle of joy. It is a matter of perspective. I am not saying: eat crap - millions of flies can't be wrong! I am taking the human perspective - not that of a wasp or a fly or of random horror inducing entity but can understand other entities points of view and see the general principle - what increases fitness of an entity is good for that entity. Generally put: that is good what increases fitness.

So should I compare my every action with what natural selection/Alien God tells me I should do?

If I'm following you Eliezer, I should be thinking 'the Alien God tells me I should counter this argument with a right hook to the chops. My rationality tells me I shouldn't. Whither this difference? Is it a bias; rationalisation, false justification; or is it some ethereal, abstract entity known as 'morality'? To whom should I listen, and why?'

Should I internalise the disinterested Alien God so that I can see reality 'for what it truly is', or so that I'm more likely to pass my genes on? Or both?

Caledonian: Posthumanity can easily be humanity plus X, where X is some conglomeration of augmentations, backups, and - later - full replacements. This is a "ship of Theseus". Humanity can easily survive the total replacement and augmentation of its parts because humanity is, at root, the myriad of terminal values that we inherit and learn. You can take the mind out of the meat, but you can't take the meat out of the mind.

I expect I will live through a continuity of mind to age 1000 and beyond.

I do not expect the 1000 year old me will look or feel recognizably like unmodified humanity except as a deliberate effort.

What is the point of this post? I seem to have missed it entirely. Can anyone help me out?

The mirror challenge for decision theory is seeing which option a choice criterion really endorses.  If your stated moral principles call for you to provide laptops to everyone, does that really endorse buying a $1 million gem-studded laptop for yourself, or spending the same money on shipping 5000 OLPCs?

Is the point that predicting the end result of particular criterion is difficult because bias gets in the way? And, because it is difficult, start small with stuff like gene fitness and work up to bigger problems like social ethics?

Where is the pure moral reasoner [...] whose trustworthy output we can contrast to human rationalizations of the same utility function? [...] Why, it's our old friend the alien god, of course!  Natural selection is guaranteed free of all mercy, all love, all compassion, all aesthetic sensibilities, all political factionalism, all ideological allegiances, all academic ambitions, all libertarianism, all socialism, all Blue and all Green.

Or... is the point that natural selection is a great way to expose the biases at work in our ethics choice criterion?

I am not tracking on something here. This is a summary of the points in the post as I see them:

We are unable to accurately study how closely the results of our actions match our own predictions of those results.

The equivalent problem in decision theory is that we are unable to take a set of known choice criteria and predict which choice will be made given a particular environment. In other words, we think we know what we would/should do in event X but we are wrong.

We possess the ability to predict any particular action from all possible choice criteria.

Is it possible to prove that a particular action does or does not follow from certain choice criteria, thereby avoiding our tendency to predict anything from everything?

We need a bias free system to study that allows us to measure our predictions without interfering with the result of the system.

Natural selection presents a system whose only "goal" is inclusive genetic fitness. There is no bias.

Examples show that our predictions of natural selection reveal biases in ourselves. Therefore, our predictions were biased.

To remove our bias with regards to human ethics, we should use natural selection as a calibration tool.

I feel like the last point skipped over a few points. As best as I can tell, these belong just before the last point:

When our predictions of the bias-proof system are accurate, they will be predictions without bias.

Using the non-biased predictors we found to study the bias-proof system, we can study other systems with less bias.

Using this outline, it seems like the takeaway is, "Don't study ethics until after you studied natural selection because there is too much bias involved in studying ethics."

Can someone tell me if I am correct? A simple yes or no is cool if you don't feel like typing up a whole lot. Even, "No, not even close," will give me more information than I have right now.

Seems about right.  Note: "To train ourselves to see clearly, we need simple practice cases."

The mention of music and evolution sent me off on a tangent, which was to wonder why human brains have a sense of music. A lot of music theory makes mathematical sense (the overtone series), but it seems odd from an evolution standpoint that musicianship was a good allele to have.

I believe the current theory is that musical talent was a sexual selection criteria that 'blew up'. Good rhythm, a good singing voice, and an ability to remember complex rhythm were originally linked to timing and muscle coordination, and so helped to signal for hunting fitness; and to intelligence, and so helped to signal for the ability to navigate the pack's social landscape. But once sexual selection for a trait begins, that trait can take on a life of its own, leading to things like peacocks' tails and lyre bird's mating calls.

This article from 2005 says that while there are some different theories about the evolution of music, there is not enough evidence yet to reach a conclusion. http://www.cns.nyu.edu/~jhm/mcdermott_hauser_mp.pdf 

In another article, Geoffrey F. Miller explained that Darwin hypothesized that hominids might have included some music in their courtship, similar to birdsong, before the development of language. Darwin's theory is described pretty clearly in the refrain of "Who Put the Bomp," but you can also google the article.

G. F. (2000). Evolution of human music through sexual selection.   In N. L. Wallin, B. Merker, & S. Brown (Eds.), The origins of music, MIT Press, pp. 329-360.

You might like the "simple practice cases" in my recently published book, Darwinian Agriculture.  Has natural selection favored solar tracking by leaves because it increases photosynthesis, or because it decreases the photosynthesis of competitors?  What sex ratio (in reindeer, say) is favored by natural selection, and what sex ratio maximizes meat production from a given amount of lichen?  Why do rhizobial bacteria provide their legume hosts with nitrogen, if healthier plants will indirectly help other rhizobia infecting the same plant -- their most-likely competitors for the next host?  

So what are the forces at play in this scenario? Evolution will tend toward optimizing the replication of anything that replicates; the environment consists of inanimate objects and other entities that evolution is tending to optimize; each entity is optimized at an individual level despite interactions with other replicating entities. There is no foresight. Evolution will show no favoritism among the various replicating entities.

Gene fragments, genes, organelles, cells, individuals, family, and society are all replicating entities, and all can be selected for -- though selection for each of the components occurs first and more often, and entirely uninterested in higher levels of selection. Information encoded in neural networks is also a replicating entity.

Consider for example a human: ~3.2 billion base pairs of DNA, comprising ~25,000 genes, on 23 chromosomes, and all the previous mostly doubled to make a diploid cell. Mendelian reproduction serves to enforce some cooperation of the various genes. Early differentiation of cells into reproductive and somatic cells serves to enforce cooperation at the cell level; somatic cells won't reproduce indefinitely, but can assist the reproduction of the gamete cells. These mechanisms work pretty well, though despite their severity there are exceptions -- for example meiotic drive and retrotransposons allow genes to cheat Mendelian reproduction, and transmissible cancer as seen devastating the Tasmanian devils shows cells can successfully go rouge. Social enforcement mechanisms exist, but are mild compared to the aforementioned methods.

Humans also contain information stored in the brain, which can be modified and transmitted (though a proper model of that would be like creating an artificial general intelligence). Ideas are not tied to the genes, and are transmitted independently of the genes of the humans holding them -- so why shouldn't there be ideas that act in opposition to the genes of the human holding them? It would be quite the achievement for evolution to produce humans immune to ideas harmful to their genes, while still keeping the enormously useful capability to generate and transmit ideas.

As a side note, consider the search space of evolution. The request, "Find the strand of DNA size 3.2 billion base pairs in length, that is optimal for reproduction in [this environment]" consists of a search space of over 4^3,200,000,000. (And the actual search space is indefinitely larger.) Even an entity with access to the combined resources of the entire universe isn't going to be able to look through that search space.

Personally I think the Inquisitor has a much better case than the Phlogiston theorist.  

If humans have an immortal soul, then saving that soul from an eternity of torment would easily justify nearly anything temporarily inflicted on the mortal body in the same manner that saving someone's life from a burst appendix justifies slicing open their belly.  While brutal, the Inquisitor is self-consistent.  Or, at least, he could be.

Magnesium gaining weight when burned, however, has to be special-cased away to fit with Phlogiston theory.  There aren't really any coherent explanations for it that don't boil down to "Magnesium doesn't count."

Still, it's a good example of the lengths to which people will go to justify their own preferred courses of action.  The Inquisition was, after all, largely political rather than religious, concerned with rooting the last of the Moorish sympathizers out of Spain.



Is That Your True Rejection?

It happens every now and then that someone encounters some of my transhumanist-side beliefs—as opposed to my ideas having to do with human rationality—strange, exotic-sounding ideas like superintelligence and Friendly AI. And the one rejects them. 

If the one is called upon to explain the rejection, not uncommonly the one says, “Why should I believe anything Yudkowsky says? He doesn’t have a PhD!”

And occasionally someone else, hearing, says, “Oh, you should get a PhD, so that people will listen to you.” Or this advice may even be offered by the same one who expressed disbelief, saying, “Come back when you have a PhD.”

Now, there are good and bad reasons to get a PhD. This is one of the bad ones.

There are many reasons why someone might actually have an initial adverse reaction to transhumanist theses. Most are matters of pattern recognition, rather than verbal thought: the thesis calls to mind an associated category like “strange weird idea” or “science fiction” or “end-of-the-world cult” or “overenthusiastic youth.”1 Immediately, at the speed of perception, the idea is rejected.

If someone afterward says, “Why not?” this launches a search for justification, but the search won’t necessarily hit on the true reason. By “‘true reason,” I don’t mean the best reason that could be offered. Rather, I mean whichever causes were decisive as a matter of historical fact, at the very first moment the rejection occurred.

Instead, the search for justification hits on the justifying-sounding fact, “This speaker does not have a PhD.” But I also don’t have a PhD when I talk about human rationality, so why is the same objection not raised there?

More to the point, if I had a PhD, people would not treat this as a decisive factor indicating that they ought to believe everything I say. Rather, the same initial rejection would occur, for the same reasons; and the search for justification, afterward, would terminate at a different stopping point.

They would say, “Why should I believe you? You’re just some guy with a PhD! There are lots of those. Come back when you’re well-known in your field and tenured at a major university.”

But do people actually believe arbitrary professors at Harvard who say weird things? Of course not.

If you’re saying things that sound wrong to a novice, as opposed to just rattling off magical-sounding technobabble about leptical quark braids in N + 2 dimensions; and if the hearer is a stranger, unfamiliar with you personally and unfamiliar with the subject matter of your field; then I suspect that the point at which the average person will actually start to grant credence overriding their initial impression, purely because of academic credentials, is somewhere around the Nobel Laureate level. If that. Roughly, you need whatever level of academic credential qualifies as “beyond the mundane.”

This is more or less what happened to Eric Drexler, as far as I can tell. He presented his vision of nanotechnology, and people said, “Where are the technical details?” or “Come back when you have a PhD!” And Eric Drexler spent six years writing up technical details and got his PhD under Marvin Minsky for doing it. And Nanosystems is a great book. But did the same people who said, “Come back when you have a PhD,” actually change their minds at all about molecular nanotechnology? Not so far as I ever heard.

This might be an important thing for young businesses and new-minted consultants to keep in mind—that what your failed prospects tell you is the reason for rejection may not make the real difference; and you should ponder that carefully before spending huge efforts. If the venture capitalist says, “If only your sales were growing a little faster!” or if the potential customer says, “It seems good, but you don’t have feature X,” that may not be the true rejection. Fixing it may, or may not, change anything.

And it would also be something to keep in mind during disagreements. Robin Hanson and I share a belief that two rationalists should not agree to disagree: they should not have common knowledge of epistemic disagreement unless something is very wrong.2

I suspect that, in general, if two rationalists set out to resolve a disagreement that persisted past the first exchange, they should expect to find that the true sources of the disagreement are either hard to communicate, or hard to expose. E.g.:

If the matter were one in which all the true rejections could be easily laid on the table, the disagreement would probably be so straightforward to resolve that it would never have lasted past the first meeting.

“Is this my true rejection?” is something that both disagreers should surely be asking themselves, to make things easier on the other person. However, attempts to directly, publicly psychoanalyze the other may cause the conversation to degenerate very fast, from what I’ve seen.

Still—“Is that your true rejection?” should be fair game for Disagreers to humbly ask, if there’s any productive way to pursue that sub-issue. Maybe the rule could be that you can openly ask, “Is that simple straightforward-sounding reason your true rejection, or does it come from intuition-X or professional-zeitgeist-Y ?” While the more embarrassing possibilities lower on the table are left to the Other’s conscience, as their own responsibility to handle.

2See Hal Finney, “Agreeing to Agree,” Overcoming Bias (blog), 2006, http://www.overcomingbias.com/2006/12/agreeing_to_agr.html.

There need not be just one "true objection"; there can be many factors that together lead to an estimate.  Whether you have a Ph.D., and whether folks with Ph.D. have reviewed your claims, and what they say, can certainly be relevant.  Also remember that you should care lots more about the opinions of experts that could build on and endorse your work, than about average Joe opinions. Very few things ever convince average folks of anything unusual; target a narrower audience.

Immediate association: pick-up artists know well that when a girl rejects you, she often doesn't know the true reason and has to deceive herself. You could recruit some rationalists among PUAs. They wholeheartedly share your sentiment that "rational agents must WIN", and have accumulated many cynical but useful insights about human mating behaviour.

Most transhumanist ideas fall under the category of "not even wrong." Drexler's Nanosystems is ignored because it's a work of "speculative engineering" that doesn't address any of the questions a chemist would pose (i.e., regarding synthesis). It's a non-event. It shows that you can make fancy molecular structures under certain computational models. SI is similar. What do you expect a scientist to say about SI? Sure, they can't disprove the notion, but there's nothing for them to discuss either. The transhumanist community has a tendency to argue for its positions along the lines of "you can't prove this isn't possible" which is completely uninteresting from a practical viewpoint.

If I was going to depack "you should get a PhD" I'd say the intention is along the lines of: you should attempt to tackle something tractable before you start speculating on Big Ideas. If you had a PhD, maybe you'd be more cautious. If you had a PhD, maybe you'd be able to step outside the incestuous milieu of pop sci musings you find yourself trapped in. There's two things you get from a formal education: one is broad, you're exposed to a variety of subject matter t... (read more)

"There's two things you get from a formal education: one is broad, you're exposed to a variety of subject matter that you're unlikely to encounter as an autodidact;"

As someone who has a Ph.D., I have to disagree here.  Most of my own breadth of knowledge has come from pursuing topics on my own initiative outside of the classroom, simply because they interested me or because they seemed likely to help me solve some problem I was working on.  In fact, as a grad student, most of the things I needed to learn weren't being taught in any of the classes available to me.

The choice isn't between being an autodidact or getting a Ph.D.; I don't think you can really earn the latter unless you have the skills of the former.

If you had a PhD, maybe you'd be able to step outside the incestuous milieu of pop sci musings you find yourself trapped in.

That sounds like it's less "Once you get a Ph.D., I'll believe you," than "Once you get a Ph.D., you'll stop believing that."

Of course, those aren't so different: if I expect that getting a Ph. D  would make one less likely to believe X, then believing X after getting a Ph.D is a stronger signal than simply believing X.

Our brains are mysterious to us not simply because they're our brains and no one can fully understand themselves, but because our brains are the result of millions of years of evolutionary kludges and because they're made out of hard-to-probe meat. We are baffled by chimpanzee brains or even rabbit brains in many of the same ways as we're baffled by human brains.

Imagine an intelligent agent whose thinking machinery is designed differently from ours. It's cleanly and explicitly divided into modules. It comes with source code and comments and documentation and even, in some cases, correctness proofs. Maybe there are some mysterious black boxes; they come with labels saying "Mysterious Black Box #115. Neural network trained to do X. Empirically appears to do X reliably. Other components assume only that it does X within such-and-such parameters.". Its hardware is made out of (notionally) discrete components with precise specifications, and comes with some analysis to show that if the low-level components meet the spec then the overall function of the hardware should be as documented.

Suppose that's your brain. You might, I guess, be reluctant to experiment on it in any way in... (read more)

Vladimir, I don't quite think that's the "narrower audience" Robin is talking about...

Robin, see the Post Scriptum.  I would be willing to get a PhD thesis if it went by the old rules and the old meaning of "Prove you can make an original, significant contribution to human knowledge and that you've mastered an existing field", rather than, "This credential shows you have spent X number of years in a building."  (This particular theory would be hard enough to write up that I may not get around to it if a PhD credential isn't at stake.)

See poke's comment above (which is so on the nose, it actually inspired me to register). Then consider the following.

You will never get a PhD in the manner you propose, because that would fulfill only a part of the purpose of a PhD. The number of years spent in the building can be (and in too many cases is) wasted time - but if things are done in a proper manner, this time (which can be only three or four years) is critical. 

For science PhDs specifically, the idea isn't to just come up with something novel and write it up. The idea is to go into the field with a question that you don't have an answer for, not yet. To find ways to collect data, and then to actually collect it. To build intricate, detailed models that answer your question precisely and completely, fitting all the available data. To design experiments specifically so you can test your models. And finally, to watch these models completely and utterly fail, nine times out of ten.

They won't fail because you missed something while building them. They will fail because you could only test them properly after making them. If you just built the model that fit everything, and then never tested it with specific experim... (read more)

As a current grad student myself, I could not disagree with poke's comment and this comment more. I work for a very respected adviser in computer vision from a very prestigious university. The reason I was accepted to this lab is because I am an NDSEG fellow. Many other qualified people lost out because my attendance here frees up a lot of my adviser's money for more students. In the mean time, I have a lot of pretty worthwhile ideas in physical vision and theories of semantic visual representations. However, I spend most of my days building Python GUI widgets for a group of collaborating sociologists. They collect really mundane data by annotating videos and no off the shelf stuff does quite what they want... so guess who gets to do that grunt work for a summer? Grad students.

You should really read the good Economist article The Disposable Academic. Graduate studentships are business acquisitions in all but the utmost theoretical fields. Advisers want the most non-linear things imaginable. For example, I am a pure math guy, with heavy emphasis on machine learning methods and probability theory. Yet my day job is seriously creative-energy-draining Python programming. The programmin... (read more)

Ok, so - I hear what you're saying, but a) that is not the way it's supposed to be, and b) you are missing the point. 

First, a), even in the current academia, you are in a bad position. If I were you, I would switch mentors or programs ASAP. 

I understand where you're coming from perfectly. I had a very similar experience: I spent three years in a failed PhD (the lab I was working in went under at the same time as the department I was in), and I ended up getting a MS instead. But even in that position, which was all tedious gruntwork, I understood the hypothesis and had some input. I switched to a different field, and a different mentor, where most of my work was still tedious, but it was driven by ideas I came to while working with my adviser. 

If your position is, as it seems to be, even worse - that you have NO input whatsoever, and are purely cheap labor - then you should switch mentors immediately. If you don't, you might finish your PhD with a great deal of bitterness, but it is much more likely that you will simply burn out and drop out.

Which brings me to b). As I said above, it would be pointless for Eliezer to go to grad school now. Even at best, it contains a lot of tedious, repetitive work. But the essential point stands: in a poorly constrained area such as transhumanism, grand ideas are not enough. That is where PhD does have a function, and does have a reason.

Actually, my mentor is among one of the nicest guys around and is a good manager, offers good advice, and has a consistent record of producing successful students. It's just that almost no grad student gets to have real input in what they are doing. If you do have that, consider yourself lucky, because the dozens of grad students that I know aren't in a position like that. I just had a meeting today where my adviser talked to me about having to balance my time between "whatever needs doing" (for the utility of our whole research group rather than just my own dissertation) and doing my own reading/research. His idea (shared by many faculty members) is that for a few years at the front end of the PhD, you mostly do about 80% general utility work and infrastructure work, just to build experience, write code, get involved... then after you get into some publications a few years later, the roles switch and you shift to more like 80% writing and doing your own thing (research). The problem is that if you're a passionate student with good ideas, then that first few years of bullshit infrastructure work is a complete waste of time. The run-of-the-mill PhD student (who generally i... (read more)

Robin: Of course a PhD in "The Voodoo Sciences" isn't going to help convince anybody competent of much.  I am actually more impressed with some of the fiction I vaguely remember you writing for Pournelle's "Endless Frontier" collections than a lot of what I've read recently here.

Poke: "formal education: one is broad, you're exposed to a variety of subject matter that you're unlikely to encounter as an autodidact"

I used to spend a lot of time around the Engineering Library at the University of Maryland, College Park before I mo... (read more)

Perhaps you are marginally ahead of your time Eliezer, and the young individuals that will flush out the theory are still traipsing about in diapers. In which case, either being a billionare or a phD makes it more likely you can become their mentor. I'd do the former if you have a choice.

Can't do basic derivatives?
Seriously?!?
I'm for kicking the troll out.
His bragging about mediocre mathematical accomplishments isn't informative or entertaining to us readers.

Yes, this point is key to the topic at hand, as well as to the problem of meaningful growth of any intelligent agent, regardless of its substrate and facility for (recursive) improvement.  But in this particular forum, due to the particular biases which tend to predominate among those whose very nature tends to enforce relatively narrow (albeit deep) scope of interaction, the emphasis should be not on "will simply extend" but on "when a lack a... (read more)

Eliezer, I'm sure if you complete your friendly AI design, there will be multiple honorary PhDs to follow.

Sorry about the length of the post, there was just a lot to say.

I believe disagreements are easier to unpack if we stop presuming they are about difference in belief. Posts like this seem to confirm my own experience that the strongest factor in convincing people of something is not any notion of truth or plausibility but whether there are common allegiances with the other side. This seems to explain a number of puzzles of disagreement, including: (list incomplete to save space)

I have spent years in the Amazon Basin perfecting the art of run-on sentences and hubris it helps remind others of my shining intellect it also helps me find attractive women who love the smell of rich leather furnishings and old books.

Between bedding supermodels a new one each night, I have developed a scientific thesis that supersedes your talk of Solomonoff and Kolmogorov and any other Russian name you can throw at me. Here are a random snippet of conclusions a supposedly intelligent person will arrive having been graced by my mathematical superpowers:

I can off the tip of my rather distinguished salt-and-pepper beard name at least 108 other conclusions that would startle lesser minds such as the John BAEZ the very devil himself or Adolf Hitler I have really lost my patience with you ElIzer.

They called me mad when I reinvented calculus! They will call me mad no longer oh I have to go make the Sweaty Wildebeest with a delicately frowning Victoria's Secret model.

Crap. Will the moderator delete posts like that one, which appear to be so off the Mark?

Eliezer - 'I would be willing to get a PhD thesis if it went by the old rules and the old meaning of "Prove you can make an original, significant contribution to human knowledge and that you've mastered an existing field", rather than, "This credential shows you have spent X number of years in a building."'

British and Australasian universities don't require any coursework for their PhDs, just the thesis. If you think your work is good enough, write to Alan Hajek at ANU and see if he'd be willing to give it a look.

Ignoring the highly unlikely slurs about your calculus ability:

However, if any professor out there wants to let me come in and just do a PhD in analytic philosophy - just write the thesis and defend it - then I have, for my own use, worked out a general and mathematically elegant theory of Newcomblike decision problems.  I think it would make a fine PhD thesis, and it is ready to be written - if anyone has the power to let me do things the old-fashioned way.

British universities?  That's the traditional place to do that sort of thing.  Oxbridge.

Specifically with regard to the apparent persistent disagreement between you and Robin, none of those things explain it. You guys could just take turns doing nothing but calling out your estimates on the issue in question (for example, the probability of a hard takeoff AI this century), and you should reach agreement within a few rounds. The actual reasoning behind your opinions has no bearing whatsoever on your ability to reach agreement (or more precisely, on your inability to maintain disagreement).

Now, this is assuming that you both are honest and rati... (read more)

And with that lovely exhibition of math talent, combined with the assertion that he skipped straight to grad school in mathematics, I do hereby request GenericThinker to cease and desist from further commenting on Overcoming Bias.

The y appears on both sides of the equation, so these are differential equations.  To avoid confusion, re-write as:

Now plug e^At into (1) and -ln(C-t) into (2), and verify that they satisfy the condition.

You could recruit some rationalists among PUAs. They wholeheartedly share your sentiment that "rational agents must WIN"

Interesting. As a reasonable approximation, approaching women with confidence==one-boxing on Newcomb's problem. Eliezer's posts have increased my credence that the latter is correct, although it hasn't helped me with the former.

I think Alec Greven may be your man. Or perhaps like Lucy van Pelt I should set up office hours offering Love Advice, 5 cents?

You could recruit some rationalists among PUAs. They wholeheartedly share your sentiment that "rational agents must WIN"

"Drexler's Nanosystems is ignored because it's a work of "speculative engineering" that doesn't address any of the questions a chemist would pose (i.e., regarding synthesis)."

It doesn't address any of the questions a chemist would pose after reading Nanosystems.

"As a reasonable approximation, approaching women with confidence==one-boxing on Newcomb's problem."

Interesting.  Although I would say "approaching women with confidence is an instance of a class of problems that Newcomb's problem is supposed to represent but does ... (read more)

Phil, you can look at it another way: the commonality is that to win you have to make yourself believe a demonstrably false statement.

"However, if any professor out there wants to let me come in and just do a PhD in analytic philosophy - just write the thesis and defend it - then I have, for my own use, worked out a general and mathematically elegant theory of Newcomblike decision problems.  I think it would make a fine PhD thesis, and it is ready to be written - if anyone has the power to let me do things the old-fashioned way."

I think this is a good idea for you. But don't be surprised if finding the right one takes more work than an occasional bleg. And I do recommend getting it at Harvard or the equivalent. And if I'm not mistaken, you may still have to do a bachelors and masters?

If I have to do a bachelors degree, I expect that I can pick up an accredited degree quickly at that university that lets you test out of everything (I think it's called University of Phoenix these days?).  No Masters, though, unless there's an org that will let me test out of that.

The rule of thumb here is pretty simple:  I'm happy to take tests, I'm not willing to sit in a building for two years solely in order to get a piece of paper which indicates primarily that I sat in a building for two years.

if you know ahead of time that you're going to be given this decision, either pre-commit to one-boxing, or try to game the superintelligence.  Neither option is irrational; it doesn't take any fancy

Phil, your commitment ahead of time is your own private business, your own cognitive ritual. What you need in order to determine the past in the right way is that you are known to perform a certain action in the end. Whether you are arranging it so that you'll perform that action by making a prior commitment and then having to choose the actions because of the penalty, or simply following a timeless decision theory, so that you don't need to bother with prior commitments outside of your cognitive algorithm, is irrelevant. If you are known to follow timeles... (read more)

Vladimir, I understand the PD and similar cases.  I'm just saying that the Newcomb paradox is not actually a member of that class.  Any agent faced with either version - being told ahead of time that they will face the Predictor, or being told only once the boxes are on the ground - has a simple choice to make; there's no paradox and no PD-like situation.  It's a puzzle only if you believe that there really is backwards causality.

Phil, you said "if you didn't know ahead of time that you'd be given this decision, choose both boxes", which is a wrong answer. You didn't know, but the predictor knew what you'll do, and if you one-box, that is your property that predictor knew, and you'll have your reward as a result.

The important part is what predictor knows about your action, not even what you yourself know about your action, and it doesn't matter how you convince the predictor. If predictor just calculates your final action by physical simulation or whatnot, you don't need ... (read more)

"You didn't know, but the predictor knew what you'll do, and if you one-box, that is your property that predictor knew, and you'll have your reward as a result."

No.  That makes sense only if you believe that causality can work backwards.  It can't.

"If predictor can verify that you'll one-box (after you understand the rules of the game, yadda yadda), your property of one-boxing is communicated, and it's all it takes."

Your property of one-boxing can't be communicated backwards in time.

We could get bogged down in discussions of free will; ... (read more)

Compare: communicating the property of the timer that it will ring one hour in the future (that is, timer works according to certain principles that result in it ringing in the future) vs. communicating from the future the fact that timer ringed. If you can run a precise physical simulation of a coin, you can predict how it'll land. Usually, you can't do that. Not every difficult-seeming prediction requires things like simulation of physical laws, abstractions can be very powerful as well.

Vladimir, I don't mean to diss you; but I am running out of weekend, and think it's better for me to not reply than to reply carelessly.  I don't think I can do much more than repeat myself anyway.

One boxing because of a lack of precommitment is a mistake. Backwards causality is irrelevant. Prediction based off psychological or physical simulation is sufficient.

Gaming a superintelligience with dice acheives little. You're here to make money not prove him wrong. Expect him to either give you a probabilistic payoff or count a probabilistic decision as two boxing. Giving pedentic answers requires a more formal description, it doesn't change anything.

If I'm ever stuck in a prison with a rational, competitive fellow prisoner, it'd be really damn handy to be omniscient and have my my buddy know it.

It's perplexing: This seems like a logic problem, and I expect to make progress on logic problems using logic.  I would expect reading an explanation to be more helpful than having my subconscious mull over a logic problem.  But instead, the first time I read it, I couldn't understand it properly because I was not framing the problem p... (read more)

I don't think it did help, though.  I think I failed to comprehend it.  I didn't file it away and think about it; I completely missed the point.  Later, my subconscious somehow changed gears so that I was able to go back and comprehend it.  But communication failed.

Buddhists say that great truths can't be communicated; they have to be experienced, only after which you can understand the communication.  This was something like that.  Discouraging.

From my experience, the most productive way to solve a problem on which I'm stuck (that is, hours of looking at it produce no new insight or promising directions of future investigation), is to keep it in the background for long time, while avoiding forgetting it by recalling what's it about and visualizing its different aspects and related conjectures from time to time. And sure enough, in a few days or weeks, triggered by some essentially unrelated cue, a little insight comes, that allows to develop a new line of thought. When there are several such problem in the background, it's more or less efficient.

Inferential distance can make communication a problem worthy of this kind of reflectively intractable insight.

Phil - Changing your mind on previous public commitments is hard work. Respect!

It's a fascinating problem. I'm hoping Eleizer gets a chance to write that thesis of his. It's even more interesting once you see people applying newcomelike reasoning behaviorally. A whole lot more of human behavior started making sense after I grasped the newcome problem.

Phil,
I think that's how logic (or math) normally works. You make progress on logic problems by using logic, but understanding another's solution usually feels completely different to me, completely binary.

Also, it's hard to say that your unconscious wasn't working on it. In particular, I don't know if communicating logic to me is as binary as it feels, whether I go through a search of complete dead ends, or whether intermediate progress is made but not reported.

Going back to this post, a lot of things that puzzled us then are way more obvious now. But one angle remained unexplored for some reason. Here it is: if people catch on that you got a PhD just to persuade them, your PhD won't help you persuade them. As Robin said, people often don't have "true rejections" on the object level because they don't understand the object level. Instead they feel (correctly) that controversial scientific arguments should not be sold directly to the public, and apply multiple heuristics on the meta level. And the positi... (read more)

Still - "Is that your true rejection?" should be fair game for Disagreers to humbly ask, if there's any productive way to pursue that sub-issue.

Perhaps it should, but the problem is that answering this question is one of the big problems in salesmanship: working out the customer's true obstacle to wanting to buy from you. Salesmen would love to be able to get a true answer to this question - and some even ask it directly - but people tend to receive this as manipulation: finding out their inner thoughts for purposes of getting their money. Thi... (read more)

Here's something I'd love to put into an entire article, but can't because my karma's bad (see my other comment on this thread):

Many people make the false assumption that the scientific method starts with the hypothesis.  They think: first hypothesize, then observe, then make a theory from the collection of hypotheses.

The reality is quite the opposite.  The first point on the scientific method is the observation.  Any hypotheses before observation will only diminish the pool of possible observations.  Second is building a theory.  Along the process, many t... (read more)

i'd say: you don't have a phd, therfore you're not qualified to judge whether or not yudkowsky should have a phd.

When I was in Sales, we called this "finding their true objection." 

Basically, if someone says "Well, I don't want it unless it has X!" You say "What if I could provide you with X?"

So if someone says "Come back when you have a PhD!" You say "What if I could provide you with PhDs who believe the same idea?" If they then say "There are tons of PhDs who believe crazy things!" then you say "Then what else would I need to convince you?"

Usually, between them dismissing their own criteria and the amount of ideas they can bring forward, you can bring it down to about three things. I've seen 5, but that was a hard case. Those aren't hard and fast rules: the rule is make sure you get them ALL, and make it specific, something like:

"So, if I can get you a published book by a PhD, respected in a field relevant to X, AND I can provide you with a for-profit organization that is working to accomplish goals relevant to X, AND I can make a flower appear out of my ear (or whatever)" THEN you will admit you were wrong and change your view?

And if you're REALLY invested, you should have been taking notes, and get them to 'in... (read more)

The one thing that actually has seemed to raise credibility, is famous people associating with the organization, like Peter Thiel funding us, or Ray Kurzweil on the Board.

You spend a lot of your time worrying about how to get an AI to operate within the interests of lesser beings. You also seem to spend a certain amount of time laying out Schelling fences around "dark side tactics". It seems to me that these are closely related processes.

As you have said, "people are crazy, the world is mad". We are not operating with a po... (read more)

As the years go on. I'm glad to review this and appreciate that you understand this. You definitely have a group of people that love you more than like you, and it is somewhat disheartening to see these people so vehemently they insist on their rejection without even giving some modicum of chance.

I only get more motivation to put in my extraordinary effort and see in what ways I can help.

There are some views of Yudkowsky I don't necessarily agree with, and none of them have anything to do with him having or not having a PhD.

Are you sure this type of rejection (or excuse of a rejection) is common and significant?

I think there's a slight misconception about Aumann's agreement theorem here: "Common knowledge", as Aumann defines it (and is leveraged in the proof), doesn't just mean exchanging beliefs once: common knowledge means 1) knowing how they update after the first pass, then 2) knowing how they updated after knowing about the first pass, 3) knowing about how they updated after knowing about updating about knowing about the first pass, and so on

It's only at the end of a potentially infinite chain of exchanging beliefs, that two rational agents are guaranteed to



Entangled Truths, Contagious Lies

One of your very early philosophers came to the conclusion that a fully competent mind, from a study of one fact or artifact belonging to any given universe, could construct or visualize that universe, from the instant of its creation to its ultimate end . . .

If any one of you will concentrate upon one single fact, or small object, such as a pebble or the seed of a plant or other creature, for as short a period of time as one hundred of your years, you will begin to perceive its truth.

I am reasonably sure that a single pebble, taken from a beach of our own Earth, does not specify the continents and countries, politics and people of this Earth. Other planets in space and time, other Everett branches, would generate the same pebble.

On the other hand, the identity of a single pebble would seem to include our laws of physics. In that sense the entirety of our Universe—all the Everett branches—would be implied by the pebble.1

From the study of that single pebble you could see the laws of physics and all they imply. Thinking about those laws of physics, you can see that planets will form, and you can guess that the pebble came from such a planet. The internal crystals and molecular formations of the pebble developed under gravity, which tells you something about the planet’s mass; the mix of elements in the pebble tells you something about the planet’s formation.

I am not a geologist, so I don’t know to which mysteries geologists are privy. But I find it very easy to imagine showing a geologist a pebble, and saying, “This pebble came from a beach at Half Moon Bay,” and the geologist immediately says, “I’m confused,” or even, “You liar.” Maybe it’s the wrong kind of rock, or the pebble isn’t worn enough to be from a beach—I don’t know pebbles well enough to guess the linkages and signatures by which I might be caught, which is the point.

“Only God can tell a truly plausible lie.” I wonder if there was ever a religion that developed this as a proverb? I would (falsifiably) guess not: it’s a rationalist sentiment, even if you cast it in theological metaphor. Saying “everything is interconnected to everything else, because God made the whole world and sustains it” may generate some nice warm ’n’ fuzzy feelings during the sermon, but it doesn’t get you very far when it comes to assigning pebbles to beaches.

A penny on Earth exerts a gravitational acceleration on the Moon of around 4.5 × 10-31 m/s2, so in one sense it’s not too far wrong to say that every event is entangled with its whole past light cone. And since inferences can propagate backward and forward through causal networks, epistemic entanglements can easily cross the borders of light cones. But I wouldn’t want to be the forensic astronomer who had to look at the Moon and figure out whether the penny landed heads or tails—the influence is far less than quantum uncertainty and thermal noise.

If you said, “Everything is entangled with something else,” or, “Everything is inferentially entangled and some entanglements are much stronger than others,” you might be really wise instead of just Deeply Wise.

Physically, each event is in some sense the sum of its whole past light cone, without borders or boundaries. But the list of noticeable entanglements is much shorter, and it gives you something like a network. This high-level regularity is what I refer to when I talk about the Great Web of Causality.

I use these Capitalized Letters somewhat tongue-in-cheek, perhaps; but if anything at all is worth Capitalized Letters, surely the Great Web of Causality makes the list.

“Oh what a tangled web we weave, when first we practise to deceive,” said Sir Walter Scott. Not all lies spin out of control—we don’t live in so righteous a universe. But it does occasionally happen that someone lies about a fact, and then has to lie about an entangled fact, and then another fact entangled with that one:

“I can’t tell you that; it’s proprietary negotiations with a major client.”

“Oh—they’re letting you in on those? Good news! I should call your boss to thank him for adding you.”

Human beings, who are not gods, often fail to imagine all the facts they would need to distort to tell a truly plausible lie. “God made me pregnant” sounded a tad more likely in the old days before our models of the world contained (quotations of) Y chromosomes. Many similar lies, today, may blow up when genetic testing becomes more common. Rapists have been convicted, and false accusers exposed, years later, based on evidence they didn’t realize they could leave. A student of evolutionary biology can see the design signature of natural selection on every wolf that chases a rabbit; and every rabbit that runs away; and every bee that stings instead of broadcasting a polite warning—but the deceptions of creationists sound plausible to them, I’m sure.

Not all lies are uncovered, not all liars are punished; we don’t live in that righteous a universe. But not all lies are as safe as their liars believe. How many sins would become known to a Bayesian superintelligence, I wonder, if it did a (non-destructive?) nanotechnological scan of the Earth? At minimum, all the lies of which any evidence still exists in any brain. Some such lies may become known sooner than that, if the neuroscientists ever succeed in building a really good lie detector via neuroimaging. Paul Ekman (a pioneer in the study of tiny facial muscle movements) could probably read off a sizeable fraction of the world’s lies right now, given a chance.

Not all lies are uncovered, not all liars are punished. But the Great Web is very commonly underestimated. Just the knowledge that humans have already accumulated would take many human lifetimes to learn. Anyone who thinks that a non-God can tell a perfect lie, risk-free, is underestimating the tangledness of the Great Web.

Is honesty the best policy? I don’t know if I’d go that far: Even on my ethics, it’s sometimes okay to shut up. But compared to outright lies, either honesty or silence involves less exposure to recursively propagating risks you don’t know you’re taking.

1Assuming, as seems likely, there are no truly free variables.

It's amazing how many lies go undetected because people simply don't care.  I can't tell a lie to fool God, but I can certainly achieve my aims by telling even blatant, obvious lies to human beings, who rarely bother trying to sort out the lies and when they do aren't very good at it.

It sounds to me like you're overreaching for a pragmatic reason not to lie, when you either need to admit that honesty is an end in itself or admit that lies are useful.

Honesty is an end in itself, but because the benefits involve unknown unknowns and black-swan bets, they are underrated.

And this doesn't sound like a teleological argument to yourself?

Can someone expand on this?  I don't understand how Eliezer's comment was a teleological argument.

I think you enormously over-state the difficulty of lying well, as well as the advantages of honesty.

I agree with Nominull, a good number of lies are undetectable without having access to some sort of lie detector or the agent's source code. If an AI wanted to lie "my recursive modification of my goal systems hasn't led me to accept a goal that involves eventually destroying all human life" I don't see any way we could bust that lie via the 'Web' until the AI was actively pursuing that goal. I value honesty not for the trouble it saves me but because I find (sometimes only hope) that the real world free of distortion is more interesting than any misrepresentation humans can conjure for selfish means.

@"Oh what a tangled web we weave, when first we practise to deceive," said Shakespeare.

Hopefully, the FAI will know that the author was Sir Walter Scott.

"Human beings, who are not gods, often fail to imagine all the facts they would need to distort to tell a truly plausible lie."

One of my pet hobbies is constructing metaphors for reality which are blatantly, factually wrong, but which share enough of the deep structure of reality to be internally consistent. Suppose that you have good evidence for facts A, B, and C. If you think about A, B, and C, you can deduce facts D, E, F, and so forth. But given how tangled reality is, it's effectively impossible to come up with a complete list of humanly-deducible facts in advance; there's always going to be some fact, Q, which you just didn't think of. Hence, if you map A, B, and C to A', B', and C', use A', B', and C' to deduce Q', and map Q' back to Q, how accurate Q is is a good check for how well you understand A, B, and C.

It's definitely a check, but not a very good check. There are too many in between facts in this case. It really depends on whether Q is solely dependent on Q' or whether it depends on a number of other things (Q'',Q'''......), provided of course that Q'' and Q''' are not in themselves dependent on A, B and C.

If a lie is defined as the avoidance of truthfully satisfying interrogative sentences (this includes remaining silent), then it wouldn't be honest, under request, to withhold details of a referent. But privacy depends on the existence of some unireferents, as opposed to none and to coreferents. If all privacy shouldn't be abolished, then it isn't clear that the benefits of honesty as an end in itself are underrated.

Personally, I prefer "Great Romance of Determinism."

"Other planets in space and time, other Everett branches, would generate the same pebble."

But not very likely! At least some of them not. What tells you something abut the Multiverse, if you buy it's idea.

A new method of 'lie detection' is being perfected using functional near infrared imaging of the prefrontal cortex:

http://www.biomed.drexel.edu/fNIR/Contents/deception/

In this technique the device actually measures whether or not a certain memory is being recalled or is being generated on the spot.  For example, if you are interrogating a criminal who denies ever being at a crime scene, and you show them a picture of the scene, you can deduce whether he/she has actually seen it or not by measuring if their brain is recalling some sensory data from memory or newly creating and storing it.

@Retired:  Huh, I thought I checked that, but I guess I only checked the text instead of the attribution.  Fixed.

It seems doubtful to me that a pebble includes in it the law of gravity in the sense of determining it. The internal structure of the pebble, the reason it stays solid, locations of its atoms in relation to each other, are all due to electromagnetism (and strong/weak interactions inside the nucleus). Gravity is completely dominated by other forces, to such a degree that it seems plausible to me that an essentially indistinguishable pebble could exist in a universe with a very different gravity law (although in absence of planets it might be more difficult to explain its formation).

@Nominull: "I can certainly achieve my aims by telling even blatant, obvious lies to human beings"

You are leaving digital crumb trails that the technology of the present day can follow and the technology of 20 years hence will be able to fluidly integrate into a universal public panopticon / rewind button. I don't personally bank on keeping any secret at all in that sort of time-frame.

It is in any case a good general heuristic to never do anything that people would still be upset about twenty years later.

So a single pebble probably does not imply our whole Earth.  But a single pebble implies a very great deal.  From the study of that single pebble you could see the laws of physics and all they imply.  Thinking about those laws of physics, you can see that planets will form, and you can guess that the pebble came from such a planet.  The internal crystals and molecular formations of the pebble formed under gravity, which tells you something about the planet's mass; the mix of elements in the pebble tells you something about the planet's formation.

Call me sceptical about this. We can deduce a lot from a pebble ourselves because we know a lot about our universe, and about our earth.

But are you sure that there are no exotic laws of physics, across all possible universes, that would give rise to the same structure? Or, more simply, with the powers of a god, could you not lie - change the laws of physics and the structure of the universe, until you produce exactly the same pebble in completely different circumstances?

Oh what a tangled web we weave
when first we practice to deceive
But- practice makes perfect. Soon, fair youth,
Your lies will seem as pure as truth.

I thought quite hard before I came up with an answer to Sir Walter which rhymed and scanned. The hero of that poem, whose name I cannot remember at the moment, is fair haired. Perhaps it is not also true, but perhaps that is the point.

Oh what a tangled web we weave, when first we practise to deceive. But if we practise for a bit, we tend to get quite good at it.

Doesn't this depend heavily upon the sensitivity and discrimination of our observing phenomena, as well as whether we examine the pebble as a static, frozen moment or as a phenomenon occurring in time?

For the pebble to truly be completely identical, you might need for it to be embedded in a completely identical cosmos.  How small does the difference have to be before it distinguishes one from the other, and do the effects of any one thing on the rest of the cosmos (and vice versa) ever drop to nothing?

No gravity - matter wouldn't have coalesced. It wouldn't have become stars, or fused or been caught up in supernovas, and so a pebble would be an unrealized theoretical possibility.

Caledonian, quantum mechanics may limit the sensitivity and discrimination of our observations. Also, if gravity's so weak on the atomic level in the pebble that its effects would cause a shift in the arrangement of the atoms smaller than the Planck length, it's not even clear that such a shift exists at all, or what meaning it has.

Julian, I suggested that a very different gravity law might be compatible with the existence of a pebble, not no gravity at all.

In fact, all kinds of things might be different about the laws of physics and the pebble could still exist. E.g. the second Newton's law could be wrong (look up MOND), which would change the story on galaxies in a big way, but not affect the pebble at all.

It seems plausible that a small familiar object like a pebble already has all the fundamental physical laws baked into it, so to speak, and that these laws could be deduced from its structure. But it isn't true. It's easy to overestimate how entangled the tangled web is, too.

Nothing is lost; the universe is honest,
Time, like the sea, gives all back in the end,
But only in its own way, on its own conditions:
Empires as grains of sand, forests as coal,
Mountains as pebbles. Be still, be still, I say;
You were never the water, only a wave;
Not substance, but a form substance assumed.

"Every shrub, every tree -
if one has not forgotten
where they were planted -
has beneath the fallen snow
some vestige of its form."

FLOWER in the crannied wall,
I pluck you out of the crannies;—
Hold you here, root and all, in my hand,
Little flower—but if I could understand
What you are, root and all, and all in all,         5
I should know what God and man is.

I dare not confess that, lest I should compare with
him in excellence; but, to know a man well, were to
know himself.

" 'God made me pregnant' sounded a tad more likely in the old days before our models of the world contained (quotations of) Y chromosomes. "

I don't know about that; the whole point about the "virgin birth" was that it was miraculous, i.e. physically impossible. Had they known about DNA, the story would have included God creating some DNA for "his" side of the deal. Saying that knowledge of DNA would have made the virgin birth less believable is like saying greater knowledge of classical physics would have made people more skeptical of Jesus walking on water. Impossible == Impossible.

Had they known about DNA, the story would have included God creating some DNA for "his" side of the deal.

"So wait, that means ... Samson the TallDarkHandsome Bard is God!" *worships*

A future light cone is the part of space-time that can be affected by our actions in the present.  Its boundaries are defined by the speed of light.  If you imagine the Universe as having only two dimensions in space, then the area of space that you can affect 5 years in the future is a circle with a radius of 5 light-years; if you drew many such circles at different points in time, they would look like a cone.  To affect a point in space outside your future light cone, you would have to send out some kind of order or projectile or information faster than the speed of light, and current physics says that this is impossible.

There is a way to flawlessly lie, at least for the moment: to lie about what goes on in your minds. Specifically, lie about the motivations for past actions, especially when those motivations were nebulous in the first place and the lie is more plausible than the actual truth.

Lies requiring new lies and having a risk of growing out of control is indeed a very fundamental reason for which "don't lie" is part of my ethics. But it's not an "absolute" ethical rule like "don't kill", "don't torture" or "don't use violence against someone you just disagree with". Because there are many situations in which lying is worth the risk and the "inehrent" badness of not following the truth. 

When my grandmother hid Jews during Nazi occupation, and answered "no, there is on one here" to the Gestapo officer asking her, she lied, and she indeed took a great risk - she was risking her life. But she definitely right to do so. Sure, arguing by WW2 for general ethics is well... not the wisest. WW2 was an exceptional situation, which justified exceptional means.

But I've a similar example in my own personal life. During the Rwanda genocide (I was then a teenager), my family hid in my home (for a few weeks) a Hutu whose whole family was killed, and who was himself threatened, because his family was helping the Tutsi to avoid the genocide. This guy was an "illegal alien", and he could have been legally expelled from France, since, according to the legal authorities, he was a Hutu, and only Tutsi were endangered. To protect him I had to lie - like make excuses to not invite friends at home (since, well, teenagers tend to speak a lot, if the secret started to spread, it would quickly spread out of control, so even my friends were not allowed to know).

Lying is ethically bad, yes. But not near the level of endangering someone's life, or risking to have him exposed to torture. Sadly, we live in a world in which sometimes have to lie to protect.

I find it much more convenient to, instead of lying, simply using ambiguous phrases to plant the false idea into someone else's mind. The important part is to make the phrase ambiguous in such a way that it can be plausibly interpreted truthfully. Say you don't want someone to know you went up the stairs, then you say "I didn't walk up the stairs" because you in fact ran up the stairs. Even if your lie is found out, this reduces the social cost since, if you are political enough, you can convince others that you didn't actually lie. And if you are very good at it, you can tailor the deception so that only a minority of people (which includes the addressee) would interpret it falsely; and you can then let the majority construe it as misunderstanding on behalf of the deceived.

So, where do you provide a manner to select the ethical premises which create the moral system in which honesty and lies are meaningful distinctions?

"Oh what a tangled web we weave, when first we practise to deceive," said Sir Walter Scott.  Not all lies spin out of control—we don't live in so righteous a universe.  But it does occasionally happen, that someone lies about a fact, and then has to lie about an entangled fact, and then another fact entangled with that one:

"Where were you?"
"Oh, I was on a business trip."
"What was the business trip about?"
"I can't tell you that; it's proprietary negotiations with a major client."
"Oh—they're letting you in on those?  Good news!  I should call your boss to thank him for adding you."
"Sorry—he's not in the office right now..."

 The truth can just as easily "spin out of control" as a lie, if people are sufficiently powerful to create the appearance of a lie. It may sound absurd for a boss to go out of their way to cause an employee to appear to be lying to their spouse, but it does happen, and frighteningly regularly. Humans are masters of perception-manipulation for social gain; it's been part of the evolutionary landscape we developed in for at least O(million years), and is theorized as one of the reasons for our big brains. A sufficiently constructed lie will make all truth-speakers that disagree with it sound like liars. The assertion that the probability for the truth to spin out of control is greater than the probability for any given lie to spin out of control in any given situation is amenable to evidence - is there some way that we could categorize situations, and then examine their tendencies to spin out of control when told the truth vs. told a lie, such that more specifically accurate theories could be developed?

My own meager evidence has suggested that the truth is more likely to spin out of control than a lie when the truth conflicts with a sufficiently-prepared lie told by a social superior, for example.

The "forensic astronomer" is a dead link,  here's the last version of it on archive.org.

I am reasonably sure that a single pebble, taken from a beach of our own Earth, does not specify the continents and countries, politics and people of this Earth.  

A single pebble contains a lot of atoms an those atoms interact via gravitational forces with the world around them. Heisenberg's uncertainty principle might prevent you from knowing everything about earth from a single pebble but otherwise you just would have to measure the movement of the atoms in the pebble closely enough.

Many different things can cause similar movements, you could detect something pulling those atoms in 1 direction, and something else pushing them back at the edge of the pebble which is closest to earths center of gravity. But you would not know what is causing that pull, only from where it is coming and how strong it is.

I don‘t understand the meaning of the sentence „And since inferences can propagate backward and forward through causal networks, epistemic entanglements can easily cross the borders of light cones. “

Suppose I have two cards, A and B, that I shuffle and then blindly place in two spaceships, pointed at opposite ends of the galaxy. If they go quickly enough, it can be the case that they get far enough apart that they will never be able to meet again. But if you're in one of the spaceships, and turn the card over to learn that it's card A, then you learn something about the world on the other side of the light cone boundary.

But compared to outright lies, either honesty or silence involves less exposure to recursively propagating risks you don’t know you’re taking.

Only if you value unblemished reputation over the short term gain provided by the lie.
Fooling some of the people some of the time might be sufficient for an unscrupulous agent.



Of Lies and Black Swan Blowups

Judge Marcus Einfeld, age 70, Queen’s Counsel since 1977, Australian Living Treasure 1997, United Nations Peace Award 2002, founding president of Australia’s Human Rights and Equal Opportunities Commission, retired a few years back but routinely brought back to judge important cases . . . 

. . . went to jail for two years over a series of perjuries and lies that started with a $77, 6-mph-over speeding ticket.

That whole suspiciously virtuous-sounding theory about honest people not being good at lying, and entangled traces being left somewhere, and the entire thing blowing up in a Black Swan epic fail, actually does have a certain number of exemplars in real life, though obvious selective reporting is at work in our hearing about this one.

That whole suspiciously virtuous-sounding theory about honest people not being good at lying [...]

This is a little off-topic, but wouldn't that theory work better the other way?

That would seem to make sense, but in practice you don't see too many people who set out to be liars and it didn't pan out. Unless we count criminals who received harsh punishment, but there's a whole other story there, one thing bring that they often end up imprisoned again. Overall, the percentage of ex-convicts among honest folk doesn't seem to be that high.

I think honest people usually start out as honest, since it's a culturally valued quality, and thereby don't get much experience at lying. People who lie regularly usually get more skilled (or constantly caught) at more benign lies, and don't raise the stakes to prison-order right off the bat.

It is very confusing seeing an article about an Australian receiving a 36 pound fine, given that Australia does not use the pound anymore. On checking Wikipedia, it appears the likely explanation is simply that the BBC simply converted the original $77 AUS to pounds for their story.

For at least two years, according to the linked article.

For this UK-dweller, it's all very reminiscent of Jonathan Aitken, who swore "to cut out the cancer of bent and twisted journalism in our country with the simple sword of truth and the trusty shield of British fair play", and whose story got twistier and twistier until it collapsed with a final damning piece of evidence, after which he served seven months in jail for perjury.

Not seeing it.  Joad committed a crime, got caught, and lost everything, but I don't see anything to indicate that he perjured himself, or indeed told any lies to anyone; if he'd perjured himself he would have got worse than a £2 fine.

I found the last paragraph-sentence impossible to understand. I may just be not thinking straight, but it could be made clearer, and I'm posting about my confusion because I'm sure there'll be others who are also confused. 

"actually does have a certain number of exemplars in real life" refers to the "honest people not being good at lying" theory, plus the risk of huge blow-ups from end of lies. 

"though obvious selective reporting is at work in our hearing about this one" clearly refers to this sensational case of someone who was mostly good at lying, but left an entangled trace... Einfeld turned out to be a dishonest person (who was remarkably successful at lying, for a long time), so I'm not sure how that relates. The use of "though" was the first thing that confused me, but then I realised that the whole paragraph confuses me. 



Anti-Epistemology

If you once tell a lie, the truth is ever after your enemy. 

I have discussed the notion that lies are contagious. If you pick up a pebble from the driveway, and tell a geologist that you found it on a beach—well, do you know what a geologist knows about rocks? I don’t. But I can suspect that a water-worn pebble wouldn’t look like a droplet of frozen lava from a volcanic eruption. Do you know where the pebble in your driveway really came from? Things bear the marks of their places in a lawful universe; in that web, a lie is out of place.1

What sounds like an arbitrary truth to one mind—one that could easily be replaced by a plausible lie—might be nailed down by a dozen linkages to the eyes of greater knowledge. To a creationist, the idea that life was shaped by “intelligent design” instead of “natural selection” might sound like a sports team to cheer for. To a biologist, plausibly arguing that an organism was intelligently designed would require lying about almost every facet of the organism. To plausibly argue that “humans” were intelligently designed, you’d have to lie about the design of the human retina, the architecture of the human brain, the proteins bound together by weak van der Waals forces instead of strong covalent bonds . . .

Or you could just lie about evolutionary theory, which is the path taken by most creationists. Instead of lying about the connected nodes in the network, they lie about the general laws governing the links.

And then to cover that up, they lie about the rules of science—like what it means to call something a “theory,” or what it means for a scientist to say that they are not absolutely certain.

So they pass from lying about specific facts, to lying about general laws, to lying about the rules of reasoning. To lie about whether humans evolved, you must lie about evolution; and then you have to lie about the rules of science that constrain our understanding of evolution.

But how else? Just as a human would be out of place in a community of actually intelligently designed life forms, and you have to lie about the rules of evolution to make it appear otherwise, so too beliefs about creationism are themselves out of place in science—you wouldn’t find them in a well-ordered mind any more than you’d find palm trees growing on a glacier. And so you have to disrupt the barriers that would forbid them.

A single lie you tell yourself may seem plausible enough, when you don’t know any of the rules governing thoughts, or even that there are rules; and the choice seems as arbitrary as choosing a flavor of ice cream, as isolated as a pebble on the shore . . .

. . . but then someone calls you on your belief, using the rules of reasoning that they’ve learned. They say, “Where’s your evidence?”

So they say, “In general, beliefs require evidence.”

This argument, clearly, is a soldier fighting on the other side, which you must defeat. So you say: “I disagree! Not all beliefs require evidence. In particular, beliefs about dragons don’t require evidence. When it comes to dragons, you’re allowed to believe anything you like. So I don’t need evidence to believe there’s a dragon in my garage.”

And the one says, “Eh? You can’t just exclude dragons like that. There’s a reason for the rule that beliefs require evidence. To draw a correct map of the city, you have to walk through the streets and make lines on paper that correspond to what you see. That’s not an arbitrary legal requirement—if you sit in your living room and draw lines on the paper at random, the map’s going to be wrong. With extremely high probability. That’s as true of a map of a dragon as it is of anything.”

So now this, the explanation of why beliefs require evidence, is also an opposing soldier. So you say: “Wrong with extremely high probability? Then there’s still a chance, right? I don’t have to believe if it’s not absolutely certain.”

Or maybe you even begin to suspect, yourself, that “beliefs require evidence.” But this threatens a lie you hold precious; so you reject the dawn inside you, push the Sun back under the horizon.

Or you’ve previously heard the proverb “beliefs require evidence,” and it sounded wise enough, and you endorsed it in public. But it never quite occurred to you, until someone else brought it to your attention, that this proverb could apply to your belief that there’s a dragon in your garage. So you think fast and say, “The dragon is in a separate magisterium.”

Having false beliefs isn’t a good thing, but it doesn’t have to be permanently crippling—if, when you discover your mistake, you get over it. The dangerous thing is to have a false belief that you believe should be protected as a belief—a belief-in-belief, whether or not accompanied by actual belief.

A single Lie That Must Be Protected can block someone’s progress into advanced rationality. No, it’s not harmless fun.

Just as the world itself is more tangled by far than it appears on the surface, so too there are stricter rules of reasoning, constraining belief more strongly, than the untrained would suspect. The world is woven tightly, governed by general laws, and so are rational beliefs.

Think of what it would take to deny evolution or heliocentrism—all the connected truths and governing laws you wouldn’t be allowed to know. Then you can imagine how a single act of self-deception can block off the whole meta level of truth-seeking, once your mind begins to be threatened by seeing the connections. Forbidding all the intermediate and higher levels of the rationalist’s Art. Creating, in its stead, a vast complex of anti-law, rules of anti-thought, general justifications for believing the untrue.

Steven Kaas said, “Promoting less than maximally accurate beliefs is an act of sabotage. Don’t do it to anyone unless you’d also slash their tires.” Giving someone a false belief to protect—convincing them that the belief itself must be defended from any thought that seems to threaten it—well, you shouldn’t do that to someone unless you’d also give them a frontal lobotomy.

Once you tell a lie, the truth is your enemy; and every truth connected to that truth, and every ally of truth in general; all of these you must oppose, to protect the lie. Whether you’re lying to others, or to yourself.

You have to deny that beliefs require evidence, and then you have to deny that maps should reflect territories, and then you have to deny that truth is a good thing . . .

I worry that people aren’t aware of it, or aren’t sufficiently wary—that as we wander through our human world, we can expect to encounter systematically bad epistemology.

The “how to think” memes floating around, the cached thoughts of Deep Wisdom—some of it will be good advice devised by rationalists. But other notions were invented to protect a lie or self-deception: spawned from the Dark Side.

“Everyone has a right to their own opinion.” When you think about it, where was that proverb generated? Is it something that someone would say in the course of protecting a truth, or in the course of protecting from the truth? But people don’t perk up and say, “Aha! I sense the presence of the Dark Side!” As far as I can tell, it’s not widely realized that the Dark Side is out there.

But how else? Whether you’re deceiving others, or just yourself, the Lie That Must Be Protected will propagate recursively through the network of empirical causality, and the network of general empirical rules, and the rules of reasoning themselves, and the understanding behind those rules. If there is good epistemology in the world, and also lies or self-deceptions that people are trying to protect, then there will come into existence bad epistemology to counter the good. We could hardly expect, in this world, to find the Light Side without the Dark Side; there is the Sun, and that which shrinks away and generates a cloaking Shadow.

Mind you, these are not necessarily evil people. The vast majority who go about repeating the Deep Wisdom are more duped than duplicitous, more self-deceived than deceiving. I think.

And it’s surely not my intent to offer you a Fully General Counterargument, so that whenever someone offers you some epistemology you don’t like, you say: “Oh, someone on the Dark Side made that up.” It’s one of the rules of the Light Side that you have to refute the proposition for itself, not by accusing its inventor of bad intentions.

But the Dark Side is out there. Fear is the path that leads to it, and one betrayal can turn you. Not all who wear robes are either Jedi or fakes; there are also the Sith Lords, masters and unwitting apprentices. Be warned; be wary.

As for listing common memes that were spawned by the Dark Side—not random false beliefs, mind you, but bad epistemology, the Generic Defenses of Fail—well, would you care to take a stab at it, dear readers?

1Actually, a geologist in the comments says that most pebbles in driveways are taken from beaches, so they couldn’t tell the difference between a driveway pebble and a beach pebble, but they could tell the difference between a mountain pebble and a driveway/beach pebble (http://lesswrong.com/lw/uy/dark_side_epistemology/4xbv). Case in point . . .

The most dangerous dark side meme I can think of is the idea of sinful thoughts: that questioning one's faith is itself a sin even if not acted upon.  A close second is "don't try to argue with the devil -- he has more experience at it than you".

Especially when it's explicitly enforced, a la death penalty for leaving Islam in Islamic countries.

Not all who wear robes are either Jedi or fakes
What do you mean by "wear robes"? Could we move away from references to fictional stories?

Are you trying to argue against the use of metaphor for argument? The fact that Star Wars is a fiction doesn't make analogies made with its concepts wrong.

To clarify the phrase that you take issue with, "robes" from what I can gather signifies memetic authority, like scientists or priests or marketers who have dominion over a region of thought patterns - as the Jedi wield the Force. 

I agree with you what regards people deceiving themselves. But I disagree regarding people that are deceiving others with purpose. Some of these people can be very smart and know very well what they are doing and on what biases they are playing. They have elevated the art of deception to a science, ohhh yes, read marketing books as an example. Otherwise a superintelligence would become stupid in the process of lying to the human operator with the intention to get out of the box.

-faith: i.e. unconditional belief is good. It's like loyalty. Questioning beliefs is like betrayal.
-The saying "Stick to your guns.": Changing your mind is like diserting your post in a war. Sticking to a belief is like being a heroic soldier.
-The faithfull: i.e. us, we are the best, god is on our side.
-the infedels: i.e. them, sinners, barely human, or not even.
-God: Infenetly powerful alpha male. Treat him as such with all the implications...
-The devil and his agents: They are always trying to seduce you to sin. Any doubt is evedence the devil is seducing you to sin and suceeding. Anyone opposed to your beliefs is cooperating with/being influenced by the devil.
-Assasination fatwas: Whacking people who are anti-Islam is the will of Allah.
-a sexually satisfying lifestyle is bad: This makes people more angsty(especially young men). This angst is your fault and it's sin. To be less angsty you should be less sinful ergo fight your sexual urges. And so the cycle of desire, guilt, angst and confusion continues.
-no masturbation: see above.
-you are born in debt to Jesus because he died for your sins 2000 years ago.
That's all I could think of right now.

The endorsement of information cascades: claiming that X is indisputably true in the name of philosophical majoritarianism, and thus biasing research and statements to foster belief in X is desirable as a way to foster true beliefs (where the majority only exists because of such biased efforts).

Just to be clear, I'm not looking for random false beliefs defended by Dark Side epistemology, I'm looking for Dark Side epistemology itself - the Generic Defenses of Fail.

Think of what it would take to deny evolution or heliocentrism

Or what it would take to prove that the Moon doesn't exist.

As for listing common memes that were spawned by the Dark Side - would you care to take a stab at it, dear readers?

Cultural relativity.
Such-and-such is unconstitutional.
The founding fathers never intended... (various appeals to stick to the founding fathers original vision)
Be reasonable (moderate)
Show respect for your elders
It's my private property
_ is human natur... (read more)

"'In general, beliefs require evidence.'
In general? Which beliefs don't?"

This is a language problem. "In general" or "generally" to a scientist/mathematician/engineer means "always," whereas in everyday speech it means "sometimes."

For example I could tell you that a fence with 2 sections has 3 posts (  I=I=I   ), or I could tell you that "in general" a fence with N sections has N+1 posts.

“How many posts does a fence have, if you call the tree a post?”

"We need to switch to alternative energies such as wind, solar, and tidal.
The poor are lazy ...
Animal rights"

I don't think these fit. Regardless of whether you agree with them, they are specific assertions, not general claims about reasoning with consistently anti-epistemological effects.

Everyone has a right to their own opinion.  When you think about it, where was that proverb generated?

In the words of the great sage Emo Phillips, "I used to think that the brain was the most wonderful organ in my body. Then I realized who was telling me this."

I thought of some more.
-there is a destiny/Gods plan/reason for everything: i.e. some powerful force is making things the way they are and it all makes sense(in human terms, not cold heartless math). That means you are safe but don't fight the status quo.
-everything is connected with "energy"(mystically): you or special/chosen people might be ably to tap into this "energy". You might glean information you normally shouldn't have or gain some kind of special powers.
-Scientists/professionals/experts are "elitists".
-Mystery is good: It makes life worth while. Appreciating it makes us human. As opposed to destroying it being good.
That's it for now.

I'm looking for Dark Side epistemology itself - the Generic Defenses of Fail.

You're correct, but it will make people uncomfortable.

I've had forms of this said to me; it basically means "I'm losing the debate because you personally are smart, not because I'm wrong. Whichever authority I listen to in order to reinforce my existing beliefs would surely crush all your arguments. So stop assailing me with logic..."

It's Dark Side because it surrenders personal understanding to authority, and treats it as a default epistemological position.

It's Dark Side because it surrenders personal understanding to authority, and treats it as a default epistemological position.

Dark side or not it is quite often valid. People who do not trust their ability to filter bullshit from knowledge should not defer to whatever powerful debater attempts to influence them.

It is no error to assign a low value to p(the conclusion expressed is valid | I find the argument convincing).

I'm pretty confident that ""Everyone has a right to their own opinion."  was generated by people trying to protect themselves from people who were trying to protect themselves from the truth.

We really need some talk about what the consequences of an AI with access to its own source code and self-protecting beliefs would be.

I'm looking for Dark Side epistemology itself - the Generic Defenses of Fail.

In that case - association, essentialism, popularity, the scientific method, magic, and what I'll call Past-ism.

Wait a second - the scientific method? How? It may not be the most efficient way to get the truth, and it may not take into account Baye's theorem that could speed it up, but I don't see how the scientific method is epistemologically (is that a word?) wrong.

We are missing something. Humans are ultimatly driven by emotions. We should look for which emotions beliefs tap into in order to understand why people seek or avoid certain beliefs.

A particular flavor of "if it ain't broke, don't fix it" that points to established traditions as "having worked for ages".  Playing off the fear of the unknown?  The meme of traditions in general adds weight to many of these.

I second "cultural relativity" as being an extension of "everyone having a right to their opinion", but in both cases point to them as also being tools to find things in one's own life that are arbitrary and in need of evaluation on a more objective basis.

Isn't the scientific method a servant of the Light Side, even if it is occasionally a little misguided?

Ok, got your point. One thing I worry though is how much those movie analogies end up inducing biases in you and others.

To drive home my earlier point. The whole idea of jedis vs. siths reflects a Manichaeistic worldview(good vs. bad). Isn't this a simplification?

Isn't the scientific method a servant of the Light Side, even if it is occasionally a little misguided?

Too restrictive. Science is not synonymous with the hypothetico-deductive method, and nor is there any sort of thing called the "scientific method" from which scientists draw their authority on a subject. Neither is it a historically accurate description of how science has done its work. Read up on Feyerabend.

Science is inherently structureless and chaotic. It's whatever works.

Eliezer writes, "In general, beliefs require evidence."

To which Peter replies, "In general? Which beliefs don't?"

Normative beliefs (beliefs about what should be) don't, IMHO.  What would count as evidence for or against a normative belief?

How about "Comparing Apples and Oranges," or "How Dare you Compare," a misrepresentation of the scope of analogies. For a recent example, see the response to John Lewis's drawing an analogy between certain aspects of the McCain campaign and those of George Wallace -- the response is not a consideration of the scope and aptness of the analogy but a rejection that any analogy at all can be drawn between two subjects when one is so generally recognized to be Evil. The McCain campaign does not attempt to differentiate the aspects under analogy (rhetoric and its potential for the fomentation of violence) from those of Wallace, but rather condemns the idea that the analogy can be considered at all. Under the epistemology of Fail, any difference between two subjects of comparison is enough to reject its validity, regardless the relevance of the distinction to the actual comparison being drawn. See also: Godwin's Law.

Some self-entitled males like to use this one, particularly in defense of the notion that one has in inviolate right to make sexual advances toward other people regardless of circumstance or outward sign. Sooner or later, after demonstrating how each of the... (read more)

Normative beliefs (beliefs about what should be) don't [require evidence], IMHO. What would count as evidence for or against a normative belief?

That's correct if you don't consider pure reason to be evidence - but I consider it to be so. So morality and ethics and all these normative things are, in fact, based on evidence - although it is a mix of abstract evidence (reason) with concrete evidence (empirical data). If you base your morality, or any normative theory (how the world should be) on anything other than how things actually are (including mathematics), you necessarily have to invoke ascribe some supernatural property onto it

One giant category of dark side reasoning looks like "That idea is _"
Where the idea is an "is" (not a "should") and _ is any negative affect word with a meaning other than "untrue".

Examples include {unpatriotic, communist, capitalist, liberal, conservative, provincial, any-demonym-goes-here, cultish, religious, atheistic, sinful, evil, dangerous, repugnant, elitist, condescending, out-of-touch, politically incorrect, offensive, argumentative, hateful, cowardly, fool-hardy, inappropriate, indecent, unsettling, lewd, silly, idiotic, new-fangled, old-fashioned, staid, dead, uncool, too simple, too complicated} and many more.

Important note:  The exception to this rule is if the speaker could goes on to show how _ is evidence about the truth of the proposition.  If you can say why something is idiotic, that's fine.  A seasoned scientist has the right to say "that theory looks too complicated" if the they have many examples of surprisingly simple theories explaining things well, but a creationist doesn't earn the right to accuse the theory of evolution of being "too complicated," until they explain what whatever it is they mean... (read more)

Saying 'There is lots of evidence for it' When in fact there is little to none.
I guess the epistemology is 'It is ok to believe something if you believe there is evidence to support it.'

Creationists are told the fossil record supports X and Y, and they run with it.

The concept of different epistemological magisteria. E gave an example of it in this post (and also in the post about scientists outside the laboratory), but his example is just the tip of the iceberg. This failure of rationality doesn't manifest itself explicitly most of the time, but is engaged in implicitly by almost everybody that I know that isn't into hardcore rationality.

It's definitely engaged in by people who are into, or at least cheer for, science and (traditional) rationality and/or philosophy. It's the double standard between what epistemologi... (read more)

"True for", as in, "That may be true for you, but not for me.  We each choose our own truths."

"I feel that X."  Every sentence of this form is false, because X is an assertion about the world, not a feeling.  Someone saying "I feel that X" in fact believes X, but calling it a feeling instead of a belief protects it from refutation.  Try replying "No you don't", and watch the explosion.  "How dare you try to tell me what I'm feeling!"

Never explicitly state your beliefs. Hint at them in terms that the faithful will pick up and applaud, but which give nothing for the enemy to attack. Attack the enemy by stating their beliefs in terms that the faithful will boo, while giving the enemy nothing to dispute.

Ignore the entire machinery of rationality. Treat all human interaction as nothing more than social grooming or status games in a tribe of apes.

Daniel: A close second is "don't try to argue with the devil -- he has more experience at it than you".

Would you still disagree with that one if "the devil" was replaced by "a strong AI"?

How about the notion of an insult as a first-order offence? "Don't insult God/Our Nation/The People/etc.". It is an explicit emotional fortress that reason cannot by definition scale. When it goes near there, all the 'intelligence defeating itself' mechanisms come into play. We take the fortress as our starting argument and start to think backwards until our agitated emotions are satisfied by our half-reasonable but beautiful explanation of why the fortress is safe and why what caused us to doubt it is either not so or can be explained some other way. Ergo, one step deeper into dark epistemology.

Would you still disagree with that one if "the devil" was replaced by "a strong AI"?

Yes.  Suffice it to say I don't think I'd be a very reliable gatekeeper :-).

(Conversely, I don't even think the AI's job in the box experiment is even hard, much less impossible.  Last week, I posted a $15 offer to play the AI in a run of the experiment, but my post disappeared somehow.)

I'm in strong agreement with Peter's examples above.  I would generalize by saying that the epistemic "dark side" tends to arise whenever there's an implicit discounting of the importance of increasing context.  In other words, whenever, for the sake of expediency, "the truth", "the right", "the good". etc., is treated categorically rather than contextually (or equivalently, as if the context were fixed or fully specified.)

See, now there's a prime example of corrupted reasoning right there.  Science is carefully structured chaos, ordered according to certain fundamental principles.  Meeti... (read more)

That was part of my point - that, in this one facet of human endeavor, and in modern times rather than ancient ones, it's remarkable the extent to which an actual Light Side Epistemology and Dark Side Epistemology have developed.  Like the sort of contrast that naive people draw between Their Party and the Other Party, only in real life.

Well, that's just what one of the Bad Guys would say, isn't it?

Oh, you with your book-learning, you think you're smarter than me?

That's a very interesting question, let me show you the entire library that's been written about it (where if there were a satisfactory answer it would be shortish)

Marcello,
I think your list generalizes too much. I see three main types of words on the list. The first type indicates in-group out-group distinction and seems pretty poisonous to me. The second are ad hominem arguments which are dangerous, but do apply sometimes. And then there are a few like "too complicated." You call those "negative affect words"? Surely it is better to say "that is too complicated to be true" than to say simply "that is not true"?

-Millions of people believe it, how can they all be wrong?

-How can you possibly reduce all the beauty in the world to a bunch of equations?

Douglas says: """ And then there are a few like "too complicated." You call those "negative affect words"? Surely it is better to say "that is too complicated to be true" than to say simply "that is not true"? """

Well, yes, but that's only when whatever you mean by complicated has something to do with being true.  Some people though, just use the phrase "too complicated" just so they can avoid thinking about an idea, and, in that context it really is an empty negative-affect ph... (read more)

That was part of my point - that, in this one facet of human endeavor, and in modern times rather than ancient ones, it's remarkable the extent to which an actual Light Side Epistemology and Dark Side Epistemology have developed. Like the sort of contrast that naive people draw between Their Party and the Other Party, only in real life.

That sounds a lot more like you're being subject to the same bias.
"Some people have this view, even though reality is more complex, but what's amazing is that in a subject area I care a lot about, that's what's there.&... (read more)

"one man's modus ponens in another man's modus tollens."[1][2] is maxim that is easily weaponised by the Dark Side by taking it in a one sided way. One sees ones own implications as proving their consequents and the other sides implications as casting doubt on their antecedents.

If you once tell a lie, the truth is ever after your enemy.

I've told lies when I was a kid. If I got caught I gave up rather than doing an epistomological attack.

Richard Kennaway: "I feel that X." Every sentence of this form is false, because X is an assertion about the world, not a feeling. Someone saying "I feel that X" in fact believes X, but calling it a feeling instead of a belief protects it from refutation. Try replying "No you don't", and watch the explosion. "How dare you try to tell me what I'm f... (read more)

Nancy Lebovitz: If I say I feel something, I'm talking about an emotion.

That prohibits you from saying "I feel that X". No emotion is spoken of in saying "I feel that the Riemann hypothesis is true", or "I feel that a sequel to The Hobbit should never be made", or "I feel that there is no God but Jaynes and Eliezer (may he live forever) is His prophet", or in any other sentence of that form. "I feel" and "that X" cannot be put together and make a sensible sentence.

I believe that there are circumstances in which you can say "I feel that X".  What that could rationally mean is that you yourself recognize that you do not have enough evidence or knowledge to justify a belief about X vs. not-X, but that without evidence you lean toward X because you like that alternative.  You are admitting ignorance on the subject.  Ideally, this would then also imply an openness with regard to forming a belief about X or not-X given some evidence -- that recognition that all you have is a feeling about it means a very weak attachment to the idea of X.

Caledonian: What fundamental principles? As far as I can tell the only fundamental principle is that it has to work. But I'm open to counterexamples, if you are.

The recognition of what 'working' is, and the tools that have been found useful in reaching that state, is what constitutes the scientific method.

The scientific method is actually pretty specific - and it is not a set of tools. There is no systematic method of advancing science, no set of rules/tools which are exclusively the means to attaining scientific knowledge.

I think that one is poorly-phrased but defensible.  You can think of it as short hand for "Your life experiences have provided you with an insufficient collection of Bayesian priors to permit you to assert X with any reasonable certainty".

The worst one is "this is my truth". The ultimate victory of map over territory. In the universe I create, rocks fall up. Forcing me to believe in "gravity" puts you in my proper role as divine map-maker. Your "reason" and "evidence" are just a power grab. I choose not to believe the rock I'm about to drop on my toes will hurt. Ouch! You bastard, you contaminated my purity of self-definition.

"Everyone has a right to their own opinion" is largely a product of its opposite.  For a long period many people believed "If my neighbor has a different opinion than I do, then I should kill him".  This led to a bad state of affairs and, by force, a less lethal meme took hold.

Exactly - it's not epistemics, it's a peace treaty.

Your original point, which I didn't read carefully enough:

"I feel that X." Every sentence of this form is false, because X is an assertion about the world, not a feeling. Someone saying "I feel that X" in fact believes X, but calling it a feeling instead of a belief protects it from refutation. Try replying "No you don't", and watch the explosion. "How dare you try to tell me what I'm feeling!"

"No, you don't" sounds like a chancy move under the circumstances. Have you tried "How sur... (read more)

"I feel that X" really means, "I believe X, and accept that others will likely disagree." The purpose is to serve as a conversational marker showing that disagreement is expected. When used properly, this is simply to grease the wheels of discourse a bit, making it more likely that the respondent will have the proper idea about the attitude the speaker takes towards the idea, not to imply that the disagreement will be taken as unresolvable. It makes discourse more efficient. Of course, it can be misused in the way that Richard complains about, but I think he's being obtuse to be against the phrase in every manifestation, and especially obtuse in the way he frames his disagreement.

I am being forthright, not obtuse. I say again that there is no statement of the form "I feel that X", which would not be rendered more accurate by replacing it with "I believe that X". That people use the word "feel" in this way does not make it a statement about feelings: it remains a statement about beliefs. Neither of those statements actually contains any expression of a feeling about X.  Here is one that does: "I am angry that X". Compare "I feel that X" -- what is the feeling?  It is not there.  In a... (read more)

Hyperbole as a perversion of projection, arguments like: "...and next you'll be killing AI developers who disagree with FAI, to prevent them posing an existential threat." that contain both sufficient clear reasoning and sufficient unknowable elements as to sound possible, sure, plausible, even.  This is used to discredit the original idea, not the fantastical extrapolation.

How about the all-time great, now better than ever:
This time it will be different

Another good candidate may be revealed in the following Dostoevsky quote:

"If someone were to prove to me that Christ is outside of the truth, and it were truly so, that the truth was outside of Christ, I would prefer to remain with Christ, rather than with the truth."

[http://books.google.co.uk/books?ct=result&q=%22Christ+is+outside+of+the+truth%22&btnG=Search+Books]

Substitute 'Christ' for your favourite deity/belief system. This was the epistemological line I was not able to cross during my christian journey. Others may however, and once it is crossed, there may be little that can be done to rescue that person (other than perhaps pure shock and awe at the reprecussions of such a departure from reality). If this is not the root of a 'dark side epistemology', it is certainly the pinnacle of it, the final lie that must be accepted to justify all the ones that came before it. 

An interesting contrast to that is C.S. Lewis (through one of his characters): "Iâ��m on Aslanâ��s side even if there isnâ��t any Aslan to lead it. Iâ��m going to live as like a Narnian as I can, even if there isnâ��t any Narnia."

I agree with Thom Blake: "Everyone has a right to their own opinion" is a defense against unreliable hardware. Your opinion is wrong so I must kill you and take your women, or even just your opinion is wrong so I must repress you. 

For a long time, I've had problems with phrases that treat Pride as a good thing. i.e. "Take some pride in X" "Where is your pride?" "Have you no pride?"

I realize that in the past, Pride may have had many positive evolutionary values, but in modern times, we have more efficient and accurate ways to test for usefulness and prowess among our population. 

  There are two of these Generic Defenses, iterations of this species of logical fallacy, that I've found particularly vile.  They may collapse into one.  First, the extension of "tolerance" to assertions, e.g. "Be tolerant of my creationist beliefs", which means "My creationist beliefs are immune to discourse or thought: they command respect simply because they are my assertions," but disguises itself in the syntax of a honeyed pluralistic truism like "Be tolerant of people who hold opinions that aren't yours."  

Arguably, another one is the adage that when people disagree on anything very strongly, "the truth is usually in the middle."

It's not entirely nonsensical to anticipate and correct for people's tendency to exaggerate away from their perceived enemy, but it's not a reliable rule of thumb at all. It's not all that hard to find situations where one side is just wrong. 

Here's a better way to take polarisation into account: instead of concluding that "both sides are probably a bit right", it would be more realistic to say "both sides are probably wrong". Or better yet: "what both sides think is irrelevant, I'm just going to ignore the whole business and figure it out for myself."

The worst of them all is probably to judge an idea by some real or perceived characteristics of its proponents (e.g., "strident"). Taken to an extreme this leads to whining about issues like tone while ignoring content.

I believe the Dark Side coopted "cui bono?" because it has a valid usage: those who benefit from various policies may falsify or embelish their opinions, and "cui bono?" can sometimes identify faked opinions. (For instance, why do many businesses support minimum wage hikes?) A rationalist should count a suspect opinion as weaker evidence than a non-suspect opinion.

But the dark side uses it thus: if someone benefits, the belief is wrong and the evidence in its favor can be dismissed.

Example: "Who benefits from the story of the Holocaust? Israel. The Holocaust raises sympathy for Jews worldwide, and sympathizing voters and politicians in the United States and Europe enable Israel's continued existence."

This is 1) Not the rationalist use of "cui bono" and 2) COMPLETELY INSANE. Holocaust deniers use "cui bono?" to question if the Holocaust actually happened. They figure that the fact someone benefits is enough to support a worldwide, 65-year long conspiracy theory. No matter how much suspicious motives may make us weary of someone, the independent lines of evidence leading to the historical event of th... (read more)

An amusing Onion parody of anti-epistemology and crackpots: Rogue Scientist Has His Own Scientific Method

One method I've seen no mention of is distraction from the essence of an argument with pointless pedantry. The classical form is something along the lines of "My opponent used X as an example of Y. As an expert in X, which my opponent is not, I can assure you that X is not an example of Y. My opponent clearly has no idea how Y works and everything he says about it is wrong." which only holds true of X and Y are in the same domain of knowledge. 

A good example: Eliezer said in the first paragraph that a geologist could tell a pebble from the beach from a driveway. As a geologist, I know that most geologists, myself included, honestly couldn't tell the difference. Most pebbles found in concrete, driveways and so forth are taken from rivers and beaches, so a pebble that looks like a beach pebble wouldn't be suprising to find in someone's driveway. That doesn't mean that Eliezer's point is wrong, since he could have just as easily said "a pebble from a mountaintop" or "a pebble from under the ocean" and the actual content of this post wouldn't have changed a bit.

In a more general sense, this an example of assuming an excessively convenient world to fight the enemy arguments in, but I think this specific form bears pointing out, since it's a bit less obvious than most objections of that sort.

The dangerous thing is to have a false belief that you believe should be protected as a belief ...

No thought is sacred, for let no thought rank as "devotions";* no feeling is sacred (no sacred feeling of friendship, mother's feelings, etc.), no belief is sacred. They are all alienable, my alienable property, and are annihilated, as they are created, by me .

The Christian can lose all things or objects, the most loved persons, these "objects" of his love, without giving up himself (i.e., in the Christian sense, 

You know, the Jedi had bad epistemology, same as the Sith. For instance: "Only the Sith speak in absolutes!" .... Give it a moment. Think about it. Only is what kind of modifier again? 

I love this. I just . . . this is awesome. You rock. Thank you.

A popular sentiment is "I don't care about X!!!". Sometimes this even appears in memes proudly lauding the "fact" of their non-caring about whatever X happens to be. While it may be wise to take people's knee-jerk disapproval with a grain of salt, clearly we as humans are wired in such a way as to care what others think, for better or for worse. Instead of facing our emotions head-on, and admitting that we do care, it is much easier not to reveal how fragile we are to the world.

An interesting specific case study (although I haven't been... (read more)

I can't answer your questions about / criticisms of my belief, but if you ask my guru (or read his book), he'll definitely have the answers to all your questions."

(Or "her book" etc - but the examples I've come across have all used men as their infallible guru.)

The acronym FLICC describes techniques of science denial and alludes to a lot of dark side epistemology:

F - Fake Experts (and Magnified Minority): you've got your scientists and I've got mine (and even though There's No Consensus, mine are right and yours are wrong, that's for sure).

I - Impossible expectations. This refers to an unrealistic expectation of proof before acting on evidence. It tends to be paired with very low demands of evidence for the contrary position (confirmation bias). This is often unnecessary b... (read more)

Looking at Scott Alexander's Argument From My Opponent Believes Something, I guessed that the general Dark Side technique he's describing was misrepresentation borne out of sloppy analog thinking. But at the end he points out that he has listed a set of Fully General Counterarguments, all of which are tools of the dark side since they can attack any position and lead to any conclusion:

Jordan Peterson's redefinition of truth comes to mind. During his first appearance on Sam Harris' podcast, he presented the following: "Nietzsche said that truth is useful (for humanity). Therefore, what is harmful for humanity, cannot be "true". Example - if scientists discover how to create a new plague, that knowledge may be technically correct, but cannot be called "true". On the other hand, the bible is very useful. Like, extremely useful. So very useful, that even if not technically correct, the bible is nevertheless "true"."

Arguing against consistency itself. "I was trying to be consistent when I was younger, but now I'm more wise than that."

Most lies are bad, but there are circumstances where lying is necessary and does not make truth the enemy, when telling the truth causes immediate bad action.

When people in Germany were sheltering people during the holocaust, and a Nazi official asked if they were hiding anyone, the correct response was "no" even though it was a lie. When someone doesn't believe in a religion or is gay or something, but they would be cast out of the home or "honor-killed" if parents found out, they should lie until they have a way to escape. 

The vast majority who go about repeating the Deep Wisdom are more duped than duplicitous, more self-deceived than deceiving.

The “how to think” memes floating around, the cached thoughts of Deep Wisdom—some of it will be good advice devised by rationalists. But other notions were invented to protect a lie or self-deception: spawned from the Dark Side.

It's so unfortunate that "how to think" - the rules of proper belief - are not hardcoded in the system's firmware, and must instead be entered via user-supplied data the belief system is built to manage. I'd frame that this post is centrally about this user-caused systembehavior-variability, and the implicit security flaw.

The one that has been bothering me, personally, the most is the "it's was meant to happened, this is for the best" belief 

It's a block denying you to advance, a belief that defends itself because it's so comfortable believing in that you did not do a bad thing, in that every action you do is justifiable and for good so you don't need to take responsibility and the worst, it seems like a "mature" thing to believe in



The Sacred Mundane

So I was reading (around the first half of) Adam Frank's The Constant Fire, in preparation for my Bloggingheads dialogue with him.  Adam Frank's book is about the experience of the sacred.  I might not usually call it that, but of course I know the experience Frank is talking about.  It's what I feel when I watch a video of a space shuttle launch; or what I feel—to a lesser extent, because in this world it is too common—when I look up at the stars at night, and think about what they mean.  Or the birth of a child, say.  That which is significant in the Unfolding Story.

Adam Frank holds that this experience is something that science holds deeply in common with religion.  As opposed to e.g. being a basic human quality which religion corrupts.

The Constant Fire quotes William James's The Varieties of Religious Experience as saying:

Religion... shall mean for us the feelings, acts, and experiences of individual men in their solitude; so far as they apprehend themselves to stand in relation to whatever they may consider the divine.

And this theme is developed further:  Sacredness is something intensely private and individual.

Which completely nonplussed me.  Am I supposed to not have any feeling of sacredness if I'm one of many people watching the video of SpaceShipOne winning the X-Prize?  Why not?  Am I supposed to think that my experience of sacredness has to be somehow different from that of all the other people watching?  Why, when we all have the same brain design?  Indeed, why would I need to believe I was unique?  (But "unique" is another word Adam Frank uses; so-and-so's "unique experience of the sacred".)  Is the feeling private in the same sense that we have difficulty communicating any experience?  Then why emphasize this of sacredness, rather than sneezing?

The light came on when I realized that I was looking at a trick of Dark Side Epistemology—if you make something private, that shields it from criticism.  You can say, "You can't criticize me, because this is my private, inner experience that you can never access to question it."

But the price of shielding yourself from criticism is that you are cast into solitude—the solitude that William James admired as the core of religious experience, as if loneliness were a good thing.

Such relics of Dark Side Epistemology are key to understanding the many ways that religion twists the experience of sacredness:

Mysteriousness—why should the sacred have to be mysterious?  A space shuttle launch gets by just fine without being mysterious.  How much less would I appreciate the stars if I did not know what they were, if they were just little points in the night sky?  But if your religious beliefs are questioned—if someone asks, "Why doesn't God heal amputees?"—then you take refuge and say, in a tone of deep profundity, "It is a sacred mystery!"  There are questions that must not be asked, and answers that must not be acknowledged, to defend the lie.  Thus unanswerability comes to be associated with sacredness.  And the price of shielding yourself from criticism is giving up the true curiosity that truly wishes to find answers.  You will worship your own ignorance of the temporarily unanswered questions of your own generation—probably including ones that are already answered.

Faith—in the early days of religion, when people were more naive, when even intelligent folk actually believed that stuff, religions staked their reputation upon the testimony of miracles in their scriptures.  And Christian archaeologists set forth truly expecting to find the ruins of Noah's Ark.  But when no such evidence was forthcoming, then religion executed what William Bartley called the retreat to commitment, "I believe because I believe!"  Thus belief without good evidence came to be associated with the experience of the sacred.  And the price of shielding yourself from criticism is that you sacrifice your ability to think clearly about that which is sacred, and to progress in your understanding of the sacred, and relinquish mistakes.

Experientialism—if before you thought that the rainbow was a sacred contract of God with humanity, and then you begin to realize that God doesn't exist, then you may execute a retreat to pure experience—to praise yourself just for feeling such wonderful sensations when you think about God, whether or not God actually exists.  And the price of shielding yourself from criticism is solipsism: your experience is stripped of its referents.  What a terrible hollow feeling it would be to watch a space shuttle rising on a pillar of flame, and say to yourself, "But it doesn't really matter whether the space shuttle actually exists, so long as I feel."

Separation—if the sacred realm is not subject to ordinary rules of evidence or investigable by ordinary means, then it must be different in kind from the world of mundane matter: and so we are less likely to think of a space shuttle as a candidate for sacredness, because it is a work of merely human hands.  Keats lost his admiration of the rainbow and demoted it to the "dull catalogue of mundane things" for the crime of its woof and texture being known.  And the price of shielding yourself from all ordinary criticism is that you lose the sacredness of all merely real things.

Such distortions are why we had best not to try to salvage religion.  No, not even in the form of "spirituality".  Take away the institutions and the factual mistakes, subtract the churches and the scriptures, and you're left with... all this nonsense about mysteriousness, faith, solipsistic experience, private solitude, and discontinuity.

The original lie is only the beginning of the problem.  Then you have all the ill habits of thought that have evolved to defend it.  Religion is a poisoned chalice, from which we had best not even sip.  Spirituality is the same cup after the original pellet of poison has been taken out, and only the dissolved portion remains—a little less directly lethal, but still not good for you.

When a lie has been defended for ages upon ages, the true origin of the inherited habits lost in the mists, with layer after layer of undocumented sickness; then the wise, I think, will start over from scratch, rather than trying to selectively discard the original lie while keeping the habits of thought that protected it.  Just admit you were wrong, give up entirely on the mistake, stop defending it at all, stop trying to say you were even a little right, stop trying to save face, just say "Oops!" and throw out the whole thing and begin again.

That capacity—to really, really, without defense, admit you were entirely wrong—is why religious experience will never be like scientific experience.  No religion can absorb that capacity without losing itself entirely and becoming simple humanity...

...to just look up at the distant stars.  Believable without strain, without a constant distracting struggle to fend off your awareness of the counterevidence.  Truly there in the world, the experience united with the referent, a solid part of that unfolding story.  Knowable without threat, offering true meat for curiosity.  Shared in togetherness with the many other onlookers, no need to retreat to privacy.  Made of the same fabric as yourself and all other things.  Most holy and beautiful, the sacred mundane.

There's a difference between "moving experience" and "spiritual experience" that I think both Adam Frank and Eliezer are too quick to dismiss. Seeing a space shuttle blast off is inspirational, but as Eliezer correctly points out there's nothing private or especially religious about it.

Real religious experiences, the sort where you get one, say "Oh, I just saw God" and spend the rest of your life in a monastery trying in vain to capture that sense of connection again, are much more likely to be some very exotic neurological event. Consider for example the commonly remarked upon similarity of "trips" on entheogenic drugs, which we know are screwing with neurotransmission in some way, to mystical experiences.

This sort of a spiritual experience really is absolutely private and absolutely incommunicable. Those who have felt it describe it as a feeling completely alien to and much more powerful than any other feeling they've ever had - which seems completely plausible to me if it's really some sort of weird realignment of cognitive processes. How are you supposed to share or communicate a high-level reprogramming of your brain to someone else? How... (read more)

Real religious experiences, the sort where you get one, say "Oh, I just saw God" and spend the rest of your life in a monastery trying in vain to capture that sense of connection again

I know an atheist who gets these.  She used to think it was future superintelligences talking to her, but eventually she asked herself some very hard questions and managed to realize it was just a brain storm.  It's one of the most heroic acts of rationality I've ever seen anyone perform.

But considering that some atheists do get these involuntarily and the vast supermajority of religious folk never get them at all, why call them "religious experiences"?

But considering that some atheists do get these involuntarily and the vast supermajority of religious folk never get them at all, why call them "religious experiences"?

The explanation for this is in the same book from which I took the dhyana quote. I may write a post on it one day, although I worry that an explanation of mysticism by a possibly insane self-confessed magician is a little off-topic for this site.

The short version is that a dhyana experience is completely unconditioned, and the brain quickly sets about conditioning it with cultural experience. Anything that vast and that holy is assumed to be the most powerful entity in the culture of the person who experiences it, usually God. There's also some evidence that the dhyana experience can itself be conditioned by culture, in the same way that a paranoid suffering delusions of persecution for completely biological reasons may interpret it as demons in medieval Europe or the CIA in modern America. Just like the brain throws the label "the CIA" on what ought to be a general persecuted feeling, it throws the label "God", "Jesus", "Allah", "Buddha-nature", "Br... (read more)

Yvain, a professor named Steven T. Katz argues that mystical states of consciousness are always culturally informed, although I personally believe that is incorrect.

The problem talking about this sacred stuff is that a higher state of consciousness is attainable, but the experience of is not rationally describable to people who haven't attained it. There is a severance of rationality that is necessary for the change in consciousness. So we get the Zen koans and the talking burning bushes. Yet the ability to use the tools of rationality re-enters after complete attainment.  That is the meaning of “First there is a mountain, then there is no mountain, then there is.”  Religious theologies are almost entirely composed of attempts to describe, using the scientisms of their olden days, the conditions in the universe that would explain all of this.  

Then, a new circumstance entered. Since the Enlightenment, i.e. over the last 300 years or so, religious institutions have lost the esoteric meaning of theology, and both established religion and science became almost entirely ignorant of the existence of a higher state of consciousness.  Or else they call it “hallucinations,” etc.  Only very... (read more)

This isn't interpreted as a post-hoc attribution; just as the paranoid feels like it's the CIA after them, the Christian feels like they just saw Jesus.

Another example: in sleep paralysis, many people report seeing demonic type figures. Although I haven't been able to find any explicit evidence, I've seen suggestions that the exact variety of demon depends on the sleeper's expectation. For example, Chinese see something like a classic transparent ghost, Hmong see a tiny child-like figure, and Americans see stuff like typical horns-and-tail demons or typical pointy-hat type witches.

The mental "stimulus" in sleep paralysis doesn't have any features - it's just a general feeling of fear, unreality, and oppression. But the sufferer does see a demon or monster with the culturally appropriate features. 

So it's not contradictory to say both that dhyana itself is an "unconditioned" experience, and that individual experiences of dhyana can be detailed - although there may be many different types of emotionally powerful hallucination and "unconditioned" may be too vague to be a useful word.

According to the sadly-former-atheist John C. Wright, when he gets these hugely powerful "religious experiences", he gets the Trinity - yes, the good 'ol fashioned Trinity - talking to him directly.

This would seem to be some weird levels-of-abstraction confusion: the Father and the Son can influence you through the Holy Ghost (qui ex Patre Filioque procedit), but claiming the Trinity as a whole is talking to you seems to me to be double-counting evidence.

But considering that some atheists do get these involuntarily and the vast supermajority of religious folk never get them at all, why call them "religious experiences"?

Perhaps the same reason we call the game "Chinese Checkers" despite not being from China and not a variant of checkers: someone called it that, and the name stuck, and it's "too late" to change it now.

If another data point helps: when I experienced a version of this after some traumatic brain injury, I basically asked myself "What's more likely? That what I'm experiencing actually corresponds in some relevantly isomorphic way to a distal stimulus that existed prior to my injury, but which I didn't previously notice for some as-yet-unknown reason? Or that what I'm experiencing doesn't correspond to any relevantly isomorphic event, and I'm experiencing it primarily as a consequence of my brain injury?" (I wasn't anywhere near that precise in my formulation of the question at the time, of course.)

One major deciding factor for me was that I was at the same time experiencing other novel perceptions, none of which seemed to have much to do with one another if I interpreted each of them as evidence of actual events I was accurately perceiving, but which allowed for a common explanation if I interpreted them as evidence that I was hallucinating. And, of course, another major deciding factor was believing that brains had a lot to do with constructing perceived experience, and were capable of doing so in the absence of isomorphic distal stimuli.

The idea that there was a genuine external communicator (whether Divine or otherwise) that was deliberately seeking out brain-damaged or otherwise unreliable recipients didn't occur to me. Thinking about it now, my reaction is mostly to tell those hypothetical communicators to go fuck themselves.

The meek and self-doubting thing didn't occur to me, either. 

In general, the alternatives to "I'm hallucinating" I considered were all variations on "I am now able to perceive things I wasn't previously able to perceive" rather than "something that previously was able to communicate with me but chose not to is now choosing to communicate with me".

For example, I did toy with the idea that the trauma had fortuitously opened up some psychospiritual channel, perhaps by shutting off some part of my brain that ordinarily either blocked my ability to receive such signals or caused me to forget them or whatever... that's a pretty common trope in fantasy fiction as well. I also toyed with the idea that having my ordinary perceptions screwed with made me more receptive to noticing novel isomorphic-to-reality patterns as well as the novel non-itr patterns I was demonstrably noticing... like the way taking acid might make me less succeptible to certain optical illusions or cognitive biases.

It's similar to staying faithful to someone you love, e.g. a wife or a good king. Caring about the way the world really is even if the world is really painful. Not flinching away from reality because it tells you something you don't want to hear, not rebuking reality because it dares to disagree with you, not resenting reality because it seems unjust. Not replacing reality with a fantasy because you're bored or because you want to escape. Not gerrymandering the definition of what counts as staying faithful to reality. Like Eliezer's "something to protect". It's something that binds you to reality and keeps you from going out and identifying with a lot of stupid hypotheses and having sex with tons of chicks and getting STDs or delusions or whatever. (Note that going on dates with a lot of ideas is great, but you shouldn't have sex with every idea you come across.)

There's a risk here of using "mundane experience" as an applause light.

Consider the equivalent query - doctors have learned a lot about the brain by studying stroke victims. For example, one reason we know that the frontal cortex is responsible for inhibition is because people who get frontal cortex injuries lose their inhibition.

You can go up to a neurologist and say "That's wonderful...but couldn't you have learned the same thing if you really closely observed the brain of a normal person?" But why should the neurologist deny himself a useful tool just because it's not mundane enough?

You can learn arbitrarily much by contemplating everyday life. Eliezer theorizes that a superintelligence could deduce General Relativity just by watching an apple fall. But that doesn't mean you should turn your nose up at Einstein for using the perihelion of Mercury. There's no such thing as cheating in rationalism.

Eliezer:  All the ways that you don't think that religion is entirely wrong, I think that you simple label those as "not religion" and imagine them to be "human universals" possibly after some "extrapolation of volition".  

Also, isn't the science fiction about human space colonization on which your sense of space shuttles as sacred truly and entirely wrong?  When I see a space shuttle... well... it's like seeing a pyramid, a Soviet factory, or some other weird monument of sincere but stupid strategic error that partially invalidates the ocean of tactical correctness that it consists of.  

It is difficult for anything to be entirely wrong.  Stupidity is not reversed intelligence.  The question is whether you should drink from the old cup or start over.  For this, a few examples of subtle poison really ought to be enough.

Re: Space shuttles:  I know that, but they get to me anyway.  Apparently the sacredness of space shuttles is not something that this particular truth about them can destroy.  Sort of like a baby taking its very first steps and falling over.  It's not going anywhere for a while, but so what.

I think he meant that a baby's first steps are sacred even though they're not impressive qua steps.

William James' "Varieties of Religious Experience" was derived from the Gifford Lecture series he delivered around 1900-1902.  The first thing to bear in mind, then, is that James' definition of religion was intended as a working definition in order that his audience could follow his exposition.  As a founding father of the field of modern psychology and a proponent of pragmatic philosophy, dogmatism wasn't at all a part of James' style. 

Secondly, brilliant and amiable as he may have been in person, James referred to himself as a "sick soul," given to bouts of psychic entropy (i.e, depression).  His emphasis on the experiential quality of spirituality had nothing to do with supporting dogma or hewing to community supersition.  Rather, James saw positive spiritual experience as psychic uplift, eudaemonia--experienced idiosyncratically at the individual level, and  sought to examine and cultivate such experiences.  Seen from another vantage point, James was in fact exploring a world view based on seeking out the sacred in the mundane.  

Re: Adam Frank's book is about the experience of the sacred. I might not usually call it that, but of course I know the experience Frank is talking about. It's what I feel when I watch a video of a space shuttle launch; or what I feel - to a lesser extent, because in this world it is too common - when I look up at the stars at night, and think about what they mean.

Dawkins seems to think that too.  However, I severely doubt it.

IMO, the most obvious way for a rational agent to gain insight into religious experience - without all the training and rituals - is... (read more)

The difference between Scientific Awe and LSD hallucinations?

Scientific Awe is a pleasure of epiphany, of real understanding, of seeing how things fit, while LSD's awe is (for me at least) combined with a whole bunch of confusion and strangeness. It feels more intense, that yes! I grok it! is greater, and yet I'm never quite sure what it is that I grok. Explaining it into a Dictaphone just produces lots of rambling nonsense about unity and the connection of all things, including ideas, to each other.

The LSD thing will give you more ooomph, more intensity and certainty, as opposed to actual genuine scientific understanding which is of course always tempered by the other questions that understanding tends to bring up. You understand X but then that leads to the question "but why does X work that way?"

LSD is more emotional, more intense, and probably gives the "oh my god" response more, it's more surprising, more sudden, more physical. It isn't so tempered with new questions, perhaps because it doesn't actually explain anything, so the feeling that it's complete is perhaps the advantage. It leaves you feeling sated rathe... (read more)

Mysteriousness. I do not agree with this point as it is made. I can reconcile what I believe with the idea I think I see behind your point; but I may be wrong.

I do not agree with that because it seems to me you are implying that mysteriousness is always an excuse, without any other use. I think it is possible to genuinely want to answer questions, and dissolve mysteries as they appear, but to at the same time acknowledge the existence of as of yet non resolved ones.

I don't know if we will ever solve all interesting, non trivial mysteries, but I hope that o... (read more)

This post prompts the question: Has anyone tried getting together with some rationally inclined friends, chosen your favourite OvercomingBias posts and read them while tripping on Psilocybin?

I don't think my brain is particularly inclined towards spiritual experience but I've got a strong suspicion that would do the trick and possibly be an altogether positive long term influence. But don't everyone try this at home, or we might find Eleizer guilty as charged!

Spirituality is the same cup after the original pellet of poison has been taken out, and only the dissolved portion remains - a little less directly lethal, but still not good for you.

To the extent that spirituality is about privacy, discontinuity, lonliness, experientialism, faith and mysteriousness I must say I'm not a huge fan of spirituality either. As Michael has alluded to, there are other elements that some people would label 'spirituality' that are healthier and more compatible with the striving for an accurate understanding of our world. That's... (read more)

But the price of shielding yourself from criticism is that you are cast into solitude—the solitude that William James admired as the core of religious experience, as if loneliness were a good thing.

I was surprised by the conflation of words solitude and loneliness here.  

I'd say solitude is just a state of being alone while loneliness is an interpretation (usually negative) of that state by a person. 

It's not uncommon for people who are serious about their personal growth/thinking for themselves/creating things to seek solitude as a way of c... (read more)

Religion... shall mean for us the feelings, acts, and experiences of individual men in their solitude; so far as they apprehend themselves to stand in relation to whatever they may consider the divine.

James might have meant something different by emphasizing solitude than what you take him to task for. He continues:

Since the relation may be either moral, physical, or ritual, it is evident that out of religion in the sense in which we take it, theologies, philosophies, and ecclesiastical organizations may secondarily grow. In these lectures, however, a

Isn't it possible that many of the flaws you've listed creep into your thinking in via the Unfolding Story? For instance, your Story is probably somewhat private in that if we were watching a space shuttle launch you'd find it sacred and I'd think it was a harbinger of space militarization. And obviously, the faith charge often comes up on this score when it comes to futurists.

Take away the institutions and the factual mistakes, subtract the churches and the scriptures, and you're left with... all this nonsense about mysteriousness, faith, solipsistic experience, private solitude, and discontinuity.

I don't think so. I'm left with a resolve and a reminder to strive to be Christlike: to love my enemies, to always forgive, to never hold a grudge, to with complete willingness (this is hugely important!) give myself up to the service of others. 

I've never found such radical dedication to the state of mind of constant, selfless ser... (read more)

All the arguments about mystery aside, the first few paragraphs seem to be from a completely different post about the Sacred Experience instead if Religious Foo.

I might not usually call it that, but of course I know the experience Frank is talking about.  It's what I feel when I watch a video of a space shuttle launch; {...}

Sacredness is something intensely private and individual.

Which is something I would strongly agree with. In my view, what this is saying is that the association of something being sacred is something that can only ... (read more)

because in this world it is too common - when I look up at the stars at night

Crossposted this to the Richard Dawkins.net forums, with link and attribution. 

Am I supposed to not have any feeling of sacredness if I'm one of many people watching the video of SpaceShipOne winning the X-Prize?  Why not?  Am I supposed to think that my experience of sacredness has to be somehow different from that of all the other people watching? ... Is the feeling private in the same sense that we have difficulty communicating any experience?

There are more possible explanations. E.g. replace the word "sacredness" with "arousal".

I would suggest that concern over the 'sacred' is just one manifestation of a misplaced overconcern with emotion and sensation which is antithetical to rationality.






Against Doublethink

Singlethink

I remember the exact moment when I began my journey as a rationalist. 

It was not while reading Surely You’re Joking, Mr. Feynman or any existing work upon rationality; for these I simply accepted as obvious. The journey begins when you see a great flaw in your existing art, and discover a drive to improve, to create new skills beyond the helpful but inadequate ones you found in books.

In the last moments of my first life, I was fifteen years old, and rehearsing a pleasantly self-righteous memory of a time when I was much younger. My memories this far back are vague; I have a mental image, but I don’t remember how old I was exactly. I think I was six or seven, and that the original event happened during summer camp.

What happened originally was that a camp counselor, a teenage male, got us much younger boys to form a line, and proposed the following game: the boy at the end of the line would crawl through our legs, and we would spank him as he went past, and then it would be the turn of the next eight-year-old boy at the end of the line. (Maybe it’s just that I’ve lost my youthful innocence, but I can’t help but wonder . . .) I refused to play this game, and was told to go sit in the corner.

This memory—of refusing to spank and be spanked—came to symbolize to me that even at this very early age I had refused to take joy in hurting others. That I would not purchase a spank on another’s butt, at the price of a spank on my own; would not pay in hurt for the opportunity to inflict hurt. I had refused to play a negative-sum game.

And then, at the age of fifteen, I suddenly realized that it wasn’t true. I hadn’t refused out of a principled stand against negative-sum games. I found out about the Prisoner’s Dilemma pretty early in life, but not at the age of seven. I’d refused simply because I didn’t want to get hurt, and standing in the corner was an acceptable price to pay for not getting hurt.

More importantly, I realized that I had always known this—that the real memory had always been lurking in a corner of my mind, my mental eye glancing at it for a fraction of a second and then looking away.

In my very first step along the Way, I caught the feeling—generalized over the subjective experience—and said, “So that’s what it feels like to shove an unwanted truth into the corner of my mind! Now I’m going to notice every time I do that, and clean out all my corners!”

This discipline I named singlethink, after Orwell’s doublethink. In doublethink, you forget, and then forget you have forgotten. In singlethink, you notice you are forgetting, and then you remember. You hold only a single non-contradictory thought in your mind at once.

“Singlethink” was the first new rationalist skill I created, which I had not read about in books. I doubt that it is original in the sense of academic priority, but this is thankfully not required.

Oh, and my fifteen-year-old self liked to name things.

The terrifying depths of the confirmation bias go on and on. Not forever, for the brain is of finite complexity, but long enough that it feels like forever. You keep on discovering (or reading about) new mechanisms by which your brain shoves things out of the way.

But my young self swept out quite a few corners with that first broom.

Jeez, what's next? "Optimism Bias and My First Kiss"?

As an avid reader, I have to say I'm enjoying the personal revelations.  They have much in common with certain varieties of religious exuberance.  In fact the whole sequence has the feel of an Olde Tyme Rationalist Revival.

But butt smacking recollections from summer camp?  Surely there has to be a line somewhere.

I know.  I can't help it.  That was my first step into advanced rationality.  I mean, what was I supposed to say?  It was an important point and I wanted to get it across.

The truth doesn't always save a person.  It especially doesn't always save a person from embarrassment.

This sort of thing intrigues me. It underlines for me that our "technology of the mind" is still very young and unstructured.

Imagine what would happen if this one skill were explicitly taught in schools?

Out of curiosity, if you're still reading LessWrong, has this question resurfaced often since then? Do you think (or anyone think, since this is by no means a closed personal question) progress has been made on this "front"? Is the principle applicable, and is it realistic to have rationality be explicitly taught in public education? Is CFAR exactly what you had in mind back then?

I have been thinking this ever since I started the sequences. Another idea would be to try to produce children's books, and get them distributed as widely as possible.

The hard part is that it's one of those mental skills that can't really be taught.  You can tell people about it, but they have to learn it for themselves.  Because, even once you know about it intellectually, what it "feels" like when your brain is deliberately not thinking about something is almost certainly a subjective experience that will be different for everyone.

So, like Zen, you'd have to work out a large set of training scenarios that put a person in a situation where it'll happen and then draw their attention to it, and plan on having to run most people through quite a few of them before they grok.

I prefer to see examples like this. There are lots of good reasons for grounding these discussions in the concrete.

An exercise I adopted when I was a child that I did not read anywhere is to recall or reconstruct the thought that led to my current
thought, then the thought before that, etc.
By examining many such transitions, I discovered some generalizations about the unconscious function that takes thought N to thought N+1.

I do the same, too. (But I had never thought of it as an exercise, just curiosity about “Why the deuce am I thinking about this?”.) I think there was an xkcd comic about that, too, but I can't find it now.

Did you ever actually assert that your reasoning was out of principle, only to suddenly remember the experience through an unrelated pathway and thus the remember the real reason of your refusal later on, contradicting that initial assertion, or was it simply that you had never actually considered your reason of refusal until you were 15, and that it had only felt like you had been making the assumption that you had refused out of principle when you had never asserted that as truth- you had just never considered your reason, and you knew when you were 15 that there was reason to refuse- because it was a negative-sum game.

So, Eliezer. You're interested in the Singularity. And the Singularity will come about by means of self-improving artificial intelligence. If I understand correctly. Meanwhile, you're also interested in self-improvement of the human wetware - hence your contributions to this website. There's an obvious similarity between these two interests, possibly even an overlap.

By examining many such transitions, I discovered some generalizations about the unconscious function that takes thought N to thought N+1.

You started noticing the value of beating specific  biases at age 15, but apparently didn't get the importance of heuristics and biases in general till 2003. Why did that reflective generalisation take so long, when in hindsight it's so vital for your chosen path? That's not meant as criticism - I've done this too. I want to know how to fix it.

Incentive to think about this: doing so might lead you to notice something vital for safe seed AI.

RI, the problem was simply the size of the planet and its scientific literature.  I just didn't run into the field of heuristics and biases until that late.  I realized it was important the first time I read a mention-in-passing on a webpage - though I didn't realize how much there was to know and how little of it I knew; Emil Gilliam finally mailed me a copy of "Judgment Under Uncertainty".

At the age of fifteen, I realized the importance of defeating biases in general, I just didn't know there was a field that studied them.  I knew the importance of rationality in general, but I'd never heard the word "Bayesian".  It's a frighteningly big world out there - not like a hunter-gatherer tribe, where you can presume you know everything anyone else knows.

-- and since most writings in psychology are worthless, it is easy to give up on the whole field before one discovers worthwhile writings like "Judgement Under Uncertainty" and "The Moral Animal".

RI, a large part of my motivatation was simply to practice a mental skill: it is a delightful feeling to improve drastically one's ability to observe one's own deliberations.  Three decades and a severe bump on the head separate my teenage years from today, and today I am almost completely unable to do this exercise.

BTW, it is my guess that the exercises Eliezer and I describe will confer most of their benefits on exercisers who are still teenagers.

RI, to answer your question: the function that takes thought N into thought N+1 is complex enough that I did not learn anything that could be put into neat sentences, nor do I retain any declarative memories of what I learned except that the deliberation proceeded in a much more "predictable-in-retrospect" manner when I thought about some themes than when I thought about others.  E.g., I remember that thinking about my mom produced very opaque chain of thoughts.

The practice Eliezer describes strikes me as of greater potential benefit than the one I describe, but perhaps the one I describe can be accomplished by a greater fraction of teenagers reading these words.  Very few individuals are blessed with the delightful hardware that the teenage Eliezer had available for such exercises.

and since most writings in psychology are worthless, it is easy to give up on the whole field

Fair point. But if it annoys us, think how the rational minds in the field must feel!

...it is a delightful feeling...
...did not learn anything that could be put into neat sentences...
...much more "predictable-in-retrospect"...

Are you sure the model that your mind was using to report its own thought process corresponded to what was really going on under the bonnet? I've barely scratched the surface yet in studying bias and rationality (the 2 books you recommended are queuing on my shelf) but a recurring theme seems to be that introspection about one's own thought processes is often demonstrably unreliable, even among highly intelligent subjects working within their fields of expertise and reporting very high confidence in their introspections.

Maybe I'm just biased towards cross-fertilization between disciplines. I was just wondering about other vital but relatively obscure knowledge being missed for similar reasons, and if there might be a way to attack the problem. Anyhow, please thank Emil for us, a lot of people are getting stronger thanks to her little gift! :-)

That's what I get for posting at 1am. Apologies to Emil, who I see is an SIAI donor and therefore one of my favorite people :-)

That's a horrible game. Did you have a name for the game as well? Spank-to-spank?

I remember playing a game in which we would take turns punching each other in the stomach as hard as we could while trying not to flinch, but I viewed it as positive sum. Even though you get punched it's still a lot of fun.

Glad to know it wasn't just my own summer camp which was that deranged.

Might've been fun for you, but was it fun for everyone who was pressured into playing?  I'm also slightly skeptical of your after-the-fact judgment that the initiation ritual was fun.  But not too skeptical, for different people are different.

The ones for whom it was not fun were the ones in most need of the game. 

It's natural to be afraid of pain. It's your body's signal for damage. But pain in that kind of controlled environment, where you know you are fundamentally safe, and no damage will occur, gives you a chance to get over your fear of pain, which in most cases is much more painful than the pain itself.  

There are few things that a child will face that is more painful than the fear of pain. I think it's healthy for a child to be gently led out of that fear. When I was young, I was too afraid, and wish that someone had helped me to get past it.

Glad to know it wasn't just my own summer camp which was that deranged.

Far from it. I suspect it's a fairly universal game, either to signal "I am tough", or practice for handling pain or fear.

The version of this game popular in my country involves taking turns kicking a soccer ball at each other from a given distance, usually while the target is facing a wall. Whoever kicks the ball is up next, even if they miss. I assume it is a positive sum game, because kids would play this game of their own volition, though that could be because they don't want to refuse when invited. It was a rather uncommon game, relative to proper games.

I've also seen a game called "mercy" where the fingers of both parties are interlaced and bent backwards until someone gives up, the game called "chicken" involving driving cars at each other (which I've heard a lot about but never seen played), the crushing handshake, truth or dare. However, the most intriguing one is the drinking contest.

We played it with thrown balls, and the target had to stand there until someone missed.  But every time someone hit the person the throwing distance was increased by a step.

I totally agree about it being practice for handling pain and finding out what the limits are in a safe manner.  You'll see baby animals doing the same thing as they play, slowly ramping up the level of roughness until somebody squawks.

Unfortunately, it's also a way to reinforce an in-group if you can get some out-group players involved.  I only played it once since it didn't take me long to notice that, somehow, I was the only one who ever got actually hit with the ball whenever I was involved.

Interesting.  As a child I thought I could remember everything, so lying was easy, it's own memory of having lied, and thus distinct from reality.  It was only much later that I realized it was even possible for the two to become horribly confused in one's own mind.  But did you lie and forget the lie?  Or did you just incompletely remember and add the part about negative sums as an explanation of the behavior later on?  I think the "sweeping" of our minds' corners is also prone to give us false memories.  We think, "well, why did I do that?  Oh yeah!  Now I remember..."  You might have just been lucky to stumble upon what you now believe to be the real memory, but introspection, especially of the past isn't always so accurate.

Are you sure the model that your mind was using to report its own thought process corresponded to what was really going on under the bonnet?

I was very confident that I could reliably retain or reconstruct the last five or so actual thoughts of my conscious deliberation -- and the actual ordering or sequencing of those thoughts.  Although recalling or reconstructing a thought sometimes required a few seconds of effort or patience, the reconstruction sure felt like a reliable observation rather than an interpretation or the updating of a model or the use of a learned model.  As for extracting generalizations or regularities from those observations, like I said, I can recall making only one (declarative) generalization, but I have no reason to believe that I could not bring the same regularity-noticing, causality-extracting powers to bear on those observations that I could to any observations made by my senses.  (When observing a very complex process, the regularity-noticing consists mostly of implicit learning rather than explicit, declarative learning -- or so it seems to me.)

Interesting.  Now I'm thinking about my own journey.

Having been raised Christian... and in a very evangelical, pentecostal tradition no less... I wasn't exactly encouraged to think like this early on... great swathes of things were simply to be taken on faith, and doubt simply referred over to the appropriately doctrinal section of apologetics.  It did not help that both of my parents hold bachelor's degrees in Christian theology.

Nonetheless... they couldn't entirely shield me from the world.  The start of my journey, so far as I can recall, came while studying physics... which I did before high school, incidentally, as I was always a voracious reader.  I read about things like Einstein's Theory of Relativity, and Heisenberg's Uncertainty Principle... and after thinking about the implications of them, I realized that I was confused.

"Hang on, this can't be right.  God is omniscient, and thus has knowledge of everything, everywhere in the universe, irregardless of such pettiness as the speed of light being the maximum speed for transfer of information.  The tools of Science may not be able to determine both the exact position and momentum of a particle, but God must know!"

Of course, my initial reaction was wrong.  But I'd spotted a problem in my worldview, and additional study of science seemed to reinforce my nagging doubts.  I didn't have a word to explain it, then... indeed, I didn't have the words to fully articulate the problem until I read Atlas Shrugged in college, and thereby learned of the law of non-contradiction.  But it was seeing that contradiction that first got me thinking in terms of "either my religious beliefs are true, or a large body of experimentally verified science is true, but not both"... and having realized that, it left me open to changing my mind on the subject later on.  Which, fortunately, I did.

The most common Christian answer to that contradiction, when translated into modern parlance, is that God is the hardware on which the universe runs.  Not only can he know both the position and speed of a particle at any given time, but he, in fact, must know it at all times or it would cease to exist.

The fact that some philosophers could figure this out over a thousand years ago is impressive.  The fact that the majority of "believers" just blink in incomprehension and then go right on thinking of God as just a slightly mutated human who lives in the sky is disheartening.  Especially now that we routinely fly above the blue and know that what's "up there," in the physical sense,  is just more sky.

The first little heuristic trick toward mental health. It seems to me that children actually used to be taught such things, and weren't left to bring themselves up like wolf boys.

For some reason, this article had my mind wandering to "My Favorite Things". Turns out, there was a reason. Think Julie Andrews, and sing along:

When the dog bites, when the bee stings
When I'm feeling sad, 
I simply remember 
my favorite things
and then I don't feeel so bad!

Weren't children's stories full of such things, once upon a time? Every story had some lesson to be learned. I don't have kids, but my impression is that every story these days aims at imparting a proper attitude, not a useful skill.

Two of the three little pigs got eaten.  The grasshopper starved to death.  Little Red Ridinghood and her grandmother both got eaten with no miraculous rescue.  The boy who cried wolf got eaten, along with all his sheep.  The little mermaid didn't get the prince and was cursed to walk the world in agony for the rest of her days.  Several other stories, the central "villain" does something wrong (or maybe even just rude or inconsiderate) and the protagonist of the story kills them and all their family and burns their house down.

The stories these days are overly-worried about not scaring children with the fact that the world is a dangerous place and one mistake can be the end of you and everything you care about.  The old versions very much wanted to drive that point home.

As a society we've prioritized "feeling safe" over "being safe" when it comes to raising children.  Isn't that scary?

When I was a senior in highschool, I took microeconomics. Before senior year I never tried in school. Senior year I started to care about intellectual things and started trying. I hated my teacher and openly read the textbook in class instead of listening to her lectures.

When it came time for finals, I had a good grade in the class, some sort of high A, and had already been accepted to college. I figured out that if I don't do the final project, my grade would be a B.

I told this to my teacher. She was so angry at me and said she'd fail me. I said she can't, at least not without going against the grading rubric she had established in our syllabus.

I explained to her that I was frustrated because she was missing the most important concept in all of economics: incentives! How can she design the incentives and then be mad at me for acting accordingly? What kind of economist does that? Moreover, the whole system is set up with bad incentives. She should thank me for exposing them, recognize that I've grasped the important concepts, and give me an A.

At least that's the story I like to tell myself. And other people! It's not the truth though. The truth is I have major public speaking anxiety and didn't want to do the public speaking the final project would entail. That's all it was. I don't even think I grasped the centrality of incentives at the time. I think I learned about that about a year later once I discovered LessWrong.

Well, even that paragraph isn't really the truth, but it's something I tell people sometimes too. The reason I tell people these untrue stories is when I figure the truth doesn't matter much and because the story is just meant to convey a point, not be a description of who I am as a person. This comment itself is probably being made less clear and more awkward by this last paragraph, and I considered not including it for that reason. But things like that are a bit of a slippery slope. I noticed myself starting to believe the fake stories to some extent, and that's probably not worth the price of telling a less awkward story to people who I don't care about.

Based on this one comment I wonder whether you found a way to get round the uncomfortable public speaking thing. Whatever the case, your writing is refreshing, and interesting to read!

That's really awesome to hear, I appreciate the compliment! I don't think I ever got over the public speaking anxiety though. I say "don't think" because it's been such a long time since I've had to do public speaking, so it's possible that it has gone away, but I doubt it.



Doublethink: Choosing to be Biased

An oblong slip of newspaper had appeared between O'Brien's fingers. For perhaps five seconds it was within the angle of Winston's vision. It was a photograph, and there was no question of its identity. It was the photograph. It was another copy of the photograph of Jones, Aaronson, and Rutherford at the party function in New York, which he had chanced upon eleven years ago and promptly destroyed. For only an instant it was before his eyes, then it was out of sight again. But he had seen it, unquestionably he had seen it! He made a desperate, agonizing effort to wrench the top half of his body free. It was impossible to move so much as a centimetre in any direction. For the moment he had even forgotten the dial. All he wanted was to hold the photograph in his fingers again, or at least to see it.

There was a memory hole in the opposite wall. O'Brien lifted the grating. Unseen, the frail slip of paper was whirling away on the current of warm air; it was vanishing in a flash of flame. O'Brien turned away from the wall.

'Ashes,' he said. 'Not even identifiable ashes. Dust. It does not exist. It never existed.'

'But it did exist! It does exist! It exists in memory. I remember it. You remember it.'

Winston's heart sank. That was doublethink. He had a feeling of deadly helplessness. If he could have been certain that O'Brien was lying, it would not have seemed to matter. But it was perfectly possible that O'Brien had really forgotten the photograph. And if so, then already he would have forgotten his denial of remembering it, and forgotten the act of forgetting. How could one be sure that it was simple trickery? Perhaps that lunatic dislocation in the mind could really happen: that was the thought that defeated him.

What if self-deception helps us be happy?  What if just running out and overcoming bias will make us—gasp!—unhappy?  Surely, true wisdom would be second-order rationality, choosing when to be rational.  That way you can decide which cognitive biases should govern you, to maximize your happiness.

Leaving the morality aside, I doubt such a lunatic dislocation in the mind could really happen.

Second-order rationality implies that at some point, you will think to yourself, "And now, I will irrationally believe that I will win the lottery, in order to make myself happy."  But we do not have such direct control over our beliefs.  You cannot make yourself believe the sky is green by an act of will.  You might be able to believe you believed it—though I have just made that more difficult for you by pointing out the difference.  (You're welcome!)  You might even believe you were happy and self-deceived; but you would not in fact be happy and self-deceived.

For second-order rationality to be genuinely rational, you would first need a good model of reality, to extrapolate the consequences of rationality and irrationality.  If you then chose to be first-order irrational, you would need to forget this accurate view. And then forget the act of forgetting.  I don't mean to commit the logical fallacy of generalizing from fictional evidence, but I think Orwell did a good job of extrapolating where this path leads.

You can't know the consequences of being biased, until you have already debiased yourself.  And then it is too late for self-deception.

The other alternative is to choose blindly to remain biased, without any clear idea of the consequences.  This is not second-order rationality.  It is willful stupidity.

Be irrationally optimistic about your driving skills, and you will be happily unconcerned where others sweat and fear.  You won't have to put up with the inconvenience of a seatbelt.  You will be happily unconcerned for a day, a week, a year.  Then CRASH, and spend the rest of your life wishing you could scratch the itch in your phantom limb.  Or paralyzed from the neck down.  Or dead.  It's not inevitable, but it's possible; how probable is it?  You can't make that tradeoff rationally unless you know your real driving skills, so you can figure out how much danger you're placing yourself in.  You can't make that tradeoff rationally unless you know about biases like neglect of probability.

No matter how many days go by in blissful ignorance, it only takes a single mistake to undo a human life, to outweigh every penny you picked up from the railroad tracks of stupidity.

One of chief pieces of advice I give to aspiring rationalists is "Don't try to be clever." And, "Listen to those quiet, nagging doubts."  If you don't know, you don't know what you don't know, you don't know how much you don't know, and you don't know how much you needed to know.

There is no second-order rationality.  There is only a blind leap into what may or may not be a flaming lava pit.  Once you know, it will be too late for blindness.

But people neglect this, because they do not know what they do not know.  Unknown unknowns are not available. They do not focus on the blank area on the map, but treat it as if it corresponded to a blank territory.  When they consider leaping blindly, they check their memory for dangers, and find no flaming lava pits in the blank map.  Why not leap?

Been there.  Tried that.  Got burned.  Don't try to be clever.

I once said to a friend that I suspected the happiness of stupidity was greatly overrated.  And she shook her head seriously, and said, "No, it's not; it's really not."

Maybe there are stupid happy people out there.  Maybe they are happier than you are.  And life isn't fair, and you won't become happier by being jealous of what you can't have.  I suspect the vast majority of Overcoming Bias readers could not achieve the "happiness of stupidity" if they tried.  That way is closed to you. You can never achieve that degree of ignorance, you cannot forget what you know, you cannot unsee what you see. 

The happiness of stupidity is closed to you.  You will never have it short of actual brain damage, and maybe not even then.  You should wonder, I think, whether the happiness of stupidity is optimal—if it is the most happiness that a human can aspire to—but it matters not.  That way is closed to you, if it was ever open.

All that is left to you now, is to aspire to such happiness as a rationalist can achieve.  I think it may prove greater, in the end. There are bounded paths and open-ended paths; plateaus on which to laze, and mountains to climb; and if climbing takes more effort, still the mountain rises higher in the end.

Also there is more to life than happiness; and other happinesses than your own may be at stake in your decisions.

But that is moot.  By the time you realize you have a choice, there is no choice.  You cannot unsee what you see.  The other way is closed.

PS:  See also Scott Aaronson's classic On Self-Delusion and Bounded Rationality.

I am not an island. There are a few good ways to set up a life of bounded bias or a rational decision about whether or not to engage in bias. I am a social creature and as such am acutely aware that most of my decisions are made as a mix of peer pressure, groupthink, discussions with friends, unconscious reasoning and whatever media I may have managed to digest in the past few hours. I have several friends, one of whom is a dedicated rationalist but a genuinely kind person, his name is Steve I have given him these instructions..::please give me unsolicited advice and interrupt me if you see me doing something stupid or immoral but only if you think I could emotionally cope with the reasons why my action was immoral:: I have another friend he's something of a spiritualist and currently some form of wiccan something or other. His name is Dave, also a kind person and he has explicit instructions. ::Please give me unsolicited advice and help me out if I seem to be unhappy Give me the course of action you think would make me happiest so long as it doesn't conflict with what Steve has told me to do. When I have to get a good think on about something I call steve and dave separately, then... (read more)

Perhaps I am just contrarian in nature, but I took issue with several parts of her reasoning.

"What you're saying is tantamount to saying that you want to fuck me. So why shouldn't I react with revulsion precisely as though you'd said the latter?"

The real question is why should she react with revulsion if he said he wanted to fuck her?  The revulsion is a response to the tone of the message, not to the implications one can draw from it.  After all, she can conclude with >75% certainty that any male wants to fuck her.  Why doesn't she show revulsion simply upon discovering that someone is male?  Or even upon finding out that the world population is larger than previously thought, because that implies that there are more men who want to fuck her?  Clearly she is smart enough to have resolved this paradox on her own, and posing it to him in this situation is simply being verbally aggressive.

"For my face is merely a reflection of my intellect. I can no more leave fingernails unchewed when I contemplate the nature of rationality than grin convincingly when miserable."

She seems to be claiming that her confrontational behavior and unsocial values are insepara... (read more)

"believing you're happy" and "in fact happy" strike me as distinctions without distinction. How are they falsifiable?

What if self-deception helps us be happy?  What if just running out and overcoming bias will make us - gasp! - unhappy? 

You are aware, I'm sure, of studies that connect depression and freedom from bias, notably overconfidence in one's ability to control outcome.

You've already given one answer: to deliberately choose to believe what our best judgement tells us isn't so would be lunacy.  Many people are psychologically able to fool themselves subtly, but fewer are able to deliberately, knowingly fool themselves.

Another answer is that even though depression leads to freedom from some biases and illusions, the converse doesn't seem to apply.  Overcoming bias doesn't seem to lead to depression.  I don't get the impression that a disproportionate number of people on this list are depressed.  In my own experience, losing illusions doesn't make me feel depressed.  Even if the illusion promised something desirable, I think what I have usually felt was more like intellectual relief, "So that's why (whatever was promised) never seemed to work."

Depression is specifically linked to reducing overconfidence. People more accurately assess their own abilities (and perhaps others' abilities as well). I'm not aware that it's linked to decreasing other biases.

"How happy is the moron: / He doesn't give a damn. / I wish I were a moron. / -- My God, perhaps I am!"

Or, in other words, wanting to be stupid is itself a form of stupidity.

I'm pleased to say that, through a great deal of study and practice, I have learned how to unlearn things that I know. This is called skepticism. A key to it is the ability to imagine plausible alternatives to whatever is believed. Descartes is famous for developing this idea, although he was constrained by his society from completely embracing it. Pyrrho and Sextus Empiricus developed this idea, but their community was persecuted and destroyed by the Christians, too.

Skepticism is not opposed to rationality, but neither does it accept that a rationally der... (read more)

This thing about depressed people being unbiased makes no sense to me. Maybe they're not overconfident, but aren't they underconfident instead? I'd find it pretty surprising if a mental illness was correlated with common sense.

Anyway, perhaps the key to being rational and happy is suppressing not facts, but fear of them. No, you can't have a pony. Get over it.

Tiiba: "makes no sense" and "would be surprising" are very different things, and the former is excessive for the claim about depressed people. The level of confidence that's optimal for making correct predictions about the world could be much lower than the level that's optimal for living a happy life. Do you have some way of knowing that it isn't?

(Let me forestall one argument against by remarking that evolution is not in the business of maximizing our happiness.)

Um, there are readers of this blog, and there are people who enjoy the "happiness of stupidity" (which is not the same as just having a low IQ; it involves other personality traits as well).  I don't think there's much overlap between those two groups.  But they are far from being the only two groups in the world, and there is no dichotomy between them.

My understanding is that happiness is a product of biochemistry and neuroanatomy, and doesn't have to inherently correlate with any knowledge, experience, or heuristic.

Does having an explanatory style personality (ie delusional optimism) lead to reduced rates of depression and increased happiness?

http://www.psych.nyu.edu/oettingen/OETTINGEN1995EXPLANATORY.PDF

"Leaving the morality aside, I doubt such a lunatic dislocation in the mind could really happen."

Have you talked to any religious people lately?  "Oh, the tornado ripped my neighbors house off the foundations, but we were spared.  I guess God was looking out for us!"

Could anyone say that without willfully blinding themselves?  Do they really think they are better people than their neighbors, and that God moved the tornado away from their house?  Yet you hear stuff like this all the time.  And I think they really believe it.

Surely, true wisdom would be second-order rationality, choosing when to be rational. ... You can't know the consequences of being biased, until you have already debiased yourself.  And then it is too late for self-deception. The other alternative is to choose blindly to remain biased, without any clear idea of the consequences.  This is ... willful stupidity.

This isn't quite fair.  While it is true that you couldn't know the detailed consequences of being biased, you could make a rational judgment under uncertainty, given what you do know.  And it should b... (read more)

While it is true that you couldn't know the detailed consequences of being biased, you could make a rational judgment under uncertainty, given what you do know.

Yes, but for it to be a rational judgment under uncertainty, you would have to take into account the unknown unknowns, some of which may be Black Swans (where rare events accounts for a significant fraction of the total weight), plus such well-known biases as overconfidence and optimism.  Think of all that worrying you'll have to do... maybe you should just relax...

State legitimacy is similarly based on such self deception, whether it uses the traditional "'cos God says so" approach, or the more modern, "'cos we won a popularity contest." idea: in neither circumstance is there any real reason why people in general should act as if the state has the right to make laws and manage people, and yet it does, apparently to the general good unless you happen to be a radical libertarian.

Surely this is the same as the happiness case: by having most people in a nation sharing the delusional belief in the legitimacy of the state, the nation as a whole benefits.

Eliezer, we are in essence talking about a value of info calculation.  Yes, such a calculated info value rises with rare important things you might know if you had the info.  But even so it is not guaranteed that info will be worth the cost.  Similarly, it is not guaranteed that our choosing to avoid bias will be worth the costs.

It seems to me simpler to just say that given our purposes we judge better overcoming our biases to in fact be cost-effective on the topics we emphasize here.  The strongest argument for that seems to me that we emphasize topics where our evolved judgments about when we can safely be biased are the least likely to be reliable guides to social, as opposed to personal, value.

...you will think to yourself, "And now, I will irrationally believe that I will win the lottery, in order to make myself happy."  But we do not have such direct control over our beliefs.  You cannot make yourself believe the sky is green by an act of will.

My father was a dentist, and when I was 7 he learned hypnosis to use to anesthetise his patients. Of course he practiced on me while he was learning. (As it turned out, he did successful anesthesia with it for a few years before people started spreading stories that hypnosis was dangerous mind-control and he quit.)

With posthypnotic suggestion people can easily believe things that they have no reason to believe, remember things they did not experience, and ignore their senses up to a point. I've done it. It all feels real.

I learned to hypnotise people a little, and I learned how to do it on myself. It certainly can be done. You do have that control over your beliefs, if you're willing to use it.

Which is not to say it's a good idea. IME the main time it's useful to make yourself believe something is when you have nothing to lose by burning your bridges, when you lose everything anyway if... (read more)

False memories are horrifyingly easy to induce. Here is a Scientific American story on the subject from 1997, and  here is a scary story from an ex-Scientologist about how to induce false memories using Scientology auditing. "Up to this day, I intellectually know that this story was a fiction written by a friend of mine, but still I have it in vivid memory, as if I was the very person that had experienced it. I actually can't differentiate this memory from any other of my real memories, it still is as valid in my mind as any other memory I have."

Human memories are untrustworthy. This leads to a philosophical dilemma about whether or not to trust your memory, and how much, and what you're supposed to use if you can't trust your memory.

"Evolution has favored a species that buys lottery tickets."

It's (statistically) bad for the individual but good for the species. Although even buying lottery tickets -or the other natural equivalents is probably deoptimized behavior. I imagine there's some bayesian optimized approach for a species and the spectrum of risk taking its members would engage in. In contrast I suspect our species performs functionally rather than optimally.

I have come to realize that inside my mind is not merely self-delusion, but a full-blown case of doublethink. There are two mutually exclusive statements that I simutaneously hold to be unquestionably true. Here they are:

1) I should not cause suffering to others.
2) Only my own happiness really matters.

I can even explain this doublethink. I am naturally selfish, but society makes me be good. I could try to believe that only I matter, and do good things only for the show, but that strategy doesn't work for most ... (read more)

"Evolution has favored a species that buys lottery tickets."

It's (statistically) bad for the individual but good for the species.

This is a group selection argument.  (If you don't know what that means, it's something that biologists use to scare their children.)  Evolution does not operate on species.  It operates on individuals.  Genes that are statistically bad for individuals drop out of the gene pool no matter what they do for the species.

This is an ancient and thoroughly discredited idea.  See George Williams's "Adaptation and Natural Selection."

Eliezer, I mentioned behaviors/biases that are statistically bad for the individual, not genes. Also, I'm interested in your take on the idea that the existence of humans with a range of different biases can be good for other humans, even if it's not optimal from the perspective of the person with the bias.

"When I read about context insensitivity, I wondered if that's really a bias, or just apathy masquerading as concern. I'd probably give the same amount to save five birds as I would to save Atlantis from sinking. Both are social acts."

I want to clarify. I do believe in context insensitivity, but think indifference was also a factor in the donation case.

Genes that are bad for many of the individuals that carry them but that have large jackpots can be selected. As for how you tell whether the occasional large jackpot makes up for the common failure, it takes a long time to tell.

With lotteries you can judge by the house. They're in business to make money, they have wealth that they got from previous lotteries, it makes sense the odds are against you in the longterm. But that reasoning doesn't work in general.

Human beings who see jackpot events happen will sometimes gamble for long times without winning a ja... (read more)

Eliezer, do you concede that there is no difference between "believing you're happy" and "really being happy"?

HA, I was surprised you stumbled into that one. A good introductory example of how evolution does not optimize at the species but at the gene-level can be found here. It is by Richard Dawkins, who is also known for the term "meme", which is an idea that can be analyzed like a gene. Unless the meme that buying lottery tickets is a good idea is beneficial for those that hold it, we should not expect it to become prevalen... (read more)

Eliezer, do you concede that there is no difference between "believing you're happy" and "really being happy"?

No.  There is a difference between believing you love your stepchildren and loving your stepchildren, between believing you're deeply upset about rainforests and being deeply upset about rainforests, and between believing you're happy and being happy.

As soon as you turn happiness into an obligatory sign of spiritual health, a sign of virtue, people will naturally tend to overestimate their happiness.

Falsifiable difference?  Put 'em in an fMRI or use other physiological indicators.

Unless the meme that {buying lottery tickets is a good idea} is beneficial for those that hold it, we should not expect it to become prevalent even it if benefits the species.

But it is prevalent. And on average people lose money at it, while the occasionaly winners tend not to do well.

So it's natural to suppose that the meme for buying lottery tickets is a perversion of some other functional meme.

Here's a way that lotteries could be functional after all for people in extended families. If you sacrifice and save and start to build up a little capital, you m... (read more)

"Evolution does not operate on species. It operates on individuals. Genes that are statistically bad for individuals drop out of the gene pool no matter what they do for the species."

Imagine a gene that caused 9/10 of the humans who have it to be twice as fertility and attractiveness as the population that did not have it, while 1/10 of the humans who have it can't reproduce at all. This would be a gene that would serve the species (i.e. the portion of the species that had it), even though it would harm some individuals. Notice that the inability... (read more)

Imagine a gene that caused 9/10 of the humans who have it to be twice as fertility and attractiveness as the population that did not have it, while 1/10 of the humans who have it can't reproduce at all.

this is means that the allele (genetic variant) increase fitness by a factor of 1.8.  this is not a "species level" benefit in anything but a tautological way.  higher levels of selection or dynamic processes are only interesting if they can not be reduced down to a lower level. e.g., you can increase the fitness of the group by simply increasing t... (read more)

This is an ancient and thoroughly discredited idea. See George Williams's "Adaptation and Natural Selection."

i am generally skeptical of group selectionist arguments, but we are probably on the cusp of a renaissance in this area.  it will be spearheaded by e.o. wilson, who has always been a "believer," but who now believes that group selection (or at least multi-level selection) has the empirical and analytical firepower to make a comeback.  i am cautiously skeptical, but in the interests of honesty i think that "ancient and thorou... (read more)

Imagine a gene that caused 9/10 of the humans who have it to be twice as fertility and attractiveness as the population that did not have it, while 1/10 of the humans who have it can't reproduce at all. 

btw. you don't have to imagine.  sickle cell is like this.  a proportion of the population gets increased benefit from having the gene, and a proportion gets decreased benefit, in the ratio of heterozygotes (those who carry one sickle cell allele and one normal) and homozogytes (those who carry two alleles), i.e., 2pq:q^2.  that's not species selection, it's standard balancing selection upon one gene.

What's wrong with group selection? All you need is for the benefit to the individual of being in a group in which trait X is sufficiently common to be sufficiently bigger than the benefit of not having trait X in the individual... or am I confused?

You know, self-deception has attracted some inquiry already.

Doug, what's wrong with group selection is mostly that selection at the individual level works so much faster. If something's harmful to individuals, it's likely to have been wiped out by individual-level selection before it gets the chance to help the group.

It's possible to concoct scenarios where group-level effects win. For instance: some allele has no effect at all when heterozygous, but when homozygous it causes its bearer to become astonishingly altruistic. By the time there's much incidence of homozygosity in any given community, the chances are tha... (read more)

Doug S, G has given a good explanation (except possibly the last sentence which is debatable.) I'll explain again: Selection happens when genes increase in frequency compared to other genes. Since genes always happen inside individuals, a gene that causes its individuals to leave fewer offspring in the population will be selected against, regardless of what it does for the population as a whole.

A gene that results in good stuff for the population but that doesn't result in its own carriers increasing more than others won't increase in the population even t... (read more)

James Bach, if something has a frequency above 1% and has high fitness costs to those that hold it, it is probably pathogenic rather than genetic. You can find more on that from Greg Cochran at the bottom of this page.

You know, back in the old days, before I jumped on the Lesswrong train,  I would say I willed myself into believing in God. Because whether he existed or not didn't change empirical conclusions: the world could have been created five minutes ago, intelligent design could have happened etc. etc.

But doing that made me angst and feel uneasy and there was something nagging at me. You know, those beliefs hurt, but it hurt even harder to get them out. I fought every inch for them. But when I lost, it was a relief, it felt like I had won.

As far as I can tell, the weakness of the article is that it assumes one is deciding for oneself. One could decide to help others become irrational (on some issues) if you rationally decide it is best for them.

As far as I can tell, the weakness of the article is that it assumes one is deciding for oneself. One could decide to help others become irrational (on some issues) if you rationally decide it is best for them.

I never had a scientific intuition.  In college, I once saw a physics demonstration with a cathode ray tube -- moving a magnet bent the beam of light that showed the path of the electrons.  I had never seen electrons before and it occurred to me that I had never really believed in the equations in my physics book; I knew they were the right answers to give on tests, but I wouldn't have expected to see them work.

I'm also missing the ability to estimate.  Draw a line on a sheet of paper; put a dot where 75% is.  Then check if you got ... (read more)

Overestimating my driving skills is obviously bad. But how about this scenario of the possibility of happiness destroyed by the truth?

Suppose, on the final day of exams, on the last exam, you think you’ve done poorly. In fact, you only got 1 in 10 questions completely right. On the other 9, you hope you’d get at least a bit of partial credit. On the other hand, all 4 of your friends (in the class of 50) think they’ve done poorly. Maybe there will be a curve? In fact, if the final exam curve is good enough, you might even get an A for the course.

This is the peculiar blindness of rationalists. Everywhere you look, you can see people denying reality, and yet rationalists talk like it can't be done.

Winston, after being tortured, eventually could see 5 fingers where there were only 4. Most people are much more malleable than that. They already had a preference for believing what they're told to believe. You can see it everywhere you look.

Even if you ignore the daily evidence of your senses, just as a matter of the evolutionary pressure of centuries of ideological terror and executions, shouldn't we ex... (read more)

Since this is the featured article thingy of today I'm commenting, maybe someone will see this and want to engage this argument or agree and make sure that the smart guys in lab coats see it.

By the time you realize you have a choice, there is no choice.  You cannot unsee what you see.  The other way is closed.

For now. But once we control neuroscience really well, this entire can of worms gets opened up again. Perhaps Brave New World would be a more appropriate dystopia to reference than 1984, because in that world they actually DO believe what the gove... (read more)

"You might even believe you were happy and self-deceived; but you would not in fact be happy and self-deceived."

As far as I've got this happiness thing figured out, you're it when you believe you are, and you're not when you believe you're not. There is, in fact, not necessarily a correlation between how happy a person should be, and how happy they feel. Feelings don't have to correspond to reality. One can consciously choose to no longer be bothered by something and just be happy instead. For me at least, with a little effort, it works. And it can be validated just as easily, just by stating that my sole utility function is to be happy. The human brain is a lotus-eater machine.

The 30-year-old me who was terrified of death would have given belief in an afterlife as an exception to this.  The 45-year-old me is a member of cryonics provider Alcor.

Well, when you have "Homosexuals in the Basement", and the Nazi officer rings at your door, you had better make yourself believe you don't have them. What is, precisely, the difference between this deep-immersion roleplay, and genuine self-delusion, for all practical purposes? This is not a rhethorical question.

Leaving the morality aside, I doubt such a lunatic dislocation in the mind could really happen. Second-order rationality implies that at some point, you will think to yourself, "And now, I will irrationally believe that I will win the lottery, in order to make myself happy."  But we do not have such direct control over our beliefs.

We routinely generate a swath of irrational beliefs, spawned e.g. by deep seated biological biases such as "That girl I just met, she is so special, I will love and cherish her forever and ever." You notice... (read more)

This immediately brings to mind the old adage about it being better to be Socrates dissatisfied than a pig satisfied.  I'd imagine, from the pig's point of view, that the loftiest height of piggy happiness was not terribly dissimilar from the baseline level of piggy contentment, so equating "happiness" to "contentment" would not be an inexcusable breach of piggy logic.  Indeed, we humans pretty much have to infer this state of affairs when considering animal wellbeing ("appearance of sociobiological contentment approximates happine... (read more)

I had the happiness of stupidity once. While younger I edged into the valley and recoiled. I believe I even made a conscious choice and enforced it through various means. It was a good time over about two years, and it was unsustainable. I made the mistake of continuing to gain knowledge about human nature, I kept my curiosity and my fascination with how things worked and thus was my ignorance doomed. I dipped deep into the valley and eventually found this place, where I (hopefully) hit critical mass of bootstrap.

If I had stayed in that bubble of wilful ig... (read more)

 Isn't love a "happiness of stupidity" to some degree? It defies rationality, and the odds of it lasting aren't good statistically. Should you believe in it, then?

While you can't fool your logical brain, if you want to have a false belief to make you happy, you don't need to anyway. The brain is compartmentalized and often doesn't update what you feel intuitively true, or what you base your actions on, just because you learned a fact. This sentence: "You can't know the consequences of being biased, until you have already debiased yourself" strikes me as most hard to believe. Reading about a bias and considering its consequences, esp. in an academic mindframe does NOT debias you. That requires applying it t... (read more)

The happiness of stupidity is not closed to me.  By the time I've made 1 rational decision (by whatever metric one wants to use) I'll have made 100 irrational ones.  Stupidity and irrationality is built into the very way I operate.

I am primarily composed stupid and irrational beliefs and I am continually creating more.  

You don't choose to be irrational, that's the default position.

Rationality is a limited precious resource that you use to diagnose and fix problems within the irrational milieu of systems and subsystems that make up your mind.



No, Really, I've Deceived Myself

I recently spoke with a person who... it's difficult to describe.  Nominally, she was an Orthodox Jew.  She was also highly intelligent, conversant with some of the archaeological evidence against her religion, and the shallow standard arguments against religion that religious people know about.  For example, she knew that Mordecai, Esther, Haman, and Vashti were not in the Persian historical records, but that there was a corresponding old Persian legend about the Babylonian gods Marduk and Ishtar, and the rival Elamite gods Humman and Vashti.  She knows this, and she still celebrates Purim.  One of those highly intelligent religious people who stew in their own contradictions for years, elaborating and tweaking, until their minds look like the inside of an M. C. Escher painting.

Most people like this will pretend that they are much too wise to talk to atheists, but she was willing to talk with me for a few hours.

As a result, I now understand at least one more thing about self-deception that I didn't explicitly understand before—namely, that you don't have to really deceive yourself so long as you believe you've deceived yourself.  Call it "belief in self-deception".

When this woman was in high school, she thought she was an atheist.  But she decided, at that time, that she should act as if she believed in God.  And then—she told me earnestly—over time, she came to really believe in God.

So far as I can tell, she is completely wrong about that.  Always throughout our conversation, she said, over and over, "I believe in God", never once, "There is a God."  When I asked her why she was religious, she never once talked about the consequences of God existing, only about the consequences of believing in God.  Never, "God will help me", always, "my belief in God helps me".  When I put to her, "Someone who just wanted the truth and looked at our universe would not even invent God as a hypothesis," she agreed outright.

She hasn't actually deceived herself into believing that God exists or that the Jewish religion is true.  Not even close, so far as I can tell.

On the other hand, I think she really does believe she has deceived herself.

So although she does not receive any benefit of believing in God—because she doesn't—she honestly believes she has deceived herself into believing in God, and so she honestly expects to receive the benefits that she associates with deceiving oneself into believing in God; and that, I suppose, ought to produce much the same placebo effect as actually believing in God.

And this may explain why she was motivated to earnestly defend the statement that she believed in God from my skeptical questioning, while never saying "Oh, and by the way, God actually does exist" or even seeming the slightest bit interested in the proposition.

When I first read "Belief in Belief", I liked it, and agreed with it, but I thought it was describing a curiousity; an exotic specimen of irrationality for us to oooh and aaah over. I mentally applied it to Unitarians and Reform Jews and that was about it.

I've since started wondering more and more if it actually describes a majority of religious people. I don't know if this is how Eliezer intended it, but it was two things that really convinced me:

The first reason was behavior. Most theists I know occasionally deviate from their religious principles; not egregiously, but they're far from perfect. But when I imagine a world that would make me believe religion with certainty - a world where angels routinely descend to people's bedsides to carry their souls to Heaven, or where Satan allows National Geographic into Hell to film a documentary - I find it hard to imagine people sleeping in on Sundays. Not even the most hardened criminal will steal when the policeman's right in front of him and the punishment is infinite.

The second was a webcomic:
http://www.heavingdeadcats.com/wp-content/uploads/2009/02/file1126-2.jpg
It wasn't so much that theists wouldn't drink the poison as ... (read more)

One thing that makes Christianity such a powerful meme is that it has specifically developed defenses that seem designed to counter this kind of argument.  They're actually written right into the Bible.

"
5 Then the devil took him to the holy city and had him stand on the highest point of the temple. 6 “If you are the Son of God,” he said, “throw yourself down. For it is written:

“‘He will command his angels concerning you,
    and they will lift you up in their hands,
    so that you will not strike your foot against a stone.’[c]”

7 Jesus answered him, “It is also written: ‘Do not put the Lord your God to the test.’[d]”"

Basically, the exact kind of test you're talking about, an attempt to falsify the hypothesis that God exists and will protect you, is something that you are explicitly forbidden from trying to do in the Bible.  Even the act of suggesting it as a course of action is associated with the Devil.   

The fact that Christianity has such well-developed internal defenses against being challenged is one reason it's been such an effective meme.  Also, perhaps more interesting, I would say that the fact that it was felt that they needed to do so proves that even at the time the Bible was written there were rationalists (or at least proto-rationalists) challenging religion on rational grounds, and the early religious leaders felt the need to counter those kinds of arguments.   

I would be happy to prove my "faith" in science by ingesting poison after I'd taken an antidote proven to work in clinical trials.

This is one of the things James Randi is known for. He'll take a "fatal" dose of homeopathic sleeping pills during talks (e.g. his TED talk) as a way of showing they don't work.

No. People can "believe" in non-religious things and yet refuse to make bets which should be 100% safe if their belief is true. Sometimes they don't realize that the specific bet is related to the abstract belief; but often there are separate magisteria of belief-space and everyday-action-space.

How many believers in democracy would let their own life be decided by a majority vote of other people? How many believers in communism would share all their property with someone poorer than them?

How many believers in democracy would let their own life be decided by a majority vote of other people?  

That seems like a strawman. Most western democracies have substantial antimajoritarian components to their basic laws. Procedurally, most countries have judicial review of legislative acts. Substantive examples (from the United States) include the First Amendment (freedom of speech) and the Fourth Amendment (protection against unreasonable searches and seizures).  

In other words, proponents of democratic government don't intend to communicate that they want every decision made by the majority of the citizens.

It's worth mentioning that one can actually believe in god yet only say "I believe in god".

When I talk to religious people, I usually say "I don't believe in god" rather than "God does not exist".  They both get the point across that I'm an atheist, but nothing else. The second, however, is less confrontational, and it often takes effort to keep people from seeing the discussion as a "battle".

Eliezer's post focuses on the distinction between two concepts a person can believe (hereby called "narratives"):

"I have something that qualifies as a 'belief in God'."

Either narrative will be associated with positive things in the person's mind. And the person, particularly with narrative #2, often forms a meta-narrative:

 3. "My belief in God has positive effects in my life."

But: Unlike the meta-narrative, our analysis should not proceed as if the relationship between narrative and effects is a simple causal link.

The actual cognitive process that determines the narrative might go something like this:

Notice that the desirable aspects of life enjoyed by religious people in the community conflict with undesirable properties (e.g. falsehood, silliness, uselessness) of religious beliefs.

Trigger a search: "How do I make the undesirable properties go away while keeping benefits?"

Settle on a local optimum way of thinking, according to some evaluation algorithm that is attracted by predictions of certain consequences and repulsed by others.

The search can have a very different character from one individual to a... (read more)

One goes through life thinking one's mistakes are unique to one, only to discover that they are much more common. Yet, I thought I was the only Muslim to force himself to belief like that. But I find that all of the Muslims I know, save perhaps one exception, follow this same pattern. And when I said: "I believe I will go to hell if I don't believe in God, but I can't bring myself into believing in God" they used to tell me "Do your five prayers, read then Qran, if you strive to get closer to God, God will get closer to you."  Needless to say, whenever I did that, it backfired: I only got more scared of hell (anyone here who has read the Qran will agree with me that the threats are very vivid) but less believing in God, because it just didn't make sense that God be as he said he was and there be a Hell built after Judgement Day. Among other things.

I wonder if anyone ever fully analysed the Qran and all the resources it uses to tug at the feelings of the reader? I've started seeing some patters since I started reading this site, but I'd like to know if there is a full-blown, complete, exhaustive deconstruction of that book, that is not dripped in islamophobia, ethnocentrism, and other common failures I have seen in  Western theologians when applied to Islam.

I may not be too far from this. I started to be an atheist but (as best as I can describe) found myself believing in god anyway. I interpreted it as catholicism having etched a god shaped hole into my brain. It seemed like more trouble than it was worth to fight it. In this context 'I believe in god' isn't a conclusion but an observation. 

Knowing that your brain hasn't updated correctly does not make it trivial to force it to.

By my current theology, my Gods are rather a lot like the dragon in my garage which is invisible, can't be touched, and leaves no thermal signature. For example, I may be wired to believe in divinity, but I am apparently not wired to believe in a creator (Thanks PBS!) so in my thinking on cosmology, physics, or evolution, my theology just doesn't come up. This is at least partly by design.

I can relate to this. I had a crisis of faith about a month ago (thanks LessWrong!), and while I've "officially" stopped believing "those things," they still sometimes show up in my thinking. I am, as it were, in the midst of a complex re-architecting process. Particularly hard to eliminate are those beliefs which actually serve a functional purpose in my life. For instance, the beliefs that give me emotional support, and the beliefs that I use to decide my actions, are very hard to deal with. In these cases I need to figure out how to build a new structure which serves the same function, or figure out how to live without that function. This has required a significant amount of creativity and deep thinking.

Georges Ray has defended a position he calls "Meta-Atheism." He believes that just about nobody who says they believe in God actually does, for reasons somewhat like the ones Eliezer mentions. I highly recommend checking it out. Here's a link:
http://stairs.umd.edu/236/meta-atheism.html

 Persian legend about the Babylonian gods Marduk and Ishtar, and the rival Elamite gods Humman and Vashti

Although this does not speak directly to the heart of your argument, the Elamite etymologies you provide are almost certainly  incorrect, and seems that  the reference to the legend is even weaker. 

 Here is a good discussion of the point, with references.

Mordechai and Esther are of course theophoric, but theophoric names, including those named after the gods of the dominant culture but given by non-believers in the respective gods, are common in many cultures, ours included.

Of course, the validity of the point about "Haman" is not relevant to your core argument.

When I said "good discussion" in my comment, I was trying to say that using my best judgment, honed in a PhD in a closely related field, and examining the argument and the affiliations of the authors, it seems like an unbiased discussion. Good scholarship is of course neither "pro" nor "anti" Bible. 

The apparent phonetic resemblances between Haman and an Elamite god are linguistically far-fetched. There is absolutely no connection between a h and a kh (written also h-with-hook-underneath). It is always easy to find coincidences if you are willing to stretch resemblances far enough. Even Jensen admits that Vashti (perhaps pronounced Washti) is unattested and that he is is emending from Mashti. 

Also, note that Haman and Vashti are in no way paired in the Biblical story, and Marduk and Ishtar were not a divine couple.

After the first modern Bible scholars tried (with religious motives) to understand the Bible in its historical context, and found that much of it was non-historical and that there were connections to other Near Eastern cultures, some went overbo... (read more)

I can't help but think of Simulacra Levels. She Wants To Be A Theist (aspiring to Level 3), but this is different from Actually Being A Theist (Level 3), let alone Actually Thinking That God Exists (Level 1). She's on Level 4, where she talks the way nobody on Level 3 would talk - Level 3's assert they are Level 1's; Level 4's assert they are Level 3's.

I am a protestant Christian and your friend's experience with "belief" are similar to mine. Or seem to be, from what I gather in your post.

One thing I've come to realize that helps to explain the disparity I feel when I talk with most other Christians is the fact that somewhere along the way my world-view took a major shift away from blind faith and landed somewhere in the vicinity of Orwellian double-think.

The double-think comes into play when you're faced with non-axiomatic concepts such as morality. I believe that there i... (read more)

What is the evidence that "she does not receive any benefit of believing in God"?  I would expect that with her attitude she would be accepted and included into religious communities.

That's not a benefit of believing in God.  You don't have to believe in God to be accepted into religious communities.  You just have to say "I believe in God".

It may help to genuinely believe you believe in God.  But in the Modern Orthodox Jewish community that I remember from Chicago, someone who actually seriously believed in God and acted accordingly, who was over the age of 20, would probably get looked at a little funny - they wouldn't get the warm friendship that accrues to those who just say the passwords.

A "benefit" of actually believing in God would be, say, that you weren't too sad at funerals because you genuinely believed the deceased was in Heaven.  Pretty sure no one at the family funerals I attended went that far.

The intention was to provide a clarifying example of an existential statement that should be non-controversial ("There exist some people who are uncomfortable living a lie"), not to assert probabilistic evidence for a universal statement ("Everyone I have read about is uncomfortable living a lie, therefore this is true of all humans"). I noted the selection bias only to clarify that I am not making the stronger universal statement, but it doesn't interfere with the existential statement.

An interesting point.  Keeping in mind that cryonics "believers" trust cryonics with varying degrees of probability and that many or even most of them try to appear more rational to their skeptical friends by saying "The probability is only 20% but that still makes it a good bet based on expected utility", then I'd say that I've seen both behaviors.  That is, I've seen some cryonicists expressing grief, some cryonicists (including myself) saying "See you later", and my untrustworthy eyeballs indicate that this correlates to how much trust they have in cryonics.

Eyeballs also indicate that someone who's more deeply involved in the cryonics community per se is less likely to mourn, regardless of what they say about their verbal probabilities.  And furthermore, when someone is suspended who themselves believed strongly in cryonics, "weak" cryonics advocates are less likely to mourn that person!  This may have something to do with the degree to which mourning is empathy...?  Or do they, perhaps, believe just strongly enough to worry that the one will come back and be annoyed at the "condolences"?

Are weakly religious people less likely to mourn the death of strongly religious people?  I'm guessing "Yes" - and it'd be easier to gather data here.

Sounds like priming: since the deceased is associated with not mourning cryonically suspended, the attitude towards this issue changes in the context. I expect that the verbal probabilities, if not premeditated, will also change, if the question is framed like "what is the probability that [this person] will be restored?", depending on the belief of [this person] in the success.

Yes; you would be unable to talk to them for.. however long it'd take before you could join them.

Of course the rational solution then would be suicide or, failing that, good, ethical actions that certainly would get you into heaven but just happen to be incredibly dangerous. I'm sure we could find some.

I'm a little surprised that the lack of evidence for peripheral stories that aren't in the Torah is considered significant, compared to the lack of evidence that Hebrews were ever slaves in Egypt.

Rationality is about winning. Sometimes it's a great psychological relief to be able to use belief as a shield or help. I have never had any qualms about using it to counter other irrational beliefs, fears, anguishes. Like for instance, when I was a child, the fear of darkness or monsters below my bed or whatnot. 

Telling myself "ok, this isn't real and you know it, so no fear should be necessary" doesn't have quite the same effect as "God will help me chase them away / protect me". 

Those are two different ideas, even though we use "... (read more)

This is of a piece with the Doublethink article. I think you just don't get it, as too many atheists don't.

This seems a case of someone concluding consciously and subconsciously that believing in God had greater instrumental rationality - more winning - than not believing in God. The supposed mystery of her stress on her belief in God, rather than his existence, is easily explained by this. Her belief pays the freight, not God.

To be clear, I'm an atheist. But it's clear that belief in God does have instrumental benefits for lots of people. If your goal is ... (read more)

Many people cannot distinguish between levels of indirection. To them, "I believe X" and "X" are the same thing, and therefore, reasons why it is beneficial to believe X are also reasons why X is true. I think this, rather than any sort of deliberate self deception, is what you have observed.

How can more intelligence lead to be more likely to defend your irrational beliefs?

See Positive Bias: Look Into the Dark and Knowing About Biases Can Hurt People.

Is it possible that this person was deliberately avoiding such statements of declaration?

I imagine myself, hypothetically, discussing physics with an opponent who only believes in Aristotelian mechanics.  I'm not going to come right out and declare "Objects at rest stay at rest".  Instead, I'm going to say "I believe that objects at rest stay at rest", going under a mock hypothetical that perhaps my belief is an opinion and not a fact, and then slowly try to win my opponent over.  Making guarded declarations instead of absolute declarat... (read more)

This sounds very like she enjoys the feeling of doublethink. Applying aesthetics to one's own feelings. I suspect this is behind New Age as a grab-bag people tend to give credence to all of, or crank magnetism - people assess beliefs by how it feels to profess them.

Whether this is "real" belief depends then on what you call "belief". It's a real something, I think, and "belief" is not an invalid word for them to use for it, but we might benefit from separate ones for "I like this belief" (which I mean in a sense stro... (read more)

I like this article  (but then I liked Dennet's ideas of belief in belief right from the start) and I've been thinking about this off and on all day. 

But I think perhaps Eliezer over-analyses:   On the surface this person's beliefs and thoughts seem fuzzy, so Eliezer admiraly digs deeper - but perhaps it's just fuzz all the way down.   

Perhaps she believes P and  ~P,   perhaps she believes P>Q and she believes P but she beleives ~Q. 

My experience is that most religious people give very, very, very little thoug... (read more)

I think some of the commentary about religion on LessWrong could use some more genuine humble curiosity.  Not the kind of curiosity of "how can someone so intelligent be so mistaken?", but rather "what are the effects of religious faith and practice on individuals and societies that go beyond simple self deception mechanisms?", or "Is the persistent belief in god(s) in human history only explainable by ignorance, or does it tell us something important about ourselves?".  I could start to hypothesize about some of these questions if I had time, bu... (read more)

Faith is a major component of Christianity. For example, Jesus says to Thomas“Because you have seen me, you have believed; blessed are those who have not seen and yet have believed.” So Thomas, who knows Jesus is resurrected because he has seen and felt him, is less blessed than those who simply believe (but don't know). Likewise, though God could easily get a bunch of converts by showing Himself, doing that would lose the faith aspect. 

Don't go being smart and saying that you by definition have faith in things you know -- Christians don't mean this defini... (read more)

So although she does not receive any benefit of believing in God—because she doesn't—

I would disagree. She does receive a benefit—by the Bible, faith in God would save her from Hell. My guess is that she deceives herself into believing in God because she wants to go to heaven in case God actually does exist. 

I personally do this, and it seems consistent with what you described in this post. As you pointed out, she doesn't seem to ACTUALLY believe in God, only acts as if she does. I do the same. I pray sometimes, I tell myself that I believe in Go... (read more)

Okay not knowing your friend I think she could do following: 

of course it’s weird but if you really want to believe it works. For me and you this isn’t enough. But for her it seems to be

My curiosity is drawn to the nature of the benefits the woman expects.  Does she get a high from the false belief or does her mental model inform her that the false belief will favorably affect external reality -- e.g., she will have friends more likely to behave charitably towards her than atheist friends will be?

A very intelligent conservative Christian once gave me the latter as a primary reason she become a Christian.  OTOH, Garcia thought that the former was usually the motive in the population he interacted (which was very different from the population at large though).



Belief in Self-Deception

I spoke yesterday of my conversation with a nominally Orthodox Jewish woman who vigorously defended the assertion that she believed in God, while seeming not to actually believe in God at all.

While I was questioning her about the benefits that she thought came from believing in God, I introduced the Litany of Tarski—which is actually an infinite family of litanies, a specific example being:

  If the sky is blue
      I desire to believe "the sky is blue"
  If the sky is not blue
      I desire to believe "the sky is not blue".

"I didn't think it was," I replied to her.  "I'm just asking—assuming that God does not exist, and this is known, then should you still believe in God?"

She hesitated.  She seemed to really be trying to think about it, which surprised me.

"So it's a counterfactual question..." she said slowly.

I thought at the time that she was having difficulty allowing herself to visualize the world where God does not exist, because of her attachment to a God-containing world.

Now, however, I suspect she was having difficulty visualizing a contrast between the way the world would look if God existed or did not exist, because all her thoughts were about her belief in God, but her causal network modelling the world did not contain God as a node.  So she could easily answer "How would the world look different if I didn't believe in God?", but not "How would the world look different if there was no God?"

She didn't answer that question, at the time.  But she did produce a counterexample to the Litany of Tarski:

She said, "I believe that people are nicer than they really are."

I tried to explain that if you say, "People are bad," that means you believe people are bad, and if you say, "I believe people are nice", that means you believe you believe people are nice.  So saying "People are bad and I believe people are nice" means you believe people are bad but you believe you believe people are nice.

  "If there were a verb meaning 'to believe falsely', it would not have any
  significant first person, present indicative."
          —Ludwig Wittgenstein

She said, smiling, "Yes, I believe people are nicer than, in fact, they are.  I just thought I should put it that way for you."

  "I reckon Granny ought to have a good look at you, Walter," said Nanny.  "I reckon
  your mind's all tangled up like a ball of string what's been dropped."
          —Terry Pratchett, Maskerade

And I can type out the words, "Well, I guess she didn't believe that her reasoning ought to be consistent under reflection," but I'm still having trouble coming to grips with it.

I can see the pattern in the words coming out of her lips, but I can't understand the mind behind on an empathic level.  I can imagine myself into the shoes of baby-eating aliens and the Lady 3rd Kiritsugu, but I cannot imagine what it is like to be her.  Or maybe I just don't want to?

This is why intelligent people only have a certain amount of time (measured in subjective time spent thinking about religion) to become atheists.  After a certain point, if you're smart, have spent time thinking about and defending your religion, and still haven't escaped the grip of Dark Side Epistemology, the inside of your mind ends up as an Escher painting.

(One of the other few moments that gave her pause—I mention this, in case you have occasion to use it—is when she was talking about how it's good to believe that someone cares whether you do right or wrong—not, of course, talking about how there actually is a God who cares whether you do right or wrong, this proposition is not part of her religion—

And I said, "But I care whether you do right or wrong.  So what you're saying is that this isn't enough, and you also need to believe in something above humanity that cares whether you do right or wrong."  So that stopped her, for a bit, because of course she'd never thought of it in those terms before.  Just a standard application of the nonstandard toolbox.)

Later on, at one point, I was asking her if it would be good to do anything differently if there definitely was no God, and this time, she answered, "No."

"So," I said incredulously, "if God exists or doesn't exist, that has absolutely no effect on how it would be good for people to think or act?  I think even a rabbi would look a little askance at that."

Her religion seems to now consist entirely of the worship of worship.  As the true believers of older times might have believed that an all-seeing father would save them, she now believes that belief in God will save her.

After she said "I believe people are nicer than they are," I asked, "So, are you consistently surprised when people undershoot your expectations?"  There was a long silence, and then, slowly:  "Well... am I surprised when people... undershoot my expectations?"

I didn't understand this pause at the time.  I'd intended it to suggest that if she was constantly disappointed by reality, then this was a downside of believing falsely.   But she seemed, instead, to be taken aback at the implications of not being surprised.

I now realize that the whole essence of her philosophy was her belief that she had deceived herself, and the possibility that her estimates of other people were actually accurate, threatened the Dark Side Epistemology that she had built around beliefs such as "I benefit from believing people are nicer than they actually are."

She has taken the old idol off its throne, and replaced it with an explicit worship of the Dark Side Epistemology that was once invented to defend the idol; she worships her own attempt at self-deception.  The attempt failed, but she is honestly unaware of this.

And so humanity's token guardians of sanity (motto: "pooping your deranged little party since Epicurus") must now fight the active worship of self-deception—the worship of the supposed benefits of faith, in place of God.

This actually explains a fact about myself that I didn't really understand earlier—the reason why I'm annoyed when people talk as if self-deception is easy, and why I write entire blog posts arguing that making a deliberate choice to believe the sky is green, is harder to get away with than people seem to think.

It's because—while you can't just choose to believe the sky is green—if you don't realize this fact, then you actually can fool yourself into believing that you've successfully deceived yourself.

And since you then sincerely expect to receive the benefits that you think come from self-deception, you get the same sort of placebo benefit that would actually come from a successful self-deception.

So by going around explaining how hard self-deception is, I'm actually taking direct aim at the placebo benefits that people get from believing that they've deceived themselves, and targeting the new sort of religion that worships only the worship of God.

Will this battle, I wonder, generate a new list of reasons why, not belief, but belief in belief, is itself a good thing?  Why people derive great benefits from worshipping their worship?  Will we have to do this over again with belief in belief in belief and worship of worship of worship?  Or will intelligent theists finally just give up on that line of argument?

I wish I could believe that no one could possibly believe in belief in belief in belief, but the Zombie World argument in philosophy has gotten even more tangled than this and its proponents still haven't abandoned it.

I await the eager defenses of belief in belief in the comments, but I wonder if anyone would care to jump ahead of the game and defend belief in belief in belief?  Might as well go ahead and get it over with.

I don't know how well you know this person, so my advice may be unnecessary.  But your post gives me the impression that you need to be much more careful about speculating on how her mind works.  I think that it's a red flag when you write first that

I can see the pattern in the words coming out of her lips, but I can't understand the mind behind on an empathic level.  I can imagine myself into the shoes of baby-eating aliens and the Lady 3rd Kiritsugu, but I cannot imagine what it is like to be her.

. . . and then proceed to make apparently confident declarations about how her mind works, such as

I now realize that the whole essence of her philosophy was her belief that she had deceived herself, and the possibility that her estimates of other people were actually accurate, threatened the Dark Side Epistemology that she had built around beliefs such as "I benefit from believing people are nicer than they actually are."

She has taken the old idol off its throne, and replaced it with an explicit worship of the Dark Side Epistemology that was once invented to defend the idol; she worships her own attempt at self-deception.  The attempt failed, but she is honestly unaware o

My hypothesis is that she simply meant, "It makes me happy to pretend that people are nicer than they really are."

I'll go one step further and defend belief in belief, infinitely regressed.  ;-)  As you point out, the placebo effect here is simply the expectation of a positive result -- and it applies equally at any level of recursion here.

Humans only need a convincing argument for predicting a positive result, not a rational proof of that prediction!  Once the positive result is expected, we get positive emotions activated every time we think of anything linked to that result, leading to self-fulfilling prophecies on every level.

This being the case, one might question whether it's rational to disbelieve in belief, if you have nothing equally beneficial to replace it with.

When it comes to external results, sure, it makes sense to have greater prediction accuracy.  But for interior events -- like confidence, creativity, self-esteem, etc. -- biasing one's predictions positively is a significant advantage, as it stabilizes what would otherwise be an unstable system of runaway feedback loops.

People whose systems are negatively biased, on the other hand, can get seriously stuck.  They basically hit one little setback and become paralyzed because of runaway negative self-fulfilling prophecy.

I await the eager defenses of belief in belief in the comments, but I wonder if anyone would care to jump ahead of the game and defend belief in belief in belief?  Might as well go ahead and get it over with.

My boyfriend was once feeling a bit tired and unmotivated for a few months (probably mild depression), and he also wanted to stop eating dairy for ethical reasons. He felt that his illness was partly mentally generated. He decided that he was allergic to dairy, and that dairy was causing his illness. Then he stopped eating dairy and felt better!

He told me all this, and also told me that he usually believes he is actually allergic to dairy, and it is hard to remember that he is not. When someone asks how he knows he is allergic to dairy, he says something plausible and false ("The doctor ran blood tests") and believes it if he doesn't stop and think too much.

He believes he is not allergic to dairy, but he believes he believes he is allergic to dairy? Belief-in-belief. But he recognizes this and explained it to me -- so that's a belief-in-belief-in-belief? But it helped him get over his mental illness and stop eating dairy... that's winning.

If I had been talking to the person you were talking to, I might have said something like this:

Why are you deceiving yourself into believing Orthodox Judaism as opposed to something else?  If you, in fact, are deriving a benefit from deceiving yourself, while at the same time being aware that you are deceiving yourself, then why haven't you optimized your deceptions into something other than an off-the-shelf religion by now?  Have you ever really asked yourself the question: "What is the set of things that I would derive the most benefit from falsely believing?"  Now if you really think you can make your life better by deceiving yourself, and you haven't really thought carefully about what the exact set of things about which you would be better off deceiving yourself is, then it would seem unlikely that you've actually got the optimal set of self-deceptions in your brain.  In particular, this means that it's probably a bad idea to deceive yourself into thinking that your present set of self deceptions is optimal, so please don't do that.

OK, now do you agree that finding the optimal set of self deceptions is a good idea?  OK, good, but I have to give you one very important... (read more)

Consistent consciously intended self-deception may be hard.  But our minds are designed to produce self-deceptions all the time without us noticing.  Just don't look behind the curtain and "let it be", "go with the flow" etc. and you can be as self-deceived as most folks.

"I believe that people are nicer than they really are." That part made me ponder. Because, actually, it's something I believe, too. So I froze for a while, and looked at that belief. Do I have Escher loops in my belief networks ? Well, maybe, I'm far from being a perfect bayesian, but I can't allow myself to stop here. 

My first justification for that thought was : I don't refer to the same thing in the two parts of the sentence. A bit like "sound" can refer to acoustic vibrations, or to a perception, and if you switch from one to the other into the same sentence, you can make a sentence that seems self-contradicting but is still valid.

People is a vast group. Nice or not is a characteristic of a person. So, to attribute "niceness" to people in general, you've to make an aggregate value. There are many ways to make an aggregate value, for example, mean and median. So that sentence could mean something like "I believe the median people to be nicer than the average people" (implying a minority of very un-nice people who drive the average backward, but don't change the median).

But then I thought "Hey, stop. You're trying to find excuses here.... (read more)

But if you'd actually meant this you'd have just said "The median people are nicer than the average people". Saying "I believe the median people to be nicer than the average people" would indicate that you didn't believe it but did believe you believed it.

I don't quite agree there. Saying "I believe the median people to be nicer than the average people" indicates that you believe that you believe it but it doesn't indicate that you don't actually believe it. You could say it is neutral with respect to whether or not you actually believe it but not that it indicates outright that you don't.

I disagree.  In general, saying "I believe x" is evidence that you believe x, and therefore cannot be evidence that you do not believe x.  I would be interested to see evidence that people usually use "I believe x" in such a way that it can be taken as evidence that one does not believe x.

I believe that people usually use "I believe x" instead of "x" in cases where they want to stress the possibility, however small, that they are wrong.  Usual caveats for religious and "I believe in" statements, as well as unrelated senses of 'believe', apply.

"I wish I could believe that no one could possibly believe in belief in belief in belief..."

You wish you could believe Eliezer? Is this a dliberate stroke of irony or a subconcious hint at the fact that you do have an empathic understanding of the thought processes behind tailoring your own beliefs?

Hrm... While on the one hand I can look at her position and basically react with a "your mind is entirely alien to me", on the other hand, I can actually imagine being in that state.

That does NOT mean, of course, that it is a reasonable state to be in, but it does seem to be the sort of state that my mind can support.

I guess the basic key is that human minds aren't necessarally naturally consistent. So we can end up in actual inconsistent states. Including states a bit confused about consistency itself.

A bit more of a personal example would be a ... (read more)

I am so much a one-level person that my sense of social insincerity has atrophied.

Rational straight man syndrome. So much a truth-finder you forget how to not speak the truth.

"And so humanity's token guardians of sanity (motto: "pooping your deranged little party since Epicurus") must now fight the active worship of self-deception - the worship of the supposed benefits of faith, in place of God."

You should have spent much more of your time in this debate convincing your tangled friend that, if she were to abandon her rel... (read more)

As a theist, I don't believe in God because I perceive some positive benefit from that belief.  My experiences and perceptions point to the existence of God. Of course those experiences and perceptions may be inaccurate and are subject to my own interpretations, so I can't claim that my beliefs are rational. I accept on an intellectual level that my belief could be wrong. This doesn't seem to enable me to stop believing. 

However, I am involved in a religious community because there are positive benefits -- chiefly that of being able to compare notes with o... (read more)

I know some people who are like the woman you describe, my own folks might be like that to some extent.  I became atheist pretty early on.  So I'm not sure that adults who believe in belief are likely to be passing that along to their kids, if they even try.  In my case, I put on a show for a while, but when I stopped it was no big deal.

If these people are able to agree with a scientific worldview and not be obstructionist on things like stem cell, but simply want to add "and I believe there is a god" to the end of it, fine.  Seems like a natural step towards the end of belief in god entirely.

To further illustrate the point that self-deception isn't easy: if believe you're shy, you can't just make yourself believe you're not shy.

Maybe you can make yourself believe that you believe that you're not shy, but I don't think you'll reap many benefits from placebo effect - you'll still get nervous when you want to speak up or go talk to a girl you don't know or whatnot. You can't argue yourself logically into self-confidence.

Why destroy placebo effects?  According to some stuff Robin Hanson points to, it seems that most of medicine might consist of placebos.  Aren't you fighting what wins in favor of the truth?

Just a data point. I spent over twenty (20) years, thinking multiple hours every week about subjects related to my religion. I was deeply confused, but I needed too badly for it to be true to go earnestly looking for evidence that is was false. Which reminds me of another Yudkowsky quote:

It sounds to me that she simply is using a different definition of "to believe". If she says "I believe people are nicer than they are," I think she means something like, "I choose to act as if people are nicer than they really are, because it is consonant with my sense of morality to do so." It's choosing to give people the benefit of the doubt, knowing they probably don't deserve it.

Placebo effects from 'belief in (false) beliefs' only work as long as self-deception is maintainable. 

I think the point at which self-deception ceases to work is when you can consciously be aware of it breaking your causal models of the world.  Highly intelligent people, or anyone for that matter, cannot continue to deceive themselves into believing in god or unregulated markets, or whatever complex concept take your pick, if you explicitly show how it breaks a model they cannot disagree with.  Controversial topics of the day like belief in god, public pol... (read more)

Voltaire, using rationalist arguments, concluded that “if God did not exist, it would be necessary to invent him”.  So could it be that adhering to facts in all situations is essentially an irrational position?

1) Rational humans (unlike rational AI) should aim to be happy.

2) Rational humans should not believe fanciful notions unsupported by empirical evidence. 

3) Empirical studies (e.g.  http://www.lifesitenews.com/ldn/2008/mar/08031807.html) suggest that humans who believe in such notions are more likely to be happier.

This is a perfect example of the web that builds itself around even one confusion of a value statement and a factual statement.  I fear we all have these lurking.

I agree with both "emotion" and "pretend" hypotheses. It is (according to my world view) extremely difficult to pretend emotions you are not possessing. Thus, the easiest way to pretend your beliefs might be to manipulate your own emotions.

I benefit from believing people are nicer than they actually are.

I empathize with her here. I believe that it is in my advantage to act towards people the way I would act if they were nicer than they actually are. I'll try to parse that out. Let's say Alice is talking to Bob. Cindy, at a different time, also talks to Bob. Bob is a jerk; we assume he is not nice.

(2) Manchester U will not win the Champions League.

(5) I falsely believe one of the statements (1), (2), (3) and (4). 

This seems to me like a reasonable counterexample to Wittgenstein's doctrine. 

You need to work with probabilities, and then make statements about your expected Bayes-score instead of truth or falsity; then you'll be consistent.  I have a post on this but I can't remember what it's called.

(One of the other few moments that gave her pause—I mention this, in case you have occasion to use it—is when she was |talking about how it's good to believe that someone cares whether you do right or wrong—not, of course, talking about how there actually is a God who cares whether you do right or wrong, this proposition is not part of her religion—

And I said, "But I care whether you do right or wrong.  So what you're saying is that this isn't enough, and you also need to believe in something above humanity that cares whether you do right or wrong.&q

< "Pooping your deranged little party since Epicurus."

I love that. Did you pick it up somewhere or do I credit you with it?

If you recognize that, in certain terms, believing certain things has positive instrumental results even if they're not true, why can't you simply abolish the false beliefs and just create those results directly?

Human brains are (loosely speaking) Universal Turing Machines - they can emulate any computation.  So if we're looking for a particular set of results, we're not tied to a way to reach them that's invalid.  There's always a valid path that gets us to where we want to be.



Moore's Paradox

I think I understand Moore's Paradox a bit better now, after reading some of the comments on Less Wrong.  Jimrandomh suggests:

Many people cannot distinguish between levels of indirection. To them, "I believe X" and "X" are the same thing, and therefore, reasons why it is beneficial to believe X are also reasons why X is true.

I don't think this is correct—relatively young children can understand the concept of having a false belief, which requires separate mental buckets for the map and the territory.  But it points in the direction of a similar idea:

Many people may not consciously distinguish between believing something and endorsing it.

After all—"I believe in democracy" means, colloquially, that you endorse the concept of democracy, not that you believe democracy exists.  The word "belief", then, has more than one meaning.  We could be looking at a confused word that causes confused thinking (or maybe it just reflects pre-existing confusion).

So: in the original example, "I believe people are nicer than they are", she came up with some reasons why it would be good to believe people are nice—health benefits and such—and since she now had some warm affect on "believing people are nice", she introspected on this warm affect and concluded, "I believe people are nice".  That is, she mistook the positive affect attached to the quoted belief, as signaling her belief in the proposition.  At the same time, the world itself seemed like people weren't so nice.  So she said, "I believe people are nicer than they are."

And that verges on being an honest mistake—sort of—since people are not taught explicitly how to know when they believe something.  As in the parable of the dragon in the garage; the one who says "There is a dragon in my garage—but it's invisible", does not recognize his anticipation of seeing no dragon, as indicating that he possesses an (accurate) model with no dragon in it.

It's not as if people are trained to recognize when they believe something.  It's not like they're ever taught in high school:  "What it feels like to actually believe something—to have that statement in your belief pool—is that it just seems like the way the world is.  You should recognize this feeling, which is actual (unquoted) belief, and distinguish it from having good feelings about a belief that you recognize as a belief (which means that it's in quote marks)."

This goes a long way toward making this real-life case of Moore's Paradox seem less alien, and providing another mechanism whereby people can be simultaneously right and wrong.

I believe that there is a God—and that He has instilled a sense of right and wrong in us by which we are able to evaluate the world around us.  I also believe a sense of morality has been evolutionarily programmed into us—a sense of morality that is most likely a result of the formation of meta-political coalitions in Bonobo communities a very, very long time ago.  These two beliefs are not contradictory, but the complexity lies in reconciling the two.

I suspect, Kurige, you have decided that you have reasons to endorse the quoted belief that God has instilled a sense of right and wrong in us.  And also that you have reasons to endorse the verdict of science.  They both seem like good communities to join, right?  There are benefits to both sets of beliefs?  You introspect and find that you feel good about both beliefs?

"God instilled a sense of right and wrong in us, and also a sense of morality has been evolutionarily programmed into us.  The two states of reality are not inconsistent, but the complexity lies in reconciling the two."

If you're reading this, Kurige, you should very quickly say the above out loud, so you can notice that it seems at least slightly harder to swallow—notice the subjective difference—before you go to the trouble of rerationalizing.

This is the subjective difference between having reasons to endorse two different beliefs, and your mental model of a single world, a single way-things-are.

The reason why saying "There is a God and He instilled..." is harder than saying "I believe that there is a God and He instilled..." is because the words "I believe that" are weasel words. The literal meaning of "I believe that" is irrelevant; any other weasel words would have the same effect. Consider the same sentence, but replace "I believe that" with "It is likely that", or "Evidence indicates that", or any similar phrase, and it's just as easy.

Just because people are aware of a concept, and have words which ought to refer to that concept, does not mean that they consistently connect the two. The best example of this comes from the way people refer to things as [good] and [bad]. When people dislike something, but don't know why, they generate exemplars of the concept "bad", and call it evil, ugly, or stupid. This same mechanism lead to the widespread use of "gay" as a synonym for "bad", and to racial slurs directed at anonymous online rivals who are probably the wrong race for the slur. I think that confidence markers are subject to the same linguistic phenomenon.

People think with sentences like "That's a [good] car" or "[Weasel] God exists". The linguistic parts of their mind expand them to "That's a sweet car" and "I believe God exists" when speaking, and performs the inverse operation when listening. They don't think about how the car tastes, and they don't think about beliefs, even though literal interpretation of what they say would indicate that they do.

Ah, but the point is that "believe" is the weasliest of words. I know a few, and would guess there are quite a lot more, intelligent people who readily states "I believe that there is a God" but who would be very hesitant if you asked them to use "Evidence indicates that".

I would say that what you call weasel words occupy a scale and that its not just as easy to use them all in any given context, at least not for reasonably intelligent people.

There certainly is a right weasel word for a context.

Weasel words, as you call them, are a necessary part of any rational discussion.
The scientific equivalent would be, "evidence indicates" or "statistics show".

I'm afraid I must disagree kurige, for two reasons. The first is that they smack of false modesty, a way of insuring yourself against the social consequences of failure without actually taking care not to fail. The second is that the use of such terms don't really convey any new information, and require the use of the passive voice, which is bad style.

"Evidence indicates an increase in ice cream sales" really isn't good science writing, because the immediate question is "What evidence?". It's much better to say "ice cream sales have increased by 15%" and point to the relevant statistics. 

On this we agree.  If we have 60% confidence that a statement is correct, we would be misleading others if we asserted that it was true in a way that signalled a much higher confidence.  Our own beliefs are evidence for others, and we should be careful not to communicate false evidence.

Stripped down to essentials, Eliezer is asking you to assert that God exists with more confidence than it sounds like you have.  You are not willing to say it without weasel words because to do so would be to express more certainty than you actually have.  Is that right?

Can you offer any evidence that weasel words are necessary to rational discussion?
I can imagine that weasel words are common to scientific discussions, as well as discussions regarding faith.
However, I don't see any barriers to people eschewing them.

If you're reading this, Kurige, you should very quickly say the above out loud, so you can notice that it seems at least slightly harder to swallow - notice the subjective difference - before you go to the trouble of rerationalizing.

There seems to be some confusion here concerning authority. I have the authority to say "I like the color green." It would not make sense for me to say "I believe I like the color green" because I have first-hand knowledge concerning my own likes and dislikes and I'm sufficiently confident in my own mental capacities to determine whether or not I'm deceiving myself concerning so simple a matter as my favorite color.

I do not have the authority to say, "Jane likes the color green." I may know Jane quite well, and the probability of my statement being accurate may be quite high, but my saying it is so does not make it so.

I chose to believe in the existance of God - deliberately and conciously. This decision, however, has absolutely zero effect on the actual existance of God.

Critical realism shows us that the world and our perception of the world are two different things. Ideally any rational thinker should have a close correlation between their perception of the world and reality, but outside of first-hand knowledge they are never equivalent.

You are correct - it is harder for me to say "God exists" than it is for me to say "I believe God exists" for the same reason it is harder for a scientist to say "the higgs-boson exists" than it is to say "according to our model, the higgs-boson should exist."

The scientist has evidence that such a particle exists, and may strongly believe in it's existence, but he does not have the authority to say definitively that it exists. It may exists, or not exist, independent of any such belief.

Correct me if I'm wrong, but from a Bayesian perspective the only difference between first-hand knowledge and N-th hand knowledge (where N>1) are the numbers. There is nothing special about first-hand.

Suppose you see a dog in the street, and formulate this knowledge to yourself. What just happened? Photons from the sun (or other light sources) hit the dog, bounced, hit your eye, initiated a chemical reaction, etc. Your knowledge is neither special nor trivial, but is a chain of physical events.

Now, what happens when your friend tells you he sees a dog? He had to form the knowledge in his head. Then he vocalized it, sound waves moved through the air, hit your ear drum, initiated chemical reactions... supposing he is a truth-sayer, the impact on you, evidence-wise, is almost exactly the same. Simply, the chain of events leading to your own knowledge is longer, but that's the only difference. Once again, there is no magic here. Your friend is just another physical link in the chain.

(A corollary is that introspection in humans is broken. Often we honestly say we want X, but do Y. The various manifestations of this phenomenon have been talked about extensively on OB. It is conceivable that in the future scientists would be able to predict our behavior better than ourselves, by studying our brains directly. So we don't really have any special authority over ourselves.)

If there was an agent known to be a perfect pipe of evidence, we should treat its words as direct observations. People are not perfect pipes of evidence, so that complicates issues. However, some things are pretty clear even though I have no first-hand knowledge of them:

Los Angeles exists. (Note that I've never been to the Americas.)
It is now night-time in Los Angeles. (About 2 AM, to be precise.)
In 2006, the city of Los Angeles had a population of approximately 3.8 million.

Modern evolutionary theory is generally true.
There is no God.

And if I am wrong, it is simply because I failed my math, not because I lack in "authority". So there, I said it. Your turn :-)

The scientist who says "according to our model M, the higgs-boson should exist" has, as his actual beliefs, a wider distribution of hypotheses than model M.  He thinks model M could be right, but he is not sure -- his actual beliefs are that there's a certain probability of {M and higgs-bosons}, and another probability of {not M}.

Is something analogous true for your belief in God?  I mean, are you saying "There's this framework I believe in, and, if it's true, then God is true... but that framework may or may not be true?"

Does anyone have a good model of what people in fact do, when they talk about "choosing" a particular belief?  At least two possibilities come to mind:

(1)  Choosing to act and speak in accordance with a particular belief.

(2)  Choosing to "lie" to other parts of one's mind -- to act and speak in accordance with a particular belief internally, so that one's emotional centers, etc., get at least some of their inputs "as though" one held that belief.

Is "choosing to trust someone" any more compatible with lack of self-deception than "choosing" a particular belief?

How about "choosing to have such-and-such a preference/value", or "choosing to regard such-and-such a part of myself as 'the real me, who I should align with'"?

Also, is there a line between self-deception and playing useful tricks on the less rational parts of oneself?  An example of a useful trick that doesn't bother me is visualizing ice cream as full of worms, or otherwise disgusting, if I don't want to want to eat it.  "Chosen beliefs" do bother me in a way the ice cream trick doesn't -- but my best guess is that the difference is just how intelligent/reason-able a portion of oneself one is lying to.

I don't think there's one model that covers 1) and 2) like you're saying.  I think two very different mental processes are going on, and we only use the term "belief" for both of them because we've committed the fallacy of compression.

2) I affiliate with a group that centers around professing X [so I've got a gang watching out for me and if you're part of it we have a basis for cooperating].

So, I don't think there's one answer for your question, because you're describing two different processes, with different methods and goals.  Choosing beliefs type 1) is the process of seeking actual truth, while type 2) is the process of gaining power through group affiliation.

Or maybe Robin_Hanson's cynicism is rubbing off on me.

"I chose to believe in the existance of God - deliberately and conciously."

I cannot conceive of how it is possible to deliberately and consciously choose to believe in something.

I grew up in a religious family.  I served as a missionary for my church.  I married a woman of the same religion.  For most of my first 28 years I believed not only that there was a God but that he had established the church of which I and my family were all members.

But once I started examining my beliefs more closely, I realized that I was engaging in the most dishonest sort of special pleading in their favor.  And then it was no longer possible to continue believing.

Is it harder for you to say "Evidence indicates that God exists" than for you to say "I believe God exists"? Just curious, it's a bit of a pet theory of mine. If you don't want to expend energy just to provide another data point for me, no hard feelings.

If you would be really kind, you could try to indicate how comfortable you are with different qualifiers jimrandomh gave.

There seems to be some confusion here concerning authority. I have the authority to say "I like the color green." It would not make sense for me to say "I believe I like the color green" because I have first-hand knowledge concerning my own likes and dislikes and I'm sufficiently confident in my own mental capacities to determine whether or not I'm deceiving myself concerning so simple a matter as my favorite color.

I do not have the authority to say, "Jane likes the color green." I may know Jane quite well, and the probability of my statement being accurate may be quite high, but my saying it is so does not make it so.

You do not cause yourself to like the color green merely by saying that you do.  You are describing yourself, but the act of description does not make the description correct.  You could speak falsely, but doing so would not change your preferences as to color.

There are some sentence-types that correspond to your concept of "authority."  If I accept your offer to create a contract by saying, "we have a contract," I have in fact made is so by speaking.  Likewise, "I now pronounce you man and wife."  See J.L. Austin's "How to Do Things With Words" for more examples of this.  The philosophy of language term for talking like this is that you are making a "performative utterance," because by speaking you are in fact performing an act, rather than merely describing the world.

But our speech conventions do not require us to speak performatively in order to make flat assertions.  If it is raining outside, I can say, "it is raining," even though my saying so doesn't make it so.  I think the mistake you are making is in assuming that we cannot assert that something is true unless we are 100% confident in our assertion.  

I presume that you use the Higgs boson example because the boson hasn't been experimentally observed? In other words, the Higgs boson is an example where the evidence for existence is from reasoning to the most likely hypothesis, i.e. abduction. 

If your belief in God is similar, that means you adopt the hypothesis that God exists because it better explains the available data.The physicist, of course, has access to much stronger evidence than abduction, for instance the LHC experiments, and will give much more weight to such evidence. That's an example of induction, which is key to hypothesis confirmation. Once the LHC results are in, the physicist fully expects to be saying either "the Higgs boson exists" or "the Higgs boson doesn't exist, or if it does it isn't the same thing we thought it was". However, he may well expect with 95% probability to be saying the former and not the latter.

I propose that you hesitate to say X when you have no inductive evidence that X. I also venture that in the case of the proposition "God exists", your belief is qualitatively different from that of pre-modern Christians, in that you are less likely to accept 'tests' of God's existence as valid. The medieval church, for instance, thought heliocentrism was heretical, in that it explicitly contradicted Christianity. This amounts to saying that a proof that the Earth orbits the Sun would be a disproof of Christianity, whereas I don't believe that you would see any particular material fact as evidence against God's existence.

There are languages where those meanings have different terms. It's that simple.

Good point. So do the native speakers of such languages not make this mistake?

Danish is a nice example of that actually (even though I don't use my native tongue as much as would be beneficial), to say "I believe/endorse X" you usually use the religious belief/person credibility wording "tror på X" while if you are going to be nitty gritty and discuss subjective credence a good formulation is the sense related to being convinced, "overbevist om X," which transliterates roughly to "overmuch burdened by evidence of X"

This post is also a followup to Beware "I Believe". Here is what I've learned.

Thinking about "believing in X" triggers positive affect, so one says "I believe in X". The process that forms the "I believe in" thoughts is separate from the process that analyzes the content of propositions about the territory.

The "I believe in" process can really mess with one's map. This happens in two ways:

It sticks post-it notes over sections of their already-formed map that sever those sections' coherence with the rest of the map, e.g. a Christian who believes evolution happened but in various points God came in and did stuff that's responsible for morality.

It tampers with bias-ridden fragile belief-forming methodology. They might do some transformation to incoming explanations of events so as to reconcile with "I believe in X", which probably won't increase its entanglement with the territory.

And as Eliezer pointed out in a comment to Robin's post, the interference between the  separate belief and "belief in" processes is paralleled by the confusing English word "believe" which refers to both processes. And there is no adequate synonym for saying something like "I believe in democracy."

It's not as if people are trained to recognize when they believe something.  It's not like they're ever taught in high school:  "What it feels like to actually believe something—to have that statement in your belief pool—is that it just seems like the way the world is.  You should recognize this feeling, which is actual (unquoted) belief, and distinguish it from having good feelings about a belief that you recognize as a belief (which means that it's in quote marks)."

In contrast to something like "this is interesting" or "this feels like an interesting thing to say."

Interestingly enough, the similar statement "It's raining outside but I don't know that it is" is completely consistent. It can easily be applied to events that are likely but not certain (e.g. "This die will come up a 2 or higher, but I don't know that it will").

There has been sufficient evidence (in the form of my own experiences) to say that 'a thing is true.' Based upon my own education, wherein 'sufficient evidence' is described as the summary of a study, or a line in a textbook, or the words of a teacher, my own experiences that show 'a thing is true' are far more real, and so, far more evidence than is required. 



Don't Believe You'll Self-Deceive

I don't mean to seem like I'm picking on Kurige, but I think you have to expect a certain amount of questioning if you show up on Less Wrong and say:

One thing I've come to realize that helps to explain the disparity I feel when I talk with most other Christians is the fact that somewhere along the way my world-view took a major shift away from blind faith and landed somewhere in the vicinity of Orwellian double-think.

...how can you still believe it?" I helplessly want to say.

I chose to believe in the existence of God—deliberately and consciously. This decision, however, has absolutely zero effect on the actual existence of God.

If you know your belief isn't correlated to reality, how can you still believe it?

Shouldn't the gut-level realization, "Oh, wait, the sky really isn't green" follow from the realization "My map that says 'the sky is green' has no reason to be correlated with the territory"?

One part of this puzzle may be my explanation of Moore's Paradox ("It's raining, but I don't believe it is")—that people introspectively mistake positive affect attached to a quoted belief, for actual credulity.

But another part of it may just be that—contrary to the indignation I initially wanted to put forward—it's actually quite easy not to make the jump from "The map that reflects the territory would say 'X'" to actually believing "X".  It takes some work to explain the ideas of minds as map-territory correspondence builders, and even then, it may take more work to get the implications on a gut level.

I realize now that when I wrote "You cannot make yourself believe the sky is green by an act of will", I wasn't just a dispassionate reporter of the existing facts.  I was also trying to instill a self-fulfilling prophecy.

It may be wise to go around deliberately repeating "I can't get away with double-thinking!  Deep down, I'll know it's not true!  If I know my map has no reason to be correlated with the territory, that means I don't believe it!"

Because that way—if you're ever tempted to try—the thoughts "But I know this isn't really true!" and "I can't fool myself!" will always rise readily to mind; and that way, you will indeed be less likely to fool yourself successfully.  You're more likely to get, on a gut level, that telling yourself X doesn't make X true: and therefore, really truly not-X.

If you keep telling yourself that you can't just deliberately choose to believe the sky is green—then you're less likely to succeed in fooling yourself on one level or another; either in the sense of really believing it, or of falling into Moore's Paradox, belief in belief, or belief in self-deception.

If you keep telling yourself that deep down you'll know—

If you keep telling yourself that you'd just look at your elaborately constructed false map, and just know that it was a false map without any expected correlation to the territory, and therefore, despite all its elaborate construction, you wouldn't be able to invest any credulity in it—

If you keep telling yourself that reflective consistency will take over and make you stop believing on the object level, once you come to the meta-level realization that the map is not reflecting—

Then when push comes to shove—you may, indeed, fail.

When it comes to deliberate self-deception, you must believe in your own inability!

Is that the power of positive thinking, or the power of negative thinking?  Either way, it seems like a wise precaution.

I don't mean to seem like I'm picking on Kurige, but I think you have to expect a certain amount of questioning if you show up on Less Wrong and say:

   One thing I've come to realize that helps to explain the disparity I feel when I talk with most other Christians is the fact that somewhere along the way my world-view took a major shift away from blind faith and landed somewhere in the vicinity of Orwellian double-think.

I realize that my views do not agree with the large majority of those who frequent LW and OB - but I'd just like to take a moment to recognize that it's a testament to this community that:

A) There have been very few purely emotional or irrational responses.

B) Of those that fall into (A) all have been heavily voted down.

I hope that Kurige comes back to verify this, but I'll bet that when he said

I chose to believe in the existence of God - deliberately and consciously. This decision, however, has absolutely zero effect on the actual existence of God.

he did not mean, "My belief isn't correlated with reality".  Rather, I'll bet, he meant exactly what you meant when you said

By saying that his choice had no effect on reality, I expect that he meant that his control over his belief did not entail control over the subject of that belief, i.e., the fact of the matter.

His attribution of Orwellian doublethink to himself is far more confusing.  I have no idea what to make of that.  Maybe your advice in this post is on point there.  But the "absolutely zero effect" quote seems unobjectionable.

"When it comes to deliberate self-deception, you must believe in your own inability!"

That is both contrary to facts, and a pretty effective way to ensure that we won't search for and find examples where we've been deceiving ourselves.  Without that search, self-correction is impossible.

"Tell yourself the effort is doomed - and it will be!"

Tell yourself that victory is assured, and failure becomes certain.

One question here obviously concerns doxastic voluntarism (DV). You ask:

"If you know your belief isn't correlated to reality, how can you still believe it?"

Is this a rhetorical question aiming to assert that if you know your belief isn't correlated to reality, you can't still believe it"?

If so, then it just isn't clear that you're right. One possibility is that DV is true (there are, of course, many reasons to believe that it is). And, if DV is true, it's likely that different people have different degrees and kinds of control over their beliefs. After all, people differ with regard to all other known cognitive skills. Some irrational folks simply might have a kind of control over their beliefs that others don't have. That's an empirical question. (Though we normally think that folks who are more rational have greater control over their beliefs.)

You might, however, mean: if you know your belief isn't correlated to reality, you shouldn't still believe it.

That's a normative claim, not an empirical, psychological one. If that's what you mean, then you're in effect expressing surprise that anyone can be that irrational. If so, I guess I'm a little surprised at your surprise. It is a fairly pure case, but it seems to me that it's not that unusual to hear things like this.

When it comes to deliberate self-deception, you must believe in your own inability!

Tell yourself the effort is doomed - and it will be!

Is that the power of positive thinking, or the power of negative thinking?  Either way, it seems like a wise precaution.

The positive power of negative thinking. There is a book waiting to happen. Scratch that, google tells me the title is already taken. Either way, the idea is fascinating.

Just what is the difference between deceiving yourself and 'positive thinking'? It is clear that Eleizer advocates telling yourself things that may not actually be true. You may tell yourself "I cannot believe what I know is not true". In some cases you may know yourself well enought to estimate that there is only a 40% chance that the claim could ever reasonably qualify as true no matter how dilligent your pep-talking may be, yet it may still be worth a try. On first glance that seems like it is 60% self deception. Yet there is some sort of difference.

When we go about affirming to ourself that "I am charming, assertive, have an overwhelming instinct to maintain reflective consistency and am irresistible to the opposite sex" we are not so muc... (read more)

I was under the impression that Doublethink involved contradictory ideas, Kurige seem to be talking about descriptions that are not inherently contradictory. 

On the subject of not being able to update, I know of an anorexic who claims that even if she were rail-thin, she would be a fat person in a thin body. The knowledge of thinness does not affect the internal concept of self-fatness. (probably formed during childhood)

http://lesswrong.com/lw/r/no_really_ive_deceived_myself/gl
I don't think I'd call  my situation self deception.  I am not making myself &q... (read more)

I chose to believe in the existence of God - deliberately and consciously. This decision, however, has absolutely zero effect on the actual existence of God.

If you know your belief isn't correlated to reality, how can you still believe it?

To be fair, he didn't say that the actual existence of God has absolutely zero effect on his decision to believe in the existence of God.

His acknowledgement that the map has no effect on the territory is actually a step in the right direction, even though he has many more steps to go.

It seems to me you are trying to deceive yourself into thinking that you cannot comfortably self-deceive.  Your effort may indeed make it harder to self-deceive, but I doubt it changes your situation all that much.  Admit it, you are human, and within the usual human range of capabilities and tendencies for self-deception. 

" Kurige: One thing I've come to realize that helps to explain the disparity I feel when I talk with most other Christians is the fact that somewhere along the way my world-view took a major shift away from blind faith and landed somewhere in the vicinity of Orwellian double-think."

It sounds like you don't really believe that double-think is impossible; you just have belief in belief in the impossibility of double-think, because you think that belief would be a useful one to have. 

As soon as you start "trying to instill a self-fulfilling prophecy", you're going down the same road as the people who say "I believe in God because I think it's useful to have a belief in God."

To be clear, if you're trying to make it impossible for yourself to double-think by planting that thought in your head, that may be a rational st... (read more)

Maybe we need to split this into two words.  Belief for when it is not supported by fact, or even against the evidence.  I mean I've never heard anybody say, "I believe in gravity".  Maybe use the phrase "I accept" for supported ideas, as in "I accept quantum mechanics" or "I accept that god does not exist".  "Accept" also seems to have less affect than "believe", which may make it easier to change your mind if the evidence changes.

If I am capable of deliberate self deception, I want to believe that I am capable of deliberate self deception.
If I am not capable of deliberate self deception, I want to believe that I am not capable of deliberate self deception.

A real-world instance of Moore’s Paradox (“It’s raining, but I don’t believe it is”) occurs several times annually at Autzen Stadium in Eugene, Oregon —

Since 1990, Don Essig, the stadium's PA announcer since 1968, has declared that "It never rains at Autzen Stadium" before each home game as the crowd chants along in unison. He often prefaces it with the local weather forecast, which quite often includes some chance of showers, but reminds fans that "we know the real forecast..." or "let's tell our f

I find it amusing that in this article, you are advocating the use of deliberate self-deception in order to ward yourself against later deliberate self-deception.

That said, I feel the urge to contribute despite the large time-gap, and I suspect that even if later posts revisit this concept, the relevance to my contribution will be lower.

"I believe X" is a statement of self-identity - the map of the territory of your mind. But as maps and territories go, self-identity is pretty special, as it is a map written using the territory, and changes in th... (read more)

I chose to believe in the model of science—deliberately and consciously. This decision, however, has absolutely zero effect on the actual scientific method. I choose to believe science not because I can show it to be likely true, but simply because it is useful for making accurate predictions. I choose to reject, at least in so far as my actions, my internal beliefs about how the world works when they conflict with the ways science says the world works. I reject my intuition and all my firsthand experience that velocity is additive because relativity says ... (read more)

There are two kinds of belief being discussed here: abstract/declarative and concrete/imperative.

We don't have direct control over our imperative beliefs, but can change them through clever self-manipulation.  We DO have direct control over our declarative beliefs, and we can think whatever the heck we want in them.  They just won't necessarily make any difference to how we BEHAVE, since they're part of the "far" or "social" thinking mechanism.

You seem to be implying that there's only one kind of bel... (read more)

If you know your belief isn't correlated to reality, how can you still believe it?

Interestingly, physics models (map) are wrong (inaccurate) and people know that but still use them all the time because they are good enough with respect to some goal.

Less accurate models can even be favored over more accurate ones to save on computing power or reduce complexity.

As long as the benefits outweigh the drawbacks, the correlation to reality is irrelevant.

Not sure how cleanly this maps to beliefs since one would have to be able to go from one belief to anothe... (read more)

I'm going to go off the assumption that this post is deliberate satire, and say it's brilliant. 

"Even if it's not true, I'm going to decide to believe that people can't sincerely self-deceive."

All people have a marked preference to believe what they want to believe, especially when there are no direct costs associated with the false belief. The majority therefore prefers the belief in a charitable high power to the uncaring universe guided solely by the laws of physics.

The fact that a minority made by the self-declared rationalists can get by without this belief may have less to do with their rationalism than with the warm feeling of the superiority they feel towards the rest of the mankind. This can at least in part console them for giving up religion. Personally I get my consolation from feeling superior to both groups.

All people have a marked preference to believe what they want to believe, especially when there are no direct costs associated with the false belief. The majority therefore prefers the belief in a charitable high power to the uncaring universe guided solely by the laws of physics.

The fact that a minority made by the self-declared rationalists can get by without this belief may have less to do with their rationalism than with the warm feeling of the superiority they feel towards the rest of the mankind. This can at least in part console them for giving up religion. Personally I get my consolation from feeling superior to both groups.

   I chose to believe in the existence of God - deliberately and consciously. This decision, however, has absolutely zero effect on the actual existence of God.

If you know your belief isn't correlated to reality, how can you still believe it?

A good question. Perhaps it could be distance a little more from quote that preceeds it? That quote by itself seems to be rational.  (The irrational basis of the deliberate and conscious choice in question is nearly guarunteed but at least out of context.)

What you're saying has supercharged my cognitive flexibility. I never even thought to check whether my self-reported beliefs correlate with thoughts that I have positive affect towards and examine the implications!

Reminds me of Journeyman's comment on my EA article:

I don’t think EAs do a very good job of distinguishing their moral intuitions from good philosophical arguments; see the interest of many EAs in open borders and animal rights. I do not see a large understanding in EA of what altruism is and how it can become pathological. Pathological altruis

"'I chose to believe in the existence of God—deliberately and consciously. This decision, however, has absolutely zero effect on the actual existence of God.'

If you know your belief isn't correlated to reality, how can you still believe it?"

It's the difference between someone who's afraid of heights standing twenty feet from a cliff and standing two inches from the cliff. The former knows what will happen if he moves over and looks down, the latter is looking down and feeling the fear.

If you tell yourself you believe in a wall, then you're less likely to worry about what's on the other side. 

If you keep telling yourself that you can't just deliberately choose to believe the sky is green—then you're less likely to succeed in fooling yourself on one level or another; either in the sense of really believing it, or of falling into Moore's Paradox, belief in belief, or belief in self-deception.

If you keep telling yourself that you'd just look at your elaborately constructed false map, and just know that it was a false map without any expected correlation to the territory, and therefore, despite all its elaborate construction, you wouldn't be able 

I thought about believing that people are nicer than they really are before reading this and the previous article and I was worried I did that thing where I believed I succeeded in deceiving myself. Then I unpacked it to be "it is beneficial to act like you expect the next person you meet to be nice because if you believe that they are likely to turn out mean then you will start acting as if you expect them to be a jerk, which is more likely to make them act like a jerk; therefore just act as if you already think they're nice but be prepared to approp... (read more)

See... beliefs are emotional statements rooted heavily in cultural heritage and instinct. overcoming them is difficult. So for example no matter how hard I stand in the cockpit screaming at myself that I'm doing something stupid, I still react with a fear response to frightening images shown on a movie screen.

Though I guess the problem here is a definitional one. You define belief a bit more narrowly then I do, so I'm quibbling. I feel the need to bring this up (for your consideration), but I'm not going to pursue it. I'm probably being stupid even bringing it up.

Plenty of people, including myself, seem to understand that they are risk-averse, and yet fail to seek risk-neutrality.

@Eliezer:  People are going to misinterpret this far too frequently.  Add an addendum to the post to clarify it.






Overly Convenient Excuses

The Proper Use of Humility

It is widely recognized that good science requires some kind of humility. What sort of humility is more controversial. 

Consider the creationist who says: “But who can really know whether evolution is correct? It is just a theory. You should be more humble and open-minded.” Is this humility? The creationist practices a very selective underconfidence, refusing to integrate massive weights of evidence in favor of a conclusion they find uncomfortable. I would say that whether you call this “humility” or not, it is the wrong step in the dance.

What about the engineer who humbly designs fail-safe mechanisms into machinery, even though they’re damn sure the machinery won’t fail? This seems like a good kind of humility to me. Historically, it’s not unheard-of for an engineer to be damn sure a new machine won’t fail, and then it fails anyway.

What about the student who humbly double-checks the answers on their math test? Again I’d categorize that as good humility. The student who double-checks their answers wants to become stronger; they react to a possible inner flaw by doing what they can to repair the flaw.

What about a student who says, “Well, no matter how many times I check, I can’t ever be certain my test answers are correct,” and therefore doesn’t check even once? Even if this choice stems from an emotion similar to the emotion felt by the previous student, it is less wise.

You suggest studying harder, and the student replies: “No, it wouldn’t work for me; I’m not one of the smart kids like you; nay, one so lowly as myself can hope for no better lot.” This is social modesty, not humility. It has to do with regulating status in the tribe, rather than scientific process. If you ask someone to “be more humble,” by default they’ll associate the words to social modesty—which is an intuitive, everyday, ancestrally relevant concept. Scientific humility is a more recent and rarefied invention, and it is not inherently social. Scientific humility is something you would practice even if you were alone in a spacesuit, light years from Earth with no one watching. Or even if you received an absolute guarantee that no one would ever criticize you again, no matter what you said or thought of yourself. You’d still double-check your calculations if you were wise.

The student says: “But I’ve seen other students double-check their answers and then they still turned out to be wrong. Or what if, by the problem of induction, 2 + 2 = 5 this time around? No matter what I do, I won’t be sure of myself.” It sounds very profound, and very modest. But it is not coincidence that the student wants to hand in the test quickly, and go home and play video games.

The end of an era in physics does not always announce itself with thunder and trumpets; more often it begins with what seems like a small, small flaw . . . But because physicists have this arrogant idea that their models should work all the time, not just most of the time, they follow up on small flaws. Usually, the small flaw goes away under closer inspection. Rarely, the flaw widens to the point where it blows up the whole theory. Therefore it is written: “If you do not seek perfection you will halt before taking your first steps.”

But think of the social audacity of trying to be right all the time! I seriously suspect that if Science claimed that evolutionary theory is true most of the time but not all of the time—or if Science conceded that maybe on some days the Earth is flat, but who really knows—then scientists would have better social reputations. Science would be viewed as less confrontational, because we wouldn’t have to argue with people who say the Earth is flat—there would be room for compromise. When you argue a lot, people look upon you as confrontational. If you repeatedly refuse to compromise, it’s even worse. Consider it as a question of tribal status: scientists have certainly earned some extra status in exchange for such socially useful tools as medicine and cellphones. But this social status does not justify their insistence that only scientific ideas on evolution be taught in public schools. Priests also have high social status, after all. Scientists are getting above themselves—they won a little status, and now they think they’re chiefs of the whole tribe! They ought to be more humble, and compromise a little.

Many people seem to possess rather hazy views of “rationalist humility.” It is dangerous to have a prescriptive principle which you only vaguely comprehend; your mental picture may have so many degrees of freedom that it can adapt to justify almost any deed. Where people have vague mental models that can be used to argue anything, they usually end up believing whatever they started out wanting to believe. This is so convenient that people are often reluctant to give up vagueness. But the purpose of our ethics is to move us, not be moved by us.

“Humility” is a virtue that is often misunderstood. This doesn’t mean we should discard the concept of humility, but we should be careful using it. It may help to look at the actions recommended by a “humble” line of thinking, and ask: “Does acting this way make you stronger, or weaker?” If you think about the problem of induction as applied to a bridge that needs to stay up, it may sound reasonable to conclude that nothing is certain no matter what precautions are employed; but if you consider the real-world difference between adding a few extra cables, and shrugging, it seems clear enough what makes the stronger bridge.

The vast majority of appeals that I witness to “rationalist’s humility” are excuses to shrug. The one who buys a lottery ticket, saying, “But you can’t know that I’ll lose.” The one who disbelieves in evolution, saying, “But you can’t prove to me that it’s true.” The one who refuses to confront a difficult-looking problem, saying, “It’s probably too hard to solve.” The problem is motivated skepticism a.k.a. disconfirmation bias—more heavily scrutinizing assertions that we don’t want to believe.1 Humility, in its most commonly misunderstood form, is a fully general excuse not to believe something; since, after all, you can’t be sure. Beware of fully general excuses!

A further problem is that humility is all too easy to profess. Dennett, in Breaking the Spell: Religion as a Natural Phenomenon, points out that while many religious assertions are very hard to believe, it is easy for people to believe that they ought to believe them. Dennett terms this “belief in belief.” What would it mean to really assume, to really believe, that three is equal to one? It’s a lot easier to believe that you should, somehow, believe that three equals one, and to make this response at the appropriate points in church. Dennett suggests that much “religious belief” should be studied as “religious profession”—what people think they should believe and what they know they ought to say.

It is all too easy to meet every counterargument by saying, “Well, of course I could be wrong.” Then, having dutifully genuflected in the direction of Modesty, having made the required obeisance, you can go on about your way without changing a thing.

The temptation is always to claim the most points with the least effort. The temptation is to carefully integrate all incoming news in a way that lets us change our beliefs, and above all our actions, as little as possible. John Kenneth Galbraith said: “Faced with the choice of changing one’s mind and proving that there is no need to do so, almost everyone gets busy on the proof.”2 And the greater the inconvenience of changing one’s mind, the more effort people will expend on the proof.

But y’know, if you’re gonna do the same thing anyway, there’s no point in going to such incredible lengths to rationalize it. Often I have witnessed people encountering new information, apparently accepting it, and then carefully explaining why they are going to do exactly the same thing they planned to do previously, but with a different justification. The point of thinking is to shape our plans; if you’re going to keep the same plans anyway, why bother going to all that work to justify it? When you encounter new information, the hard part is to update, to react, rather than just letting the information disappear down a black hole. And humility, properly misunderstood, makes a wonderful black hole—all you have to do is admit you could be wrong. Therefore it is written: “To be humble is to take specific actions in anticipation of your own errors. To confess your fallibility and then do nothing about it is not humble; it is boasting of your modesty.”

1Charles S. Taber and Milton Lodge, “Motivated Skepticism in the Evaluation of Political Beliefs,” American Journal of Political Science 50, no. 3 (2006): 755–769.

2John Kenneth Galbraith, Economics, Peace and Laughter (Plume, 1981), 50.

Most abstract beliefs most people have make pretty much no difference to their actions.   They hold those beliefs not to advise action but to help them think and talk about interesting topics, so they can win friends (and mates and employers) and influence people. For these purposes, changing their minds may well not usually be a good deal.

Do you have some evidence that back up this statement?  I understand if this is just something you believe in. I don´t and if you actually have evidence that could update my belief I would be thankful. 

"Most abstract beliefs most people have make pretty much no difference to their actions."

I'm pretty sure I understand well enough what you're trying to say. But this statement is literally false, since abstract beliefs include many general knowledge claims. If I were informed that my car had just been run into in the parking lot, that would certainly influence my actions.

Perhaps you mean to restrict "beliefs" to "moral beliefs"? Or maybe you mean "abstract" as in "related to one's daily life only tenuously, if at all"?

pdf, yes, by "abstract" I mean about large abstractions, rather than the specifics of daily life.  Some abstractions are useful of course, but most of them are only tenuously related to daily life.

Robin, I'm not sure why you think the difference between "abstract" (?) and non-abstract beliefs is germane to the proper use of humility.  It does seem germane to Dennett's distinction between professing and believing, but that is not the main topic of the essay.

Eliezer, I just meant to point out that while your advice is great for someone who really cares about reducing belief error, it may understandably not be of much use for the usual purposes of most  not-directly-practical conversations.  Unfortunately this may well be the case for most of the advice we offer here at Overcoming Bias.

Over at http://edge.org/discourse/bb.html ( An Edge Discussion of BEYOND BELIEF ) there seems to be a discussion slightly pertaining to the issue at hand. Anyone care to comment on what Scott Atran is putting forward?

Either I'm missing something, or all of these comments pertain to the general question of why one wants to be rational, with no specialization for the particular question of how to use humility in the service of rationality (assuming from the start that you want to be rational, on which the essay is obviously premised).

Eliezer, perhaps we find your argument so clear and persuasive that we don't have much to say about it directly, but we want to comment on something so all will see we are paying attention.  Perhaps blogs comments need some sort of smiley nodding icon option, letting us indicate our pleasure with your post without needing words.  :)

Reading this comment 4 years after it was posted cause one of those "aha" moments for why we have the karma system.

I think it cuts down on the trolls significantly as well.

More significantly it provided a method of allowing the community as a whole condem or reward patterns of thought/expression.

The sort of humility required can inculcated by an openminded and continuous study of the human propensity to develop systems of thought that are often sealed from the admission of evidence which might contradict them.

http://amethodnotaposition.blogspot.com/2005/10/how-to-become-crackpot.html

http://michaelprescott.typepad.com/michael_prescotts_blog/2006/12/hypnotized_by_s.html

My own personal view is that this needed form of humility is even more lacking in self-proclaimed rationalists than the population at large, probably for selection reasons.

I discuss some very interesting fMRI research bearing on this question here:

http://amethodnotaposition.blogspot.com/2006/10/confirmation-bias.html

To avoid this gaping pitfall to progress in our search for what is real, we ought consider deeply these words of Oliver Cromwell:

"I beseech you, in the bowels of Christ, think it possible you may be mistaken"

I'd suggest that there is a relatively straightforward and unproblematic place to apply humility: to overcome the universal overconfidence bias. Many studies have found that when asked to give estimates with a confidence interval, error rates are far higher than would be expected if the confidence interval were accurate. Many of these find errors an order of magnitude or more than subjects expected.

You could take self-tests and find out what your overconfidence level is, then develop a calibration scale to correct your estimates. You could then use this to modify your confidence levels on future guesses and approach an unbiased estimate.

One risk is that knowing that you are going to modify your intuitive or even logically-deduced confidence level may interfere with your initial guess. This might go in either direction, depending on your personality. It could be that knowing you are going to increase your error estimate will motivate you to subconsciously decrease your initial error estimate, so as to neutralize the anticipated adjustment. Or in the other direction, it could be that knowing that you always guess too low an error will cause you to raise your error guesses, so that your correction factor is too high.

However both of these could be dealt with in time by re-taking tests while applying your error calibration, adjusting it as needed.

An appeal to humility might just be an eloquent concession to difficulty. It may not achieve anything if there is something tangible to achieve (for example, your scientific applications). But on the profoundly abstract and inherently human questions it may have a place. In many cases I need to accept that I do not have an answer and will probably never have an answer if I am going to get any sleep at night. But that is a different thing to the 'good' humility which says (a) I am human and capable of making errors and, in fact, it is inevitable that I will err and so accordingly (b) I will implement safeguards against such error in the systems I create and administer. Differing shades of humility appropriate for differing applications?

It is not only me who posts unannounced in the hope of demonstrating the efficacy I hold myself to but can't bring myself to test on a real and threatening medium.

This internet shears the communication from each of us and puts those ideas out on their own; more or less free from predjudice or the risk of reflecting unflatteringly back on any of us.

I don't hold out any possibility of my meek few lines attracting attention of anyone but me. As for influence?

It's the power of invisibility, only none of us are seen. I think it kind of takes a bit away from it all.

I'd just note that if you believe in a deity, it actually isn't particularly less rational to believe that it can be three and one at the same time.  How would you prove the invisible, incorporeal, floating dragon who spits heatless fire isn't simultaneously one and three?

http://lesswrong.com/lw/i3/making_beliefs_pay_rent_in_anticipated_experiences/

Since anyone who applies Occam's Razor in the correct form will reject theism to start with, I strongly doubt that any such person has, in fact, wasted the time to actually work out whether the vast convolutions necessary to "rationalize" theism are ultimately made more or less simple by the introduction of a variant of multiple personality disorder into the theistic godhead.

So, I doubt anybody is actually in a position to say that unitarian theism is, in fact, simpler than trinitarian theism.  A rational person would never spend the time and effort to work out which ridiculously convoluted theory is actually simpler, because he's already discarded both of them, and there's no point in debating which is more ridiculous.  The irrational can't be trusted to do the reasoning correctly, and thus the rational can't leverage their results.

Therefore, it's optimal when making the case for rationality to avoid comment on trinitarianism.  A rationalist is unlikely to actually be able to demonstrate it is actually inferior to unitarian theism, and he wouldn't get any benefit from bolstering the relative case for unitarian theism anyway.

Hm... this doesn't seem right. Let me take a stab at this.

What you're saying assumes that rationality - or such specific tools of it as Occam's Razor - get applied equally to everything. Theists are making this big salient mistake, and so we assume they make this mistake everywhere. Which is not how people work. Like you have overall successful people who happen to also be, say, creationists.

To say that everything in theism is equally worthless is the outside view: we can see the whole field is based on an undeservedly priviledged hypothesis, so to us everything in that volume of theory space is not worth distinguishing between. Like distinguishing between two conditional probabilities where the condition itself is extremely unlikely; not practically useful. But from the inside, where the condition is already granted - there's still bound to be some things that make considerably more sense than others. To deny that is to just say that you're not interested in the distinction (which is reasonable), not that it couldn't be made for good reasons.

The irrational can't be trusted to do the reasoning correctly

I haven't studied it, but I wouldn't be surprised to learn that theology, past the fact that it takes its theistic assumptions as a given, contained quite a lot of good thinking and that historically it contributed to our understanding of logic and valid reasoning. The reason I think so is that for long periods of time in history, becoming a clergyman was the main way of getting an education and getting to work on anything science-like, so at least some of the greatest minds in history were clergymen. Like Thomas Bayes. ;)

So I see a warning sign whenever aspiring rationalists dismiss theists as idiots.

(I'm probably failing to signal my allegiance to the tribe here ;) )

Taken out of context, my statement is too general, yes, and does look like the dismissing-theists-as-idiots thing, yes.

What I was saying was intended to be understood as "Those who accept theism can't be trusted to have correctly reasoned about the specific nature of the theos, because the very same influences that caused them to be theists are going to be inducing them to defend a specific theos whether it makes more or less sense than the alternative."

Given the tendency of people to put things in domains, I will, in fact, (reasonably) trust what a Vatican astronomer says about the Andromeda Galaxy, or a Creationist nuclear engineer says about Three Mile Island, et cetera.  But the existence of a theistic deity and the nature of a theistic deity seem closely-enough related, domain-wise, that I won't trust a theist to tell me he's rationally evaluated whether God is One or Three, rather than rationalized it.

And, from my outsider perspective, I'm just not going to guess whether trinitarianism is more complicated, or if it just seems more complicated when you don't know what problems it solves.  In physics, I trust that if the more-complicated-seeming answer of relativity didn't give better answers than the simpler-seeming Newton, physicists wouldn't use relativity.  In theistic theology, I can't trust either proponents or opponents of trinitarianism to be giving me a rational evaluation as to whether the Trinity is an overcomplication or, overall, simplifies things.

Wouldn't having three deities instead of one be more complex by their interactions with one another? Even if they existed on separate planes of existence, they would have to all be exerting some kind of influence for them to be gods, no? And in their shared application of influence, would they not be interacting?

The interactions of three people is more complex than the interactions of one person with himself.  But the theory that my house contains three different residents still explains observations of my house much more simply than if you start with the assumption there's only one resident.  You accordingly cannot actually use Occam's Razor to disfavor the theory that my house has three residents simply because the interactions of three people with each other are more complex than the interactions of one person with himself.  Similarly, adding a cat to the three persons hypothesis actually improves the explanatory power of the model, even though you now have three sets of human-cat interactions added to the model; rejecting the cat on the basis of Occam's Razor is also a failure.

Is a trinity more complex than a unitary godhead?  In itself, sure.  But if you're trying to do something as notoriously convoluted as, say, theodicy, the question is, does the trinity provide extra explanatory power that reduces the overall complications?

And I strongly doubt anyone is both knowledgeable enough about theodicy and sufficiently rational and unbiased on the unity/trinity question to give a trustworthy answer on the question of which is the actual lesser hypothesis there.  Especially since the obvious least hypothesis in theodicy is that there is no God at all and thus nothing to explain.

If you're going to claim that a unitary godhead is favored by Occam's Razor over a trinity, you actually need, among other things, a whole unitary-godhead theodicy.  But if you actually worked one out, in order to have a rational opinion on the relative viability of the unitary and trinity theories, I'm going to wonder about your underlying rationality, given you wasted so much time on theodicy.

As defined in some places - for example, the Occam's Razor essay that Eliezer linked for you many comments ago - simplicity is not the same as fitting the evidence.

The official doctrine of the Trinity has probability zero because the Catholic Church has systematically ruled out any self-consistent interpretation (though if you ask, they'll probably tell you one or more of the heresies is right after all). So discussing its complexity does seem like a waste of time to me as well. But that's not true for all details of Catholicism or Christianity (if for some reason you want to talk religion). Perhaps some intelligent Christians could see that we reject the details of their beliefs for the same reason they reject the lyrics of "I Believe" from The Book of Mormon.

Of course simplicity is not the same thing as fitting the evidence.  You only even start comparing simplicity after you have multiple hypotheses that actually fit the evidence.  Then, and only then, can you properly apply Occam's Razor.  The hypotheses "Always comes up heads" and "always comes up tails" and "always lands on the edge"  are all already on the reject pile when you're trying to figure out the best theory for the existence of the "HTTHHT" sequence, and thus none of them get any points at all for being simple.

Indeed, if you've only got one hypothesis that fits, it's still too soon to apply Occam's Razor, except informally as a heuristic to encourage you to invent another hypothesis because your existing one looks excessively complicated.  Only after you've got more than one hypothesis that fits the  "HTTHHT" sequence can you actually use any formalization of Occam's Razor to judge between those hypotheses.

It occurs to me that Trinitarianism and similar are likely best explained as the theological equivalent of wave-particle duality.

Does light really sometimes behave like a particle and sometimes behave like a wave?  Probably not.  More likely there is some underlying, unified behaviour that we simply haven't figured out yet due to limited data and limited processing power.

Similarly, when trying to comprehend and describe an infinite...  something-that-has-intent, with a finite human mind and viewpoint as your only tool, there are likely going to be some similar bits of weirdness.  God in three persons?  More likely you have a "blind men and the elephant" situation.  Only this elephant is too big to ever see more than a tiny piece of it at a time, and too mobile to know for certain that you've found the same part of it to look at twice in a row.

So you could easily have a case where the Unitarians are technically more correct about the overall nature, but the Trinitarians have a better working description.

This says nothing about whether Theism as a whole is the most correct explanation for the observed phenomenon.  Just note that the "practical explanation that mistakenly comes to be thought of as the way things really are" is hardly limited to Theology, and I highly doubt theologians are  measurably more likely to commit this error than anyone else.  The very reason that you have to use placeholder tokens for thinking about concepts that can't fit in your brain all at once leaves you susceptible to occasionally forgetting that they're just placeholders.

If "humility" can be used to justify both activities and their opposites so easily, perhaps it's a useless concept and should be tabooed.

Where people have vague mental models that can be used to argue anything, they usually end up believing whatever they started out wanting to believe.

"Humility" is a virtue that is often misunderstood.  This doesn't mean we should discard the concept of humility, but we should be careful using it. 

It seems to me to be the case that when confronting rationalists, those who have a belief they're motivated to continue to hold will attempt to manipulate rationalists into withdrawing skepticism or risk social disapproval. For example, when creationists ask something like "how can you be sure you're absolutely right about evolution?", I believe the actual intention is not to induce humility on the part of the evolutionist, but to appeal and warning for the evolutionist not to risk the creationist's disapproval.

So, it's crucial to identify the difference between when someone else wants you to be humble, and when someone wants you to be socially modest so you don't frustrate them by challenging their beliefs.

There's better discussion than what I can produce on when humility is and isn't useful in the comments of the SEQ RERUN of this post

16 Moreover when ye fast, be not, as the hypocrites, of a sad countenance: for they disfigure their faces, that they may appear unto men to fast. Verily I say unto you, They have their reward.
17 But thou, when thou fastest, anoint thine head, and wash thy face;
18 That thou appear not unto men to fast, but unto thy Father which is in secret: and thy Father, which seeth in secret, shall reward thee openly.

Sorry to spread my Christian-flavored ideas around, but it reminded me. :3 The old joke among me and my siblings, when I was growing up, was that we would proclaim ourselves to be "the humblest one" of us all. I thought it was a joke, until I grew up and interacted with people who actually adhered to a similar philosophy...

Very well-written post, sir. I greatly appreciate the ones where you take a common word or phrase, and reduce it to its proper and true state.

Actually, what this really reminds me of is a recent altercation between me and a roommate. The word at the heart of this altercation was "selfishness"... my erstwhile roommate (subleaser, really) said that my and my wife's decision to fail to renew their lease was "selfish", because, apparently, in our religion we are supposed to give everything we have to anyone who asks of it. Logically, it can be well demonstrated that this does not follow; if we were to be "charitable" under this definition, we would give all our shelter and money to the starving and homeless, and die of starvation and exposure.

Logically, it can be well demonstrated that this does not follow

That is possible, but you didn't show it. Who knows what would happen if we gave all our shelter and money to the starving and homeless? Perhaps they'd listen if we asked for it back, or a miracle would produce more? And how do we know we aren't supposed to die of starvation and exposure?

There are certainly biblical statements implying one shouldn't. There may even be two or three pages worth of such excepts for every one page implying the opposite, but once the principle of explosions explodes you, there's really no putting the pieces back together.

If the logical demonstration depends on assuming something at all like biblical consistency, you can say so, but biblical quotes are worthless for some purposes because it may be assumed there is one supporting P and one supporting ~P for a great many things. This is true for the Old Testament alone, the New testament makes it exponentially worse, which is like having a fatal wound or disease be exponentially more fatal than fatal...I can't even imagine adding the Book of Mormon to the mix. 

For this reason biblical quotes are not ideal, unless there is doubt that any passage supports a particular position, or there is some other good reason. But the default assumption is that if there is a debate, biblical quotes can be found to support any side.

In any case, one should be careful to not accept a false dichotomy that arose from a clash of two opinions, but to seek better alternatives, particularly those similar to the opposing position, and to throw away fake justifications that worked against the real interlocutor, but not the idealized one.

I thank you for your caution, but my argument was actually non-Biblical in nature, and it was a proof by contradiction. Ran something like this:

So, you think that I should give away everything to those who ask for it, without exception?
Every resource I consume is a resource that is then unavailable for others who ask for it.
Therefore, in order to give away every resource I might have otherwise consumed, I must not consume any resources, and therefore dies.
Your moral system prohibits suicide.
Therefore, your original proposition is inconsistent with your professed morality, QED.
Also therefore, get out of my house before I call the cops.

I apologize for the ambiguity; I did not mean to explicitly ascribe any moral valuation to committing suicide, though I should hope it could be inferred that I do not, in fact, advocate suicide. :P

As for "the homeless giving it back", why, to even ask would be selfish!

There is a difference between not consuming anything and giving away anything if asked.

said that my and my wife's decision to fail to renew their lease was "selfish", because, apparently, in our religion we are supposed to give everything we have to anyone who asks of it.

So apparently in his religion one is supposed to give away everything if asked, but nothing is implied if one is not asked.

That is a good point, but the error comes in my statement of he problem, not in the argument. Otherwise, why would we ever give to charity, unless explicitly asked to? What would constitute "asking", anyway? Could we pass by a homeless man on the street and, as long as he didn't actually say anything to us, safely ignore his sign?

Otherwise, why would we ever give to charity, unless explicitly asked to?

I don't understand. Mostly, because your argument is along the lines of: A, because if not A, then why B? And B," and I can think of many other reasons for B, not merely just A or just one besides A. How is this not an argument from incredulity? You're accusing the roommate of unflinching hypocrisy, but I don't see it.

Then perhaps I was incorrect in my accusation. I apologize that I'm not able to present my side more clearly; this happened a while ago, and the data is muddled.

I hadn't myself understood why I disliked one style of biblical quotations until I had to explain it to you.

Other reasons for biblical quotes are fine, such as showing how telling a story several times and differently has an effect, or showing something about how people then likely thought, or having an old source for "Nothing new under the sun", etc. There's nothing about the books that makes quoting them magically a bad thing to do, it's just that there's enough contradictory stuff (probably in Exodus or Numbers or Deuteronomy alone, much less the Pentateuch, much less the Old Testament, much less...) that saying there is Biblical warrant for something similar to one's position is the most unspectacular thing one can say. A quantity of quotes from among sources showing preponderant and/or broad and consistent would be something else and as valuable as perhaps a small quote from a dissimilar source, but by definition that's not something that fits in a reasonable amount of space and is more of a thesis paper.

The first sentence of this comment is the important one, we can probably constructively generalize from it.

As an atheist in hiding knowing the bible well can be extremely useful though. Due to how you can support nearly any position using biblical quotes, it becomes a lot easier dealing with strongly religious people when you disagree with them if you can argue based on their own priors. Telling someone about a logical fallacy, information colelcted using carbon dating, etc only works when they actually assign weight to your sources. 

Another bonus, when people find out I am an atheist and I have been liberally trolling them for years it might shake up their faith in the community if I am lucky, but I am not sure how I would test this.

A big problem with trying to pull wisdom out of the bible and similar is that there is a whole pile of cultural context that is either gone, or requires large amounts of study to discover.

Like someone a thousand years from now who has somehow dug up an old blog post that strongly asserts that "The Cake is a Lie!" you're missing a massive portion of the story.  And you can justify almost anything you want to just by filling in the missing bits differently.

And this is before you even get into the biblical religions having all gone through historical phases where they deliberately filled in the cultural bits incorrectly for political reasons.

The best thing I've found to do with it is set God = Truth, and remember that someone's story being included isn't an assertion that they had everything right.  There's plenty of satire in there too.  Most of it exceedingly subtle.  Something about criticizing the powerful being a potential death sentence so they had to make it look like praise. But if you actually lay out the statements and evaluate them as a whole instead of individually it paints a different picture.  

Like when you suddenly realise that they're praising Solomon as being a great king by describing the grand temple and palace he built, but if you pay attention to the descriptions of each it seems that he not only built the palace out of grander, more expensive materials, he built it as a mirror of the temple with his throne room in place of the holy of holies...  And suddenly the description of the man's character takes on an entirely different tone if you know anything about what the relationship between God and the King was supposed to be.

And yet various branches of bible-based religions spent hundreds of years using Solomon as part of their description of a "Godly King".  Because it fit their political narrative and kept the peasants in line.

In short, Biblical stories are like any other repository of folk wisdom.  The only way to find the truth in there is if truth is what you're actually looking for and you don't stop until it makes coherent sense.  And this whole site is dedicated to showing all the ways in which human beings generally aren't actually looking for the truth...  So...  Good luck?

To be humble is to take specific actions in anticipation of your own errors.  To confess your fallibility and then do nothing about it is not humble; it is boasting of your modesty.

I don't know why EY was taking grief for this. It's a good distinction, well phrased.

On the other side of the pancake, I'd say that intellectual arrogance is often similarly misconstrued. 

People often take open disagreement as a sign of intellectual arrogance, while it is a display of respect and humility; showing respect with the honest acknowledgment of your disagreement, and showing humility in affording the other person a chance to defend themselves and prove you wrong. To say nothing is to treat that person's beliefs dismissively, as if they don't matter, and then assume that discussion was futile because they're incapable of understanding the truth, and of course, couldn't possible have anything to teach you.

If someone could convince people at large that this is true it would make intelligent dicussion much easier. Trying to convince people to abandon the treasured perks of high status might prove difficult however.

A majority of people openly disagreeing with others are doing so out of pride, not a desire to learn. The exact flavour of pride varies. Some feel that they are righteously doing their duty to defend their opinion and remain true to themselves and/or their tribe, some want to feel like they are doing a favour to humanity by enlightening others, some disagree to humiliate a person with a contradictory opinion because they dislike the person, some disagree to challenge a person's social status rather than challenging his opinion, some because they take pride in being edgy or non-conformist, some just want to flaunt their opinion and superior knowledge. The fact that people interpret open disagreement as arrogance is quite a reasonable assumption since the probability of a person openly disagreeing with them not out of pride is negligibly low, at least outside the rationalist community. (Even within the rationalist community, it is still relatively unlikely that a person disagree for an opportunity to refine their model of the universe. Even rationalists regularly fall prey to emotions such as pride.)

It still does happen though. I've only gotten this far in the Recommended Sequences, but I've been reading the comments whenever I finish a sub-sequence; and they (a) definitely add to the understanding, and (b) expose occasional comment threads where two people arrive at mutual understanding (clear up lexical miscommunication etc.). "oops" moments are rare, but the whole karma system seems great for occasional productive discourse.

That is obviously not an analog for the face-to-face experience, but isn't the "take a chance on it" approach still better then a general prohibitive "not worth it" attitude? You can be polite (self-skeptical etc.) while probing your metaphorical opponent. Non confrontational discussions are kind of essential to furthering one's understanding about what's going on and why.

A good way I think of to define humility is as the inverse of your willingness to argue with future you. Imagine that yourself from a few weeks in the future (or 5 years in Matthew McConaughey's case) steps out of a time machine. Would you be willing to concede that he knows more?

I believe that people systematically underestimate the amount that the world, themselves and their opinions will change in 5 years. That would amount to a bias for under-humility.

Hm. Looking in the mirror, I am entirely willing to defer to future-me, but at the same time I wouldn't describe myself as humble. What you are describing seems to be more along the lines of the well-known quote usually but erroneously attributed to Churchill: "When the facts change, I change my mind. What do you do, sir?"

Humility demands an appreciating what we do NOT know, and the PURSUIT of counter-evidence.

To take up the first example in the article, this applies to creationism versus simple evolution (random chance plus natural selection being sufficient).

People should learn the case for evolution before adamantly deciding that Genesis is literally true.  Many do not, despite the rather insurmountable case against it.

BY THE SAME TOKEN, people should learn the case against random chance and natural selection being sufficient to explain everything we know, and an appreciation of how much we still don't know, before adamantly deciding it is true.   Many do not, despite the strength of the case against it, as well.

"The case against X" is a vague term because it could mean "the arguments against X" or "the good arguments against X".  Which of these do you mean when you suggest that people should learn the case against evolution?

I think that this meme is appropriate and that it can help readers understand the idea. But I'm not sure and would appreciate input from others.

I also just had the thought that memes in general might be a good way to communicate a lot of the ideas on LessWrong (by contrasting proper reasoning with flawed reasoning). What do you guys think?

I actually don't quite agree (this is the first time I found something new to criticize on one of the sequence posts).

To me, it seems like humility as discussed here is inherently a distortion, that when applied, shifts a conclusion in some way. The reason why it can be a good thing is simply that, if a conclusion is flawed, it can shift it into a better place, sort of a counter-measure to existing biases. it is as if I do a bunch of physical measurements and realize that the value I observe is usually a bit too small, so I just add a certain value to my number every time, hoping to move it closer to the correct one.

However, once I fix my measurement tools, that distortion then becomes negative. Similarly, once I actually get my rationality correct, humility will become negative. In this case, there also seems to be a general tool to get your conclusion fixed, which is to use the outside view rather than the inside view. Applying that to the engineer example:

What about the engineer who humbly designs fail-safe mechanisms into machinery, even though he's damn sure the machinery won't fail?  This seems like a good kind of humility to me.

If the engineer used the outside view, he should know that humans are fallible and already conclude that he should spend an appropriate amount of time on fail-safe mechanics. If he then applied humility on top of it, thus downplaying his efforts despite having used the outside-view, it should lead him to worry/work on it more than necessary.

Of course, you could reason that in my example, applying the outside view is itself a form of applying humility. My point is simply that even proper humility doesn't seem to cover any new ground. It's not "part of rationality," so to speak. It's simply a useful tool, practically speaking, to apply when you haven't conquered your biases yet. In that sense, I would argue that, ultimately, the correct way to use humility is not at all / automatically without doing anything.

Do you, or anyone, have good examples of such specific actions?

Manned spaceships have dozens of fallback plans to keep astronauts safe, even though they don't anticipate things going wrong.

Backing up... everything. Deploying changes to test environment before deploying to production. Accepting Murphy's Law unto yourself. Looking twice before crossing the street. Developing a blanket policy of general paranoia. Promoting a blanket policy of general paranoia. Developing alcoholism. Promoting alcoholism. Etc...

Edit: I forgot arguably the most important one: admiting you cannot reliably do better than the market by picking individual stocks (nobody can!) and buying market ETFs instead.

This was meant as a joke. Sorry if the intent is not obvious.

In some contexts, this is exactly right. It is right and proper to see major, real-time belief updates in the climax of a rational fic. And one hopes that executives in a high-stakes meeting will be properly incentivized to do the same. But in many ordinary cases, the most extreme concession one should hope to hear is, "okay, you've given me something to think about," followed by a change of subject. (If this seems unambitious, consider how rarely people make even such small concessions.)

I think it's important to mind the costs--both psychological and social--of abruptly changing one's plans or attitudes. "Why bother going to all that work to justify [staying the course]?" Indeed, I wish it were more normal for people to say, "well, that's a good point but it's probably not worth the switching costs" or even just, "I don't feel like thinking that hard about it."



The Third Alternative

“Believing in Santa Claus gives children a sense of wonder and encourages them to behave well in hope of receiving presents. If Santa-belief is destroyed by truth, the children will lose their sense of wonder and stop behaving nicely. Therefore, even though Santa-belief is false-to-fact, it is a Noble Lie whose net benefit should be preserved for utilitarian reasons.”

Classically, this is known as a false dilemma, the fallacy of the excluded middle, or the package-deal fallacy. Even if we accept the underlying factual and moral premises of the above argument, it does not carry through. Even supposing that the Santa policy (encourage children to believe in Santa Claus) is better than the null policy (do nothing), it does not follow that Santa-ism is the best of all possible alternatives. Other policies could also supply children with a sense of wonder, such as taking them to watch a Space Shuttle launch or supplying them with science fiction novels. Likewise, offering children bribes for good behavior encourages the children to behave well only when adults are watching, while praise without bribes leads to unconditional good behavior.

Noble Lies are generally package-deal fallacies; and the response to a package-deal fallacy is that if we really need the supposed gain, we can construct a Third Alternative for getting it.

How can we obtain Third Alternatives? The first step in obtaining a Third Alternative is deciding to look for one, and the last step is the decision to accept it. This sounds obvious, and yet most people fail on these two steps, rather than within the search process.

Some false dilemmas arise honestly, because superior alternatives are cognitively hard to see. But one factory for false dilemmas is justifying a questionable policy by pointing to a supposed benefit over the null action. In this case, the justifier does not want a Third Alternative; finding a Third Alternative would destroy the justification. The last thing a Santa-ist wants to hear is that praise works better than bribes, or that spaceships can be as inspiring as flying reindeer.

The best is the enemy of the good. If the goal is really to help people, then a superior alternative is cause for celebration—once we find this better strategy, we can help people more effectively. But if the goal is to justify a particular strategy by claiming that it helps people, a Third Alternative is an enemy argument, a competitor.

Modern cognitive psychology views decision-making as a search for alternatives. In real life, it’s not enough to compare options; you have to generate the options in the first place. On many problems, the number of alternatives is huge, so you need a stopping criterion for the search. When you’re looking to buy a house, you can’t compare every house in the city; at some point you have to stop looking and decide.

But what about when our conscious motives for the search—the criteria we can admit to ourselves—don’t square with subconscious influences? When we are carrying out an allegedly altruistic search, a search for an altruistic policy, and we find a strategy that benefits others but disadvantages ourselves—well, we don’t stop looking there; we go on looking. Telling ourselves that we’re looking for a strategy that brings greater altruistic benefit, of course. But suppose we find a policy that has some defensible benefit, and also just happens to be personally convenient? Then we stop the search at once! In fact, we’ll probably resist any suggestion that we start looking again—pleading lack of time, perhaps. (And yet somehow, we always have cognitive resources for coming up with justifications for our current policy.)

Beware when you find yourself arguing that a policy is defensible rather than optimal; or that it has some benefit compared to the null action, rather than the best benefit of any action.

False dilemmas are often presented to justify unethical policies that are, by some vast coincidence, very convenient. Lying, for example, is often much more convenient than telling the truth; and believing whatever you started out with is more convenient than updating. Hence the popularity of arguments for Noble Lies; it serves as a defense of a pre-existing belief—one does not find Noble Liars who calculate an optimal new Noble Lie; they keep whatever lie they started with. Better stop that search fast!

To do better, ask yourself straight out: If I saw that there was a superior alternative to my current policy, would I be glad in the depths of my heart, or would I feel a tiny flash of reluctance before I let go? If the answers are “no” and “yes,” beware that you may not have searched for a Third Alternative.

Which leads into another good question to ask yourself straight out: Did I spend five minutes with my eyes closed, brainstorming wild and creative options, trying to think of a better alternative? It has to be five minutes by the clock, because otherwise you blink—close your eyes and open them again—and say, “Why, yes, I searched for alternatives, but there weren’t any.” Blinking makes a good black hole down which to dump your duties. An actual, physical clock is recommended.

And those wild and creative options—were you careful not to think of a good one? Was there a secret effort from the corner of your mind to ensure that every option considered would be obviously bad?

It’s amazing how many Noble Liars and their ilk are eager to embrace ethical violations—with all due bewailing of their agonies of conscience—when they haven’t spent even five minutes by the clock looking for an alternative. There are some mental searches that we secretly wish would fail; and when the prospect of success is uncomfortable, people take the earliest possible excuse to give up.

So, did you take five minutes and try to come up with an better noble lie than Santa Claus?  I tried and failed.  Unfortunately, Santa Claus does remarkably well at achieving a package of related goals.

From my perspective, the main goal that Santa-ism serves is giving children a trial run at atheism - teaching them to be skeptical of supernatural propositions fed them by adults and believed by their peers, especially the part about being rewarded for belief.  If I had children I'd let their peers tell them about Santa Claus, without contradiction from me, just to make sure the kids got experience in skepticism - you lose out on a fundamental life trial and very valuable experience if your parents happen to be atheists.

But even this can be improved upon, if you're willing to tell your own lies instead of letting others do it for you.  Just tell the children in a very stern voice that if they doubt the existence of Santa Claus he won't bring them any presents; but if they believe as hard as they can, they'll get lots of presents.  Also, remove the part about Santa Claus rewarding children for being good - being good should be its own reward to be internalized appropriately; if the children believe they are being bribed, it may interfere with their internalization of morality.  Santa Claus should reward children only for believing in him.  Why is that good?  Well, just because.

As a trial run at atheism, I would have been the Dinesh D'Souza of Santa-ism.  I recall that at age 12, I proudly defended Santa-ism from my peers because of a personal experience that I thought gave strong evidence of his existence.  Because, of COURSE, no human could sneak presents outside under the tree while a kid wasn't paying attention, and OBVIOUSLY the door was closed the whole time, and no human could have placed them all there within just a few minutes.  I should ask my parents how they managed that trick.

We seem to go to pretty dark places pretty fast once we tell ourselves it's all right to lie to our children.

Also, while most people do grow out of Santa, they don't seem to grow out of God; so the dress rehearsal apparently doesn't ever become a performance.

Or, how about telling kids that Santa is rewarding or punishing them for how he predicts they will act during the coming year? Get them started on Newcomb problems!

"Santa put a really awesome gift in this present if and only if he predicted that you'd destroy all your other gifts without opening them before opening this gift."

Joe:
When you think about the commercialization of Christmas, is the perpetuation of Santa and presents still a noble lie? Or does it now become a perverse destruction of what was supposed to be a religious celebration of the birth of Christ?

Just a thought.
Maybe the initial story behind "The Clause family" was created to help people understand about generosity. Feeling grateful of family and friends. Taking the time to appreciate and celebrate.

I'm not sure how it literally became a man in a red suit and reindeer when in turn it has been clearly ... (read more)

it does not follow that Santa-ism is the best of all possible alternatives.  Other policies could also supply children with a sense of wonder, such as taking them to watch a Space Shuttle launch or supplying them with science fiction novels.

This strikes me as slightly fallacious reasoning, since it's implying that supplying children with science fiction novels and telling them about Santa Claus are mutually exclusive options. If one only wanted to inspire a sense of wonder in children, would the best option not be to tell them about Santa Claus and take them to watch a Space Shuttle launch and supply them with science fiction novels?

I understand your message, but I think Santa Claus is a bad example to illustrate it with. The "but there is a third choice as well" argument only applies if we're talking about an either-or situation, but in this case, your suggested third choices can be just piled on top of the original one.

(If we wanted to attack the Santa Claus argument in particular, it could be pointed out that by the same logic, children should be told presented countless of fairy stories as true ones, up to the point that they'd start getting seriously confused about how the world really works and how it doesn't.)

Gah. And somehow I managed to miss that Jeremy had posted a comment with the essentially same content just before me. Ignore me, folks...

I have a suspicion, based on a limited degree of personal experience, that the common philosophical practice of coming up with thought experiments, may tend to promote this sort of fallacious reasoning. Such "experiments" often artificially force people into exclusive "would you do X or Y?" dilemmas, and anyone who says "well, actually... why wouldn't you do Z?" is promptly told that they're missing the point. All of this is fair enough within the bounds of the thought experiment, but if people start seeing real life in the same simplified terms, then that's something of a problem.

In my experience, in real life what most people do in a crisis is stand there and dither.

First you flip the switch, then you make an extraordinary effort to stop the trolley.

P.S. Jeremy: "atheistic children with an internalized sense of morality, an obvious contradiction"? Spare us, please. Why ruin an otherwise perfectly reasonable comment with such a patently ridiculous cheap shot?

Kaj, Jeremy, your objection contains the seeds of its own refutation - if you can both teach children about Santa and supply them with science fiction, it hints that the number of possible different ways to supply wonder is exponentially huge, whereas your available time is linear at best.  Thus my dilemma is not false; the best is still the enemy of the good, even if you pick the top five instead of the top one.

If you still doubt, consider that Santa-ism has an explicit downside, namely that it bribes the child to be moral, which has been demonstrated to interfere with internalization of morality - Santa-ism may not even satisfice.  False dilemmas are often used to justify downsides, and in such cases, if we find a strategy without the downside, it will generally substitute rather than accumulate, even before taking resource bounds into account.

Here's another Noble Lie: protectionism--that there's somehow a morally and practically important difference between trading inside your borders and trading outside them. It may not be quite as good as Santa Claus, though.

The idea that torture is efficacious for getting accurate information might be Noble Lie (if you accept that causing pain to someone helpless is a benefit, thus making torture a self-seeking behavior), but that one might be too contentious for most discussions.

I suspect that the hook for adults in the Santa Claus story is a "benefit&... (read more)

The problem with examples like Santa Claus is that human culture is highly complex, so that the actual effects of Santaism are hard to fathom, and harder to compare to possible alternative beliefs:  if you came up with an alternative to Santa, how would you prove that it is better?

For example, I would say that Santa is less about "encouraging children to behave better in hope of receiving presents", which, as you say, sounds like bribery, and more about starting to build a sense of conscience within the child by introducing the idea of an entity ... (read more)

Rob, Santaism and theism do not encourage integrity, i.e. behaving morally even when no one is watching you. Integrity is good.

Jeremy, your statement could use clarification. Would you rather your children have no conscience?

Nick - the claim is that they make you believe that you are always being watched by a moral judge, not that you behave morally when noone is watching you.  I'm not sure how you'd distinguish the two in practice, however.

Encouraging your children to believe in Santa Claus teaches that you will lie to them because you think it's cute.  I promised my daughter that I would never lie to her -- I might refuse to answer, but never lie.

After my oldest came out as a Santa-denier, I told him something along the lines of "Congratulations. I admit that I and every other grown-up were lying to you. From now on I will never deliberately lie to you about anything again. Please keep your insight secret from other kids who aren't in on the joke yet, so they too can benefit from figuring it out themselves."

"Nick - the claim is that they make you believe that you are always being watched by a moral judge, not that you behave morally when noone is watching you. I'm not sure how you'd distinguish the two in practice, however."

This is perhaps true in the beginning.  But what happens once they figure out that Santa isn't real and that there are times when no one is watching them.  I suppose this is why religion tries to pound it into your heads that there is a god, and judgment leading to either heaven or hell.  I can't think of a better way to try to c... (read more)

Rob:  In practice there is a HUGE difference.  If you behave morally when no0one is watching you, new information doesn't threaten your moral foundations, as your morality is grounded in your preferences.  If you believe that you are always being watched then your moral behavior will be grounded in supposed facts about the world.  In this case, evidence that undermines your belief in those facts undermines your morality, leading in the direction of Nietzsche's "total eclipse of all values" as the inevitable consequence of the "twilight of the idols".

There are also important practical consequences to following orders as opposed to acting from one's own initiative.  Psychologically, the former will create resentment and dissatisfaction while the latter will not.  The latter will favor initiative, and active pursuit of the best satisfaction of one's (hopefully ethical) desires, while the former will focus only on satisfying some perceived standard of acceptability, which implies, among other things, not seeking out better third alternatives when presented with a false dilemma and evidence that one flawed alternative is considered to be permissible.  Actions "above the call of duty" depend entirely upon self-driven internalized ethics.

Conchis and Nick, I should have explained my position more clearly. As an atheist myself, I have come to the conclusion that my children will find the ability to think more useful than an arbitrary set of rules that they have been conditioned to follow. The virtue of Santa is that it is a belief they will inevitably question and learn from, while an outspoken conscience will only cloud their ability to reason when they have to make important choices that will determine their future levels of happiness. While you might be able to convince me empirically tha... (read more)

Michael: 'If you behave morally when no0one is watching you, new information doesn't threaten your moral foundations, as your morality is grounded in your preferences.'

I think the point of Santa is to give the parents more control over forming those preferences, using good old fashioned Pavlovian conditioning.  Presumably the idea is for the moral habits to continue, even after the rewards stop being given.

Anyway, my original point was the socially conservative one that phenomena like Santa are often more complex than is originally perceived, and that replacement of them should be done cautiously.  Which was a bit more on topic.

While I oppose the use of torture, I am skeptical of those who claim it is ineffective. By the accounts I've read it was very effective when used by the French in Algeria and numerous dictatorships against internal threats.

Is atheism incompatible with a belief in morality? For me it was, but I appear to be unrepresentative of atheists. I still have pretty much the same attitudes that I did when I was puritanically religious, but now I recognize there is nothing "true" or "correct" about them that others should be swayed by and that they are merely my personal preferences.

TGGP:  I don't think that what you are describing would be considered by most people to constitute a disbelief in morality.  Instead, I think it would be considered an atypically reflective and possibly slightly atypically targeted belief about what being means.

Rob Spear:  "good old fashioned Pavlovian conditioning" requires that rewards and punishments (reinforcers) be associated very closely in time with the behaviors being reinforced.  Santa doesn't do this.  Neither does god.  This is NOT a minor quibble, but rather is a critically important ... (read more)

"There is no evidence that any analogous distinctive Pseudo-Pavolvian mechanism is at work in generating "Santa efficacy". "

In fact, if there is any effect, what would be the effect on the kid who is naughty throughout the year and still gets presents on Christmas?  Does he think that he was a good boy?  Does he think that he got away with something and/or realize that someone isn't watching all the time?  What happens when there is positive reinforcement regardless of the actions throughout the year?

Michael: Thankyou for the correction.  It is a long time since I looked at such stuff.  Is there a better psychological reference for the habit-forming effects of belief, or are you denying that such a thing exists?  Do you think, for example, that believers in Christianity who lose their faith will then revert to their "preferred morality", or will they retain the Christian moral viewpoint?

Jeremy: I clearly misunderstood what you meant by "an internalised sense of morality". Though I still suspect you're wrong about the contradiction, that could be because I still don't really understand the way in which you're using the phrase. In any event, it's clear that my "cheap shot" call was way off, and I apologise.

Michael V: Depends whether TGGP is making an epistemic claim about his/her personal knowledge of morality, or whether he/she is claiming that that moral statements are not true in general. In the latter case, I think it would be standard to say he/she doesn't believe in morality.

Anyone else want to spearhead a movement to come up with a gender neutral pronoun?

I can't help linking Hofstadter's very funny and apropos "Person Paper":

http://www.cs.virginia.edu/~evans/cs655/readings/purity.html

Wikipedia points out that the singular or indeterminate-number "they" has a pretty long history in the english language - Shakespeare used it, for example.

As I recall, my daughter's dawning realization that Santa Claus was mom and dad was not a heart-breaking loss of belief, but more of a feeling of power vis-a-vis parents: "I caught you out, I'm SO smart". Our response was evasive/joking/supportive. "We're not going to come out and admit that you're right, but you know ...  ... you're very smart."

There are a great many such customs, worldwide. Hopi kids may think the Kachina dancers are gods, at first, and then figure it out. The child feeding lettuce to the big lion head carried by the ... (read more)

Karen, I think you may be on to something; could you elaborate?

Rob:  I think that some psychologists might say something like the following.  Confirmation bias causes new evidence to accumulate in favor of existing beliefs.  Subsequent to the accumulation of such evidence, the refutation of the original evidence for a belief will not eliminate the belief.  When the beliefs in question are normative evaluations, this is called the "halo effect".

Initial evidence that something, for instance ethical behavior, is good because it leads to Santa giving presents could lead to a bias in favor of noticing other evide... (read more)

Eliezer points out that claims of the "Noble Truth" variety are generally package-deal fallacies, and I would add that with moral claims there are always two key elements of "truth". (1) subjective values, and (2) objective instrumentality.  The "subjective truth" of an agent's values is impervious to direct challenge ('no accounting for taste'), while the "objective truth" of instrumental effectiveness is susceptible to demonstration of alternatives.

The Santa Clause myth (in the strong sense described above, rather ... (read more)

What belief in Santa at a young age taught me was a sense not just of wonder, but of Mystery - the delight in the idea that there are might be some things that exist that our rational universe cannot explain. It was a grain of the impossible in what was a very rational child.  When I grew older, I understood that there is no Mystery, but previous belief allows me to dwell upon the delight of belief that possibly there was.

What science fiction or fantasy evokes is that old feeling.  Deprived of Santa, I'm not sure it would have nearly as much attraction.

Tom, the question is not "Was it a plus, relative to the null action?" but "Was it the best way to delight you?"  Maybe you should have just read science fiction or fantasy to begin with.  I did, and was blessed with a lasting sense of wonder that transited smoothly from delight in the Unexplainable to delight in the universe's total lack of mysterious answers.

conchis, I am a he (although I would not mind being referred to as "it"), and I am an emotivist, which means I do not believe normative statements have any truth value (according to Nick Bostrom this makes me a psychopath, nihilist and philistine, although the last of those was true even when I was religious). Because of this I make no attempts to hold more "correct" moral beliefs, seeing as how none are in any way "correct". When I was a believer I had some fear of the afterlife, but still being a rather apathetic/lazy indivi... (read more)

Since you do not believe there are any "correct" moral beliefs, do you also deny that some moral beliefs are "better" than others, thus leading to the unfortunate outcome that no moral beliefs systems are better than any other?

Do you also reject the classification of actions as either good or evil?

What do you think would be the affect on society if everyone adopted your views?

joe, my own moral preferences are the ones I like. The ones other people hold that diverge from mine, I dislike. I recognize that there is no sense in which I can claim that mine are true and theirs are not, as they can make the same exact claim without any way to settle it. It is similar to my preferences in movies or music. As an emotivist I believe the word "good" just indicates subjective approval, "evil" or "bad" the opposite. I don't think society will adopt my views and haven't given much thought to what would happen in... (read more)

TGGP, joe, please divert further comments along the same lines to the Consolidated Nature of Morality Thread - that's what it's there for.

Fascinating.  You also may factor into your ruminations that my legal name is Santa Claus and I'm a Christian Monk, as St. Nicholas was many centuries ago.  I'm a volunteer advocate for the 2 million children in the U.S. annually who are abused, neglected, exploited, abandoned, homeless, and institutionalized.  I invite you to visit: www.TheSantaClausFoundation.org and www.SantasLink.net
Blessings, Santa

I should read all the posts here first I suppose, but I'm a little hurried today so I just skimmed them. Just wanted to add that one thing that the "Santa Claus Cover Up" teaches our children is to give to others and not take credit for the giving personally. Through the "Santa Claus Cover Up" we teach our children altruism. When they find out that we were really Santa all along it doesn't automatically become "they lied to me" in their minds. As adults we all know that we are Santa. It is a make-believe role that we take on f... (read more)

My favorite thing about this post is still that "Santaism" is humorously similar to "Satanism"

But what about when our conscious motives for the search - the criteria we can admit to ourselves - don't square with subconscious influences?

In this case these subconscious influences (which I'm fairly sure can be made partly conscious) lead us to hit a goal indicator instead of our goal itself. We succumb to a lost purpose.

It's fun reading through the comments and immediately seeing with little difficulty, which people were told as kids (or have told their kids or will  tell their kids) about santa clause (and conversely those which weren't, didn't, and won't).

Seems to me that there's a lot of rationalization going on around this touchy subject from all sides.  

I wasn't told the santa myth and I don't plan on teaching it to my kids either.  I'm probably biased, but that seems right to me.  If truth can destroy a thing, then it should.

And Kaj Sotala, I think the point being m... (read more)

Neat. This helped me less than a day after I read it. I find dieting hard, and this morning my work ran out of milk. I felt that I had no alternative but to purchase fast food for breakfast. I quickly realised that this fit the pattern of a false dilemma, noticed my place in the pattern as the guy with the hidden motive and forced myself to look for other options. It didn't take me long after that to discover that while the two kitchens in my building were empty of milk, there were other buildings.

The only lies to children should be Lies to Children.  Any other lies, including Santa, creationism or any other fiction presented as facts should be considered child abuse.

(My ex tried to bring up our children as YECs after being 'born again' and our courts ruled this to be child abuse which is why I'm a single dad.  I may be a bit more than the average fanatical about this particular point.)

In order to justify discarding the Noble Lie your Third Option needs to be mutually exclusive with the Noble Lie, otherwise you're discarding a utilitarian gain for nothing.  If your five minutes of wild thought brings up ideas that only work if you also discard the Noble Lie, that's probably motivated reasoning as well.

Noble Lies are generally package-deal fallacies; and the response to a package-deal fallacy is that if we really need the supposed gain, we can construct a Third Alternative for getting it.

Who's "we"? If you buy into the same package deal as everyone else, it will be supported by the rest of yours society. If one family goes it alone, they will constantly clash with everyone else's mythos. Or you separate from could practice your alternative with a bunch of other peope...but that is starting a religion.

I suspect that (a) I haven't done very well on the 'spend 5 minutes by the clock searching for an alternative' advice in the last couple of years (even though I think I have internalized the habit to look for a third way at least briefly), and (b) doing so probably would have helped me avoid some severe mistakes. This may be related to EY's overarching comment that the sequences focus too much on epistemic and too little on instrumental rationality. It's a lot easier to understand and accept this, and even to apply it a little, than to actually adopt a habit of brainstorming for 5 minutes by the clock.

Reformulating the meaning of Santaism, I wonder how often believing parents do not tell their children about Santa, because they are afraid that along with faith in him, faith in God will also go away?

Disclaimer: I am not arguing for or against "Santa-ism". Policy Debates Should Not Appear One-Sided. I am instead interested in parenting in general.

Likewise, offering children bribes for good behavior encourages the children to behave well only when adults are watching, while praise without bribes leads to unconditional good behavior.

Looking at this space of artificial positive rewards to shape behavior, tools include attention, praise, bribes, payments, hugs, gifts, star charts, treats, and more. They all work throu... (read more)

I suppose there is also a Moloch dynamic: if every other kid believes in Santa, the one who doesn’t might be left out. In worse cases, other kids might react agressively to their comments. Something similar happens to atheist adults in strongly christian communities.

The “sense of wonder” argument may be a rationalization for “I don’t want my kid to be the only one who doesn’t share THIS socially important sense of wonder with the rest”. The kid who obsesses with space shuttles instead of santa might be socially worse off.

If this is the case, arguing agains... (read more)



Locate The Hypothesis

When the space of possible answers is large, it takes a large amount of evidence just to think of the correct answer - to promote it to your attention.

Suppose there's a million boxes, and only one of those boxes contains a diamond. And suppose that we have a locator device, which, waved over a box, always beeps if the box contains a diamond, and beeps with 10% probability if the box does not contain a diamond. Then a beep is a likelihood ratio of 10:1 in favor of the box containing a diamond, and the box has 1:1,000,000 prior odds of containing the diamond. If we run the locator over all the boxes, we would get 1 true positive and 100,000 false positives.

When the space of possibilities is large, it takes a  large amount of Bayesian evidence just to locate the truth in hypothesis-space - to raise it to the level of our attention - to select it as one of a manageable number of alternatives to spend time thinking about individually.

In 1919, Sir Arthur Eddington led expeditions to Brazil and to the island of Principe, aiming to observe solar eclipses and thereby test an experimental prediction of Einstein's novel theory of General Relativity. A journalist asked Einstein what he would do if Eddington's observations failed to match his theory. Einstein famously replied: "Then I would feel sorry for the good Lord. The theory is correct." This sounds like Einstein is defying the sovereignty of experiment - jumping to conclusions in advance of the experimental data. But since Einstein was in fact right, it would be extremely improbable for him to have been right just by jumping to conclusions. Einstein must have had enough rational evidence already in hand to locate General Relativity in theory-space.



Privileging the Hypothesis

Suppose that the police of Largeville, a town with a million inhabitants, are investigating a murder in which there are few or no clues—the victim was stabbed to death in an alley, and there are no fingerprints and no witnesses.

Then, one of the detectives says, “Well… we have no idea who did it… no particular evidence singling out any of the million people in this city… but let’s consider the hypothesis that this murder was committed by Mortimer Q. Snodgrass, who lives at 128 Ordinary Ln. It could have been him, after all.”

I’ll label this the fallacy of privileging the hypothesis. (Do let me know if it already has an official name—I can’t recall seeing it described.)

Now the detective may perhaps have some form of rational evidence that is not legal evidence admissible in court—hearsay from an informant, for example. But if the detective does not have some justification already in hand for promoting Mortimer to the police’s special attention—if the name is pulled entirely out of a hat—then Mortimer’s rights are being violated.

And this is true even if the detective is not claiming that Mortimer “did” do it, but only asking the police to spend time pondering that Mortimer might have done it—unjustifiably promoting that particular hypothesis to attention. It’s human nature to look for confirmation rather than disconfirmation. Suppose that three detectives each suggest their hated enemies, as names to be considered; and Mortimer is brown-haired, Frederick is black-haired, and Helen is blonde. Then a witness is found who says that the person leaving the scene was brown-haired. “Aha!” say the police. “We previously had no evidence to distinguish among the possibilities, but now we know that Mortimer did it!”

This is related to the principle I’ve started calling “locating the hypothesis,” which is that if you have a billion boxes only one of which contains a diamond (the truth), and your detectors only provide 1 bit of evidence apiece, then it takes much more evidence to promote the truth to your particular attention—to narrow it down to ten good possibilities, each deserving of our individual attention—than it does to figure out which of those ten possibilities is true. It takes 27 bits to narrow it down to ten, and just another 4 bits will give us better than even odds of having the right answer.

Thus the detective, in calling Mortimer to the particular attention of the police, for no reason out of a million other people, is skipping over most of the evidence that needs to be supplied against Mortimer.

And the detective ought to have this evidence in their possession, at the first moment when they bring Mortimer to the police’s attention at all. It may be mere rational evidence rather than legal evidence, but if there’s no evidence then the detective is harassing and persecuting poor Mortimer.

During my recent diavlog with Scott Aaronson on quantum mechanics, I did manage to corner Scott to the extent of getting Scott to admit that there was no concrete evidence whatsoever that favors a collapse postulate or single-world quantum mechanics. But, said Scott, we might encounter future evidence in favor of single-world quantum mechanics, and many-worlds still has the open question of the Born probabilities.

This is indeed what I would call the fallacy of privileging the hypothesis. There must be a trillion better ways to answer the Born question without adding a collapse postulate that would be the only non-linear, non-unitary, discontinous, non-differentiable, non-CPT-symmetric, non-local in the configuration space, Liouville’s-Theorem-violating, privileged-space-of-simultaneity-possessing, faster-than-light-influencing, acausal, informally specified law in all of physics. Something that unphysical is not worth saying out loud or even thinking about as a possibilitywithout a rather large weight of evidence—far more than the current grand total of zero.

But because of a historical accident, collapse postulates and single-world quantum mechanics are indeed on everyone’s lips and in everyone’s mind to be thought of, and so the open question of the Born probabilities is offered up (by Scott Aaronson no less!) as evidence that many-worlds can’t yet offer a complete picture of the world. Which is taken to mean that single-world quantum mechanics is still in the running somehow.

In the minds of human beings, if you can get them to think about this particular hypothesis rather than the trillion other possibilities that are no more complicated or unlikely, you really have done a huge chunk of the work of persuasion. Anything thought about is treated as “in the running,” and if other runners seem to fall behind in the race a little, it’s assumed that this runner is edging forward or even entering the lead.

And yes, this is just the same fallacy committed, on a much more blatant scale, by the theist who points out that modern science does not offer an absolutely complete explanation of the entire universe, and takes this as evidence for the existence of Jehovah. Rather than Allah, the Flying Spaghetti Monster, or a trillion other gods no less complicated—never mind the space of naturalistic explanations!

To talk about “intelligent design” whenever you point to a purported flaw or open problem in evolutionary theory is, again, privileging the hypothesis—you must have evidence already in hand that points to intelligent design specifically in order to justify raising that particular idea to our attention, rather than a thousand others.

So that’s the sane rule. And the corresponding anti-epistemology is to talk endlessly of “possibility” and how you “can’t disprove” an idea, to hope that future evidence may confirm it without presenting past evidence already in hand, to dwell and dwell on possibilities without evaluating possibly unfavorable evidence, to draw glowing word-pictures of confirming observations that could happen but haven’t happened yet, or to try and show that piece after piece of negative evidence is “not conclusive.”

Just as Occam’s Razor says that more complicated propositions require more evidence to believe, more complicated propositions also ought to require more work to raise to attention. Just as the principle of burdensome details requires that each part of a belief be separately justified, it requires that each part be separately raised to attention.

As discussed in Perpetual Motion Beliefs, faith and type 2 perpetual motion machines (water → ice cubes + electricity) have in common that they purport to manufacture improbability from nowhere, whether the improbability of water forming ice cubes or the improbability of arriving at correct beliefs without observation. Sometimes most of the anti-work involved in manufacturing this improbability is getting us to pay attention to an unwarranted belief—thinking on it, dwelling on it. In large answer spaces, attention without evidence is more than halfway to belief without evidence.

Someone who spends all day thinking about whether the Trinity does or does not exist, rather than Allah or Thor or the Flying Spaghetti Monster, is more than halfway to Christianity. If leaving, they’re less than half departed; if arriving, they’re more than halfway there.

An oft-encountered mode of privilege is to try to make uncertainty within a space, slop outside of that space onto the privileged hypothesis. For example, a creationist seizes on some (allegedly) debated aspect of contemporary theory, argues that scientists are uncertain about evolution, and then says, “We don’t really know which theory is right, so maybe intelligent design is right.” But the uncertainty is uncertainty within the realm of naturalistic theories of evolution—we have no reason to believe that we’ll need to leave that realm to deal with our uncertainty, still less that we would jump out of the realm of standard science and land on Jehovah in particular. That is privileging the hypothesis—taking doubt within a normal space, and trying to slop doubt out of the normal space, onto a privileged (and usually discredited) extremely abnormal target.

Similarly, our uncertainty about where the Born statistics come from should be uncertainty within the space of quantum theories that are continuous, linear, unitary, slower-than-light, local, causal, naturalistic, et cetera—the usual character of physical law. Some of that uncertainty might slop outside the standard space onto theories that violate one of these standard characteristics. It’s indeed possible that we might have to think outside the box. But single-world theories violate all these characteristics, and there is no reason to privilege that hypothesis.

John Wilkes Booth: You know you really ought to do something about that stomach.

Zangara: I give up wine. No good! I give up smokes. No good! I quit my work. No good! I move Miami. No good! I TAKE APPENDIX OUT! No good! Nothing no good! Nothing! Nothing! Nothing!

Booth: Have you considered shooting Franklin Roosevelt?

-- Assassins shows up how privileging hypotheses is done.

"Does the cold of deep space make your nipples get pointy, Bowie?"

"Do you use your pointy nipples as telescopic antennae to transmit data back to earth?"

"Receiving transmission...from David Bowie's nipple antennae!"

Another way of explaining the 'locating the hypothesis' concept would be to say: "When answering a question with a large number of possible answers, it takes more work to narrow down the possibilities (generate the reasonable hypotheses) than it does to test those hypotheses for correctness."

I agree that privileging a hypothesis is a common error.  I don't agree that it applies in the example used, though.

If you have a tradition thousands of years old saying that a particular spot was the site of Nazareth in 4BC, or of Troy in 1200BC, it isn't irrational to privilege the hypothesis that that spot was indeed the site of Nazareth, or of Troy.

Similarly, when the entire world has used the single-world hypothesis almost exclusively until the recent past, it isn't unfairly privileging it to still consider it a major contender.

You might think this is more like evolution vs. creationism.  I don't mean that we should keep teaching creationism in school as an alternative today.  But we haven't got as strong an argument for many-worlds as we do for evolution.

Also, AFAIK there's just these 2 competing hypotheses:  One-world, many-world.  We don't have the 7-worlds hypothesis and the 23-worlds hypothesis and the pi-worlds hypothesis.  We could have the countable-worlds hypothesis and the uncountable-worlds hypothesis, but AFAIK we don't even have those.  How can you say it's irrational to consider 1 of the only 2 hypotheses available?

Also, AFAIK there's just these 2 competing hypotheses: One-world, many-world. 

Reminiscent of the guy who was asked what were the odds he would win the lottery, and replied, "Fifty-fifty, either I win or I don't." The corresponding heuristic-and-bias is I think known as "packing and unpacking" or something along those lines.

I remember the Daily Show had a funny example of this in action.  They were interviewing people about the possibility of the Large Hadron Collider destroying the earth, and they talked to a physicist and a crazy survivalist.  The former said it was impossible for the LHC to destroy the earth, while the latter used basically that argument: "There are two possibilities: it can destroy us, or not.  So, that's about a 50/50 chance."

Then later the interviewer followed the survivalist to his bunker and asked him: if everyone died but them, don't they have an obligation to mate to repopulate the earth? (They were both men.)  The survivalist said, "Um, no, because that doesn't work.  It's impossible."  And then the interviewer came back with, "well, there's two possibilities: we'll produce a baby, or we won't, so that's 50/50 -- pretty good odds."

Once you accept that there exists something isomorphic to a wave function, it's more like: 

many worlds vs. many worlds and an orang-utan vs. many worlds and an apple tree vs. many worlds and a television vs. many worlds and a blue castle vs. (...) vs. many worlds and a character-of-natural-law-violating process that constantly kills all the worlds except one. 

All cases except the last case contain many worlds, but Phil packed them together. I think that's the intuition Eliezer was getting at.

We shouldn't be afraid here to sound Orwellian. Copenhagen people believe in the many worldeaters interpretation. We believe in the no worldeaters interpretation.

So true - My "8 worlds and an orang-utan" hypothesis never got the respect it deserved.

"Should array indices start at 0 or 1? My compromise of 0.5 was rejected without, I thought, proper consideration."

I don't know, this "Mortimer Q. Snodgrass" fellow seems pretty suspicious to me.  I mean, a weird name like that is probably an alias.  And "Ordinary Lane"?  At a power of 2 no less?  Tell me he plays tennis and I'll be convinced he did it.  

And even if he wasn't the murderer, he's probably guilty of something. Check his computer for pirated music! ;)

I don't know if there's another name for privileging the hypothesis, but it seems closely related to anchoring, in that it involves establishing an unjustifiable "starting point" from which to search.

You are asserting a false duality.  Either many-worlds, OR a collapse postulate.  You use evidence AGAINST a collapse as evidence FOR many worlds, which is very weak evidence.  Here is a third alternative- the wavefunction is not real- merely a mathematical formalism used to calculate probability distributions (this map doesn't have to be the territory).  Here is a fourth- collapse is an approximation to a small, non-linear self-coupling in the equation that governs time evolution.  Here is a fifth- evolution is governed by both the advanced and retarded G... (read more)

I think that "privileging the hypothesis" is an example of special pleading (http://en.wikipedia.org/wiki/Special_pleading) being applied to the selection of a hypothesis, as opposed to the evaluation of the hypothesis.

And the corresponding anti-epistemology is to talk endlessly of "possibility" and how you "can't disprove" an idea

Something to point out to someone who says this is that 'possibility' is not a constraint - EVERYTHING is possible. As far as I know (and correct me if i'm wrong cause that would be a major fuckup), you can't assign a probability of zero to anything. You can't seperate the possible things from the impossible ones, and then focus only on the possible. 'Possible', by itself, applies to everything, so you don't say anything by declaring something 'possible'. It's only when you start talking about degrees of possibility that the word has any meaning.

I tend to think that the Bible and the Koran are sufficient evidence to draw our attention to the Jehovah and Allah hypotheses, respectively. Each is a substantial work of literature, claiming to have been inspired by direct communication from a higher power, and each has millions of adherents claiming that its teachings have made them better people. That isn't absolute proof, of course, but it sounds to me like enough to privilege the hypotheses.

Eliezer, speaking of "privileging the hypothesis," what do you think about the proscription in statistics against "data dredging," or using past data to support post hoc hypotheses suggested by the data? What do you think about the view of descriptive science being inferior to hypothesis-driven science?

Based on your analysis, it would indeed seem that a hypothesis that could be located prior to an experiment might be more probable than a hypothesis that could only be located after an experiment.

Yet is there an over-emphasis placed on th... (read more)

I think this is a great follow up to:
http://lesswrong.com/lw/o3/superexponential_conceptspace_and_simple_words/
(scroll to the very end of that post)

ideological organisations like think tanks, political parties and religions do this

"But because of a historical accident, collapse postulates and single-world quantum mechanics are indeed on everyone's lips and in everyone's mind to be thought of"

I think there's more to it than historical accident. After all, it was a historical accident, of sorts, that people believed one could sail directly west from Europe to arrive in Asia, but once a continent was found in between it was no trouble at all to overturn that belief. Historical accident is not the only reason, or necessarily the major reason, that we are still struggling with ... (read more)

I have perceived exactly one world all my life. Isn't that evidence that exactly one world exists?

But that's exactly what you'd perceive if many worlds was true.

It may be that privileging the hypothesis -- or, more specifically, unjustifiably promoting a hypothesis about the goodness of a particular product or service to people's attention -- is the business end of TV advertising.

In general I agree, and of course Copenhagen is nonsense, but I think you privilege the hypothesis of Many-Worlds over Bohm. You see, Bohm has an explanation for the Born probabilities---they are a stable equilibrium state called, appropriately, "quantum equilibrium". So there are not even any open questions. 

And yes, Bohm is non-local, which you could say is a problem... or you could say it explains why quantum mechanics is different from classical mechanics. (Obviously no quantum theory is going to satisfy all our classical intuitions, or it wo... (read more)

Eliezer: privileging the hypothesis is known as the Prosecutor's fallacy. I like your name better though.

I see how this applies to different deities of the same complexity. What about the Maimonidean-type "negative theology" - http://en.wikipedia.org/wiki/Negative_theology#In_the_Jewish_tradition ? Basically this implies a perfectly simple diety "of reference class size 1". It seems harder to say that the hypothesis is arbitrary in this case.

Im just reading Thomas Schelling's Theory of Conflict and one of his key tenets is that providing an identifiable point around which the discussion can be centered will tend to lead the discussion to be centered around that (classical anchoring). However, he brings out that in many cases, having a "line in the sand" brings benefits to all sides by allowing intermediate deals to be struck when only extremes were possible before. 

This article, however, clearly demonstrates that having a line in the sand can be just as bad as it can be good, as it is with all of biases. However, I really recommend Schelling hit on "what is good" (in the evolutionary sense) about  this phenomenon.

The following formula is difficult to read at a first glance because of the unfortunate line break:
(water -> ice cubes + electricity)

I was first trying to parse it as: water "minus" "is greater than" ice cubes...

The wikipedia article for Abductive Reasoning claims this sort of privileging the hypothesis can be seen as an instance of affirming the consequent.

I'm not sure that 'privileging the hypothesis' deserves to be called a fallacy, though. It's only a bad idea because of the biases that humans happen to have. It can lead to misconceptions for us primates, but it's not a logical error in itself, is it?

Posthoc hypothesising is only a problem when you're using that hypothesis to analyse the same data that inspired it. Machine learning experts avoid this mistake by backtesting and foreward testing out of sample data.

Analysing unstructured data is useful for generating hypotheses, rather than for testing them to develop a model. Take computational epidemiology:

In contrast with traditional epidemiology, computational epidemiology looks for patterns in unstructured sources of data, such as social media. It can be thought of as the hypothesis-generating antecedent to hypothesis-testing methods such as national surveys and randomized controlled trials.

What do you think of Huw Price's suggestion (http://www.powells.com/biblio/72-9780195117981-0) that if one allows for the possibility of advanced action, it's possible to have paradox-free physics within a single universe, since Bell's theorem only proved the non-existence of non-local hidden variables?

I'd call this "Mistaking the Likelihood for the Posterior".

Surely being a supervillain (possibly formerly) is worth a lot of evidence against Mortimer, though. 

This isn't a fallacy; this is just trusting the information you're given. You've gamed the system to break expectations. 

Someone tells me, "Don't touch the stove when it's red; it will burn your hand." That's the hypothesis. I'm assuming it's built on some experience and knowledge. Of course I'm going to privilege this particular hypothesis instead of the many others, like "When the stove is red, you will win the lottery," or "When the stove is red, you can't die." I'm trying to get up to speed on an ongoing situation, and so ... (read more)

http://www.theonion.com/content/video/crime_reporter_finds_way_of

This is essentially an instance of availability bias. Of course, the most interesting case, rather than just a declarative hypothesis elevated among the other inhabitants of the hypothesis space for that particular question, models have other effects that go far beyond merely availability. 

This is because our initial model won't just form the first thing we think of when we examine the question, but some of the very structures we use when we formulate the question. Indeed, how we handle our models is easily responsible for the majority of the biases that h... (read more)



But There's Still A Chance, Right?

Years ago, I was speaking to someone when he casually remarked that he didn’t believe in evolution. And I said, “This is not the nineteenth century. When Darwin first proposed evolution, it might have been reasonable to doubt it. But this is the twenty-first century. We can read the genes. Humans and chimpanzees have 98% shared DNA. We know humans and chimps are related. It’s over.” 

He said, “Maybe the DNA is just similar by coincidence.”

I said, “The odds of that are something like two to the power of seven hundred and fifty million to one.”

Now, there’s a number of reasons my past self cannot claim a strict moral victory in this conversation. One reason is that I have no memory of whence I pulled that 2750,000,000 figure, though it’s probably the right meta-order of magnitude. The other reason is that my past self didn’t apply the concept of a calibrated confidence. Of all the times over the history of humanity that a human being has calculated odds of 2750,000,000:1 against something, they have undoubtedly been wrong more often than once in 2750,000,000 times. E.g., the shared genes estimate was revised to 95%, not 98%—and that may even apply only to the 30,000 known genes and not the entire genome, in which case it’s the wrong meta-order of magnitude.

But I think the other guy’s reply is still pretty funny.

I don’t recall what I said in further response—probably something like “No”—but I remember this occasion because it brought me several insights into the laws of thought as seen by the unenlightened ones.

It first occurred to me that human intuitions were making a qualitative distinction between “No chance” and “A very tiny chance, but worth keeping track of.” You can see this in the Overcoming Bias lottery debate.

The problem is that probability theory sometimes lets us calculate a chance which is, indeed, too tiny to be worth the mental space to keep track of it—but by that time, you’ve already calculated it. People mix up the map with the territory, so that on a gut level, tracking a symbolically described probability feels like “a chance worth keeping track of,” even if the referent of the symbolic description is a number so tiny that if it were a dust speck, you couldn’t see it. We can use words to describe numbers that small, but not feelings—a feeling that small doesn’t exist, doesn’t fire enough neurons or release enough neurotransmitters to be felt. This is why people buy lottery tickets—no one can feel the smallness of a probability that small.

But what I found even more fascinating was the qualitative distinction between “certain” and “uncertain” arguments, where if an argument is not certain, you’re allowed to ignore it. Like, if the likelihood is zero, then you have to give up the belief, but if the likelihood is one over googol, you’re allowed to keep it.

Now it’s a free country and no one should put you in jail for illegal reasoning, but if you’re going to ignore an argument that says the likelihood is one over googol, why not also ignore an argument that says the likelihood is zero? I mean, as long as you’re ignoring the evidence anyway, why is it so much worse to ignore certain evidence than uncertain evidence?

I have often found, in life, that I have learned from other people’s nicely blatant bad examples, duly generalized to more subtle cases. In this case, the flip lesson is that, if you can’t ignore a likelihood of one over googol because you want to, you can’t ignore a likelihood of 0.9 because you want to. It’s all the same slippery cliff.

Consider his example if you ever you find yourself thinking, “But you can’t prove me wrong.” If you’re going to ignore a probabilistic counterargument, why not ignore a proof, too?

This reminds me of a conversation from Dumb and Dumber.

Lloyd: What are the chances of a guy like you and a girl like me... ending up together?
Mary: Well, that's pretty difficult to say.
Lloyd: Hit me with it! I've come a long way to see you, Mary. The least you can do is level with me. What are my chances?
Mary: Not good.
Lloyd: You mean, not good like one out of a hundred?
Mary: I'd say more like one out of a million.
[pause]
Lloyd: So you're telling me there's a chance.

However: apply 1:1E6 to 260E6 million people in the US in 1994, there's probably 130 couples like them.

Far from the "still not happening even if you flip a (weighted) coin every second since the big bang"- chance in the post, but since Lloyd probably did not do the math and just ignored the actual value... yep, classical example.

In practice, when people say "one in a million" in that kind of context, it's much higher than that. I haven't watched Dumb and Dumber, but I'd be surprised if Lloyd did not, actually, have a decent chance of ending together with Mary.

On one hand, we claim [dumb stuff using made up impossible numbers](https://www.lesswrong.com/posts/GrtbTAPfkJa4D6jjH/confidence-levels-inside-and-outside-an-argument) and on the other hand, we dismiss those numbers and fall back on there's-a-chancism.
These two phenomena don't always perfectly compensate one another (as examples show in both posts), but common sense is more reliable that it may seem at first. (I'm not saying it's the correct approach nonetheless.)

You can blame generalizing from fictional evidence too. One-in-a-million chances come true nine times out of ten. I read it in a book somewhere.

The OPs acquaintance may have been right not to be convinced by the "1 in an incomprehensibly big number" argument. The domain in question (genes, insentient nature) operates by cause and effect, so there is no such thing as the million other paths evolution could have followed to make men and chimps different.

However the simple evidence of the similarity in the genomes should have been very convincing.

You can't assume the universe is deterministic some of the time and not other parts of the time. According to chaos theory, a tiny change could've caused those million other paths. (But the probability of that, conditional on no Descartes' Demon or similar, is zero, since no events that _didn't_ occur have occurred.)

Many, many different possible sets of gene sequences would explain the world in which we live, therefore we should count them.

I don't understand why you invoke probability theory in a situation where it has no rhetorical value. Your conversation was a rhetorical situation, not a math problem, so you have to evaluate it and calibrate your speech acts accordingly-- or else you get nowhere, which is exactly what happened.

Your argument to your friend was exactly like someone justifying something about their own religion by citing their bible. It works great for people in your own community who already accept your premises. To anyone outside your community, you might as well be singing a tuneless hymn.

Besides that, the refuge available to anyone even within your community is to challenge the way that you have modeled the probability problem. If we change the model, the probabilities are dramatically changed. This is the lesson we get from Lord Kelvin's miscalculation of the age of the Sun, for instance. Arnold Sommerfeld once remarked that the hydrogen atom appeared to be more complex than a grand piano. In a way it is, but not so much once quantum mechanics was better understood. The story of the Periodic Table of Elements is also a story of trying different models.

Mathematics is powerful and pure. Your only little problem is demonstrating-- in terms your audience will value-- that your mathematics actually represents the part of the world you claim it represents. That's why you can't impose closure on everyone else using a rational argument; and why you may need a few other rhetorical tools.

Your confidence in your arguments seems to come from a coherence theory of truth: when facts align in beautiful and consistent ways, that coherence creates a powerful incentive to accept the whole pattern. Annoyingly, there turn out to be many ways to find or create coherence by blurring a detail here, or making an assumption there, or disqualifying evidence. For instance, you consistently disqualify evidence from spiritual intuition, don't you? Me, too. How can we be sure we should be doing that?

Why not learn to live with that? Why not give up the quest for universal closure, and settle for local closure? That's Pyrhhonian skepticism.

Why use probability even in conversations with people who don't understand probability?

Because probability is TRUE. And if people keep hearing about it, maybe they'll actually try to start learning about it.

You're right of course that this needs to be balanced with rhetorical efficiency---we may need to practice some Dark Arts to persuade people for the wrong reasons just to get them to the point where the right reasons can work at all. 

The rest of your comment dissolves into irrationality pretty quickly. We do in fact know to very high certainty that "spiritual intuition" is not good evidence, and if you really doubt that we can deluge you with gigabytes of evidence to that effect. 

Pyrrhonism is sometimes equated with skepticism, in which case it's stupid and self-defeating; and sometimes it's equated with fallibilism, in which case it's true and in some cases even interesting (many people who cite the Bible's infallibility do not seem to understand that relying on their assessment would be asserting their infallibility), but usually is implicit in the entire scientific method. I don't know which is historically closer to what Pyrrho thought, but nor do I particularly care.

The probability of the sequence :
7822752094267846045605461355143507490091149797709871032440019209442625103982294206404126088435480346

Is there anyone who wants to conclude that it was not generated by chance?

The simple point: Eliezer's answer to the questioner that no, there's not still a chance, was wrong. In order to draw such a conclusion, he must first show that some other hypothesis will give a greater probability, and this other hypothesis must also have a sufficiently high prior probability.

Naturally, it is easy to satisfy these conditions in the debate between the evolution hypothesis and the random-DNA-coincidence hypothesis. But Eliezer did not do this. He invalidly attempted to conclude from the mere probability of the coincidence hypothesis, without any comparison with another hypothesis, that the coincidence hypothesis was false.

The probability of generating THAT SEQUENCE is enormously, nigh-incomprehensibly tiny.

The probability of generating A SEQUENCE LIKE THAT (which appears as patternless, which contains no useful information, which has a very high information entropy) is virtually 1. 

If I generated another sequence and it turned out exactly identical to yours, that would indeed be compelling (indeed, almost incontrovertible) evidence that something other than random chance was at work.

Ironically, in the future we might learn that the first replicator required "chance" in the same order of magnitude.

In an infinite universe, a 1 in 10^^10 event is guaranteed to happen infinitely many times.

It's not guaranteed… but that's pedantry-about-infinity: the chance of it _not_ happening once is zero, the chance if it _not_ happening twice is zero, and so on, and so on.

Unknown: What do we mean by "chance"? That it has a very small a priori probability... The evidence is given: the two sequences are similar. We can also assume that the evolution theory has a bigger probability a priori, than the chance to get that sequence. These insights were all included in the post, I think. So applying Bayes' theorem we get the fact that the evolution version has much bigger a posteriori probability, so we don't have to show that separately.

There are a lot of events which have a priori probabilities in that order of magnitude... But we also should have strong evidences to shift that to a plausible level. But a lot of people think: "there was only a very little chance for this to happen, but it happened => things with very little chances do happen sometimes."

I agree that there's a difference between rhetoric and pure maths. However, you can change models, you can revise probabilities, update beliefs and argue the toss all day, but it doesn't make humans and chimps any less related, any more than you can argue the grass red. It's a good example about Kelvin's model of the sun. However, for it to be applicable, please tell us the chance that some future discovery will demonstrate that the similarities between human and chimp genomes are just a coincidence. See Eliezer's reference to 19th vs 21st century in the post.

The statement 'there's still a chance, right?' is mathematically valid in pretty much every case. The statement 'humans are genetically related to chimps' is rhetoric, and not any sort of Technical Argument in and of itself. However, I know which of these two has more relevance  and meaning for me.

For people who have a cryonics contract, or intend to get one in the future, fate may literally be hanging off a thin probability. The probability of a revival, maintaining sufficient memory continuity and of a subsequent life worth living are small. The reason that people go in for cryonics (even when the technology was not very advanced) was because small though the probability is, it is not zero. So, I would be very wary of using a epsilon = zero argument.

And about evolution, isn't it just a matter of time before we will be able to genetically work backward from any of today's species to the original ancestors? We know the genome, we can work out the theoritical mutations, we can test and see which of these possible mutations had a high probability. I personally don't worry about creationists for too long because we will have genetically engineered evidence of evolution re-created and irrefutable.

But I actually don't think cryonics is worth the cost. You could be using that money to cure diseases in the Third World, or investing in technology, or even friendly-AI research if that's your major concern, and you almost certainly will achieve more good according to what I assume is your own utility function (as long as it doesn't value a 1/1 billion chance of you being revived as exactly you over say the lives of 10,000 African children). Also, transhumans will presumably judge the same way, and decide that it's not worth it to research reviving you when they could be working on a Dyson Sphere or something.

Frankly, from what we know about cognitive science, most of the really useful information about your personality is going to disappear upon freezing anyway. You are a PROCESS, not a STATE; as such, freezing you will destroy you, unless we've somehow kept track of all the motions in your brain that would need to be restarted. (Assuming that Penrose is wrong and the important motions are not appreciably quantum. If quantum effects matter for consciousness, we're really screwed, because of the Uncertainty Principle and the no-cloning theorem.) Preserving a human consciousness is like trying to freeze a hurricane.

TLDR with some rhetoric: I've seen too many frozen strawberries to believe in cryonics.

My impression is that there could be a short-term loss from cryonics-- something like having a mild concussion-- but that the vast majority of your memories would survive. Am I missing something?

Nitpick: LW doesn't actually have a large proportion of cryonicists, so you're not that likely to get angry opposition.  As of the 2011 survey, 47 LWers (or 4.3% of respondents) claimed to have signed up.  There were another 583 (53.5%) 'considering it', but comparing that to the current proportion makes me skeptical they'll sign up.

Also, transhumans will presumably judge the same way, and decide that it's not worth it to research reviving you when they could be working on a Dyson Sphere or something.

Diverse transhumans will have diverse interests. Your inclination to think everyone in the future will all focus on one big project to the exclusion of all else is predicted by near/far theory.

Frankly, from what we know about cognitive science, most of the really useful information about your personality is going to disappear upon freezing anyway.

We know it does not disappear when electrical signals cease in the brain due to hypoxia and hypothermia. Furthermore if you look at vitrified brain tissue through an electron microscope you can see the neurons still connected to each other, which is definitely information. Useful? I'm betting it is.

You are a PROCESS, not a STATE; as such, freezing you will destroy you, unless we've somehow kept track of all the motions in your brain that would need to be restarted. ... quantum ... Preserving a human consciousness is like trying to freeze a hurricane.

Your speculation here has been empirically falsified already by the hypothermia cases I just mentioned. Human consciousness routinely stops and resumes no worse for the wear, during sleep and anesthesia.

There's nothing precluding it being both a process and a state, in fact every process on my computer has a state that can be saved and resumed. If you are computer-literate, I don't see why you would think this is much of an argument.

There is also lots of empirical evidence that the brain is an orderly system, not a random one like a hurricane. (This is important if we have to do repairs.)

TLDR with some rhetoric: I've seen too many frozen strawberries to believe in cryonics.

Were they vitrified strawberries? Important difference there.

"The odds of that are something like two to the power of seven hundred and fifty million to one."

As Eliezer admitted, it is a very bad idea to ascribe probabilities like this to real world propositions. I think that the strongest reason is that it is just too easy for the presuppositions to be false or for your thinking to have been mistaken. For example, if I gave a five line logical proof of something, that would supposedly mean that there is no chance that its conclusion is true given the premisses, but actually the chance that I would make a logical error (even a transcription error somewhere) is at least on in a billion (~ 1 in 2^30). There is at least this much chance that either Elizer's reasoning or the basic scientific assumptions were seriously flawed in some way. Given the chance of error in even the simplest logical arguments (let alone the larger chance that the presuppositions about genes etc are false), we really shouldn't ascribe probabilities smaller than 1 in a billion to factual claims at all. Better to say that the probability of this happening by chance given the scientific presuppositions is vanishingly small. Or that the probability of it happening by chance pretty much equals the probability of the presuppositions being false.

What if there are more than a billion known options?

Carl, that is a good point. I'm not quite sure what to say about such cases. One thing that springs to mind though, is that in realistic examples you couldn't have investigated each of those options to see if it was a real option and even if you could, you couldn't be sure of all of that at once. You must know it through some more general principle whereby there is, say, an option per natural number up to a trillion. However, how certain can you be of that principle? That is isn't really up to only a million?

Hmmmm... Maybe I have an example that I can assert with confidence greater than one minus a billionth:

'The universe does not contain precisely 123,456,678,901,234,567,890 particles.'

I can't think of a sensible, important claim like Eliezer's original one though, and I stand by my advice to be very careful about claiming less than a billionth probability of error, even for a claim about the colour of a piece of paper held in front of you.

Ben Jones: "The statement 'there's still a chance, right?' is mathematically valid in pretty much every case."

Exactly. The best answer would have been something like: "There's stil a chance for everything. There is no such thing as zero probabilities in the real world. Maybe I can cure everybody's cancer by wishing for it very, very hard. Sure, this thought violates everything we know about physics, but there is still a chance, no?"

Toby, I think that's a very good point. There is a difficulty in analyzing cases which involve a very large number of alternatives, such as my example of the number selected with odds of one in a google. But I think this difficulty is much like the difficulty of discussing the odds that 2 and 2 make 5; surely this cannot be assigned a probability of zero, and yet if it is assigned any positive probability, you can easily argue that it has a probability of unity.

I think the way to deal with this is to say that a statement can have an indefinitely small calculated probability, but on a human level there is a limit much as you stated, and this should be applied in retrospect even to our calculated probabilities; i.e. even though there is a calculated probability of one in a google that the particular sequence I posted above could be generated by chance, there is a human probability of at least one in a billion that all of my calculations are wrong anyway.

This is one reason why many of Eliezer's claims are overconfident: he seems to identify a calculated probability, or what he supposes the calculated probability would be if there was one, with a human probability.

Given certain assumptions, we can easily assign that a probability of zero.

The problems arise when we lose sight of the fact that we made assumptions.

I think that's exactly what's going on.  These people you speak of who do this are mentally dealing with social permission, not with probability algebra.  The non-zero probability gives them social permission to describe it as "it might happen", and the detail that the probability is 1 / googolplex stands a good chance of getting ignored, lost, or simply not appreciated.  (Similarly, the tiny uncertainty)

And I don't just mean that it works in conversation.  The person who makes this mistake has probably internalized it too.

It struck me that way when I read your opening anecdote.  Your interlocutor talked like a lawyer who was planning on bringing up that point in closing arguments - "Mr Yudkowsky himself admitted there's a chance apes and humans are not related" - and not bringing up the minuscule magnitude of the chance, of course.

It seems like it should be impossible to calculate a fudge factor into your calculations to account for the possibility that your calculations are totally wrong, because once you calculate it in it becomes part of your calculations, which could be totally wrong.  Maybe I'm missing something here that would become apparent if I actually sat down and thought about the math, so if anybody has already thought about the math and can save me the time, I would appreciate it.

Nominull:  It seems like it should be impossible to calculate a fudge factor into your calculations to account for the possibility that your calculations are totally wrong, because once you calculate it in it becomes part of your calculations, which could be totally wrong.

But wrong in which direction?  If you don't know, it cancels out of the expectation of the probability.  You just have to achieve a state where your meta-uncertainty seems balanced between both sides.  Don't worry about justifying it to anyone, and particularly not justifying it to an ideal philosopher of perfect emptiness.  Just give it your honest best shot, as a guesser.

Even from a creationist perspective, it doesn't make sense to attribute the similarities to coincidence. A better explanation would be deliberate code reuse.

Of course, from what we know about genetics, God is a very kludgy engineer.

Yes.  Of course I see a lot of the same kinds of weirdness in the low-level implementations of computer programs built with high-level code generators.

Whether our genome was created by a pre-existing intelligence using some kind of advanced creature creation software or arose entirely out of selection pressures over time is difficult to gather evidence on, let alone prove.  But from a computer programmer's point of view it's a pretty awe-inspiring system.  Major adaptability AND major stability AND self-assembling.  

It would be like finding five million lines of computer code stashed away that's capable of rewriting itself for piloting anything from a motorcycle to the space shuttle.  The fact that it's a giant ball of muddy spaghetti makes it hard to manipulate for your own purposes, but doesn't make the end result any less impressive.

I think what's actually going on here is "arguments are soldiers": If the similarity between chimps and humans occurred totally by accident, that would be bad for evolution; evolution is the enemy; therefore I should argue that maybe the similarity between chimps and humans occurred totally by accident.

Never do they stop to think that not only is this obviously untrue, it would also undermine THEIR theory as well. The implicit assumption is that anything bad for my opponent is good for me and vice-versa.

Actually, what exactly are the arguments/evidence that distinguish these two hypotheses?

I'm pretty new at evolutionary biology so I don't really know... anyone want to point me in the right direction?

And that's kind of the problem with assigning importance to the argument.  If our universe is not, in fact, the top-level reality and has some kind of master controlling its every detail we necessarily only get to his influence to the extent that he wishes us to...

Natural selection molding creatures to match the universe?  We can see that happening pretty well.  

The universe itself being molded to produce a particular type of creature?  How exactly would we even be able to notice that?  

The only thing I can personally think of is that, in such a scenario, a universe where the inhabitants somehow developed the ability to more correctly divine the will of their creator from subtle clues and/or racial memory would be less likely to get mushed up and tossed in the wastepaper basket...

Or religion could be just a random side-effect of evolution that merely doesn't hurt us badly enough to offset the power of our brains...

Perhaps if we someday discover other, unrelated sapient life and it also has religion...  Still wouldn't be proof, but likely to be the most conclusive evidence we could get without either a time machine to go back and see where the old religions really started or some way to look at our universe from outside.

In your friend's defense, I could turn that around:

Years ago, I was speaking to someone when he casually remarked that he believed in evolution.  And I said, "This is not the nineteenth century.  When Darwin first proposed evolution, it might have been reasonable to believe in it.  But this is the twenty-first century.  We can look at cells.  Cells are hideously complex.  It's over."

He said, "Maybe all the features arose by coincidence."

I said, "The odds of that are something like two to the power of seven hundred and fifty million to one."

Unknown, I agree entirely with your comments about the distinction between the idealised calculable probabilities and the actual error prone human calculations of them.

Nominull, I think you are right that the problem feels somewhat paradoxical. Many things do when considering actual human rationality (a species of 'bounded rationality' rather than ideal rationality). However, there is no logical problem with what you are saying. For most real world claims, we cannot have justifiable degrees of beliefs greater than one minus a billionth. Moreover, I don't have a justifiable degree of belief greater than one minus a billionth in my last statement being true (I'm pretty sure, but I could have made a mistake...). This lack of complete certainty about our lack of complete certainty is just one of the disadvantages of having resource bounds (time, memory, accuracy) on our reasoning. On a practical note, while we cannot completely correct ourselves, merely proposing a safe upper bound to confidence in typical situations, memorizing it as a simple number, and then using it in practice is fairly safe, and likely to improve our confidence estimates.

Andy McKenzie -- that was my first thought too.  Folks can view the scene here.

Eliezer, do you expect to be right more or less the next google times you calculate or estimate a probability of one in a google? If not, then for such probabilities we do know in which direction the estimate is likely to be mistaken, and so we can correct it, by the means suggested by Toby.

"Maybe I can cure everybody's cancer by wishing for it very, very hard."

Give it a go. Hell, spend the rest of your life giving it a go. You'll be engaging with reality in much the same way as Eliezer's acquaintance. We ascribe probabilities to things to inform our actions.

Rather that estimating a probability, it would have been more interesting to ask "What emotional need are you trying to meet with this?"

If Mr Still-a-chance yearns for "souls go to heaven and meet God" why does he care about evolution? Isn't the soul the magic, special sauce that converts an ordinary animal body into a human? How does denying evolution help him?

Meanwhile, 20000000 years in the future, a multi-generation interstellar space ship has set up a colony on a distant planet with existing biology. The colony collapses but man does not go extinct, and 100000 years later they have re-established a civilisation of sorts.

They find that man is not an animal. His biology is entirely distinct. Which goes well with their myths of a double fall, from the sky to the ground and from the golden age to barbarism, but what really do they gain when they find that they do not have genealogical ties to the animals around them. Why is our far future Mr Still-a-chance the 2nd so pleased?

I find myself unable to imagine how Mr Still-a-chance would have answered, which piques my curiosity

One trick that might help here is not considering beliefs themselves but actions upon those beliefs. Just because you have 0.0001% certainty the Moon is made of green cheese doesn't mean you can make 0.0001% of a spaceship and hop over for a meal - you have to either build the ship or not build it, and the expected return from building is going to be somewhat small. Likewise, just because there's a chance that humans and chimpanzees have 98% shared DNA entirely by accident does not mean it's rational to actually act on that chance, even if you're going through the mental effort of actually considering the possibility.

Granted, this approach is likely to just confuse people, perhaps making them think they are "allowed" to hold unlikely beliefs as long as they don't act on said beliefs... but maybe it's worth a try in the right situation?

This is deep wisdom. It also has a lot of resonance with the issue of risk, and what sorts of risks it is rational to take.

(And don't tell me "expected utility", because either the utility is what you'd straightforwardly expect---10000 people = 1 person * 10000---and you run into all sorts of weird conclusions, or else you do what von Neumann and Morgenstern did and redefine "utility" to mean "whatever it is you use to choose". Great; now what do I use to choose?)

FWIW, having tried that tack a few times, I've always been disappointed.  The answer is always along the lines of "I'm not meeting any psychological need, I'm searching sincerely for the truth."

People aren't usually honest enough or self-aware enough to answer this sort of question.

I think James Bach was on the right track here, but did not take this far
enough.  Eliezer's interlocuter was not able to really articulate his argument.
Properly argued, probability is completely irrelevant.

So, let us contemplate the position of a serious, hard science creationist, and
I hate to say it, but such people exist.  So, this individual can fully agree and
admit that how a given body grows and develops depends on its DNA structure, so that
indeed it is not surprising that different species that appear morphologically and
behaviorally to be somewhat similar, such as various canine species or feline species,
or for that matter chimps and humans, even if the older creationists got all in fits
about having a monkey for an uncle, and so forth, will have very similar DNA structures.

The issue then is how did this come to be.  The evolutionist says that it is due to
evolution from common ancestors and so forth.  The scientific creationist says, "no,"
this simply reflects that the intelligent designer set them up this way because DNA
controls the growth of individual entities, so similar appearing and behaving species
will have more similar DNA, and God (or The Intelligent Designer) made it this way
fully consciously in accord with the laws of science,  which presumably the same Entity
is also fully aware of, whether or not this Entity in fact set up those laws his or herself.

Eliezer: While you didn't specifically say that the guy you were arguing with was a creationist...... The creationists I find myself arguing with wouldn't say that the chimp and human DNA is similar by coincidence. My creationists would say that that the DNA is similar because:

1) DNA is what God used to program characteristics into living things.
2) God decided to make chimpanzees and humans similar.
3) To make them similar, He gave them similar DNA.

Eliezer: hey. how would your response change if arguing with these guys? also, you're awesome. just thought I would let you know.

Let's say you and your friend Suzie bumped into a guy on the street. This guy is holding a red marble in his right hand, and a velvet bag in his left. You and Suzie  ask the man what is in the velvet bag. You realize very quickly that he doesn't speak your language. You take the velvet bag to see for yourself what is inside. It contains 19 blue marbles. In fact, it has a sticker on the outside of the bag that says "Contents: 1 red marble, 19 blue marbles". Suzie wonders out loud whether the man looked in the bag and specifically pulled out the red marble or simply pulled out a random marble without looking and it just so happened to be the red marble. Suzie is very, very attractive, by the way.

"Well," you respond to her wonderings, "the chances someone would pull out the red marble if they weren't looking are 1 in 20."

Suzie looks at you, "Hmmm. Well, yes, that is indeed the probability of randomly pulling out the single red marble from a bag of 20 marbles. But I'm not sure that's the probability we are looking for in this situation. Our situation is that the man is actually holding the red marble. Something tells me the probability the man did in fact pull the red marble out randomly, given the fact that the man is holding the red marble, is different than the before-the-action probability that he would pull the red marble randomly from the bag."

Is Suzie's suspicion correct? I would really like to hear Eliezer's answer to this.

Suzie's suspicion is correct in general, though the two could work out the same in certain cases.

We know the probability P(draw red | choose random) = 1/20
What we need to know is P(choose random) where P(~choose random) is the prior probability of cheating. We also need to know P(draw red | ~choose random), the probability of drawing red if you cheat (presumably 1, but not necessarily---maybe it's an unreliable cheating method). From all those, we can solve the system and compute P(chose random | drew red).

What you're asking is whether P(chose random | drew red) = P(draw red | choose random); and in general this is not the case.

Indeed, we get to be so Bayesian we actually use Bayes's Theorem explicitly:
P(A|B) = P(B|A) * P(A)/P(B) 

Unless the priors are equal P(A) = P(B) [P(draw red) = P(choose random)] those two conditional probabilities will be distinct.

Suzie's suspicion is correct. According to Bayes's theorem, the probability that he pulled it out randomly would be .05 x prior probability that he would pull out a marble randomly / prior probability that he would be found holding the red marble.

In this case it is rather difficult to calculate an exact number. But in Eliezer's case, an exact number is unnecessary; the ".05" in his case is so low that he assumes that the exact number will also be low, regardless of the particular values assigned to "prior probability of pulling out a marble randomly" and "prior probability that he ends up with a red marble."

Dan, you want An Intuitive Explanation of Bayes's Theorem.

This reminds me of when I was trying to see if it would be a good idea to buy a lottery ticket. Surely, I thought, I wouldn't miss the weekly dollar for a chance at living a life free of having to worry about what I do for money. 

But then I thought to visualize for myself the silliness of spending even one dollar a week on the chances of the lottery. Would you ever expect, even in a hundred years, the lottery numbers of one week to be the exact same as the last week's? Then you should expect no different of your own ticket. I realized then that I would much rather have a definite candy bar instead.

Do note that there are lottery systems that it's  possible to game if you had sufficient funds to buy tickets and the jackpot has gone high enough.

For any system where people pick their own numbers, most people tend to pick numbers that are emotionally significant.  Birth dates and so-forth.  That seriously constrains the pool of numbers that will generate a winner.  Depending on the system, if the jackpot goes high enough it's possible to buy a large number of tickets that aren't part of the typical distribution of numbers people pick and have a reasonable chance of making back more than you spent.

Does take more than a dollar a week in capital outlay though.

When people say "every little bit counts!", I try to argue, "yeah, but only a little." Folks concern themselves with possibility when they should be concerned with probability; with existence when they should be concerned with magnitude.

There's several problems here. First of all, I almost always disregard people who make claims like yours (2^750,000,000:1) about the real world on account that they are almost always wrong or misleading. Specifically, while that sort of odds can exist it almost never exists in a way that would win someone points in a conversation. Such claims are often lies, miscalculations, or misleading. While your friend was equally wrong in considering the odds of such being compatible with "coincidence" as it is used in mathematics, how exactly do you expect to calculate the other type of meaning (maybe by "coincidence" God decided to use mostly the same DNA in humans and chimps)? Is it really fair to say that Probability(chimps and humans share 95-98% DNA given that God exists) = 2^750,000,000:1 or anything remotely close?

Is it really fair to claim that your friend was saying, "Well since you claim 2^750,000,000:1 odds instead of zero, I'm going to go with those odds" as opposed to "Even if you said the odds were zero, I wouldn't believe you because there's a chance you're wrong"? There's plenty of examples of people being certain of things, yet being wrong -- even when they use math. 

Is it rational to assign even claimed 10^9:1 odds anything remotely close to actual 10^9:1 odds? Seldom, I should say. I'd give such a claim a probability of something like 0.1%-75% of being flat out wrong, based on the difficulty of the problem, the contentiousness of the problem,  my respect for the ability and integrity of the person making the claim, and whether the claim agrees or disagrees with things I know or think I know. Now ideally, if I have the time and capability, I would try doing some of those calculations myself and think a while as to whether those are even the correct calculations, but often claims won't be worth that level of effort.

There's a post by Yvain which addresses more or less this issue.

Time for nitpicking... "Consider his example if you ever you find yourself thinking, “But you can’t prove me wrong.” If you’re going to ignore a probabilistic counterargument, why not ignore a proof, too?" - ...your own argument of certainty being infinity. In cardinal numbers theory the highest infinity (be it aleph-zero or continuum or 2^continuum or whatever) trumps any lower numbers (you can through out all the rational numbers, whose number is aleph-zero, and [0;1] will still be continual), including all natural numbers, and only an infinity of the same size or larger may compete. And I believe that the usual, single-infinity models do the same. If we _could_ have infinite certainty, it would be end-of-story, allowing for no possibility to "put the weight down - yes, down". The problem is, we can't.



The Fallacy of Gray

The Sophisticate: “The world isn’t black and white. No one does pure good or pure bad. It’s all gray. Therefore, no one is better than anyone else.”

The Zetet: “Knowing only gray, you conclude that all grays are the same shade. You mock the simplicity of the two-color view, yet you replace it with a one-color view . . .”

I don’t know if the Sophisticate’s mistake has an official name, but I call it the Fallacy of Gray. We saw it manifested in the previous essay—the one who believed that odds of two to the power of seven hundred and fifty million to one, against, meant “there was still a chance.” All probabilities, to him, were simply “uncertain” and that meant he was licensed to ignore them if he pleased.

“The Moon is made of green cheese” and “the Sun is made of mostly hydrogen and helium” are both uncertainties, but they are not the same uncertainty.

Everything is shades of gray, but there are shades of gray so light as to be very nearly white, and shades of gray so dark as to be very nearly black. Or even if not, we can still compare shades, and say “it is darker” or “it is lighter.”

Years ago, one of the strange little formative moments in my career as a rationalist was reading this paragraph from Player of Games by Iain M. Banks, especially the sentence in bold:

A guilty system recognizes no innocents. As with any power apparatus which thinks everybody’s either for it or against it, we’re against it. You would be too, if you thought about it. The very way you think places you amongst its enemies. This might not be your fault, because every society imposes some of its values on those raised within it, but the point is that some societies try to maximize that effect, and some try to minimize it. You come from one of the latter and you’re being asked to explain yourself to one of the former. Prevarication will be more difficult than you might imagine; neutrality is probably impossible. You cannot choose not to have the politics you do; they are not some separate set of entities somehow detachable from the rest of your being; they are a function of your existence. I know that and they know that; you had better accept it.

Now, don’t write angry comments saying that, if societies impose fewer of their values, then each succeeding generation has more work to start over from scratch. That’s not what I got out of the paragraph.

What I got out of the paragraph was something which seems so obvious in retrospect that I could have conceivably picked it up in a hundred places; but something about that one paragraph made it click for me.

It was the whole notion of the Quantitative Way applied to life-problems like moral judgments and the quest for personal self-improvement. That, even if you couldn’t switch something from on to off, you could still tend to increase it or decrease it.

Is this too obvious to be worth mentioning? I say it is not too obvious, for many bloggers have said of Overcoming Bias: “It is impossible, no one can completely eliminate bias.” I don’t care if the one is a professional economist, it is clear that they have not yet grokked the Quantitative Way as it applies to everyday life and matters like personal self-improvement. That which I cannot eliminate may be well worth reducing.

Or consider an exchange between Robin Hanson and Tyler Cowen.1 Robin Hanson said that he preferred to put at least 75% weight on the prescriptions of economic theory versus his intuitions: “I try to mostly just straightforwardly apply economic theory, adding little personal or cultural judgment.” Tyler Cowen replied:

In my view there is no such thing as “straightforwardly applying economic theory” . . . theories are always applied through our personal and cultural filters and there is no other way it can be.

Yes, but you can try to minimize that effect, or you can do things that are bound to increase it. And if you try to minimize it, then in many cases I don’t think it’s unreasonable to call the output “straightforward”—even in economics.

“Everyone is imperfect.” Mohandas Gandhi was imperfect and Joseph Stalin was imperfect, but they were not the same shade of imperfection. “Everyone is imperfect” is an excellent example of replacing a two-color view with a one-color view. If you say, “No one is perfect, but some people are less imperfect than others,” you may not gain applause; but for those who strive to do better, you have held out hope. No one is perfectly imperfect, after all.

(Whenever someone says to me, “Perfectionism is bad for you,” I reply: “I think it’s okay to be imperfect, but not so imperfect that other people notice.”)

Likewise the folly of those who say, “Every scientific paradigm imposes some of its assumptions on how it interprets experiments,” and then act like they’d proven science to occupy the same level with witchdoctoring. Every worldview imposes some of its structure on its observations, but the point is that there are worldviews which try to minimize that imposition, and worldviews which glory in it. There is no white, but there are shades of gray that are far lighter than others, and it is folly to treat them as if they were all on the same level.

If the Moon has orbited the Earth these past few billion years, if you have seen it in the sky these last years, and you expect to see it in its appointed place and phase tomorrow, then that is not a certainty. And if you expect an invisible dragon to heal your daughter of cancer, that too is not a certainty. But they are rather different degrees of uncertainty—this business of expecting things to happen yet again in the same way you have previously predicted to twelve decimal places, versus expecting something to happen that violates the order previously observed. Calling them both “faith” seems a little too un-narrow.

It’s a most peculiar psychology—this business of “Science is based on faith too, so there!” Typically this is said by people who claim that faith is a good thing. Then why do they say “Science is based on faith too!” in that angry-triumphal tone, rather than as a compliment? And a rather dangerous compliment to give, one would think, from their perspective. If science is based on “faith,” then science is of the same kind as religion—directly comparable. If science is a religion, it is the religion that heals the sick and reveals the secrets of the stars. It would make sense to say, “The priests of science can blatantly, publicly, verifiably walk on the Moon as a faith-based miracle, and your priests’ faith can’t do the same.” Are you sure you wish to go there, oh faithist? Perhaps, on further reflection, you would prefer to retract this whole business of “Science is a religion too!”

There’s a strange dynamic here: You try to purify your shade of gray, and you get it to a point where it’s pretty light-toned, and someone stands up and says in a deeply offended tone, “But it’s not white! It’s gray!” It’s one thing when someone says, “This isn’t as light as you think, because of specific problems X, Y, and Z.” It’s a different matter when someone says angrily “It’s not white! It’s gray!” without pointing out any specific dark spots.

In this case, I begin to suspect psychology that is more imperfect than usual—that someone may have made a devil’s bargain with their own mistakes, and now refuses to hear of any possibility of improvement. When someone finds an excuse not to try to do better, they often refuse to concede that anyone else can try to do better, and every mode of improvement is thereafter their enemy, and every claim that it is possible to move forward is an offense against them. And so they say in one breath proudly, “I’m glad to be gray,” and in the next breath angrily, “And you’re gray too!”

If there is no black and white, there is yet lighter and darker, and not all grays are the same.

The commenter G2 points us to Asimov’s “The Relativity of Wrong”:

When people thought the earth was flat, they were wrong. When people thought the earth was spherical, they were wrong. But if you think that thinking the earth is spherical is just as wrong as thinking the earth is flat, then your view is wronger than both of them put together.

1Hanson (2007), “Economist Judgment,” http://www.overcomingbias.com/2007/12/economist-judgm.html. Cowen (2007), “Can Theory Override Intuition?”, http://marginalrevolution.com/marginalrevolution/2007/12/how-my-views-di.html.

I suggest this post for the "start here" list. It's unusually close to perfection.

This post is unusually white. The two arguments -- all shades of gray being seen as the same shade and science being a demonstrably better "religion" -- have seriously expanded my mind. Thank you!

That which I cannot eliminate may be well worth reducing.

I wish this basically obvious point was more widely appreciated. I've participated in dozens of conversations which go like this:

Me: "Government is based on the principle of coercive violence. Coercive violence is bad. Therefore government is bad."
Person: "Yeah, but we can't get rid of government, because we need it for roads, police, etc."
Me: " $%&*@#!! Of course we can't get rid of it entirely, but that doesn't mean it isn't worth reducing!"

Great post. I encourage you to expand on the idea of the Quantitative Way as applied to areas such as self improvement and everyday life.

Seriously, what some people call "government" is the ground upon which civilization, and ultimately all rationality, rests.

I was nodding along until: "The ground upon which all rationality rests".

You seem to have fallen into same trap of self-defeating hyperbole that the quoted straw-libertarian has fallen into. It is enough to make your point that government, and the implied threat of violence is not all bad and is even useful. Don't try to make ridiculous claims about "all rationality". Apart from being a distasteful abuse of 'rational' as an applause light it is also false. With actual rational agents all sorts of alternative arrangements not fitting the label "government" would be just as good---it is the particular quirks of humans that make government more practical for us right now.

Agreed - best post in ages, many thanks. That is all.

All who love this post, do you love it because it told you something you didn't know before, or because you think it would be great to show others who you don't think understand this point? I worry when our reader's favorite posts are based on how much they agree with the post, instead of how much they learned from it.

It's possible both are true: that the reader understood the point already, but learned a better way to articulate it in an effort to advance another conversation.

For me, the main point is incremental advancement towards perfection means expending resources and creating other consequences.  The questions ultimately have to be 'how much is it worth to move closer to perfection?  What other consequences probably will happen?'  This question obviously depends on your context.  It appears that some kinds of perfectionism, as far as I can tell, have negative effects on the holder of perfectionistic standards, in the view of psychologists, relevant experts on the matter, and that costs have to be considered when moving in... (read more)

Robin, I think people tend to be enthusiastic when an idea they've known on a more or less intuitive level for a long time is laid out eloquently, and in a way they could see relaying to their particular audience. It's a form of relief, maybe.

So it's not so much "I like it because I agree with it," it's more "I like it because I knew it before but I could never explain it that well."

I'm with LG, the answer to your question is 'neither'. I also enjoy posts which reinform my way of thinking, but a straight account of what I already think myself wouldn't draw praise. Crystallization of a hitherto-unclear concept can be invaluable - I quote:

"What I got out of the paragraph was something which seems so obvious in retrospect that I could have conceivably picked it up in a hundred places; but something about that one paragraph made it click for me."

Mike, any action or updating of beliefs will have a net effect on 'whiteness' ... (read more)

Then why do they say "Science is based on faith too!" in that angry-triumphal tone, rather than as a compliment? 

When used appropriately, the "science is based on faith too" point is meant to cast doubt upon specific non-falsifiable conclusions that scientists take for granted: for instance, that the only things that exist are matter (rather than, say, an additional immaterial spirit) or that evolution happens by itself (rather than, say, being directed by an intelligent designer). Scientific evidence doesn't distinguish between these h... (read more)

non-falsifiable conclusions that scientists take for granted: for instance, that the only things that exist are matter (rather than, say, an additional immaterial spirit) or that evolution happens by itself (rather than, say, being directed by an intelligent designer).

How much time did you spend trying to come up with predictions from these hypotheses before declaring them unfalsifiable?

How much time did you spend trying to come up with predictions from these hypotheses before declaring them unfalsifiable?

Not much; it's possible that these hypotheses are falsifiable (in the sense of having a likelihood ratio < 1 compared against the other corresponding hypothesis). I was assuming this wasn't true given only the evidence currently available, but I'd be glad to hear if you think otherwise.

It's easy to think of potential observations that would very strongly favor dualism or intelligent design, and the absence of those observations counts as falsifying evidence.

I think it's worth keeping the distinction between falsification (a likelihood ratio of 0) and disconfirmation (a likelihood ratio < 1). Usually when people say "unfalsifiable" they really mean "undisconfirmable" or "unstronglydisconfirmable".

Dan Burfoot, permit me to join in those conversations:

Me: "No, coercive violence is merely a shade of gray.  Another harm of the status quo, like sick children, may be a darker shade of gray, in which case I'm willing to become a little darker so I can gain more lightness overall.  For example, I don't think there's much opposition to using coercive violence to protect the life of infants (criminalizing infanticide, taxation to support wards of state, etc.).  Of course, opinions on the relative light/darkness of coercive violence vs. other 'bad' differ, and therein lies the popular contention between 'big govt' vs. 'small govt,' not whether government based on coercive violence, or that coercive violence is bad."

This post reminds me of Isaac Asimov's The Relativity of Wrong, which is excellent.   Wikipedia page

LG,
Doesn't that mean you like the post, specifically becuase it appeals to confirmation bias, one of the known biases we should be seeking to overcome?

In other words, "numbers matter".  But I suppose mentioning numbers eliminates most of your audience.

Ah, I love the way the cheap shots just keep on coming...

Arthur Koestler has some thoughts that are relevant here.

Thanks, Eliezer, for an excellent article.  Some of my favorite quotables:

Everything is shades of gray, but there are shades of gray so light as to be very nearly white, and shades of gray so dark as to be very nearly black.

If science is a religion, it is the religion that heals the sick and reveals the secrets of the stars.

"Everyone is imperfect" is an excellent example of replacing a two-color view with a one-color view.

Then there's the fallacy of shades of gray: that every space can be reasonably modeled as 1-dimensional.

This was a very useful post and one I will be adding into my daily dossier I know. I agree this is a good "start post" because it is lucid, clear, and useful. There's little I feel to add at the moment as doing so would simply be glorifying the item itself rather than using the knowledge gained, so thank you for the post.

I'm glad this post is here! Today, I came across this lovely little statement on Xanga: "Richard Dawkins admitted recently that he can't be sure that God does not exist.  He is generally considered the World's most famous Atheist. So this question is for Atheists. Can you be sure that God does not exist?"

It made me cranky right away (I promise, I was more patient many many instances of this sentiment ago), and my first response was to link here in a comment. Well, I'm glad this post is here to link to. Grr.

Surprised no-one's yet noted that the proper name for this is the continuum fallacy or sorites fallacy.

i don't follow the relevance of article, as it seems quite obvious.  the real problem with the black and white in the world of rationality is the assumption there is a universal answer to all questions.  the idea of "grey" helps highlight that many answers have no one correct universal answer.  what i dont understand about rationalists (LW rationalists) is that the live in a world in which everything is either right or wrong.  this simplifies a world that is not so simple. what am i missing?

Science is not based on faith, nor on anything else. Scientific knowledge is created by conjecture and criticism. See Chapter I of "Realism and the Aim of Science" by Karl Popper.

I came across a good example of this. I recently graduated from a coding bootcamp and am looking for jobs. I applied to a selective company and was declined. They said, "unfortunately we won't be able to move forward with your candidacy at this time". They didn't say anything about the actual reason why I was rejected.

My favorite part of this post directly after reading was the highlighting of the apparent contradiction between the faithist's pride in their faith and the condemnation in their accusation of faith's use by science.

But I noticed I didn't feel I totally understood the dynamics in play in such a mind, and decided to think about it over pasta.

This is not, I think, a case of bare-faced irrationality per se, as per "What would you do with immortality" when conjoined with "I have an immortal soul."

When I first read this post back in ~2011 or so, I remember remembering a specific scene in a book I had read that talked about this error and even gave it the same name. I intended to find the quote and post it here, but never bothered. Anyway, seeing this post on the front page again prompted me to finally pull out the book and look up the quote (mostly for the purpose of testing my memory of the scene to see if it actually matched what was written).

So, from Star Wars X-Wing: Isard's Revenge, by Michael A Stackpole (page 149 of the paperback edition):

I think one important problem, elided here, is that when problems are highly multidimensional then shades of grey will be harder to distinguish. At the extremes, yes, we can say that Gandhi and Stalin are imperfect in quantitatively different amounts. But most of the important life decisions we make can be evaluated on so many different dimensions of value that discriminating and integrating across them feels intractable. Even 3 or 4 dimensions makes the problem so effortful (and perhaps impossible if the dimensions are not commensurable) that falling back to intuition becomes the only pragmatic solution.

Alice asked for a one-variable model with limited but positive predictive power, and Bob replied with a zero-variable model with no predictive power whatsoever.

Necro but maybe I can add something to the debate....

A problem I see is there are common cases where it is rational to be irrational, for example if being rational causes you emotional distress due to circumstances beyond your control.

And this is a big problem if one's will to be "rational" is at root based on an emotional will to be "less wrong" for the purpose of improving internal feelings of one's own value.

Because if that is the naked honest goal, then that rationalism is Hedonism by yet another name.

But realizing that might be destabilizing to the ra... (read more)

“I try to mostly just straightforwardly apply economic theory, adding little personal or cultural judgment.”

Another problem with this is "economic theory" is not monolithic. There are different schools of thought within economics, and applying economic theory No. 1 from X school might imply completely different things than applying it from Y school. Economics is a fractured, competitive field of concepts to say the least. Go listen to an argument between Neoclassical economists and Post-Keynesian economists and see what they agree on.

It's funny, around the same time that this was originally posted, I was off in another forum arguing the "Science is basically Religion" from the other side. That is, in practice, a lot of people who claim to "believe in Science" do so in a fundamentally religious sort of way, refusing to allow questions that might challenge accepted truths and failing to think critically about the received wisdom from text books, teachers, and even random popular science articles. I wish I'd come across these posts back then, particularly the "Cached Thoughts" one, which makes my argument in a clearer / less-charged way.

I always feel like I'm reading your response to some other argument, but you decide to use some indirect reference or straw-man instead of actually addressing the impetus for your posts. This article is a long way of saying that even when things aren't black and white, that doesn't mean shades of grey don't matter.

Also, I think people often reach for analogies as though they always provide clarification when sometimes they just muddle things. I have no idea what to make of your disappearing moon example. The odds that the entire moon could disappear and re... (read more)



Absolute Authority

The one comes to you and loftily says: “Science doesn’t really know anything. All you have are theories—you can’t know for certain that you’re right. You scientists changed your minds about how gravity works—who’s to say that tomorrow you won’t change your minds about evolution?”

Behold the abyssal cultural gap. If you think you can cross it in a few sentences, you are bound to be sorely disappointed.

In the world of the unenlightened ones, there is authority and un-authority. What can be trusted, can be trusted; what cannot be trusted, you may as well throw away. There are good sources of information and bad sources of information. If scientists have changed their stories ever in their history, then science cannot be a true Authority, and can never again be trusted—like a witness caught in a contradiction, or like an employee found stealing from the till.

Plus, the one takes for granted that a proponent of an idea is expected to defend it against every possible counterargument and confess nothing. All claims are discounted accordingly. If even the proponent of science admits that science is less than perfect, why, it must be pretty much worthless.

When someone has lived their life accustomed to certainty, you can’t just say to them, “Science is probabilistic, just like all other knowledge.” They will accept the first half of the statement as a confession of guilt; and dismiss the second half as a flailing attempt to accuse everyone else to avoid judgment.

You have admitted you are not trustworthy—so begone, Science, and trouble us no more!

One obvious source for this pattern of thought is religion, where the scriptures are alleged to come from God; therefore to confess any flaw in them would destroy their authority utterly; so any trace of doubt is a sin, and claiming certainty is mandatory whether you’re certain or not.1

But I suspect that the traditional school regimen also has something to do with it. The teacher tells you certain things, and you have to believe them, and you have to recite them back on the test. But when a student makes a suggestion in class, you don’t have to go along with it—you’re free to agree or disagree (it seems) and no one will punish you.

This experience, I fear, maps the domain of belief onto the social domains of authority, of command, of law. In the social domain, there is a qualitative difference between absolute laws and nonabsolute laws, between commands and suggestions, between authorities and unauthorities. There seems to be strict knowledge and unstrict knowledge, like a strict regulation and an unstrict regulation. Strict authorities must be yielded to, while unstrict suggestions can be obeyed or discarded as a matter of personal preference. And Science, since it confesses itself to have a possibility of error, must belong in the second class.

(I note in passing that I see a certain similarity to they who think that if you don’t get an Authoritative probability written on a piece of paper from the teacher in class, or handed down from some similar Unarguable Source, then your uncertainty is not a matter for Bayesian probability theory.2 Someone might—gasp!—argue with your estimate of the prior probability. It thus seems to the not-fully-enlightened ones that Bayesian priors belong to the class of beliefs proposed by students, and not the class of beliefs commanded you by teachers—it is not proper knowledge).

The abyssal cultural gap between the Authoritative Way and the Quantitative Way is rather annoying to those of us staring across it from the rationalist side. Here is someone who believes they have knowledge more reliable than science’s mere probabilistic guesses—such as the guess that the Moon will rise in its appointed place and phase tomorrow, just like it has every observed night since the invention of astronomical record-keeping, and just as predicted by physical theories whose previous predictions have been successfully confirmed to fourteen decimal places. And what is this knowledge that the unenlightened ones set above ours, and why? It’s probably some musty old scroll that has been contradicted eleventeen ways from Sunday, and from Monday, and from every day of the week. Yet this is more reliable than Science (they say) because it never admits to error, never changes its mind, no matter how often it is contradicted. They toss around the word “certainty” like a tennis ball, using it as lightly as a feather—while scientists are weighed down by dutiful doubt, struggling to achieve even a modicum of probability. “I’m perfect,” they say without a care in the world, “I must be so far above you, who must still struggle to improve yourselves.”

There is nothing simple you can say to them—no fast crushing rebuttal. By thinking carefully, you may be able to win over the audience, if this is a public debate. Unfortunately you cannot just blurt out, “Foolish mortal, the Quantitative Way is beyond your comprehension, and the beliefs you lightly name ‘certain’ are less assured than the least of our mighty hypotheses.” It’s a difference of life-gestalt that isn’t easy to describe in words at all, let alone quickly.

What might you try, rhetorically, in front of an audience? Hard to say . . . maybe:

But, in a way, the more interesting question is what you say to someone not in front of an audience. How do you begin the long process of teaching someone to live in a universe without certainty?

I think the first, beginning step should be understanding that you can live without certainty—that if, hypothetically speaking, you couldn’t be certain of anything, it would not deprive you of the ability to make moral or factual distinctions. To paraphrase Lois Bujold, “Don’t push harder, lower the resistance.”

One of the common defenses of Absolute Authority is something I call “The Argument from the Argument from Gray,” which runs like this:

Reversed stupidity is not intelligence. You can’t arrive at a correct answer by reversing every single line of an argument that ends with a bad conclusion—it gives the fool too much detailed control over you. Every single line must be correct for a mathematical argument to carry. And it doesn’t follow, from the fact that moral relativists say “The world isn’t black and white,” that this is false, any more than it follows, from Stalin’s belief that 2 + 2 = 4, that “2 + 2 = 4” is false. The error (and it only takes one) is in the leap from the two-color view to the single-color view, that all grays are the same shade.

It would concede far too much (indeed, concede the whole argument) to agree with the premise that you need absolute knowledge of absolutely good options and absolutely evil options in order to be moral. You can have uncertain knowledge of relatively better and relatively worse options, and still choose. It should be routine, in fact, not something to get all dramatic about.

I mean, yes, if you have to choose between two alternatives A and B, and you somehow succeed in establishing knowably certain well-calibrated 100% confidence that A is absolutely and entirely desirable and that B is the sum of everything evil and disgusting, then this is a sufficient condition for choosing A over B. It is not a necessary condition.

Oh, and: Logical fallacy: Appeal to consequences of belief.

Let’s see, what else do they need to know? Well, there’s the entire rationalist culture which says that doubt, questioning, and confession of error are not terrible shameful things.

There’s the whole notion of gaining information by looking at things, rather than being proselytized. When you look at things harder, sometimes you find out that they’re different from what you thought they were at first glance; but it doesn’t mean that Nature lied to you, or that you should give up on seeing.

Then there’s the concept of a calibrated confidence—that “probability” isn’t the same concept as the little progress bar in your head that measures your emotional commitment to an idea. It’s more like a measure of how often, pragmatically, in real life, people in a certain state of belief say things that are actually true. If you take one hundred people and ask them each to make a statement of which they are “absolutely certain,” how many of these statements will be correct? Not one hundred.

If anything, the statements that people are really fanatic about are far less likely to be correct than statements like “the Sun is larger than the Moon” that seem too obvious to get excited about. For every statement you can find of which someone is “absolutely certain,” you can probably find someone “absolutely certain” of its opposite, because such fanatic professions of belief do not arise in the absence of opposition. So the little progress bar in people’s heads that measures their emotional commitment to a belief does not translate well into a calibrated confidence—it doesn’t even behave monotonically.

As for “absolute certainty”—well, if you say that something is 99.9999% probable, it means you think you could make one million equally strong independent statements, one after the other, over the course of a solid year or so, and be wrong, on average, around once. This is incredible enough. (It’s amazing to realize we can actually get that level of confidence for “Thou shalt not win the lottery.”) So let us say nothing of probability 1.0. Once you realize you don’t need probabilities of 1.0 to get along in life, you’ll realize how absolutely ridiculous it is to think you could ever get to 1.0 with a human brain. A probability of 1.0 isn’t just certainty, it’s infinite certainty.

In fact, it seems to me that to prevent public misunderstanding, maybe scientists should go around saying “We are not infinitely certain” rather than “We are not certain.” For the latter case, in ordinary discourse, suggests you know some specific reason for doubt.

1See “Professing and Cheering,” collected in Map and Territory and findable at rationalitybook.com and lesswrong.com/rationality.

For all your talk about The One, I'm going to start to call you Morpheus.

I wonder what your life must be like. The way you write, it sounds as if you spend a lot of your time trying to convince crazy people (by which I mean most of humanity, of course) to be less crazy and more rational, like us. Why not just ignore them?

Then I looked at your Wikipedia entry and noticed how young you are. Ah! When I was your age, I was also trying to convert everybody. My endless arguments about software development methods, circa 1994, are still in Google's Usenet archive. So, who am I to talk?

(Note: Mostly I write comments that complain about... (read more)

I really enjoy your deep analysis of topics, but might I suggest writing shorter entries a bit more often?

Sam, if I write shorter entries, I'll never get everything said.

James:  Snort.  One of these days I'll do a post on "maturity bias".

Oh Eliezer, why'd you have to toss that parenthetical in about priors?  The rest of the post is so wonderful.  But the priors thing... hell, for my part, the objection isn't to priors that aren't imposed by some Authority, it's priors that are completely pulled out of one's arse.  Demanding something beyond the whim of some metaphorical marble bouncing about in one's brain before one gets to make a probability statement is hardly the same as demanding capital-A-Authority.

The main reason people think a probability of 100% is necessary is that they assume that any other probability implies a subjective feeling of doubt, and they are aware that it is impossible to go through life in a continuous state of subjective doubt about whether or not food is necessary to sustain one's life and the like.

Once someone has separated the probability from this subjective feeling, a person can see that a subjective feeling of certainty can be justified in many cases, even though the probability is less than 100%. Once this has been admitted, I think most people would not have a problem with admitting that 100% probabilities are not possible.

I once thought I had a fast, crushing argument against the existence of God. I would point to various objects around me and ask "What does that do?" e.g. point at a beach ball and they would say "bounce," point at a bird and they would say "sing." And I would triumphantly say, "See, God can't exist!" and they would look at me blankly.

In my mind, every object I had ever seen did it's own peculiar thing - that is, it didn't do "just anything." Therefore the idea of omnipotence - the ability to make objects do... (read more)

Practically all words (eg "dead") actually cut across a continuum; maybe we should reclaim the word "certainty".  We are certain that evolution is how life got to be what it is, because the level of doubt is so low you can pretty much forget about it.  Any other meaning you could assign to the word "certain" makes it useless because everything falls on one side.

Thinking of science in religious terms makes the whole thing fall over, for everyone. The only way you can have 100% certainty in something is if it's not falsifiable. The only way something can be unfalsifiable is if it is mysterious, ethereal and makes no testable predictions.

My withering rejoinder? "Yes, you may have god. But do you have any knowledge?"

'Any other meaning you could assign to the word "certain" makes it useless because everything falls on one side.'

Yes, exactly. The concept of "certainty" as colloquially used has no referents. It is such a strict standard, the only things that could possibly be referents for it are statements made by an omniscient entity. A statement by any lesser entity could be wrong and therefore could not be a referent. We are beating ourselves up over a concept no more valid that "unicorn."

1) Objects behave in certain, predictable ways
2) God can make objects behave arbitrarily
4) No objects behave arbitrarily
5) There is no God

3) Therefore, God WILL make things behave arbitrarily

You can't assume that an omnipotent God will behave in any particular way.

What happens when an immovable object meets an irresistible force?

I think you've mischaracterized Ian's argument.  He seems to be arguing that because everything in his empirical experience behaves in particular ways and appears incapable of behaving arbitrarily, that this is strong evidence to suggest that no other being could exist which is capable of behaving arbitrarily.

I think the real weakness of this argument is that the characterization of things as behaving in particular ways is way too simplistic.  Balls may roll as well as bounce.  They can deflate or inflate, or crumple or explode, or any of a thousand other ... (read more)

LG - Your objection is only valid if you assume I am starting with the idea of omnipotence and trying to use the evidence to disprove it. In fact, I am starting with the evidence and showing that the idea of omnipotence can't be arrived at without contradiction.

1) Objects behave in certain, predictable ways
2) Therefore the suggestion that someone could make an object behave arbitrarily contradicts the evidence
3) Therefore the idea of "omnipotence" contradicts the evidence
4) Therefore the idea of God contradicts the evidence

It's a different style of reasoning: starting with reality vs. starting with imagination and then using reality only as a test.

Ian, are you arguing that the concept of omnipotence is incoherent, or merely (as Michael seems to have interpreted you:) that we have no reason to believe that any omnipotent entity actually exists?

If you really mean the latter, then I suspect most people here will agree with you: if one does not observe any evidence for omnipotence, and one accepts Occam's razor (as reasonable people do), then one concludes that no omnipotent entity exists, unless and until strong evidence to the contrary comes up.

But it remains the case that the idea of omnipotence is c... (read more)

Here's an example: some time ago I was discussing evolution with a creationist, and was asked "Can you prove it?"  I responded that "prove" isn't the appropriate word, but rather scientists gather and evaluate evidence to see what position the evidence most clearly supports.  He crowed in jubilation. "Then you don't have any proof!" he exclaimed.

So my response in that situation has changed.  I now respond, "Yes, we have the same level of proof that sends people to death row: We've got the DNA!"  That's adapted from S... (read more)

Ian, your argument fails not merely because premise 1 isn't established apodictically.  (Which is the flaw of inductive reasoning generally, but which, as Eliezer tries to point out to the religious, doesn't mean we don't have good reason to believe it.)

It also fails because we have counterexamples up the wazoo.  Michael's point about sentient creatures is one of them.  But we can generate a lot of others just by diddling around the space in which we define "objects."  Balls bounce and roll, bowling balls just roll, spherical objects generally do... (read more)

Eliezer's use of "the one" is not an error or a Matrix reference, it's a deliberate echo of an ancient rabbinical trope. (Right, Eliezer?)

I think Ian makes an important point: people give their ability to imagine something the same weight as evidence.  The most gratuitous example of this, relevant here because it's the impetus for inductive probabilism, is the so-called "problem of induction."  Say we have two laws concerning the future evolution of some system, call them L1 and L2, such that at some future time t L2(t) gives a result that is defined only as being NOT the result given by L1(t).  L1 is based on observation.  L2 represents my ability to imagine that my observations will fail to hold at some future time t.  The problem of induction is a result of giving MORE weight to L2 than L1.

Actually, I didn't realize "the one comes to us and says" was a rabbinical borrowing until it was pointed out to me.  But it seems to have the right tone, and it's syntactical; I care not whether it is grammatical.

Poke, that's a really unhelpful way of thinking about the problem of induction.  The problem of induction is a problem of logic in the first instance -- a description of the fact that we do have absolute knowledge of the truth of deductive arguments (conditional on the premises being true) but we don't have absolute knowledge of the truth of inductive arguments.  And that's just because the conclusion of a deductive argument is (in some sense) contained in the premises, whereas the conclusion of a generalization isn't contained in the individual observatio... (read more)

Michael: "Balls may roll as well as bounce. They can deflate or inflate, or crumple or explode, or any of a thousand other things."
Paul: "It also fails because we have counterexamples up the wazoo."

But even if an object behaves thousands of ways, it is still behaving in those ways and only those ways. If we want to work with it, we must follow cause and effect, we can't simply will it to do what we want. That is the case for all objects I know of, there are no counter-examples.

Z. M. Davis:
"are you arguing that the concept of omni... (read more)

I think your response is too general.  How does the problem of induction being an deductive argument make the conclusion any less absurd?  It's a deductive argument that takes as its premise my ability to imagine something being otherwise.  That makes sense if you're an Empiricist philosopher, since you accept an Empiricist psychology a priori, but not a lot of sense if you're a scientist or committed to naturalism.  Further, the difference you cite between deductive and inductive arguments (that the former is certain and the latter not), is the conclusion of the problem of induction; you can't use it to argue for the problem of induction.

Poke: let's attack the problem a different way.  You seem to want to cast doubt on the difference along the dimension of certainty between induction and deduction.  ("the difference you cite between deductive and inductive arguments (that the former is certain and the latter not), is the conclusion of the problem of induction; you can't use it to argue for the problem of induction")

Either deduction and induction are different along the dimension of certainty, or they're not.  So there are four possibilities.  induction = certain, deduction = cert... (read more)

Maybe you should try telling some parables about people who thought they had certain knowledge.  Maybe some of them should include other people who did not think their knowledge was certain.

I cannot accept that Probability must be applied to everything. Which of course indirectly states that there are no absolutes, since probability has no 0 or 1.

If you discard absolutes, you must be willing to accept mysticism and contradictions.

I can create a long list of false or contradictory statements, and anyone who lives by probabilities must obediently tell me that every one of them is possible.

"Does God exist?" "Probably not, but it's possible."

"Can he create a boulder that he cannot lift?" "Probably not, but i

In the world of the unenlightened ones, there is authority and un-authority.  What can be trusted, can be trusted; what cannot be trusted, you may as well throw away.  There are good sources of information and bad sources of information.

This is pretty much the standard argument against Wikipedia. It fails to address the question of "what's it for?"

I mean, suppose that God himself descended from the clouds and told you that your whole religion was true except for the Virgin Birth.  If that would change your mind, you can't say you're absolutely certain of the Virgin Birth.

I think that latter statement is equivalent to this:  

But that argument is predicated on P(G) > 0. It is internally consistent to believe P(V|G) < 1 and yet P(V) = 1, as long as one also believes P(G) = 0, i.e. one is certain that God will not appear and proclaim ~V.

For technical reasons of probability theory, if it's theoretically possible for you to change your mind about something, it can't have a probability exactly equal to one.

This is supposed to be an argument against giving anything an 100% probability. I do agree with the concept, but this particular argument seems wrong. It's based on Conservation of Expected Evidence (if the "technical reasons of probability theory" refer to something else, let me know). However, the Bayes rule doesn't just imply that "having a chance of changing your mind... (read more)

Have you considered selling merch? I'm infinitely certain I'd buy a T-shirt with that quote.

The Dalai Lama stated that "If science proves some belief of Buddhism wrong, then Buddhism will have to change."

Another problem with some people is that they don’t consciously believe (or won’t openly admit) they have absolute certainty. In their speech, they say that they doubt this and that, that they "cannot know everything" but I guess that’s mostly a trick for them to say "and neither do you." With them, one first needs to convince them that they are lying to themselves before having a talk about certainty vs uncertainty.



How to Convince Me That 2 + 2 = 3

This is why rationalists put such a heavy premium on the paradoxical-seeming claim that a belief is only really worthwhile if you could, in principle, be persuaded to believe otherwise. If your retina ended up in the same state regardless of what light entered it, you would be blind . . . Hence the phrase, “blind faith.” If what you believe doesn’t depend on what you see, you’ve been blinded as effectively as by poking out your eyeballs.

I can not conceive of a situation that would make 2 + 2 = 4 false. Perhaps for that reason, my belief in 2 + 2 = 4 is unconditional.

I admit, I cannot conceive of a “situation” that would make 2 + 2 = 4 false. (There are redefinitions, but those are not “situations,” and then you’re no longer talking about 2, 4, =, or +.) But that doesn’t make my belief unconditional. I find it quite easy to imagine a situation which would convince me that 2 + 2 = 3.

Suppose I got up one morning, and took out two earplugs, and set them down next to two other earplugs on my nighttable, and noticed that there were now three earplugs, without any earplugs having appeared or disappeared—in contrast to my stored memory that 2 + 2 was supposed to equal 4. Moreover, when I visualized the process in my own mind, it seemed that making xx and xx come out to xxxx required an extra x to appear from nowhere, and was, moreover, inconsistent with other arithmetic I visualized, since subtracting xx from xxx left xx, but subtracting xx from xxxx left xxx. This would conflict with my stored memory that 3 - 2 = 1, but memory would be absurd in the face of physical and mental confirmation that xxx - xx = xx.

I would also check a pocket calculator, Google, and perhaps my copy of 1984 where Winston writes that “Freedom is the freedom to say two plus two equals three.” All of these would naturally show that the rest of the world agreed with my current visualization, and disagreed with my memory, that 2 + 2 = 3.

How could I possibly have ever been so deluded as to believe that 2 + 2 = 4? Two explanations would come to mind: First, a neurological fault (possibly caused by a sneeze) had made all the additive sums in my stored memory go up by one. Second, someone was messing with me, by hypnosis or by my being a computer simulation. In the second case, I would think it more likely that they had messed with my arithmetic recall than that 2 + 2 actually equalled 4. Neither of these plausible-sounding explanations would prevent me from noticing that I was very, very, very confused.3

What would convince me that 2 + 2 = 3, in other words, is exactly the same kind of evidence that currently convinces me that 2 + 2 = 4: The evidential crossfire of physical observation, mental visualization, and social agreement.

There was a time when I had no idea that 2 + 2 = 4. I did not arrive at this new belief by random processes—then there would have been no particular reason for my brain to end up storing “2 + 2 = 4” instead of “2 + 2 = 7.” The fact that my brain stores an answer surprisingly similar to what happens when I lay down two earplugs alongside two earplugs, calls forth an explanation of what entanglement produces this strange mirroring of mind and reality.

There’s really only two possibilities, for a belief of fact—either the belief got there via a mind-reality entangling process, or not. If not, the belief can’t be correct except by coincidence. For beliefs with the slightest shred of internal complexity (requiring a computer program of more than 10 bits to simulate), the space of possibilities is large enough that coincidence vanishes.4

Unconditional facts are not the same as unconditional beliefs. If entangled evidence convinces me that a fact is unconditional, this doesn’t mean I always believed in the fact without need of entangled evidence.

I believe that 2 + 2 = 4, and I find it quite easy to conceive of a situation which would convince me that 2 + 2 = 3. Namely, the same sort of situation that currently convinces me that 2 + 2 = 4. Thus I do not fear that I am a victim of blind faith.5

2Comment: http://lesswrong.com/lw/jl/what_is_evidence/f7h.

3See “Your Strength as a Rationalist” in Map and Territory.

4For more on belief formation and beliefs of fact, see “Feeling Rational” and “What Is Evidence?” in Map and Territory. For more on belief complexity, see “Occam’s Razor” in the same volume.

5If there are any Christians reading this who know Bayes’s Theorem, might I inquire of you what situation would convince you of the truth of Islam? Presumably it would be the same sort of situation causally responsible for producing your current belief in Christianity: We would push you screaming out of the uterus of a Muslim woman, and have you raised by Muslim parents who continually told you that it is good to believe unconditionally in Islam.

Or is there more to it than that? If so, what situation would convince you of Islam, or at least, non-Christianity? And how confident are you that the general kinds of evidence and reasoning you appeal to would have been enough to dissuade you of your religion if you had been raised a Muslim?

Do we consider it to be evidence in Christianity's favor that more people believe in it than Islam? Does the average IQ of adherents of a religious belief cause it to become more plausible to us?

In the interests of disclosure, I am an agnotheist who was baptized Catholic and raised mainline Protestant, so we're still waiting for Eliezer's requested comment.

People's belief in something is evidence for that thing in the sense that in
general it's more likely for people to believe in a thing if it's true.  Less
Wrongers sometimes use the phrase "Bayesian evidence" when they want to
explicitly include this type of evidence that is excluded by other standards
of
evidence.

One way to think about this:  Imagine that there are a bunch of parallel
universes, some of which have a flat Earth and some of which have a spherical
Earth, and you don't know which type of universe you're in.  If you look around
and see that a bunch of people believe the Earth is flat, you should judge it
as more likely you're in a flat-Earth universe than if you looked around and
saw few or no flat-Earthers.

However, people's beliefs are often weak evidence that can be outweighed by
other evidence.  The fact that many people believe in a god is evidence that
there is a god, but (I think) it's outweighed by other evidence that there is
not a god.

Certainly. The probability of Christianity having more followers than Islam is greater if Jesus rose from the dead and less if he did not.

It's not necessarily strong evidence of course. Disavowing Islam has enormous social consequences, so I would expect there to be a large number of Muslims in both the world where Muhammad received the Quran from Gabriel and the world where Muhammad hallucinated. But I still expect there to be more Christians if Jesus rose from the dead than if he did not.

IQ is only weakly correlated to rationality. A much better thing to do is to ask Christians why they believe. If you know the reasons a Christian believes, then the evidential weight of their reasoning will replace the evidential weight that comes from the fact that they believe.

By d-separation, once you know a person's reasons for believing, the fact that they believe is no longer useful information to you.

In the interests of disclosure, I am an ex-Christian who spent a year learning Arabic because I believed that God was calling me to be a missionary to Muslims. When I learned Bayes theorem, I attempted to use... (read more)

I am a jew (born and raised). I can easily imagine that if I were raised in the muslim world to a muslim family that I would be a muslim today. However, were I born to a christian family (and perhaps this is simply my inner biases talking) I suspect that I would have been attracted to various aspect of the Jewish religion which are not present (or not nearly as strong) in christianity, like the idea of a "contract with God".

In full disclosure, I do not continue to call myself a Jew because I believe the Torah to be more likely than any other mainstream religious text, but because I find the ethical framework to be superior.

To apply the same reasoning the other way, if you aren't a Christian, what would be a situation which would convince you of the truth of Christianity?

The Second Coming? An opportunity to have a chat with the Lord Himself? An analysis of a communion wafer revealing it to, in fact, be living human flesh? It's seriously not that hard to think of these.

Which is more likely "God exists" or "I just hallucinated that" For the third one, probably that He exists, for the second one, definitely hallucination, for the first, I'm not sure.

Second one: depends. I was kind of assuming that you have some way of verifying it, like you ask Him to create something and someone who wasn't there later describes some of its previously determined properties accurately without being clued in. First: you'd need a massive global hallucination, and could use a similar verification method.

That seems accurate. Remember that a single person can hallucinate that someone else verified something, but this has low prior probability.

I once conducted an experiment in which I threw a die 500 times, and then prayed for an hour every day for a week that that die consistently land on a four, and then threw the die 500 more times. Correlation was next to zero, so I concluded that God does not answer prayers about dice from me.

Haven't you ever heard the saying, "God does not throw dice games"?

Actually, if you run the test, you are.  Given that you'd have changed your mind if it had gone the other way, of course.

The core issue is whether statements in number theory, and more generally, mathematical statements are independent of physical reality or entailed by our physical laws.  (This question isn't as obvious as it might seem, I remember reading a paper claiming to construct a consistent set of physical laws where 2 + 2 has no definite answer).  At any rate, if the former is true, 2+2=4 is outside the province of empirical science, and applying empirical reasoning to evaluate its 'truth' is wrong.

Eliezer's original post stated that beliefs need to come from mind-reality entangling processes.

If math is a part of "reality", then Eliezer's point stands and empirical reasoning makes perfect sense.

If math is not a part of "reality", then we would expect it to influence nothing at all, including our beliefs. Or even suppose that knowledge came from somewhere and could influence belief but still did not otherwise correlate with reality: Then it would be irrelevant. This, of course, is not the case - as anyone who's ever used any mass-manufactured device as well as bridges and roads, should realize. Math DOES have utility in real life. And I daresay that if it suddenly stopped helping us reliably predict the load-bearing limit of bridges, we'd treat is as suspect and false.

The ACTUAL core issue remains that a belief that cannot be reversed is useless.

At any rate, if the former is true, 2+2=4 is outside the province of empirical science, and applying empirical reasoning to evaluate its 'truth' is wrong.

When I imagine putting two apples next to two apples, I can predict what will actually happen when I put two earplugs next to two earplugs, and indeed, my mind can store the result in a generalized fashion which makes predictions in many specific instances.  If you do not call this useful abstract belief "2 + 2 = 4", I should like to know what you call it.  If the belief is outside the province of empirical science, I would like to know why it makes such good predictions.

To apply the same reasoning the other way, if you aren't a Christian, what would be a situation which would convince you of the truth of Christianity?

You'd have to fix all the problems in belief, one by one, by reversing the evidence that originally convinced me of the beliefs' negations.  If the Sun stopped in the sky for a day, and then Earth's rotation restarted without apparent damage, that would convince me there was one heck of a powerful entity in the neighborhood.  It wouldn't show the entity was God, which would be much more complicated, but it'... (read more)

If you do not call this useful abstract belief "2 + 2 = 4", I should like to know what you call it.

I call it "2+2=4 is a useful model for what happens to the number of earplugs in a place when I put two earplugs beside two other earplugs". Which is a special case of the theory "arithmetic is a useful model for numbers of earplugs under some operations (including but not limited to adding and removing)".

If the belief is outside the province of empirical science, I would like to know why it makes such good predictions.

The mathematical claim "2+2=4" makes no predictions about the physical world. For that you need a physical theory. 2+2=4 would be true in number theory even if your apples or earplugs worked in some completely different manner.

I hate to break it to you, but if setting two things beside two other things didn't yield four things, then number theory would never have contrived to say so.

Numbers were invented to count things, that is their purpose.  The first numbers were simple scratches used as tally marks circa 35,000 BC.  The way the counts add up was derived from the way physical objects add up when grouped together.  The only way to change the way numbers work is to change the way physical objects work when grouped together.  Physical reality is the basis for numbers, so to change number theory you must first show that it is inconsistent with reality.

Thus numbers have a definite relation to the physical world.  Number theory grew out of this, and if putting two objects next to two other objects only yielded three objects when numbers were invented over forty thousand years ago, then number theory must reflect that fact or it would never have been used.  Consequently, suggesting 2+2=4 would be completely absurd, and number theorists would laugh in your face at the suggestion.  There would, in fact, be a logical proof that 2+2=3 (much like there is a logical proof that 2+2=4 in number theory now).

Numbers were invented to count things, that is their purpose. The first numbers were simple scratches used as tally marks circa 35,000 BC. 

Verbal expressions almost certainly predate physical notations. Unfortunately the echos don't last quite that long.

When it was noticed in the 1800's that the perihelion of Mercury did not match what Newton's inverse-square law of gravity predicted, did we change the way math works?  Or did we change our understanding of gravity?

Math is the most fundamental understanding of reality that we have.  It is the most thoroughly supported and proven aspect of science that I know of.  That doesn't mean that our understanding of math can't be fundamentally flawed, but it does mean that math is the last place we expect to find a problem when our observations don't match our expectations.

In other words, when assigning probabilities to whether math is wrong or Newton's Theory of Gravity is wrong, the probability we assign to math itself being wrong is something like 0.000001% (sorry, I don't know nearly enough math to make it less than that) and Newton's Gravity being wrong something like 99.999999%.

You're saying that in the mid nineteenth century (half a century before relativity), the anomalous precession of Mercury made it seem 99.999999% likely that Newtonian mechanics was wrong?

cf. 
"When it was noticed in the 1800's that the perihelion of Neptune did not match what Newton's inverse-square law of gravity predicted, did we change the way math works? Or did we change our understanding of gravity?"
In this case we actually postulated the existence of Pluto.

Similar solutions were suggested for the Mercury case, e.g. an extremely dense, small object orbiting close to Mercury.

And that's leaving aside the fact that 99.999999% is an absurdly high level of confidence for pretty much any statement at all (see http://lesswrong.com/lw/mo/infinite_certainty/ ).

If I were a nineteenth century physicist faced with the deviations in the perihelion of Mercury, I'd give maybe a 0.1% probability to Newton being incorrect, a 0.001% probability to maths being incorrect, and the remaining ~99.9% would be shared between incorrect data /incomplete data/ other things I haven't thought of.

"To apply the same reasoning the other way, if you aren't a Christian, what would be a situation which would convince you of the truth of Christianity?"

-And Jesus said unto them, Because of your unbelief: for verily I say unto you, If ye have faith as a grain of mustard seed, ye shall say unto this mountain, Remove hence to yonder place; and it shall remove; and nothing shall be impossible unto you. - Matthew 17:20

If mountains moved when Christians told them to, every time, and no one else could effectively command mountains to move, I think most of us non-believers would start going to church.

Alternatively, if the world looked like it was designed and regulated by a loving being, it would help. That might not promote Christianity specifically, but it would be a much better start than what we actually see.

I am confused by this discussion. Are we talking about integers or things?

Analytic truths may or may not correspond to our situations. When they don't correspond, I guess that's what you all are calling "false." So, if we're engineers working on building a GPS system, I might say to you, "Careful now, Euclidean geometry is false."

Similarly, quantum physicists on the job might say, "Watch out now, two and two isn't necessarily four."

I'm thinking of this excellent blog post I came across last week:

Eliezer is right; numbers are first an abstraction of the world around us.  There are a vast number of possible abstractions; the reason we have been so very interested in numbers, compared to all the other possible abstractions, is that numbers happen to describe the world around us.  It need not have been so.

"A priori reasoning" takes place inside the brain; which is to say, any particular form of "a priori reasoning" is part of a simple physical process unified with the empirical questions that we are reasoning about.  It is no great surprise by selecting the right form of "a priori reasoning" we can manage to mirror the outside world.  Inside and outside are part of the same world.

When you think about mathematics, your thoughts are not taking place inside another universe, though I can see why people would feel that way.

The truth of an arithmatic equation and the truth of the content of a religion like Islam or Christianity are really not comparables at all. Within the domain of mathematics, "two plus two" is one definition of "four". Conversely, "four" is one definition of "two." (In a sense these truths are tautalogical.)

The Greeks noticed that mathematics is a field of knowledge that can be developed entirely in the mind. The manipulative objects that we use to teach children basic arithmetic operations are not actually the subje... (read more)

Eliezer: When you are experimenting with apples and earplugs you are indeed doing empirical science, but the claim you are trying to verify isn't "2+2=4" but "counting of physical things corresponds to counting with natural numbers."  The latter is, indeed an empirical statement.  The former is a statement about number theory, the truth of which is verified wrt some model (per Tarski's definition).

Gray Area, if number theory isn't in the physical universe, how does my physical brain become entangled with it?

Rozendaal, sounds like you bought into one of religion's Big Lies.

I do not believe any situation could ever convince Eliezer that 2+2=3.

If he proclaims "two and two makes three," then he must be talking about something other than the integers. You cannot be mistaken about the integers, you can only misunderstand them. It's like saying "some women are bachelors." You are not mistaken about the world, you've merely lost your grasp of the terminology.

Lee B, Gray Area: what if you had a proof that 2 + 2 = 3, and, although you seem to recall having once seen a proof that 2 + 2 = 4, you can't remember exactly how it went?

Integers are slippery in a way that apples and poodles are not. If you say something unconventional about integers, you cease to talk about them. --- Does anyone disagree with that?

(1) Peter de Blanc asks what happens when I cannot follow a proof properly. I count that as a failure of rationality rather than an instance of being mislead by evidence. That is not, I think, what Eliezer intends when he says "convinced."

(2) If I observe some trick and say, "wow, two and two makes three," then I am dropping the integer system and adopting some other. My "wow" is the same one that we all said when we learned that Euclidean geometry doesn't hold in our universe.

Lee, the situations I talked about for convincing me that "2 + 2 = 3" could only actually occur if 2 + 2 actually equalled three within the realm of the integers.  This is right and proper: why should I allow myself to be convinced by something that would not be valid evidence?

I do not, therefore, ever expect myself to actually encounter any of these situations, because I currently believe that 2 + 2 = 4.

If I expected to encounter such evidence in the future, the expectation of my probable future probability estimates must equal my present probab... (read more)

Eliezer: "Gray Area, if number theory isn't in the physical universe, how does my physical brain become entangled with it?"

I am not making claims about other universes.  In particular I am not asserting platonic idealism is true.  All I am saying is "2+2=4" is an a priori claim and you don't use rules for incorporating evidence for such claims, as you seemed to imply in your original post.

A priori reasoning does take place inside the brain, and neuroscientists do use a posteriori reasoning to associate physical events in the brain with a priori reasoning.  Despite this, a priori claims exist and have their own rules for establishing truth.

I can imagine a world in which the mathematics we have developed is not useful, or in which commonly assumed axioms are false in that world. However, "The Pythagorean Theorem is a theorem of Euclidean geometry" is still true even if you're living on a sphere. If I say "I cannot be convinced that 2 + 2 = 4", I mean something like "I cannot be convinced that S(S(0)) + S(S(0))) = S(S(S(S(0)))) is not a theorem of Peano arithmetic."

On the religion issue: I'll accept as divine any entity that can consistently reduce the entropy of a closed, isolated system, and will demonstrate this ability on demand. ;)

I am not making claims about other universes. In particular I am not asserting platonic idealism is true. All I am saying is "2+2=4" is an a priori claim and you don't use rules for incorporating evidence for such claims, as you seemed to imply in your original post.

Please explain the miraculous correspondence to apples and earplugs, then.

I confess that I'm also not entirely sure what you mean by "a priori" or why you think it requires no evidence to locate an "a priori claim" like "2 + 2 = 4" in the vast space of po... (read more)

2+2=4 is a truth about mathematics. It is not a truth about the world.

Truths in the world have no bearing on mathematical truths. While we learn mathematics from observations about the world, it is not from observation that mathematics derive truth. Mathematicians do not test theories empirically; such theories would become the domain of physics or biology or the like. Thus, the only evidence one could infer 2+2=3 from would be misleading mathematical evidence.

Since 2+2=4 is so simple, there are not too many people who could be effectively mislead in this ... (read more)

Eliezer: I am using the standard definition of 'a priori' due to Kant.  Given your responses, I conclude that either you don't believe a priori claims exist (in other words you don't believe deduction is a valid form of reasoning), or you mean by arithmetic statements "2+2=4" something other than what most mathematicians mean by them.

Eliezer:  It sure seems to me that our evolution and culture constructed ethical attitudes are entangled with the world.  By the way, I don't think that we agree at all about what "I find it quite easy to imagine" means, but of course, some words, like "I", are tricky.  It might be more interesting to ask "what data could I give a soundly designed AGI that would convince it that 2+2=3?" For you and for sound AGI designs, I'd like to know what situation would be convincing regarding the proposition "beliefs should not resp... (read more)

I'm neither Eliezer nor (so far as you know) an AGI, but I think (1) I couldn't be convinced by evidence that beliefs should not respond to evidence but (2) I could be led by evidence to abandon my belief that they should. (Probably along with most of my other beliefs.) What it would take for that would be a systematic failure of beliefs arrived at by assessing evidence to match any better with future evidence than beliefs arrived at in other ways. I think that would basically require that future evidence to be random; in fact that's roughly what "ran... (read more)

Mathematics is about logical patterns.  A world in which you can be mistaken about such fundamentals as the value of 2 + 2 is not a world where you can put any trust in your logical deductions.  As such, if you ever do notice such a slip, I suggest that the cause is likely to be something deeply wrong with you, yourself, and not that you are living in a computer simulation.

The test of any religion is whether cultures believing it tend to thrive and improve the quality of their lives or not.  The whole point of the word of God is that following it gives you... (read more)

Wikipedia on a priori:  Relations of ideas, according to Hume, are "discoverable by the mere operation of thought, without dependence on what is anywhere existent in the universe".

This points out clearly the problem that I have with "a priori".  It is a fundamentally Cartesian-dualist notion.  The "mere operation of thought" takes place INSIDE THE UNIVERSE, as opposed to anywhere else.

To observe your own thoughts is a kind of evidence, if the spikings of your neurons be entangled with the object of your inquiry (relative to yo... (read more)

It is perfectly acceptable for me to say, "I can think of no encounterable situation that would transform the terminal value of this event from negative to positive."

"There are no married bachelors" gets us to nod our heads because we uniquely prefer English syntax and semantics. We pick it out of the rather large space of possible languages because it's what everyone else is doing.

If Eliezer went around earnestly saying, "there are some married bachelors," I would guess he had entangled himself w... (read more)

In a previous Overcoming Bias post we learned that people sometimes believe the conjunction of events R and Q is more probable than event Q alone. Thus people can believe simple and strictly illogical things, and so I shouldn't throw around the word "unthinkable."

If I stretch my imagination, I can just maybe imagine this sort of logical blunder with small integers.

I draw the line at P AND ~P, though: just unthinkable.

"It appears to me that "a priori" is a semantic stopsign; its only visible meaning is "Don't ask!""

No, a priori reasoning is what mathematicians do for a living.  Despite operating entirely by means of semantic stopsigns, mathematics seems nevertheless to enjoy rude health.

One is a question about the world, the other about a neccessary truth.

The first is about what aspect of the world we are looking at, under what definitions.  2 rabbits plus 2 rabbits may not result in 4 rabbits.  So I have to assume Eliezer refers to the second question.

Can we even meaningfully ask the second question?  Kind of.  As... (read more)

I draw the line at P AND ~P, though: just unthinkable.

I've heard religious people profess beliefs of this nature. I don't think they actually believe it, but I don't think it's pure belief-in-belief either; I see it as an attempt to explain a deeply unusual subjective experience in poorly suited language. (Which is not to say I think any statements like that are metaphysically true or anything.)

I do think there's something to "a priori" besides a mere semantic stopsign, though. I could model physically possible worlds with different contents, or ... (read more)

So the actual end result would be to convince me that the universe was in the hands of a monstrously insane and vicious God.
As I noted here, that is actually pretty much what I believed in the last days of my Christianity. My perspective on ethics made it more plausible to me than I suspect it would be to most people.

The whole point of Christianity (as I grew up with it) is that by manifesting Himself on earth God realized that the whole smiting people thing was passe.
I always thought the God of the New Testament was just that of the Old with better mark... (read more)

Perhaps 'a priori' and 'a posteriori' are too loaded with historic context.  Eliezer seems to associate a priori with dualism, an association which I don't think is necessary.  The important distinction is the process by which you arrive at claims.  Scientists use two such processes: induction and deduction.

Deduction is reasoning from premises using 'agreed upon' rules of inference such as modus ponens.
We call (conditional) claims which are arrived at via deduction 'a priori.'

Induction is updating beliefs from evidence using rules of probability (Bayes th... (read more)

It is possible in today's wonderful world of computers to have 2 + 2 = 3, and be both correct and understandable.

We have two integer variables x and y.
Our equation is x + x and the outcome is placed in y (ie. x + x = y)
We will view the value of y.

We take the value 1.7 and input it into x.
Since x is an integer it will (in most cases) be rounded to 2.
Therefore x = 2.

It is possible, however, for y to receive the value of 1.7 + 1.7 which, in today's accepted math, equals 3.4.

Placing 3.4 in an integer variable will set y to 3.

BTW, this is why doing floating point math with integer variables on computers is a very bad idea......

I've not read all of the comments, but those that I've read from you, Eliezer, in combination with the original blog post, confirm that we are in agreement.  Re: Locke, I believe we are blank slates when born.  There is no such thing as a priori (how do I italicize?).  All thinking, even logical and mathematical reasoning, is done a posteriori.  Of what I've read, you've put it brilliantly.

Cloud, you might want to read Steven Pinker's "The Blank Slate".

I recall my music teacher once put a quote on the board which I shall now adjust to the problem: Take 2 piles of sand and 2 more piles of sand and add them together. What do you get? 1 or more piles of sand.

Not directly applicable to the general understanding of integers, but amusing to me. You could also do similar quibbles with musical tones or beats.

Then again it could all be rubbish...for I don't think I could argue any of the points argued so far, though I do find my attempt at understanding it enjoyable if not complete.

"Cloud, you might want to read Steven Pinker's 'The Blank Slate'."

Perhaps the term "blank slate" carries too much baggage.  I only mean it with respect to the a priori/posteriori or rationalism/empiricism.  Disclaimer: my eclectic survey of much of Western thought has blurred the lines defining these terms.  So take from this what you will, but I can't guarantee myself being clear.

For the statement 2+2=4 to be true there are some assumptions that needs to be. That is 2+2=4 is true within a system, mathematics, but this system is in fact a construction!

The basic assumption here is that we can define and identify 'one' thing - say a ball, a man or any other "item" - for this to be true you would further need to have 'identical' items... that is items that have very similar attributes.

As you can see this leads to a infinite regress, where one assumption leads to others, and in fact we don't have such systems in reality, that ... (read more)

In response to g (a while back, concerning entropy):
If physicists discovered such a technique, omniscience of a sort(by arbitrarily altering and measuring the amount of information in a given region) would be possible, as would a form of omnipotence (we could arrange any concievable configuration of particles via Maxwell's demon). Hooking it up to a computer with some knowledge base of usually-accepted morals to this quantum entropy-decreasing construct, we would have omnibenevolence, also - hence, such a being would, indeed, be (an approximate) God by mo... (read more)

Thanks for an excellent post. I think you have summed up the distinction between beliefs arising out of blind faith and those that are observation based.

This time I disagree with Eliezer...this experiment won't convince me that 2+2=3...wouldn't even convince me that physical maxim "everything goes somewhere" is wrong...I would find where the phones are (even if they sublimated). That still don't make that an "imutable belief".

There's nothing wrong in switching lexically 3 and 4 ( S(2) = 4; S(4) = 3; S(3) = 5 )...sounds unuseful, and don't attack Peano's axioms. That would make me believe in 2+2=3.

To stop believing in the integer numbers, it's needed to prove an inconsistency in Peano's ... (read more)

This time I disagree with Eliezer...this experiment won't convince me that 2+2=3...wouldn't even convince me that physical maxim "everything goes somewhere" is wrong...I would find where the earplugs are (even if they sublimated). That still don't make that an "imutable belief".

There's nothing wrong in switching lexically 3 and 4 ( S(2) = 4; S(4) = 3; S(3) = 5 )...sounds unuseful, and don't attack Peano's axioms. That would make me believe in 2+2=3.

To stop believing in the integer numbers, it's needed to prove an inconsistency in Peano'... (read more)

It's often poor form to quote oneself, but since this post (deservedly) continues to get visits, it might be good to bring up the line of thought that convinced me that this post made perfect sense:

The space of all possible minds includes some (aliens/mental patients/AIs) which have a notion of number and counting and an intuitive mental arithmetic, but where the last of these is skewed so that 2 and 2 really do seem to make 3 rather than 4.  Not just lexically, but actually; the way that our brains can instantly subitize four objects as two distinct group... (read more)

For a 5-year-old, saying "You're not not not not fat" is just another way of saying "You're fat." 

For an adult, saying "(the sum of) 2 + 2" is just another way of saying "4." 

For an entity far more intelligent than humans, stating the appropriate set of axioms is just another way of stating Euler's identity, Cauchy's integral theorem, and all sorts of other things.

What I gain from this article is more or less an example of society's influence on how you understand things. For example, for most people 2+2=4. If the counting system and math operations was completely different, 2+2 could equal anything, unless one was familiar with the high-context culture using such a system.
Another example would be the projection of an idea with words. One may say express their emotion as the word "happy". Another may say "joy". Another "euphoria". Unknowingly, all three have the same exact emotion, only their words have their different connotations.
Suprisingly enough, I seem to have confused myself. Does anyone want to try to discern what I've said?

There seem to be far too many people hung up on the mathematics which ignores the purpose of the post as I understand it.

The post is not about truth but about conviction. Eliezer is not saying that there could be a scenario in which the rules of mathematics didn't work, but that there could be a scenario under which he was convinced of it.

Deconstructing all elements of neurology, physics and socialogy that make up the pathway from complete ignorance to solid conviction is not something I could even begin to attempt - but if one were able to list such steps as a series bullet points I could conceive that the manipulation of certain steps could lead to a different outcome, which appears to me to be the ultimate point of the post (although not hugely ground-breaking, but an interesting thought experiment).

It is not a claim that the strongly held conviction represents fact or that the conviction would not be shaken by a future event or presentation of evidence. As a fundamental believer in scientific thought and rationality there is much that I hold as firm conviction that I would not hesitate to re-think under valid contradictory evidence.

In fact I once had this sort of mathematical experience.

Somehow, while memorizing tables of arithmetic in the first grade, I learned that 11 - 6 = 7.  This equation didn't come up very often in elementary school arithmetic, and even more seldom in high school algebra, and so I seldom got any math questions marked wrong.  Then one day at university, I received back a Math 300 homework assignment on which I'd casually asserted that 11 - 6 - 7.  My TA had drawn a red circle around the statement, punctuating it with three question marks and the loss of a single point.

I was confused.  There was nothing wrong with 11 - 6 = 7.  Why would my TA have deducted a point?  Everyone knew that 11 - 6 = 7, because it was just the reverse of 7 + 6 = wait-a-minute-here.

Pen.  Paper.  I grabbed eleven coins and carefully counted six of them away.  There were not seven of them left.  I started writing down remembered subtraction problems.  11 - 4 = 7.  11 - 5 = 6.  11 - 6 = 7.  11 - 7 = 4.  One of these sums was clearly not like the others.  I tried addition, and found that both 7 + 6 = 13 and 6 + 7 = 13.

The evidence was overwhelming.  I was convinced.  Confused, yes—fascinated by where my error could ... (read more)

I cannot conceive of a possible world where “making XX and XX come out to XXXX required an extra X to appear from nowhere, and was, moreover, inconsistent with other arithmetic I visualized, since subtracting XX from XXX left XX, but subtracting XX from XXXX left XXX.” Unless, in that possible world I did not know how to reason. 
If 2 + 2 really was 3, what would 1 + 2 be? Not 4, since then 2+2 = 2+1 and since subtraction is defined as the inverse of addition (if its not, its not subtraction) we would have 0 = 1. Not 3, since in the world you’re imagining ... (read more)

I tend to think that a physical system of numbering and an entirely nonphysical system of belief as apples and oranges- entirely incomparable. Specifically, adding or subtracting earplugs is an entanglement of reality and belief whereas choosing eg. christianity or islam is simply something of belief- yes, that spiritual belief is affected by your reality (environmental factors like schooling, parents and location, obviously) but in the end, it is still a belief- for example, if a person never heard of Jesus or Muhammad but nonetheless believed in a higher... (read more)

OK, I'm a Christian. Bit of history:
-raised christian
-As a teen became agnostic/deist, atheist at 17
-Converted to Christianity at 18

Based on rational thinking I drift towards deism/agnosticism.
I'm skeptical of microbes-to-man evolution and abiogenesis. But if abiogenesis could be demonstrated, or if evolutionary processes could be demonstrated to be capable of producing the kind of complexity we see in biology (e.g. evolutionary algorithms run on supercomputer clusters producing real AI) then I'd probably drift towards atheism.

Many other people have such experiences, high or no. Some Hindu, some Muslim, some Pagan, some even atheists. To be blunt, do you doubt their sincerity, or their sanity? Why are you epistemically privileged?

I do not consider myself a rationalist, because I doubt my own rationality.

Ooh, ooh! I'll do you one better. I'm not just a Christian; I'm a Mormon. :P

My goodness, what would convince me of non-Christianity? The problem here is that Mormonism has presented me with enough positive evidence that I'm reasonably certain of its veracity. So the conversion process would be two-tiered: first a strong positive evidence for Islam/Judaism/whatever, and second a strong disconfirmation of Mormonism, which I would then seek to corroborate by figuring out why on earth I received so many outlandishly unlikely false positives.

Edit: I meant to cover this point first, but I left it out before.

I am well acquainted with the notion of absence of evidence, thank you; I touched on this point above, stating that, although absence of evidence does count as points against the case I make, positive evidence makes stronger points. Were this not the case, then physicists wouldn't be searching for the Higgs Boson; they'd be restricted to theories which are readily explained by only the particles we have evidence of.

This really isn't how it works. Absence of evidence is evidence of strength proportional to the expectation of evidence if a given proposition is true. So if, for example, you propose that there is an elephant in a room, and then you investigate the room and see no sign of an elephant, then that is very strong evidence that there is no elephant in the room. But if you propose that there is a mouse in a room, and you investigate and see no sign of the mouse, then that is only weak evidence that there is no mouse. You will have to update your confidence that there is a mouse in the room downwards, but much, much less than you had to update in the case of the elephant. 

Your point is well taken, and I will meditate upon it. Thank you.

I hadn't actually read the grandparent beyond skimming and categorized it as an entirely non-trollish expression of personal belief. Given the prompt in the post  it was appropriate to the context and as rational as can be expected given that the guys' beliefs are utter nonsense. 

Having read through the first comment (before the "to be continued") the following part jumped out at me as the primary non sequitur.

So, if the archaeological evidences corroborate the Book's story, then we must consider the Book to be "true", and thereby accept either P-True or P-Alien.

That just isn't case. Archaeological corroboration provides evidence for the Book's story. That is, part of the story is validated which eliminates a whole lot of the bits that could be wrong and we can assume a correlated truthiness with the remainder of the story. We update p(Book's Story) upward, but not to one. Something along the lines of:

We do not have the logical deduction "IF Arch THEN BS" but rather a likelyhood ratio such that BS is more likely the less likely it is for the archaelog... (read more)

If 2+2 equals 3, I desire to believe that 2+2 equals 3. I want my conclusion to be controlled by the abstract fact I seek to discern.

For a while this confused me, because I incorrectly identified what part of Eliezer's argument I thought was wrong.

Suppose I were to make all those observations suggesting that combining two objects with two objects produced three objects.  I would not conclude that 2+2=3, rather I would conclude that objects were not modelled by Peano Arithmetic.  (This much has been said by other commenters).  But then I only 'know' Peano Arithmetic through the (physical) operation of my own brain.

Here's how to convince me that 2+2=3.  Suppose I look at the proof from (peano axioms) to (2+2=4), and suddenly notice that an inference has been made that doesn't follow from the inference rules (say, I notice that the proof says a + (b⁺) = (a+b)⁺  and I know full well that the correct rule is (a⁺)+(b⁺)=(a+b)⁺).  I correct this 'error' and follow through to the end of the proof, and conclude the result 2+2=3.  What do I do?  I consider that this observation is more likely if 2+2=3 than if 2+2=4, and so I update on that.  It's still more likely that 2+2=4, because it's more likely that I've made an error this time than that everyone who's analysed that proof before has made an error (or rather, that I h... (read more)

That would have been a damn nuisance, because throughout the rest of this comment thread we'd have been writing unhelpfully long strings of Ss. ;)

Scientists and mathematicians use the word "model" in exactly opposite ways. This is occasionally confusing.

I don't think people really understood what I was talking about in that thread.  I would have to write a sequence about 

Only to the same degree that first-order logic requires an ambient group of models (not necessarily sets) to make sense.

Well, it makes sense to me without any models.  I can compute, prove theorems, verify proofs of theorems and so on happily without ever producing a "model" for the natural numbers in toto, whatever that could mean.

Everything sounded perfectly good until the last bullet:

why believing that things like a first uncountable ordinal can contain reality-fluid in the same way as the wavefunction

ERROR: CATEGORY. "Wavefunction" is not a mathematical term, it is a physical term. It's a name you give to a mathematical object when it is being used to model the physical world in a particular way, in the specific context of that modeling-task. The actual mathematical object being used as the wavefunction has a mathematical existence totally apart from its physical application, and that mathematical existence is of the exact same nature as that of the first uncountable ordinal; the (mathematical) wavefunction does not gain any "ontological bonus points" for its role in physics.

or even be uniquely specified by second-order axioms that pin down a single model up to isomorphism the way that second-order axioms can pin down integerness and realness

Pinning down a single model up to isomorphism might be a nice property for a set of axioms to have, but it is not "reality-conferring": there are two groups of order 4 up to isomorphism, while there is only one of order 3; yet that does not make "group of order 3" a "more real" mathematical object than "group of order 4".

I would like very very much to read that sequence. Might it be written at some point?

Maybe I'm misinterpreting you, but could you explain how any non-symmetric equation can possibly be true in all models of arithmetic?

The purpose of the article is only to describe some subjective experiences that would cause you to conclude that SS0+SS0 = SSS0 is true in all models of arithmetic.  But Eliezer can only describe certain properties that those subjective experiences would have. He can't make you have the experiences themselves.

So, for example, he could say that one such experience would conform to the following description: "You count up all the S's on one side of the equation, and you count up all the S's on the other side of the equation, and you find yourself getting the same answer again and again.  You show the equation to other people, and they get the same answer again and again.  You build a computer from scratch to count the S's on both sides, and it says that there are the same number again and again."

Such a description gives some features of an experience.  The description provides a test that you could apply to any given experience and answer the question "Does this experience satisfy this description or not?"  But the description is not like one in a novel, which, ideally, would induce you to have the experience, at least in your imagination.  That is a separate and additional task beyond what this post set out to accomplish.

You're over-thinking this. Take a look at this real-world example of a "neurological fault":

Now I knew where I was. Soon I would come to interchange 27 with its two ramps, A and B. B led away from my destination and A directly into it. It had always struck me as strange that one reached 27B before 27A. I recalled drawing that on a map to give to someone who was going to visit me. My breathing has returned to normal and my panic had disappeared. I come up to the first sign for the interchange.

I could hardly breathe. That was not possible. 27A was after 27B. I knew that. I considered for a moment the possibility that on the previous night, shortly after I drove on this very highway, construction workers had descended en masse on the interchanges and somehow moved them. That seemed far more possible than that my clear (and detailed) memory could be so wrong. 27A looked exactly as I remembered, except that now I could see 27B clearly in the distance and in the past I had to turn my head to see it.

I exited on the ramp that I knew wasn’t there twenty-four hours previously to find myself on a well-remembered road. And soon I was home. 

If there are any Christians in the audience who know Bayes's Theorem (no numerophobes, please) might I inquire of you what situation would convince you of the truth of Islam?

Why does this need to go out to Christians? I suspect that most, if not all, people reading this are non-Muslims who know Bayes's Theorem. What would convince you of the truth of Islam?

If I find the text of Moby Dick suitably encoded (whatever that means) into the foundation of a building, and I don't find other texts encoded into that building, it seems reasonable to take seriously the theory that there exists some process or entity which has a special relationship both with that building, and with the text of Moby Dick, different from the relationship it has with any other text.

If I find the text of the Koran suitably encoded into the fundamental constants of the universe, it seems equally reasonable to take seriously the theory that there exists some process or entity which has a special relationship both with that universe, and with the text of the Koran, different from the relationship it has with any other text.

You're right, of course, that it doesn't follow from that that either the Koran or Moby Dick is true. Neither does it follow from the truth of the Koran (whatever that means) that Islam is true (whatever that means).

OTOH, converting to a belief in Islam on the basis of that evidence seems more justified than remaining indifferent to Islam in the face of that evidence.

Granted, it's not really clear to me what is a reasonable response to that evidence. "Investigate the Koran," of course, but I have no sense of what such an investigation might even look like.

I don't quite get what happens. Does imagining two and two together give same mental image as imagining two and one together? Does putting two and two earplugs together give same result as putting two and one earplug together? If it does, then I take 4 earplugs, put two and one together and put other into my ear, then two and one are same as two and two together, so I should be able to separate it into two and two, and and then I have two earplugs on my hands, two in a box, and one in my ear. I do it the second time and I can't hear anything, but I have al... (read more)

I just operate under the assumption that I will never actually encounter a situation where 2+2 does not equal 4, and therefore do not spend time worrying about such a hypothetical situation. This assumption has never failed me before.

I understand the point Eliezer's trying to make here.  However, you (whoever's reading this) could not convince me that ss0 + ss0 =sss0 in Peano arithmetic (I define the scenario in which my mind is directly manipulated so that I happen to believe this not to constitute "convincing me").  Here's why I believe this position to be rational:

A)In order for me to make this argument, I have to presume communication of it.  It's not that I believe the probability of that communication to be 1.  Certainly many people might read this comment and not know ... (read more)

Wouldn't such an occurrence involve an overhaul of the world on part of some Force/Entity?
And why would you, and only you, be able to note that something changed, i.e. that you believed 2+2=4 and now you no longer don't?
Much more importantly, since you use it as an example, Winston would not bother to write about 2+2=3, he would probably actually write about 2+2=4, or even 5, thus shaking your world even further...

Hello, I'm a Christian. And, yes, I'm also a rationalist gasp!. I was born and raised a Christian, and I honestly am not sure if I would believe, say, Budhism if I was raised that way- My gut answer  is 'No', but I cannot really be sure, as I would be a completely different person. There's no way no one can truthfuly say yes or no for sure to that question.

Right, anyways, I do have reasons I would stop believing... There are a couple very specific situations that pop to mind in which I would be convinced that my whole life has been a lie:

I see a lot of people arguing that "2", "3", "+", and "=" are defined in terms of the Peano axioms, and as such, aren't actually relevant to the behavior of physical objects. They say that the axioms pin down the numbers, regardless of how physical objects behave or start behaving.

But the Peano axioms use something called a "successor" to generate the natural numbers. And how do we figure out what the successors are? Well, one notation is to append an "S" to the previous number to indicate that nu... (read more)

I’m an evangelical protestant and I’d like to give my answer to the ‘what would it take to convince me to become a Muslim’ question. This is going to be a narrative example and thus show only one of many possible routes. I’ve chosen a rout that does not depend on private knowledge, fresh miracle in the present day, or even or even changed facts in things it would be inconceivable for me to be wrong about, because I see this rout as the hardest and therefore most revealing.

Muslim scholars propose a competitor to the Documentary Hypothesis (JEPD) for the Pen... (read more)

In discussing Newcomb's problem, Eliezer at one point stated, "Be careful of this sort of argument, any time you find yourself defining the "winner" as someone other than the agent who is currently smiling from on top of a giant heap of utility."

This aligns well with a New Testament statement from Jesus, "Ye shall know them by their fruits...every good tree bringeth forth good fruit, but a corrupt tree bringeth forth evil fruit."

So, I'm only a novice of the Bayesian Conspiracy, but I can calculate the breast cancer percentages... (read more)

Hi, I am a mathematician and I guess most mathematicians would not agree with this. I am quite new here and I am looking forward to reactions of rationalists :-)

I, personally, distinguish "real world" and "mathematical world". In real world, I could be persuaded that 2+2=3 by experience. There is no way to persuade me that 2+2=3 in mathematical world unless somebody shows me a proof of it. But I already have a proof of 2+2=4, so it would lead into great reform of mathematics, similar to the reform after Russel paradox. Just empirical ex... (read more)

Earplug gang represent!

All the no-earplug sleepers are fools.

But how does not this story about 2+2=3 apply too to the belief in god for example? If you are raised in the right circumstances, you will end up with this belief you think its unconditional, even though it was conditonal on your circumstances. Arent ultimately all believes entangled with reality by virtue of believes being encoded in the brain which is a physical system entangled with reality? to not fall in a fallacy of gray, we can conceede that some ways of entanglement are better than others, in that they lead to mora accurate believes. Hmmm

This is my first time reading through these works, though I must say, I smell False Equivalence.
2+2=4 is not just something I have learned, but something I have understood. I was not "taught" this, I was "shown" this. I came to the comprehension on my own. I was a horse led to water, and upon seeing the truth therein, I drank.

This post is well over a decade old, yet no one noticed that in 1984, Winston actually writes that "Freedom is the freedom to say that two plus two makes four. If that is granted, all else follows."
And in being tortured, he grants that 2+2 = 5
Eliezer has introduced a different sum, which makes the same point, but it's not from Orwell's 1984



Infinite Certainty

In “Absolute Authority,” I argued that you don’t need infinite certainty:

If you have to choose between two alternatives A and B, and you somehow succeed in establishing knowably certain well-calibrated 100% confidence that A is absolutely and entirely desirable and that B is the sum of everything evil and disgusting, then this is a sufficient condition for choosing A over B. It is not a necessary condition . . . You can have uncertain knowledge of relatively better and relatively worse options, and still choose. It should be routine, in fact.

Concerning the proposition that 2 + 2 = 4, we must distinguish between the map and the territory. Given the seeming absolute stability and universality of physical laws, it’s possible that never, in the whole history of the universe, has any particle exceeded the local lightspeed limit. That is, the lightspeed limit may be not just true 99% of the time, or 99.9999% of the time, or (1 - 1/googolplex) of the time, but simply always and absolutely true.

But whether we can ever have absolute confidence in the lightspeed limit is a whole ’nother question. The map is not the territory.

It may be entirely and wholly true that a student plagiarized their assignment, but whether you have any knowledge of this fact at all—let alone absolute confidence in the belief—is a separate issue. If you flip a coin and then don’t look at it, it may be completely true that the coin is showing heads, and you may be completely unsure of whether the coin is showing heads or tails. A degree of uncertainty is not the same as a degree of truth or a frequency of occurrence.

The same holds for mathematical truths. It’s questionable whether the statement “2 + 2 = 4” or “In Peano arithmetic, SS0 + SS0 = SSSS0” can be said to be true in any purely abstract sense, apart from physical systems that seem to behave in ways similar to the Peano axioms. Having said this, I will charge right ahead and guess that, in whatever sense “2 + 2 = 4” is true at all, it is always and precisely true, not just roughly true (“2 + 2 actually equals 4.0000004”) or true 999,999,999,999 times out of 1,000,000,000,000.

I’m not totally sure what “true” should mean in this case, but I stand by my guess. The credibility of “2 + 2 = 4 is always true” far exceeds the credibility of any particular philosophical position on what “true,” “always,” or “is” means in the statement above.

This doesn’t mean, though, that I have absolute confidence that 2 + 2 = 4. See the previous discussion on how to convince me that 2 + 2 = 3, which could be done using much the same sort of evidence that convinced me that 2 + 2 = 4 in the first place. I could have hallucinated all that previous evidence, or I could be misremembering it. In the annals of neurology there are stranger brain dysfunctions than this.

So if we attach some probability to the statement “2 + 2 = 4,” then what should the probability be? What you seek to attain in a case like this is good calibration—statements to which you assign “99% probability” come true 99 times out of 100. This is actually a hell of a lot more difficult than you might think. Take a hundred people, and ask each of them to make ten statements of which they are “99% confident.” Of the 1,000 statements, do you think that around 10 will be wrong?

I am not going to discuss the actual experiments that have been done on calibration—you can find them in my book chapter on cognitive biases and global catastrophic risk1—because I’ve seen that when I blurt this out to people without proper preparation, they thereafter use it as a Fully General Counterargument, which somehow leaps to mind whenever they have to discount the confidence of someone whose opinion they dislike, and fails to be available when they consider their own opinions. So I try not to talk about the experiments on calibration except as part of a structured presentation of rationality that includes warnings against motivated skepticism.

But the observed calibration of human beings who say they are “99% confident” is not 99% accuracy.

Suppose you say that you’re 99.99% confident that 2 + 2 = 4. Then you have just asserted that you could make 10,000 independent statements, in which you repose equal confidence, and be wrong, on average, around once. Maybe for 2 + 2 = 4 this extraordinary degree of confidence would be possible: “2 + 2 = 4” is extremely simple, and mathematical as well as empirical, and widely believed socially (not with passionate affirmation but just quietly taken for granted). So maybe you really could get up to 99.99% confidence on this one.

I don’t think you could get up to 99.99% confidence for assertions like “53 is a prime number.” Yes, it seems likely, but by the time you tried to set up protocols that would let you assert 10,000 independent statements of this sort—that is, not just a set of statements about prime numbers, but a new protocol each time—you would fail more than once.2

Yet the map is not the territory: If I say that I am 99% confident that 2 + 2 = 4, it doesn’t mean that I think “2 + 2 = 4” is true to within 99% precision, or that “2 + 2 = 4” is true 99 times out of 100. The proposition in which I repose my confidence is the proposition that “2 + 2 = 4 is always and exactly true,” not the proposition “2 + 2 = 4 is mostly and usually true.”

As for the notion that you could get up to 100% confidence in a mathematical proposition—well, really now! If you say 99.9999% confidence, you’re implying that you could make one million equally fraught statements, one after the other, and be wrong, on average, about once. That’s around a solid year’s worth of talking, if you can make one assertion every 20 seconds and you talk for 16 hours a day.

Assert 99.9999999999% confidence, and you’re taking it up to a trillion. Now you’re going to talk for a hundred human lifetimes, and not be wrong even once?

Assert a confidence of (1 - 1/googolplex) and your ego far exceeds that of mental patients who think they’re God.

And a googolplex is a lot smaller than even relatively small inconceivably huge numbers like 3 ↑↑↑ 3. But even a confidence of (1 - 1/3 ↑↑↑ 3) isn’t all that much closer to PROBABILITY 1 than being 90% sure of something.

If all else fails, the hypothetical Dark Lords of the Matrix, who are right now tampering with your brain’s credibility assessment of this very sentence, will bar the path and defend us from the scourge of infinite certainty.

I would say you should be able to assign a less than 1 certainty level to the mathematical concepts which are necessary to derive Bayes’s rule itself, and still practically use it. I am not totally sure I have to be always unsure. Maybe I could be legitimately sure about something. But once I assign a probability of 1 to a proposition, I can never undo it. No matter what I see or learn, I have to reject everything that disagrees with the axiom. I don’t like the idea of not being able to change my mind, ever.

1Eliezer Yudkowsky, “Cognitive Biases Potentially Affecting Judgment of Global Risks,” in Global Catastrophic Risks, ed. Nick Bostrom and Milan M. irkovi (New York: Oxford University Press, 2008), 91–119.

2Peter de Blanc has an amusing anecdote on this point: http://www.spaceandgames.com/?p=27. (I told him not to do it again.)

I have personally witnessed a room of people nod their heads in agreement with a definition of a particular term in software testing. Then when we discussed examples of that term in action, we discovered that many of us having agreed with the words in the definition, had a very different interpretation of those words. To my great discouragement, I learned that agreeing on a sign is not the same as agreeing on the interpretant or the object. (sign, object, and interpretant are the three parts of Peirce's semiotic triangle)

In the case of 2+2=4, I think I know what that means, but when Euclid, Euler, or Laplace thought of 2+2=4, were they thinking the same thing I am? Maybe they were, but I'm not confident of that. And when someday a  artificial intelligence ponders 2+2=4, will it be thinking what I'm thinking?

I feel 100% positive that 2+2=4 is true, and 100% positive that I don't entirely know what I mean by "2+2=4". I am also not entirely sure what other people mean by it. Maybe they mean "any two objects, combined with two objects, always results in four objects", which is obviously not true.

In thinking about certainty, it helps me ... (read more)

We can go even stronger than mathematical truths.  How about the following statement?

I think it's safe to say that if anything is true, that statement (the flipping law of non-contradiction) is true.  And it's the precondition for any other knowledge (for no other reason than if you deny it, you can prove anything).  I mean, there are logics that permit contradictions, but then you're in a space that's completely alien to normal reasoning.

So that's lots stronger than 2+2=4.  You can reason without 2+2=4.  Maybe not very well, but you can do it.... (read more)

"There is some entity [even if only a simulation] that is having this thought."  Surely you have a probability of 1 in that.  Or you're going to have to answer to Descartes's upload, yo.

Also (and sorry for the rapid-fire commenting), do you accept that we can have conditional probabilities of one?  For example, P(A|A)=1?  And, for that matter, P(B|(A-->B, A))=1?  If so, I believe I can force you to accept at least probabilities of 1 in sound deductive arguments.  And perhaps (I'll have to think about it some more) in the logical laws that get you to the sound deductive arguments.  I'm just trying to get the camel's nose in the tent here...

The same holds for mathematical truths.  It's questionable whether the statement "2 + 2 = 4" or "In Peano arithmetic, SS0 + SS0 = SSSS0" can be said to be true in any purely abstract sense, apart from physical systems that seem to behave in ways similar to the Peano axioms.

Let me ask you in reply, Paul, if you think you would refuse to change your mind about the "law of non-contradiction" no matter what any mathematician could conceivably say to you - if you would refuse to change your mind even if every mathematician on Earth first laughed scornfully at your statement, then offered to explain the truth to you over a couple of hours...  Would you just reply calmly, "But I know I'm right," and walk away?  Or would you, on this evidence, update your "zero probability" to something somewhat higher?

Why can't I repose a very tiny credence in the negation of the law of non-contradiction?  Conditioning on this tiny credence would produce various null implications in my reasoning process, which end up being discarded as incoherent - I don't see that as a killer objection.

In fact, the above just translates the intuitive reply, "What if a mathematician convinces me that 'snow is white' is both true and false?  I don't consider myself entitled to rule it out absolutely, but I can't imagine what else would follow from that, so I'll wait until it happens to worry about it."

As for Descartes's little chain of reasoning, it in... (read more)

Huh, I must be slowed down because it's late at night... P(A|A) is the simplest case of all.  P(x|y) is defined as P(x,y)/P(y).  P(A|A) is defined as P(A,A)/P(A) = P(A)/P(A) = 1.  The ratio of these two probabilities may be 1, but I deny that there's any actual probability that's equal to 1.  P(|) is a mere notational convenience, nothing more.  Just because we conventionally write this ratio using a "P" symbol doesn't make it a probability.

Hah, I'll let Decartes go (or condition him on a workable concept of existence -- but that's more of a spitball than the hardball I was going for).

But in answer to your non-contradiction question... I think I'd be epistemically entitled to just sneer and walk away.  For one reason, again, if we're in any conventional (i.e. not paraconsistent) logic, admitting any contradiction entails that I can prove any proposition to be true.  And, giggle giggle, that includes the proposition "the law of non-contradiction is true."  (Isn't logic a beautiful th... (read more)

Wait a second, conditional probabilities aren't probabilities?  Huhhh?  Isn't Bayesianism all conditional probabilities?

I know, I know, 'this statement is not true'. But we've long since left the real world anyway. However, if you tell me the above is less than one, that means that in some cases, infinite certainty can exist, right?

Get some sleep first though Eliezer and Paul. It's 9.46am here.

For one reason, again, if we're in any conventional (i.e. not paraconsistent) logic, admitting any contradiction entails that I can prove any proposition to be true.

Yes, but conditioned on the truth of some statement P&~P, my probability that logic is paraconsistent is very high.

Bayesianism is all about ratios of probabilities, yes, but we can write these ratios without ever using the P(|) notation if we please.

"I'd listen to the argument solely in order to refute it."

Paul refutes the data! Eliezer, an idiot disagreeing with you shouldn't necessarily shift your beliefs at all. By that token, there's no reason to shift your beliefs if the whole world told you 2 + 2 were 3, unless they showed some evidence. I would think it vastly more likely that the whole world was pulling my leg.

Assert a confidence of (1 - 1/googolplex) and your ego far exceeds that of mental patients who think they're God.

So we are considering the possibility of brain malfunctions, and deities changing reality. Fine. But what is the use of having a strictly accurate Bayesian reasoning process when your brain is malfunctioning and/or deities are changing the parameters of reality?

Eliezer, I want to complement you on this post. But I would suggest that you apply it more generally, not only to mathematics. For example, it seems to me that any of us should be (or rather, could be after thinking about it for a while) more sure that 53 is a prime number than that a creationist with whom we disagree is wrong. This seems to imply that our certainty of the theory of evolution shouldn't be more than 99.99%, according to your figure, definitely less than a string of nines as long as the Bible (as you have rhetorically suggested in the past.)

"We can go even stronger than mathematical truths. How about the following statement?

I think it's safe to say that if anything is true, that statement (the flipping law of non-contradiction) is true."

Amusingly, this is one of the more controversial tautologies to bring up.  This is because constructivist mathematicians reject this statement.

Gray Area said: "Amusingly, this is one of the more controversial tautologies to bring up. This is because constructivist mathematicians reject this statement."

Actually constructivist mathematicians reject the law of the excluded middle, (P v ~P), not the law of non-contradiction (they are not equivalent in intuitionistic logic, the law of non-contradiction is actually equivalent to the double negation of the excluded middle).

The ratio of these two probabilities may be 1, but I deny that there's any actual probability that's equal to 1. P(|) is a mere notational convenience

I'd have to diagree with that. The axioms I've seen of probabilty/measure theory do not make the case that P() is a probability while P(|) is not - they are both, ulitmately, the same type of object (just taken from different measurable sets).

However, you don't need to appeal to this type of reasoning to get rid of P(A|A) = 1. Your probability of correctly remembering the beginning of the statement when reach... (read more)

If you say 99.9999% confidence, you're implying that you could make one million equally fraught statements, one after the other, and be wrong, on average, about once.

Excellent post overall, but that part seems weakest - we suffer from an unavailability problem, in that we can't just think up random statements with those properties. When I said I agreed 99.9999% with "P(P is never equal to 1)" it doesnt't mean that I feel I could produce such a list - just that I have a very high belief that such a list could exist.

An intermediate position would be to come up with a hundred equally fraught statements in a randomly chosen narrow area, and extrapoltate from that result.

Stuart: When I said I agreed 99.9999% with "P(P is never equal to 1)" it doesnt't mean that I feel I could produce such a list - just that I have a very high belief that such a list could exist.

So, using Eliezer's logic, would you expect that one time in a million, you'd get this wrong, and P = 1? I don't need to you to produce a list. This is a case where no number of 9s will sort you out - if you assign a probability less than 1, you expect to be in error at some point, which leaves you up the creek. If I'm making a big fat error (and I fear I may be), someone please set me straight.

I think you're right to point out that "number" meant a different thing to the Greeks; but I think that should make us more, not less, confident that "2+2=4."  If the Greeks had meant the same thing by number as modern mathematicians do, than they were wrong to be very confident that the square root of negative one was not a number.  However, the square root of negative one does in fact fall short of being a simple, definite multitude -- what Euclid, at least, meant by number.  So if they were in error, it was the practical err... (read more)

Ben, you're making an obvious error: you are taking the statement that "P never equals 1" has a probability of less than 1 to mean that in some proportion of cases, we expect the probability to equal 1. This would be the same as supposing that assigning the light-speed limit a probability of less than 1 implies that we think that the speed of light is sometimes exceeded.

But it doesn't mean this, it means that if we were to enunciate enough supposed physical laws, we would sometimes be mistaken. In the same way, a probability of less than 1 for th... (read more)

There are uncountably many possible worlds. Using standard real-number-valued probabilities, we have to assign probability zero to (I think) almost all of them. In other words, for almost all of the possible worlds, the probability of the complement of that possible world is 1.

(Are there ways around this, perhaps using non-real-valued probabilities?)

(Waking up.)  Sure, if I thought I had evidence (how) of P&~P, that would be pretty good reason to believe a paraconsistent logic was true (except what does true mean in this context?  not just about logics, but about paraconsistent ones!!)

But if that ever happened, if we went there, the rules for being rational would be so radically changed that there wouldn't necessarily be good reason to believe that one has to update one's probabilities in that way.  (Perhaps one could say the probability of the law of non-contradiction being true is both 1 and 0? ... (read more)

The proposition in which I repose my confidence is the proposition that "2 + 2 = 4 is always and exactly true", not the proposition "2 + 2 = 4 is mostly and usually true".

I have confused the map with the territory. Apologies. Revised claim: I believe, with 99.973% probability, that P cannot equal 1, 100% of the time! I believe very strongly that I am correct, and if I am correctly, I am completely correct. But I'm not sure. Much better.

I suppose we should be asking ourselves why we tend to try hard to retain the ability to be 100% sure. A long long list of reasons spring to mind....

Well, the real reason why it is useful in arithmetic to accept
that 2+2=4 is that this is part of a deeper relation in the
arithmetic field regarding relations between the three basic
arithmetic operations: addition, multiplication, and exponentiation.
Thus, 2 is the solution to the following question: what is x such
that x plus x equals x times x equals x to the x power?  And, of
course, all of these operations equal 4.

Can someone write/has someone written a program that simulates existence in a world in which 2+2=4 (and the rest of Peano arithmetic) is useless i.e. it corresponds to no observable phenomenon in that world?

Oh, on the ratios of probabilities thing, whether we call them probabilities or schmobabilities, it still seems like they can equal 1.  But if we accept that there are schmobabilities that equal 1, and that we are warranted in giving them the same level of confidence that we'd give probabilities of 1, isn't that good enough?

Put a different way, P(A|A)=1 (or perhaps I should call it S(A|A)=1) is just equivalent to yet another one of those logical tautologies, A-->A.  Which again seems pretty hard to live without.  (I'd like to see someone prove NCC to me without binding me to accept NCC!)

Well, the deeper issue is "Must we rely on the Peano axioms?"
I shall not get into all the Godelian issues that can arise,
but I will note that by suitable reinterpretations, one can
indeed pose real world cases where an "apparent two plus
another apparent two" do not equal "apparent four," without
being utterly ridiculous.  The problem is that such cases are
not readily amenable to being easily put together into useful
axiomatic systems.  There may be something better out there
than Peano, but Peano seems to work pretty well an awful lot.

As for "what is really true?"   Well...  .    .     .        .

Point taken, I need to better constrain the problem.  So, how about, "It must be able to sustain transfer of information between two autonomous agents."  But then I've used the concept of "two", autonomous agent.  eek!

So a better specification would be, "The world must contain information."  Or, more rigorously, "The world must have observable phenomena that aid in predicting future phenomena."

Now, can such a simulated world exist?  And is there a whole branch of philosphy addressing this problem that I need to brush up on?

It's nice that you're honest and open about the fact that your position presupposes an exceptionally weird sort of skepticism (hence the need to fall back on the possibility of being in The Matrix).  Since humans are finite, there's no reason to think absolute confidence in everything isn't attainable, just innumerate the biases.  Only by positing some weird sort of subjectivism can you get the sort of infinite regress needed to discount the possibility; I can never really know because I'm trapped inside my head.  Why is the uncertainty fetish so appealing that people will entertain such weird ideas to retain it?

Why is the certainty fetish so appealing that people will ignore the obvious fact that all conclusions are contingent?

Poke, consideration of the possibility of being in the matrix doesn't necessarily require "an exceptionally weird sort of skepticism." It might only require an "exceptionally weird" form of futurism.

If I correctly remember my Jesuit teachers' explanation from 40 years ago, the epistomological branch of classical philosophy deals thusly with this situation: an "a priori" assertion is one which exhibits the twin characteristics of universality and necessity. 2+2=4 would be such an assertion. Should there ever be an example which violates this a priori assertion, it is simply held to be unreal, because reality is a construct of consensus.  Consensus dictates to reality but not to experience. So if, for example, you see a ghost or are abducted by a UFO, you're simply out of contact with reality, and, as a crazy person, you can't legitimately challenge what the rest of us hold to be indisputably true.

Peter de Blanc has an amusing anecdote on this point, which he is welcome to retell in the comments.

I'm sorry. Eliezer, can you please explain to me what you mean when you say the how certain you are (probability %) that something is true?  I've studied a lot of statistics, but I really have no idea what you mean.

If I say that this fair coin in my hand has a 50% chance of coming up heads, then that means that if I flip it a lot of times, then it'll be heads 50% of the times.  I can do that with a lot of real, measurable things.

So, what do you mean by, you are 99% certain of something?

It means that, given Eliezer's knowledge, the probabilities of the necessary preconditions for the state in question multiplied together yield 0.99.

If you have a coin that you believe to be fair, and you flip it, how likely do you think it is that it will land on edge?

Q, Eliezer's probabilities are Bayesian probabilities. (Note the "Bayesian" tag on the post.)

Q: let's say I offer you a choice between (a) and (b).

a. Tomorrow morning you can flip that coin in your hand, and if it comes up heads, then I'll give you a dollar.
b. Tomorrow morning, if it is raining, then I will give you a dollar.

If you choose (b) then your probability for rain tomorrow morning must be higher than 1/2.

Well... kinda. It could just be that if it rains, you will need to buy a $1 umbrella, but if it doesn't rain then you don't need money at all. It would be nice if we had some sort of measurement of reward that didn't depend on the situat... (read more)

No, no, no.  Three problems, one in the analogy and two in the probabilities.

First, an individual particle can briefly exceeed the speed of light; the group velocity cannot.  Go read up on Cerenkov radiation:  It's the blue glow created by (IIRC) neutrons briefly breaking through c, then slowing down.  The decrease in energy registers as emitted blue light.

Second:  conditional probabilities are not necessarily given by a ratio of densities.  You're conditioning on (or working with) events of measure-zero.  These puzzlers are why measure theory exists -- to... (read more)

First, an individual particle can briefly exceeed the speed of light; the group velocity cannot. Go read up on Cerenkov radiation: It's the blue glow created by (IIRC) neutrons briefly breaking through c, then slowing down. The decrease in energy registers as emitted blue light.

Breaking through the speed of light in a medium, but remaining under c (the speed of light in a vacuum).

I've actually used Bayesian perspectives (maximum entropy, etc) but I've never looked at it as a subjective degree of plausibility.  Based on the Wikipedia article, I guess I haven't been looking at it the way others have.  I understand where Eli is coming from in applying Information theory.  He doesn't have complete information, so he won't say that he has probability 1.  He could get another bit of information which changes his belief, but he thinks (based on prior observation) that is very low.

I guess, I have problem with him maybe overreachi... (read more)

It doesn't make sense to say that this subjective personal probability (which, by the way, he chose to calculate based on a tiny subset of the vast amounts of information he has in his mind) based on his observed evidence is somehow the absolute probability that, say, evolution is "true".

Where does he? I assume as a Bayesian he would deny the reality of any such "absolute probability".

There's no shortage of statisticians who would disagree with your assertion that the probability of a probability is superfluous. A good place to start is with  de Finetti's theorem.

de Finetti assumes conditioning.  If I am taking conditional expectations, then iterated expectations (with different conditionings) is very useful.

But iterated expectations, all with the same conditioning, is superfluous.  That's why I took care not to put any conditioning into my expectations.

Or we can criticize the probability-of-a-probability musings another way as having undefined filtrations for each of the stated probabilities.

"But iterated expectations, all with the same conditioning, is superfluous. That's why I took care not to put any conditioning into my expectations."

Fair enough. My point is that the de Finetti theorem provides a way to think sensibly about having a probability of a probability, particularly in a Bayesian framework.

Let me give a toy example to demonstrate why the concept is not superfluous, as you assert. Compare two situations:

(a) I toss a coin that I know to be as symmetrical in construction as possible.

(b) A magician friend of mine, who I know... (read more)

I'm totally missing the "N independent statements" part of the discussion; that seems like a total non-sequitur to me.  Can someone point me at some kind of explanation?

Assert 99.9999999999% confidence, and you're taking it up to a trillion.  Now you're going to talk for a hundred human lifetimes, and not be wrong even once?

evidence that convinced me that 2 + 2 = 4 in the first place.

"(the sum of) 2 + 2" means "4"; or to make it more obvious, "1 + 1" means "2". These aren't statements about the real world*, hence they're not subject to falsification, they contain no component ... (read more)

Assert a confidence of (1 - 1/googolplex) and your ego far exceeds that of mental patients who think they're God.

For the record, I assign a probability larger than 1/googleplex to the possibility that one of the mental patients actually is God.

I don't think you could get up to 99.99% confidence for assertions like "53 is a prime number".  Yes, it seems likely, but by the time you tried to set up protocols that would let you assert 10,000 independent statements of this sort - that is, not just a set of statements about prime numbers, but a new protocol each time - you would fail more than once.  

If you forced me to come up wit 10,000 statements I knew to >=99.99% I would find it easy, given sufficient time. Most of them would be probability much much more than 99.99% however.

I'm really not sure what exactly you mean by "independent statements" in this post.

If you put a chair next to another chair, and you found that there were three chairs where before there was one, would it be more likely that 1 + 1 = 3 or that arithmetic is not the correct model to describe these chairs? A true mathematical proposition is a pure conduit between its premises and axioms and its conclusions.

But note that you can never be quite completely certain that you haven't made any mistakes. It is uncertain whether "S0 + S0 = SS0" is a true proposition of Peano arithmetic, because we may all coincidentally have gotten something hilariously wrong.

This is why, when an experiment does not go as predicted, the first recourse is to check that your math has been done correctly.

Eliezer, what could convince you that Baye's Theorem itself was wrong? Can you properly adjust your beliefs to account for evidence if that adjustment is systematically wrong?

"But once I assign a probability of 1 to a proposition, I can never undo it.  No matter what I see or learn, I have to reject everything that disagrees with the axiom. "

I think this is what causes the religious argument paradox. On a deep down level, most of us realize this is true.

It's not at all hard for a mathematician to come up with arbitrarily large numbers of statements that have about the same confidence as 2+2=4.  There's lots of ways.  Perhaps the most obvious is "n+2 = (n+1)+1" for arbitrary large n a whole number.  It's rather silly to talk about how many lifetimes it would take to say these statements because there they are in 2 seconds.

I suppose the anticipated response would be to question whether these are independent statements.  Why would they not be?  If we are anticipating that 2+2 may not be 4 I don't s... (read more)

I'm 99 percent sure that the statement  "consciousness exists/is" has a PROBABILITY 1 at being true. All of the specificities we associate with it certainly do not, but that fact that something is experiencing something seems irrefutable. Can someone concoct a line of reasoning that would prove this wrong, say similar to 2 + 2 = 3

The Banach Tarski Paradox is a plausible way in which 1 = 2, and thus 3 = 2 + 2.

I agree that you can never be „infinitly certain“ about the way the physical world is (because there‘s always a very tiny possibility that things might suddenly change, or everything is just a simulation, or a dream, or […] ), but you should assign probability 1 to mathematical statements for which there isn‘t just evidence, but actual, solid proof.

Suppose you have the choice beetween the following options:
A   You get a lottery with a 1-Epsilon chance of winning.
B    You win if 2+2=4 and 53 is a prime number and Pi is an irrational number.

The link to Peter de Blanc is dead, try https://web.archive.org/web/20160305092845/http://www.spaceandgames.com/?p=27

I just had a click moment, and click moment should be shared so here I go.

I was thinking - why shouldn't I be able to make 10,000 statements similar to 2+2=4 and get them all right? 1,000,000 even? 1,000,000,000? Any arbitrary N∈N?

All I have to do is come up with simple additions of different numbers, and since it's all math and they are all tautologies there is no reason why I can't get be right on all of them. Or is it?

So the obvious reason is that it takes time, and my life are limited. Once I'm dead, I can't make any mor... (read more)

I have suddenly become mildly interested in investigating an edge case of this argument. I am not coming at this from the perspective of defending the statement of infinite certainty, it is only useful in certain nonsense-arguments. I just found it kinda fun, and maybe an answer would improve my understanding of the rhythm behind this post.

So, let's suppose you have a statement so utterly trivial and containing so little practical sense you wouldn't even think of it as a worthwhile statement, for example "A is A". Now, this is a bad example, because you ca... (read more)

Hi! My main issue with this is not that P(“2+2=4”) = 0.99 is extravagant, but rather that it allows us to use the Bayesian framework to make judgments about the Bayesian framework itself. Such self-referential instruments/mixing metalanguage with the object language usually require additional care in mathematical logic and can be dangerous (e.g., the liar paradox).

Don’t you find the application of law of the total probability to the statement/event “law of the total probability is true”, with a prior of P(“law of the total probability is true”) = 0.99, at ... (read more)



0 And 1 Are Not Probabilities

One, two, and three are all integers, and so is negative four. If you keep counting up, or keep counting down, you’re bound to encounter a whole lot more integers. You will not, however, encounter anything called “positive infinity” or “negative infinity,” so these are not integers.

Positive and negative infinity are not integers, but rather special symbols for talking about the behavior of integers. People sometimes say something like, “5 + infinity = infinity,” because if you start at 5 and keep counting up without ever stopping, you’ll get higher and higher numbers without limit. But it doesn’t follow from this that “infinity - infinity = 5.” You can’t count up from 0 without ever stopping, and then count down without ever stopping, and then find yourself at 5 when you’re done.

From this we can see that infinity is not only not-an-integer, it doesn’t even behave like an integer. If you unwisely try to mix up infinities with integers, you’ll need all sorts of special new inconsistent-seeming behaviors which you don’t need for 1, 2, 3 and other actual integers.

Even though infinity isn’t an integer, you don’t have to worry about being left at a loss for numbers. Although people have seen five sheep, millions of grains of sand, and septillions of atoms, no one has ever counted an infinity of anything. The same with continuous quantities—people have measured dust specks a millimeter across, animals a meter across, cities kilometers across, and galaxies thousands of lightyears across, but no one has ever measured anything an infinity across. In the real world, you don’t need a whole lot of infinity.1

In the usual way of writing probabilities, probabilities are between 0 and 1. A coin might have a probability of 0.5 of coming up tails, or the weatherman might assign probability 0.9 to rain tomorrow.

This isn’t the only way of writing probabilities, though. For example, you can transform probabilities into odds via the transformation O = (P/(1 - P)). So a probability of 50% would go to odds of 0.5/0.5 or 1, usually written 1:1, while a probability of 0.9 would go to odds of 0.9/0.1 or 9, usually written 9:1. To take odds back to probabilities you use P = (O∕(1 + O)), and this is perfectly reversible, so the transformation is an isomorphism—a two-way reversible mapping. Thus, probabilities and odds are isomorphic, and you can use one or the other according to convenience.

For example, it’s more convenient to use odds when you’re doing Bayesian updates. Let’s say that I roll a six-sided die: If any face except 1 comes up, there’s a 10% chance of hearing a bell, but if the face 1 comes up, there’s a 20% chance of hearing the bell. Now I roll the die, and hear a bell. What are the odds that the face showing is 1? Well, the prior odds are 1:5 (corresponding to the real number 1/5 = 0.20) and the likelihood ratio is 0.2:0.1 (corresponding to the real number 2) and I can just multiply these two together to get the posterior odds 2:5 (corresponding to the real number 2/5 or 0.40). Then I convert back into a probability, if I like, and get (0.4/1.4) = 2/7 = ~29%.

So odds are more manageable for Bayesian updates—if you use probabilities, you’ve got to deploy Bayes’s Theorem in its complicated version. But probabilities are more convenient for answering questions like “If I roll a six-sided die, what’s the chance of seeing a number from 1 to 4?” You can add up the probabilities of 1/6 for each side and get 4/6, but you can’t add up the odds ratios of 0.2 for each side and get an odds ratio of 0.8.

Why am I saying all this? To show that “odd ratios” are just as legitimate a way of mapping uncertainties onto real numbers as “probabilities.” Odds ratios are more convenient for some operations, probabilities are more convenient for others. A famous proof called Cox’s Theorem (plus various extensions and refinements thereof) shows that all ways of representing uncertainties that obey some reasonable-sounding constraints, end up isomorphic to each other.

Why does it matter that odds ratios are just as legitimate as probabilities? Probabilities as ordinarily written are between 0 and 1, and both 0 and 1 look like they ought to be readily reachable quantities—it’s easy to see 1 zebra or 0 unicorns. But when you transform probabilities onto odds ratios, 0 goes to 0, but 1 goes to positive infinity. Now absolute truth doesn’t look like it should be so easy to reach.

A representation that makes it even simpler to do Bayesian updates is the log odds—this is how E. T. Jaynes recommended thinking about probabilities. For example, let’s say that the prior probability of a proposition is 0.0001—this corresponds to a log odds of around -40 decibels. Then you see evidence that seems 100 times more likely if the proposition is true than if it is false. This is 20 decibels of evidence. So the posterior odds are around -40 dB + 20 dB = -20 dB, that is, the posterior probability is ~0.01.

When you transform probabilities to log odds, 0 goes to negative infinity and 1 goes to positive infinity. Now both infinite certainty and infinite improbability seem a bit more out-of-reach.

In probabilities, 0.9999 and 0.99999 seem to be only 0.00009 apart, so that 0.502 is much further away from 0.503 than 0.9999 is from 0.99999. To get to probability 1 from probability 0.99999, it seems like you should need to travel a distance of merely 0.00001.

But when you transform to odds ratios, 0.502 and 0.503 go to 1.008 and 1.012, and 0.9999 and 0.99999 go to 9,999 and 99,999. And when you transform to log odds, 0.502 and 0.503 go to 0.03 decibels and 0.05 decibels, but 0.9999 and 0.99999 go to 40 decibels and 50 decibels.

When you work in log odds, the distance between any two degrees of uncertainty equals the amount of evidence you would need to go from one to the other. That is, the log odds gives us a natural measure of spacing among degrees of confidence.

Using the log odds exposes the fact that reaching infinite certainty requires infinitely strong evidence, just as infinite absurdity requires infinitely strong counterevidence.

Furthermore, all sorts of standard theorems in probability have special cases if you try to plug 1s or 0s into them—like what happens if you try to do a Bayesian update on an observation to which you assigned probability 0.

So I propose that it makes sense to say that 1 and 0 are not in the probabilities; just as negative and positive infinity, which do not obey the field axioms, are not in the real numbers.

The main reason this would upset probability theorists is that we would need to rederive theorems previously obtained by assuming that we can marginalize over a joint probability by adding up all the pieces and having them sum to 1.

However, in the real world, when you roll a die, it doesn’t literally have infinite certainty of coming up some number between 1 and 6. The die might land on its edge; or get struck by a meteor; or the Dark Lords of the Matrix might reach in and write “37” on one side.

If you made a magical symbol to stand for “all possibilities I haven’t considered,” then you could marginalize over the events including this magical symbol, and arrive at a magical symbol “T” that stands for infinite certainty.

But I would rather ask whether there’s some way to derive a theorem without using magic symbols with special behaviors. That would be more elegant. Just as there are mathematicians who refuse to believe in the law of the excluded middle or infinite sets, I would like to be a probability theorist who doesn’t believe in absolute certainty.

1I should note for the more sophisticated reader that they do not need to write me with elaborate explanations of, say, the difference between ordinal numbers and cardinal numbers. I’m familiar with the different set-theoretic notions of infinity, but I don’t see a good use for them in probability theory.

hmm... I feel even more confident about the existence of probability-zero statements than I feel about the existence of probability-1 statements.  Because not only do we have logical contradictions, but we also have incoherent statements (like Husserl's "the green is either").

Can one form subjective probabilities over the truth of "the green is either" at all?  I don't think so, but I remember a some-months-ago suggestion of Robin's about "impossible possible worlds," which might also imply the ability to form probability esti... (read more)

If you assign 0 to logical contradictions, you should assign 1 to the negations of logical contradictions. (Particularly since your confidence in bivalence and the power of negation is what allowed you to doubt the truth of the contradiction in the first place.) So it's strange to say that you feel safer appealing to 0s than to 1s.

For my part, I have a hard time convincing myself that there's simply no (epistemic) chance that Graham Priest is right. On the other hand, assigning any value but 1 to the sentence "All bachelors are bachelors" just seems perverse. It seems as though I could only get that sentence wrong if I misunderstand it. But what am I assigning a probability to, if not the truth of the sentence as I understand it?

Another way of saying this is that I feel queasy assigning a nonzero probability to "Not all bachelors are bachelors," (i.e., ¬(p → p)) even though I think it probably makes some sense to entertain as a vanishingly small possibility "All bachelors are non-bachelors" (i.e., p → ¬p, all bachelors are contradictory objects).

One answer would be that an incoherent proposition is not a proposition, and so doesn't have any probability (not even zero, if zero is a probability.)

Another answer would be that there is some probability that you are wrong that the proposition is incoherent (you might be forgetting your knowledge of English), and therefore also some probability that "the green is either" is both coherent and true.

It's difficult to assign probability to incoherent statements, because since we can't mean anything by them, we can't assert a referent to the statement -- in that sense, the probability is indeterminate (additionally, one could easily imagine a language in which a statement such as "the green is either" has a perfectly coherent meaning -- and we can't say that's not what we meant, since we didn't mean anything).  Recall also that each probability zero statement implies a probability one statement by its denial and vice versa, so one is equally capable of imagining them, if in a contrived way.

j.edwards, I think your last sentence convinced me to withdraw the objection -- I can't very well assign a probability of 1 to ~"the green is either" can I?  Good point, thanks.

Probabilities of 0 and 1 are perhaps more like the perfectly massless, perfectly inelastic rods we learn about in high school physics - they are useful as part of an idealized model which is often sufficient to accurately predict real-world events, but we know that they are idealizations that will never be seen in real life.

However, I think we can assign the primeness of 7 a value of "so close to 1 that there's no point in worrying about it".

In stark contrast to this time last week, I now internally believe the title of this post.

I did enjoy "something, somewhere, is having this thought," Paul, despite all its inherent messiness.

'Green is either' doesn't tell us much. As far as we know it's a nonsensical statement, but I think that makes it more believable than 'green is purple', which makes sense, but seems extremely wrong. You might as well try to assign a probability to 'flarg is nardle'. I can demonstrate that green isn't purple, but not that green isn't either, nor that flarg is... (read more)

I think you can still have probabilities sum to 1: probability 1 would be the theoretical limit of probability reaching infinite certitude. Just like you can integrate over the entire real line, i.e -∞ to ∞ even though those numbers don't actually exist.

Easy:  it's a demonstration of how you can never be certain that you haven't made an error even on the things you're really sure about.

It's a cheap, dirty demonstration, but one nevertheless.

You seem to think probabilities of 0 and 1 are mysterious or contradictory when discussing randomness; they aren't.  When you're talking about randomness, you need to define your support.  that mere action gives you places where the probability is zero.  For example:  Can the time to run 100m ever be negative?  No?  Then P(t=0) = 1.

No puzzle there.  But you're transfrormation to log-odds has some regularity conditions you're violating in those cases:  the transform is only defined for probabilities in (0,1).  But that doesn't mean log-odds or probabilities... (read more)

Cumulant - can you state, with infinite certainty, that no-one will ever run faster than light?

Another way to think about probabilities of 0 and 1 is in terms of code length.

Shannon told us that if we know the probability distribution of a stream of symbols, then the optimal code length for a symbol X is:
l(X) = -log p(X)

If you consider that an event has zero probability, then there's no point in assigning a code to it (codespace is a conserved quantity, so if you want to get short codes you can't waste space on events that never happen). But if you think the event has zero probability, and then it happens, you've got a problem - system crash or som... (read more)

From what I understood on reading the Wikipedia article on Bayesian probability and inferring from how he writes (and correct me if I'm wrong), Eliezer is talking about your "subjective probability."  You are a being, have consciousness, and interpret input as information.  Given a lot of this information, you've formed an idea that 7 is prime.  You've also formed an idea that other people exist, and that the sky is blue, which also have a high subjective probability in your mind because you have a lot of direct information to sustain that ... (read more)

I agree with cumulant. The mathematical subject of probability is based on measure theory, which loses a ton of convergence theorems if we exclude 0 and 1. We can agree that things that are not known a priori can't have probability 0 or 1, but I think we must also agree that "an impossible thing will happen soon" has probability 0, because it's a contradiction. An alternate universe in which the number 7 (in the same kind of number system as ours, etc.) is prime is damn-near inconceivable, but an alternate universe in which impossible things are ... (read more)

Speaking of measure theory, what probability should we assign to a uniformly distributed random real number on the interval [0, 1] being rational? Something bigger than 0? Maybe in practice we would never hold a uniform distribution over [0, 1] but would assign greater probability to "special" numbers (like, say, 1/2). But regardless of our probability distribution, there will exist subsets of [0, 1] to which we must assign probability 0.

The only way I can see around this is to refuse to talk about infinite (or at least uncountable) sets. Are there others?

I suspect Eliezer would object to my post claiming that I'm confusing map and territory, but I don't think that's fair. If there's a map you're trying to use all over the place (and you do seem to), then I claim it makes no sense to put a little region on the map labelled "maybe this map doesn't make any sense at all". If the map seems to make sense and you're still following it for everything, you'll have to ignore that region anyway. So is it really reasonable to claim that "the probability that probability makes sense is <1"?

If there's a map you're trying to use all over the place (and you do seem to), then I claim it makes no sense to put a little region on the map labelled "maybe this map doesn't make any sense at all". If the map seems to make sense and you're still following it for everything, you'll have to ignore that region anyway.

Janos, are you saying that it is in fact impossible that your map in fact doesn't make any sense?  Because I do, indeed, have a little section of my map labelled "maybe this map doesn't make any sense at all", and every now and then, I think about it a little, because there are so many fundamental premises of which I am unsure even in their definitions.  (E.g: "the universe exists", and "but why?")  Just because this area of my map drops out of my everyday decision theory due to failure to generate coherent advice on preferences, does not mean it is absent from my map.  "You must ignore" or rather "You should usually ignore" is decision theory, and probability theory should usually be firewalled off from preferences.

Computable numbers are the largest countable class I know of.

I can admit the possibility that probability doesn't work, but not have to do anything about it. If probability doesn't work and I can't make rational decisions, I can expect to be equally screwed no matter what I do, so it cancels out of the equation.

The definable real numbers are a countable superset of the computable ones, I think. (I haven't studied this formally or extensively.)

If you don't want to assume the existence of certain propositions, you're asking for a probability theory corresponding to a co-intutionistic variant of minimal logic. (Cointuitionistic logic is the logic of affirmatively false propositions, and is sometimes called Popperian logic.) This is a logic with false, or, and (but not truth), and an operation called co-implication, which I will write a <-- b.

Take your event space L to be a distributive lattice (with ordering <), which does not necessarily have a top element, but does have dual relative pseud... (read more)

If the map seems to make sense and you're still following it for everything, you'll have to ignore that region anyway.

Just cos it's not a very nice place to visit, doesn't mean it ain't on the map. ;)

"1, 2, and 3 are all integers, and so is -4.  If you keep counting up, or keep counting down, you're bound to encounter a whole lot more integers.  You will not, however, encounter anything called "positive infinity" or "negative infinity", so these are not integers."

This bothered me, more to the point, it hit on some stuff I've been thinking about. I realize I don't have a very good way to precisely state what I mean by "finite" or "eventually"

The above, for instance, basically says "if infinity is no... (read more)

I'm not sure what an "infinite set atheist" is, but it seems from your post that you use different notions of probability than what I think of as standard modern measure theory, which surprises me. Utilitarian's example of a uniform r.v. on [0, 1] is perfect: it must take some value in [0, 1], but for all x it takes value x with probability 0. Clearly you can't say that for all x it's impossible for the r.v. to take value x, because it must in fact take one of those values. But the probabilities are still 0. Pragmatically the way this com... (read more)

I am curious as to why you asked Peter not to repeat his stunt.

Also, I would really like to know how confident you are in your infinite set atheism and for that matter in your non-standard philosophy of mathematics attitudes in general.

Is the set of "possible landing sites of a struck golf ball" finite or infinite?

In other words, can you finitely parameterize locations in space? Physicists normally model "position" as n-tuples of real numbers in a coordinate system; if they were forced to model position discretely, what would happen?

I can claim to see an infinite set each time I use a ruler...

Doug S., I believe according to quantum mechanics the smallest unit of length is Planck length and all distances must be finite multiples of it.

I should mention that I'm also an infinite set atheist.

You've mentioned this before, and I have always wondered: what does this mean? Does it mean that you don't believe there are any infinite sets? If so, then you have to believe that a mathematician who claims the contrary (and gives the standard proof) is making a mistake somewhere. What is it?

Frankly, even if you actually are a finitist (which I find hard to imagine), it doesn't seem relevant to this disucssion: every argument you have presented could equally well have been given by someone who accepts standard mathematics, including the existence of infinite sets.

The nature of 0 & 1 as limit cases seem to be fascinating for the theorists.  However, in terms of 'Overcoming Bias', shouldn't we be looking at more mundane conceptions of probability ?  EY's posts have drawn attention to the idea that the amount of information needed to add additional cetainty on a proposition increases exponentially while the probability increases linearly.  This says that in utilitarian terms, not many situations will warrant chasing the additional information above 99.9% certainty (outside technical implementations in nuclear phys... (read more)

Doug S., I believe according to quantum mechanics the smallest unit of length is Planck length and all distances must be finite multiples of it.

Not in standard quantum mechanics. Certain of the many theories unsupported hypotheses of quantum gravity (such as Loop Quantum Gravity) might say something similar to this, but that doesn't abolish every infinite set in the framework. The total number of "places where infinity can happen" in modern models has tended to increase, rather than decrease, over the centuries, as models have gotten more complex... (read more)

I think Eliezer's "infinite set atheism" is a belief that infinite sets, although well-defined mathematically, do not exist in the "real world"; in other words, that any physical phenomenon that actually occurs can be described using a finite number of bits. (This can include numbers with infinite decimal expansions, as long as they can be generated by a finitely long computer program. Therefore, using pi in equations is not prohibited, because you're using the symbol "pi" to represent the program, which is finite.)

What do you mean by "infinite set atheism"?  You are essentially stating that you don't believe in mathematical limits -- because that is one of the major consequences of infinite sets (or sequences).

Janos is spot on about measure zero not implying impossibility.  What is the probability of a golf ball landing at any exact point?  Zero. ... (read more)

I don't know which is more painful:  Eliezer's errors, or those of his detractors.

Perhaps you could clarify what exactly is an infinite set atheist in a full post...or maybe it's only worth a comment.

Cumulant, I think the idea behind "infinite set atheism" is not that limits don't exist, but that that infinities are acceptable only as limits approached in a specified way. On this view, limits are not a consequence of infinite sets, as you contend; rather, only the limit exists, and the infinite set or sequence is merely a sloppy way of thinking about the limit.

Eliezer, I'll second Matthew's suggestion above that you write a post on infinite set atheism; it looks as if we don't understand you.

I think I understand the motive for rejecting infin... (read more)

Caledonian:  Not wrong.  Take the field you're swinging at to be a plane.  There are infinitely many points in that plane; that's just the density of the reals.

Now say there is some probability density of landing spots; and, let's say no one spot is special in that it attracts golf balls more than points immediately nearby (i.e. our pdf is continuous and non-atomic).  Right there, you need every point (as a singleton) to have measure 0.

Go pick up Billingsley: measure 0 is not the same as impossible nor does it cause any problems.

And the location that the ball lands on will also be composed of infinitely many reals.  Shall we compare the size of two infinite sets?

I'd say that the ball is a sphere and consider the first point of impact (i.e. the tangency point of the plane to the sphere).  Otherwise, you need to know a lot about the ball and the field where it lands.

You can compare infinite sets.  Take the sets A and B, A={1,2,3,...} and B={2,3,4,...}.  B is, by construction, a subset of A.  There's your comparison; yet, both are infinite sets.

What assumptions would you make for the golf ball and the field?  (To keep things clear, can we define events and probabilities separately?)

Caledonian, every undergraduate who has ever taken a statistics class knows that the probability of any single point in a continuous distribution is zero.  Probabilities in continuous space are measured on intervals.  Basic calculus...

I believe according to quantum mechanics the smallest unit of length is Planck length and all distances must be finite multiples of it.

This is what I'm given to understand as well. Doesn't this take the teeth out of Zeno's paradox?

Pragmatically the way this comes out is that "probability 0" doesn't imply impossible.

Janos, would you agree that P=0 is a probability to the same degree that infinity is a number? Apologies for double post.

Gowder, everyone who's ever given the issue more than three-seconds'-thought knows that no  statistical result ever involves a single point.

Usually, if a die lands on edge we say it was a spoiled throw and do it over. Similarly if a Dark Lord writes 37 on the face that lands on top, we complain that the Dark Lord is spoiling our game and we don't count it.

We count 6 possibilities for a 6-sided die, 5 possibilities for a 5-sided die, 2 possibilities for a 2-sided die, and if you have a die with just one face -- a spherical die -- what's the chance that face will come up?

I think it would be interesting to develop probability theory with no boundaries, with no 0 and 1. It works fine to do it the way it's done now, and the alternative might turn up something interesting too.

Well, that depends on your number system. For some purposes +infinity is a very useful value to have. For instance if you consider the extended nonnegative reals (i.e. including +infinity) then every measurable nonnegative extended-real-valued function on a measure space actually has a well-defined extended-nonnegative-real-values integral. There are all kinds of mathematical structures where an infinity element (or many) is indispensable. It's a matter of context. The question of what is a "number" is I think very vague given how many intere... (read more)

I think it would be interesting to develop probability theory with no boundaries, with no 0 and 1. It works fine to do it the way it's done now, and the alternative might turn up something interesting too.

You might want to check out Kosko's Fuzzy Thinking.  I haven't gone any further into fuzzy logic, yet, but that sounds like something he discussed.  Also, he claimed probability was a subset of fuzzy logic.  I intend to follow that up, but there is only one of me, and I found out a long time ago that they can write it faster than I can read it.

"On some golf courses, the fairway is readily accessible, and the sand traps are not. The green is either."

Haha, very nice CGD.  Shows how much those philosophers of language know about golf.  :-)

Although... hmm... interesting.  I think that gives us a way to think about another probability 1 statement: statements that occupy the entire logical space.  Example: "either there are probability 1 statements, or there are not probability 1 statements."  That statement seems to be true with probability 1...

Disallowing a symbol for "all events" breaks the definition of a probability space. It's probably easier to allow extended reals and break some field axioms than figure out do rigorous probability without a sigma-algebra.

When re-working this into a book, you need to double check your conversions of log odds into decibels. By definition, decibels are calculated using log base 10, but some of your odds are natural logarithms, which confused the heck out of me when reading those paragraphs.

Probability .0001 = -40 decibels (This is the only correct one in this post, all "decibel" figures afterwards are listed as 10 * the natural logarithm of the odds.)
Probability 0.502 = 0.035 decibels
Probability 0.503 = 0.052 decibels
Probability 0.9999 = 40 decibels
Probability 0.99999 = 50 decibels

P.S. It'd be nice if you provided an RSS feed for the comments on a post, in addition to the RSS feed for the posts...

I cannot begin to imagine where those numbers came from.  Dangers of "Posted at 1:58 am", I guess.  Fixed.

My intution as a mathematician declares that nobody will never develop an elegant mathematical formulation of probability theory that does not allow for statements that are logically impossible or certain, such as statements of the form p AND NOT p.  And it is necessary, if the theory is to be isomorphic to the usual one, that these statements have probability 0 (if impossible) or 1 (if certain).  However, I believe that it is quite reasonable to declare, as a condition demanded of any prior deemed rational, that only truly impossible or certain statements... (read more)

As Perplexed points out this is usually known as Cromwell's_rule.

I'm kinda surprised that it's only been mentioned once in the comments (I only just discovered this site, really really great, by the way) and one from 2010 at that, but it seems to me that "a magical symbol to stand for "all possibilities I haven't considered" " does exist: the symbol "~" (i.e. not). Even the commenter who does mention it makes things complicated for himself: P(Q or ~Q)=1 is the simplest example of a proposition with probability 1.

The proposition is of course a tautology. I do think (but I'm not sure) that th... (read more)

For any state of information X, we have P(A or not A | X) = 1 and P(A and not A | X) = 0.  We have to have 0 and 1 as probabilities for probability theory even to work.  I think you're taking a reasonable idea -- that P(A | X) should be neither 0 nor 1 when A is a statement about the concrete physical world -- and trying to apply it beyond its applicable domain.

Consider the set of all possible hypotheses. This is a countable set, assuming I express hypotheses in natural language. It is potentially infinite as well, though in practice a finite mind cannot accomodate infintely-long hypotheses.
To each hypothesis, I can try to assign a probability, on the basis of available evidence.
These probabilities will be between zero and one.
What is the probability that a rational mind will assign at least one hypothesis the status of absolute certainty?
Either this is one (there is definitely such a hypothesis), or zero (th... (read more)

Yes 0 and 1 are not probabilities. They're truth or falseness values. it's necessary to make a third 'truth value' for things that are unprovable, and possibly a fourth for things that are untestable.

Digging up an old thread here, but an interesting point I want to bring up: a friend of mine claims that he internally assigns probability 1 (i.e. an undisprovable belief) only to one statement: that the universe is coherent. Because if not, then mnergarblewtf. Is it reasonable to say that even though no statement can actually have probability 1 if you're a true Bayesian, it's reasonable to internally establish an axiom which, if negated, would just make the universe completely stupid and not worth living in any more?

The ("Bayesian") framework explored in these essays replaces the two Cartesian options, affirmation and denial, by a continuum of judgmental probabilities in the interval from 0 to 1, endpoints included, or -- what comes to the same thing -- a continuum of judgmental odds in the interval from 0 to infinity, endpoints included. Zero and 1 are probabilities no less than 1/2 and 99/100 are. Probability 1 corresponds to infinite odds, 1:0. That's a reason for thinking in terms of odds: to remember how momentous it may be to assign probability 1 to a

Interesting Log-Odds paper by Brian Lee and Jacob Sanders, November  2011.

"When you work in log odds, the distance between any two degrees of uncertainty equals the amount of evidence you would need to go from one to the other.  That is, the log odds gives us a natural measure of spacing among degrees of confidence."

That observation is so useful and intuition friendly it probably deserves it's own blog post, and a prominent place in your book.

Forgive me if this sounds condescending, but isn't saying "0 and 1 are not probabilities because they won't let you update your knowledge" basically the same as saying "you can't know something because knowing makes you unable to learn"? If we assign tautologies as having probability 1, then anything reducible to a tautology should have probability 1 (and similarly, all contradictions and things reducible to contradictions should have probability 0). For any arbitrarily large N, if you put 2 apples next to 2 apples and repeat the test N... (read more)

So you are saying that statement "0 and 1 are not probabilities" has probability of 1?

This is undefined for P = 1. If you claim that that function is a real-valued bijection between probabilities and odds then P = 1 doesn't work so you're begging the question. Always take care to not divide by zero.

Whether or not real-world events can have a probability of 0 or 1 is a different question than "are 0 and 1 probabilities?". They most certainly are.

If I roll a die, then one of the events that can happen will happen. That's just saying that if S is my sample space, then P(S) = 1. Similarly, P(~S) = 0, which is just saying that impossible things won't happen. The former statement is an axiom in the standard mathematical treatments of the subject. These statements may be trivial, but I distrust any mathematics that can't handle trivial cases.

Rejecting 1 as a probability would be catastrophic when you're dealing with discrete spaces. If you're the sort to reject infinity, then it would follow that all pr... (read more)

This article is largely incoherent. The main justification is the abuse of an invalid transformations: y=x/(1-x) is not the bijection that he asserts it is, because it's not a function that maps [0,1] onto R. It's a function that maps [0,1] onto [1,\intfy] as a subset of the topological closure of R. And that's okay, but you can't say "well I don't like the topological closure of R, so I'll just use R and claim that 1 is where the problem is."

Additionally, his discussion of log odds and such is perfectly fine, but ignores the fact that there are places where you do need to have an odds of 0:1, or a log odds of negative infinity. Probability theory stops working when you throw out 0 and 1, it's as simple as that.

Even if you don't want to handle tautologies or contradictions, there are other ways to get P(X)=0 or 1. The probability that a real number chosen uniformly from the real interval [0,1] is 0. It has to be. It's a provable fact under ZFC and to decide otherwise is to say that you're more attached to the idea of 0 and 1 not being probabilities than you are to the fact that mathematics is consistent and if you really believe that, well, there's absolutely nothing I have to say to you.

This is one of those situations where EY just demonstrates he knows very little mathematics.

A real mathematician got in a debate with EY over this post, and made some really good points: https://np.reddit.com/r/badmathematics/comments/2bazyc/0_and_1_are_not_probabilities_any_more_than/cj43y8k

Maybe this doesn't stand up mathematically, but I really like the intuition of log odds instead of probability. And this post explained it quite well. And the main point that you shouldn't believe in absolute certainties is still true. An ideal AI using probability theory would probably use log odds, and not have a 0 or 1.

What are the odds that the face showing is 1? Well, the prior odds are 1:5 (corresponding to the real number 1/5 = 0.20)

I'm years late to this party, and probably missing something obvious. But I'm confused by Yudkowsky's math here. Wouldn't it be more correct to say that the prior odds of rolling a 1 are 1:5, which corresponds to a probability of 1/6 or 0.1666...? If odds of 1:5 correspond to a probability of 1/5 = 0.20, that makes me think there are 5 sides to this six-sided die, each side having equal probability.

Put differently: when I think of how to ... (read more)

It's a nice analogy, but it all rests on whether infinite evidence is a thing or not, and there aren't arguments one way or the other here. (Sure, infinite evidence would mean "whatever log odds you come up with, this is even stronger", but that doesn't rule out it is a thing). 

Like, how much evidence for the hypothesis "I'll perceive the die to come up a 4" does the event "Ok, die was thrown and I am perceiving it to be a 3" provide? Or how much evidence do I have of being conscious right now when I am feeling like something? I think any answer different from infinity is just playing a word game.

Wouldn't the prior odds in the bell example be 1:4 when the chance is 0.2? But written is 1:5.

When you work in log odds, the distance between any two degrees of uncertainty equals the amount of evidence you would need to go from one to the other.

What does "amount of evidence" in this sentence is supposed to mean? Is it the same idea that "bits of evidence" mentioned in these posts previously?

The only way I can interpret this sentence as a definition of "amount of evidence", but then I don't understand what's the point of highlighting the sentence as if it's saying something more significant.

It's clear that this event is totally certain, because either A happens or doesn't happen. 

I understand that you strongly disagree with the idea of absolute certainty in itself, but it's still possible to construct events that are 100% certain.






Letting Go

Feeling Rational

Since curiosity is an emotion, I suspect that some people will object to treating curiosity as a part of rationality. A popular belief about “rationality” is that rationality opposes all emotion—that all our sadness and all our joy are automatically anti-logical by virtue of being feelings. Yet strangely enough, I can’t find any theorem of probability theory which proves that I should appear ice-cold and expressionless.

When people think of “emotion” and “rationality” as opposed, I suspect that they are really thinking of System 1 and System 2—fast perceptual judgments versus slow deliberative judgments. System 2’s deliberative judgments aren’t always true, and System 1’s perceptual judgments aren’t always false; so it is very important to distinguish that dichotomy from “rationality.” Both systems can serve the goal of truth, or defeat it, depending on how they are used.

For my part, I label an emotion as “not rational” if it rests on mistaken beliefs, or rather, on mistake-producing epistemic conduct. “If the iron approaches your face, and you believe it is hot, and it is cool, the Way opposes your fear. If the iron approaches your face, and you believe it is cool, and it is hot, the Way opposes your calm.” Conversely, an emotion that is evoked by correct beliefs or truth-conducive thinking is a “rational emotion”; and this has the advantage of letting us regard calm as an emotional state, rather than a privileged default.

So is rationality orthogonal to feeling? No; our emotions arise from our models of reality. If I believe that my dead brother has been discovered alive, I will be happy; if I wake up and realize it was a dream, I will be sad. P. C. Hodgell said: “That which can be destroyed by the truth should be.” My dreaming self’s happiness was opposed by truth. My sadness on waking is rational; there is no truth which destroys it.

Rationality begins by asking how-the-world-is, but spreads virally to any other thought which depends on how we think the world is. Your beliefs about “how-the-world-is” can concern anything you think is out there in reality, anything that either does or does not exist, any member of the class “things that can make other things happen.” If you believe that there is a goblin in your closet that ties your shoes’ laces together, then this is a belief about how-the-world-is. Your shoes are real—you can pick them up. If there’s something out there that can reach out and tie your shoelaces together, it must be real too, part of the vast web of causes and effects we call the “universe.”

Feeling angry at the goblin who tied your shoelaces involves a state of mind that is not just about how-the-world-is. Suppose that, as a Buddhist or a lobotomy patient or just a very phlegmatic person, finding your shoelaces tied together didn’t make you angry. This wouldn’t affect what you expected to see in the world—you’d still expect to open up your closet and find your shoelaces tied together. Your anger or calm shouldn’t affect your best guess here, because what happens in your closet does not depend on your emotional state of mind; though it may take some effort to think that clearly.

But the angry feeling is tangled up with a state of mind that is about how-the-world-is; you become angry because you think the goblin tied your shoelaces. The criterion of rationality spreads virally, from the initial question of whether or not a goblin tied your shoelaces, to the resulting anger.

Becoming more rational—arriving at better estimates of how-the-world-is—can diminish feelings or intensify them. Sometimes we run away from strong feelings by denying the facts, by flinching away from the view of the world that gave rise to the powerful emotion. If so, then as you study the skills of rationality and train yourself not to deny facts, your feelings will become stronger.

In my early days I was never quite certain whether it was all right to feel things strongly—whether it was allowed, whether it was proper. I do not think this confusion arose only from my youthful misunderstanding of rationality. I have observed similar troubles in people who do not even aspire to be rationalists; when they are happy, they wonder if they are really allowed to be happy, and when they are sad, they are never quite sure whether to run away from the emotion or not. Since the days of Socrates at least, and probably long before, the way to appear cultured and sophisticated has been to never let anyone see you care strongly about anything. It’s embarrassing to feel—it’s just not done in polite society. You should see the strange looks I get when people realize how much I care about rationality. It’s not the unusual subject, I think, but that they’re not used to seeing sane adults who visibly care about anything.

But I know, now, that there’s nothing wrong with feeling strongly. Ever since I adopted the rule of “That which can be destroyed by the truth should be,” I’ve also come to realize “That which the truth nourishes should thrive.” When something good happens, I am happy, and there is no confusion in my mind about whether it is rational for me to be happy. When something terrible happens, I do not flee my sadness by searching for fake consolations and false silver linings. I visualize the past and future of humankind, the tens of billions of deaths over our history, the misery and fear, the search for answers, the trembling hands reaching upward out of so much blood, what we could become someday when we make the stars our cities, all that darkness and all that light—I know that I can never truly understand it, and I haven’t the words to say. Despite all my philosophy I am still embarrassed to confess strong emotions, and you’re probably uncomfortable hearing them. But I know, now, that it is rational to feel.

It seems to me that social consensus accepts expression of strong feelings by women, just not by men.

Depends on the culture, I suppose. I'm a Korean woman and I've always been scolded for being too extreme in my expressions of emotions growing up.

Is it actually acceptance or just condescending dismissal?

Since they aren't part of the web of cause-and-effect (so they might be epiphenomenal), are norms impossible to be irrational about?

I don't think it's inevitable that having emotion causes irrationality, but I think there is a tendency for it to cloud your mind and restraining yourself is a good idea. Maybe after calmly examining things you can say to yourself "This appears to be an optimum situation in which to freak out".

I agree that strong emotions can be very appropriate to many situations, but also think there is wisdom in the usual expectation that bias is correlated with strength of emotions.  So it is crucial for us to develop better cues for distinguishing more versus less biased emotions.

Well, at the very least women constitute half of society, it's certainly acceptance within that half.  I actually think that it's actually acceptance more broadly though.  Women are arguably not accepted my men in general, but in so far as they are accepted it is only in a few narrow domains, primarily science, engineering, and big business that women do best by adhering to men's norms.
Actually though, emotional suppression is only normative among men in science, in the military, and in low status positions.  Enthusiasm (irrational exuberance) is the ultimate business virtue.  If one doesn't claim a level of confidence that can't possibly be justified one is simply not a contender for venture capital or angel investor money.  In a hierarchy, one's not suitable for upper management or sales.  Beyond that, almost all social elites are, in large measure, "emotional expression professionals".  Actors and actresses are the most obvious example of this, but I would say that this is also true of athletes, artists, and other performers and entertainers, religious leaders, and politicians.  Al Gore was dismissed with a characterization of "wooden".  Hitler practiced his emotional expressions for hours in front of a mirror.

Great points Michael. IE Clinton and "I feel your pain". . .

This is one of those rare moments where the usually horribly heterodox economist, me,
defends orthodox economic theory.  So, looked at very closely, orthodox microeconomic
says nothing at all about peoples' preferences themselves, which presumably involve their
emotional reactions to various things.  What is assumed is certain things about these
preferences, that people know what they are, that they exhibit continuity, that they have
a degree of internal consistency in the sense of exhibiting transitivity, and it also
makes people behave more "rationa... (read more)

It seems to me that social consensus accepts expression of strong feelings by women, just not by men.

Traditionaly, women were thought inferior to men precisely because they were thought to have stronger feelings.

It is not thought wise to have anyone "emotional" in any position of importance.

But "emotional" is usually interpreted to mean that your feelings are easily swayed.

Your thoughts on this would profit a lot from some reading of recent research in neuroscience--specifically people like D'Amasio, LeDoux, and Ramachandran, Sacks (there are lots others, too). The idea that rationality begins with some 'asking how-the-world is' as if that act itself were not completely shot through with emotional responses is hopelessly naive. Without an emotional response, one could never even form the judgment that the world-is-any-particular way. The brain lesion studies on this are pretty clear; it's an emotional response that both trig... (read more)

As I see it, what's most important is to make a division between rationality and emotions in terms of where they fit in the equations.  Rationality describes the equations, emotions provide a source of evidence that must be applied correctly.  If an outcome makes me happy, that should make me desire that outcome more, but not make me think that outcome more likely than if it made me sad (unless, of course, I'm evaluating the probability that I will be motivated to do something).

Unfortunately, I think this model of mind is not how the human mind actually wo... (read more)

Stephan, it is important to establish normative separation between the roles that emotions play in perception (which may be part of the process of establishing truth) and the roles that emotions play in motivation (which should not normatively affect what we believe to be true).  Yes, it may be the same emotion doing both things.  But that doesn't change the normative difference in the roles.

When I say "rationality begins with" I am talking about deriving the normative criterion, not about the brain's real-world temporal order of evaluation.

(And yes, I'm read up on neuroscience to the level you specified.)

It's my impression that men and women are permitted somewhat different sets of emotions--men are freer to show anger, women are freer to show sadness. And that showing emotion is more permitted now than it was a few decades ago.

As far as I can tell, it's possible to be emotional (or at least fairly emotional) and logical at the same time, so long as the emotion isn't territorial attachment to an idea.

It seems to me that the basic irrationality implicated here is the assumption that there is such a thing as rationality.

Alright, I just wanted to put that in a clever contenentalist sounding quip but didn't quite manage.  What I mean is this:  It (usually) makes sense to talk about beliefs being true or false.  We can even talk about tendencies as being more or less inclined to reach true beliefs (given background assumptions about the distributions of such truths).  However, implicit in this post and many of the comments that follow is the idea that ratio... (read more)

I agree that you don't have to throw out emotion to be rational. You just have to put it in its proper place. Logical analysis has to be given a higher priority in forming a good picture of events. But once you have done it, emotion is what powers your actions and words, and gives them meaning.

If I did not have millions of years of evolution making me hate death, it would be less meaningful to talk about how much we need cryonics. I would have to appeal to its usefulness in special cases (preserving great minds or useful workers) rather than advocating the... (read more)

I agree that it's not necessarily irrational to feel, but I think the way we feel is clearly irrational. For example, our emotions don't seem to work in a time-consistent manner, and we often later regret actions that we take based on strong emotions, when those emotions eventually fade away. If we could modify the way our emotions work cheaply and safely, I think many of us would probably take advantage of the opportunity. A rational agent wouldn't wish to modify its mind like that.

Here's another, more specific example. I sometimes feel a sense of schaden... (read more)

But here is a way in which it happens: My friends sometimes have very strong emotions that generate behavior that is completely imoral, sometimes self-contradictory etc...   The natural response in me used to be to get mad at them back, creating a circle of anger for a while, which eventually fades away.  When this happens, usually the one with more social credence "wins" and does not have to concede whatever is at stake. 

Now, enters rationality. My friend goes super angry about something. I know the emot... (read more)

Someone who takes rationality-as-attire (like Roddenberry's Spock) would avoid strong emotions because they are superficially irrational.

I'm particularly interested in the idea of rational emotion promoted by Objectivism:

"Just as the pleasure-pain mechanism of man’s body is an automatic indicator of his body’s welfare or injury, a barometer of its basic alternative, life or death—so the emotional mechanism of man’s consciousness is geared to perform the same function, as a barometer that registers the same alternative by means of two basic emotions: joy or suffering. Emotions are the automatic results of man’s value judgments integrated by his subconscious; emotions are estimates of 

Recently, there were rape allegations cast at Julian Assange, founder of Wikileaks.  Some people in positions of power saw fit to expose identifying personal information about the accusers to the Internet and therefore, the world at large.  This resulted in the accusers receiving numerous death threats and other harassment.

When safety can be destroyed by truth, should it be?

In my entire team of Engineers, the one common look I get is a Poker face. It appears that this kind of expression is "default", and showing emotion is something foreign. I wish people would be OK with just expressing themselves - how they feel about any particular situation.

Then, the truth would quite often be out on the table, and everybody can then deal with it [along with the consequences!]

I think that the saying "What can be destroyed by truth, should be" is a little bit too black and white to work well in all aspects of life. For example, a clumsy and fat person who thinks he is actually rather agile, might be a lot happier with this false belief than if he were aware of the truth*. Of course it could be said that if he knew the truth, he would start to exercise and eventually become healthier, but that's not necessarily the case.
Another example would be, that if a not-so-good-looking person thinks he looks good, he might be enc... (read more)

Having read Feeling Good, I have a different view on emotions than those posed thus far in the comments.

Anger might be a valid response to the little goblin tying your shoes together, but the rational person asks, "Does it benefit me or hurt me to feel anger?" Anger is generally a maladaptive response in today's environment of tremendous punishments for physical violence, and that's beside the fact that it is an extremely unpleasant feeling.

Instrumental rationality, remember? If it prevents you from fulfilling your goals to feel x, then x is unwa... (read more)

Emotions can result in conclusions that do not arise rationally. You don't CHOOSE to be angry, and this anger can make your decision for you. 

We are also very well acquainted with hindsight. We can look back on a situation that resolved itself in a way we would have avoided, if only we hadn't been so emotional. I really feel that the emotionless state is the default.

Interesting post. I think something like that happened to me - I was only glad when I was right, or at least thought I was right, but... Doesn't rationality in general diminish sadness over non-acute things? Sure, wars are awful no matter how rational or irrational you are, but... For example, dealing with the fact that The Universe Doesn't Care seems very troublesome for a lot of my peers, to the point where they push it away, same with genetically-determined intelligence.

Same with, as I've noticed, a seeming lack of empathy towards people. Not sure how to deal with that, as I want to be right, and correct others, even when they don't like it. Ah, the dilemmas... And I can't think of a third alternative either.

"our emotions arise from our models of reality. If I believe that my dead brother has been discovered alive, I will be happy"

Fallacy of the single cause. Knowledge of the physical fact of his being alive does not completely determine your response of being happy, many other things come into this, of which at least a few are non-rational. Maybe your brother is a convicted serial killer who recently escaped from detention, killed a few more people according to his old habits and is now reported to be alive only by virtue of having escaped a police ... (read more)

I was talking to someone the other day about our treatment of sexual offenders. She seemed to be insinuating that I didn't care about the plight of the victims because by proposed solutions were all aimed at reducing sexual violence rather than punishing the offenders.

I told her that the injustices visited upon the victims of sexual abuse made me very angry, which made me passionate about fixing the problem. Having set my goal of reducing sexual violence, it behooved me not to let my anger at the perpetrator distract me from the task of achieving that goal. If I'm ever presented with a choice where I can either punish the perpetrator or help the victim (or future potential victims), I chose the latter. You can't always do both at the same time.

So I suppose emotions can be rational in that they can arise from truth, but they can also be very irrational in that they prevent winning your goals.

An interesting perspective on the validity of emotional states vis-à-vis Rationality.

I have something of a fear of heights.  This fear is, I realize, irrational.  Certainly, Being afraid of falling and the resultant injury or death is reasonable and potentially useful.  However, fear when it is completely unfounded…

I remember a spring break some years back, where I learned to ski and enjoyed it very much indeed.  I was, however, held back by my visceral reaction, whenever approaching a portion of the trail where I could not see my path of travel, part of m... (read more)

Related Einstein Quote: "The intuitive mind is a sacred gift and the rational mind is a faithful servant. We have created a society that honors the servant and has forgotten the gift."

what about applying rationality to the emotional situations themselves?  when your family member dies by virtue of someone elses mistake/accident, does rationality require (in its purest sense) that we evaluate the situation without the emotions that a family member often feels?  if not, what if a third party "rationally" evaluates the situation differently? (e.g. "your family member was equally at fault") .  Can two different viewpoints about the same event be rational, taking into account each decision maker's relative emotions (or lack thereof)?  

"...I hear some one of my audience say,... ...you and your brother abolitionists fail to make a favorable impression on the public mind. Would you argue more, and denounce less, would you persuade more, and rebuke less, your cause would be much more likely to succeed. But, I submit, where all is plain there is nothing to be argued. What point in the anti-slavery creed would you have me argue? On what branch of the subject do the people of this country need light? Must I undertake to prove that the slave is a man? That point is conceded already. Nobody doubts it..."

"...Would you have me argue that man is entitled to liberty? that he is the rightful owner of his own body? You have already declared it. Must I argue the wrongfulness of slavery? Is that a question for Republicans? Is it to be settled by the rules of logic and argumentation, as a matter beset with great difficulty, involving a doubtful application of the principle of justice, hard to be understood? How should I look to-day, in the presence of Americans, dividing, and subdividing a discourse, to show that men have a natural right to freedom? speaking of it relat

Emotions, like any sensory input, can serve as a source of information to be rationally inspected and used to form beliefs about the external world. It is only when emotions interfere with the process of interpreting information that they become detrimental to rationality.

I don't think this covers the role of emotions in regard to instrumental rationality. The most negative consequences of emotions are how they control our behavior inspite of knowing the rational thing to do based on rational beliefs. I think there is far more merit to the idea of being able to completely control your emotions than you credit. Using emotions as a driving factor for motivation is counterproductive in many situations because you are not in control of how and how much they affect you. 

I think you've wrongly interpreted being in control of your emotions to being emotionless. 

"Since the days of Socrates at least, and probably long before, the way to appear cultured and sophisticated has been to never let anyone see you care strongly about anything."

I would strongly encourage anyone who wants a good counterexample to read Plato's Symposium, where the desire for wisdom is specifically linked with erotic desire.

     I'm sleep deprived right now, things are getting 'weirder' lol.  I 'should 'do this later... I seldom write in first person, but it seems easier right now.   So I don' t think these comments exactly typical of mine. I hope there is some substance .           
      I try to keep two mental compartments, one where I do rational processing, the other where emotions occur.  One is a noisy mess. From the other,  rational thoughts flow.  I struggle to 'rational-check' them, and  form them into coherent sentences.  I o... (read more)

I'm sleep deprived right now, things are getting 'weirder' lol.  I 'should 'do this later... I seldom write in first person, but it seems easier right now.   So I don' t think these comments exactly typical of mine. I hope there is some substance .           

      I try to keep two mental compartments, one where I do rational processing, the other where emotions occur.  One is a noisy mess. From the other,  rational thoughts flow.  I struggle to 'rational-check' them, and  form them into coherent sentences.  I organi... (read more)

 something terrible happens link is broken. Was moved to http://yudkowsky.net/other/yehuda/ 

I have begun reading everything I can find by you on this page - I will probably also read other things, but it seems a foundation by (one of) the founder would be useful.

Still, while I see the ideas presented as very useful, I find myself wondering how do actually go about implementing them. Take any one thing as an example here, such as "Making Beliefs Pay Rent". (I hope you are not annoyed by t... (read more)

That invites a rather optimistic view of mind. If we have a mind deprived of emotions but similar to us in other we expect that it will on average fare better than ours. Not because emotion is somehow _underlyingly_ irrational but because it tends to intensify our biases (and be the main motivation for some of them - affective death spirals come to mind first).

You could respond that curiosity and having something to protect are both based on emotions - but that's human motivation for rationality not guarantee of its efficiency, and both, unless supported by a good model, can also be fulfilled by religion. Truth as an instrument could be sufficient for emotionless brain as well.

Reminded me of this blog post by Nicky Case, where they said "Trust, but verify".
Emotions are often a good heuristic for truth: if we didn't feel pain, that would be bad.

I think this article wonderfully illustrates the primary relationship between emotions and epistemic rationality. Namely, that emotions can be downstream of false beliefs. Robin Hanson added in another comment that this relationship can go the other direction, when strong emotions bias us in ways that make us less epistemically rational.

But I think there is also a separate relationship between emotions and instrumental rationality. Namely, that emotions can influence which decisions you make. This includes but is not limited to epistemic bias.

Suppose that, as a Buddhist or a lobotomy patient or just a very phlegmatic person, finding your shoelaces tied together didn’t make you angry.


Buddhist, lobotomy patients and phlegmatic people all have things in their closets, they all have things to get angry, upset or confused about. If you are a Buddhist, lobotomy patient and phlegmatic you still see the particular narrative worldview. What you see does not change because after all there will always be something to get tied up on. It is about shaping the things that you do get tied up on and further con... (read more)

I noticed that something is conspicuously missing from this article. Namely, that truth can have disutility as well as utility. There are instances where it is better to not know than to know. For instance, if nazis come to your house looking for Anne Frank, it’s better that they don’t know she is in your attic. It can also be better that someone doesn’t know you don’t like their gift.

Then there are times where the truth can be a hindrance. For example, when I look at the desktop on my computer screen and drag a file to the trash, I am not throwing anythin... (read more)

I think the definition of rational emotions as those based on correct thinking about reality is a bad definition--it makes both the act of modelling the world correctly and communicating your models to others slightly harder instead of slightly easier.

Imagine there is a faucet in front of me. Let's say this faucet is running hot water because I turned the right knob because I incorrectly thought the right knob turned cold water. It would be very strange to say that "The faucet's running of hot water is irrational."; no one would have a clue what you mean.

Ever since I adopted the rule of “That which can be destroyed by the truth should be,” I’ve also come to realize “That which the truth nourishes should thrive.” When something good happens, I am happy, and there is no confusion in my mind about whether it is rational for me to be happy. When something terrible happens, I do not flee my sadness by searching for fake consolations and false silver linings. I visualize the past and future of humankind, the tens of billions of deaths over our history, the misery and fear, the search for answers, the trembling h



The Importance of Saying "Oops"

I just finished reading a history of Enron’s downfall, The Smartest Guys in the Room, which hereby wins my award for “Least Appropriate Book Title.” 

An unsurprising feature of Enron’s slow rot and abrupt collapse was that the executive players never admitted to having made a large mistake. When catastrophe #247 grew to such an extent that it required an actual policy change, they would say, “Too bad that didn’t work out—it was such a good idea—how are we going to hide the problem on our balance sheet?” As opposed to, “It now seems obvious in retrospect that it was a mistake from the beginning.” As opposed to, “I’ve been stupid.” There was never a watershed moment, a moment of humbling realization, of acknowledging a fundamental problem. After the bankruptcy, Jeff Skilling, the former COO and brief CEO of Enron, declined his own lawyers’ advice to take the Fifth Amendment; he testified before Congress that Enron had been a great company.

Not every change is an improvement, but every improvement is necessarily a change. If we only admit small local errors, we will only make small local changes. The motivation for a big change comes from acknowledging a big mistake.

As a child I was raised on equal parts science and science fiction, and from Heinlein to Feynman I learned the tropes of Traditional Rationality: theories must be bold and expose themselves to falsification; be willing to commit the heroic sacrifice of giving up your own ideas when confronted with contrary evidence; play nice in your arguments; try not to deceive yourself; and other fuzzy verbalisms.

A traditional rationalist upbringing tries to produce arguers who will concede to contrary evidence eventually—there should be some mountain of evidence sufficient to move you. This is not trivial; it distinguishes science from religion. But there is less focus on speed, on giving up the fight as quickly as possible, integrating evidence efficiently so that it only takes a minimum of contrary evidence to destroy your cherished belief.

I was raised in Traditional Rationality, and thought myself quite the rationalist. I switched to Bayescraft (Laplace / Jaynes / Tversky / Kahneman) in the aftermath of . . . well, it’s a long story. Roughly, I switched because I realized that Traditional Rationality’s fuzzy verbal tropes had been insufficient to prevent me from making a large mistake.

After I had finally and fully admitted my mistake, I looked back upon the path that had led me to my Awful Realization. And I saw that I had made a series of small concessions, minimal concessions, grudgingly conceding each millimeter of ground, realizing as little as possible of my mistake on each occasion, admitting failure only in small tolerable nibbles. I could have moved so much faster, I realized, if I had simply screamed “OOPS!”

There is a powerful advantage to admitting you have made a large mistake. It’s painful. It can also change your whole life.

It is important to have the watershed moment, the moment of humbling realization. To acknowledge a fundamental problem, not divide it into palatable bite-size mistakes.

Do not indulge in drama and become proud of admitting errors. It is surely superior to get it right the first time. But if you do make an error, better by far to see it all at once. Even hedonically, it is better to take one large loss than many small ones. The alternative is stretching out the battle with yourself over years. The alternative is Enron.

Since then I have watched others making their own series of minimal concessions, grudgingly conceding each millimeter of ground; never confessing a global mistake where a local one will do; always learning as little as possible from each error. What they could fix in one fell swoop voluntarily, they transform into tiny local patches they must be argued into. Never do they say, after confessing one mistake, I’ve been a fool. They do their best to minimize their embarrassment by saying I was right in principle, or It could have worked, or I still want to embrace the true essence of whatever-I’m-attached-to. Defending their pride in this passing moment, they ensure they will again make the same mistake, and again need to defend their pride.

Better to swallow the entire bitter pill in one terrible gulp.

It really is the hardest thing in life for people to decide when to cut their losses.

When you have time and effort invested, it is so difficult to finally decide that 'enough is enough' and stop following that path.

Take simple queing at the bank or checkout or waiting for a bus. After you know you should quit, you feel that joining a new queue means 'losing' all the time already invested in the slower queue.

From financial investments to marriage it is all the same problem. Do I carry on or write it off and try something else?  It is easy to say, but really, really difficult to do.

It would be very useful if we could have some idea of how often people make big mistakes.  Then it would be suspicious if we had gone on much longer than this time thinking we had not made such a mistake.

I think the title of the book was supposed to be ironic: they thought of themselves as the "smartest guys in the room" but their carefully constructed house of cards eventually collapsed.

I know of at least one decision I made that turned out poorly; my choice of college major. I do not know if it was the best decision to have made based on the information I had at the time.

I was considering which of two majors would be better. I was advised to choose one of them. I chose that one.

In my second year of college, I began taking courses specific to that major. I did not like them. I was informed that those courses are, in fact, awful, everyone hates them, but they cover necessary material for the better, more advanced courses, and that once I started to take the upper level courses, I would like the major more than I currently did. I accepted this advice, and did not change majors.

I then began to take higher level courses. As it turned out, they were about as bad as the lower level courses. It took me a while to realize this. By the time I thought it was likely that I was in the wrong major, however, I had taken many courses that could not be easily transferred to any other field. I decided that, as the courses I had already taken were a sunk cost, it would be better to put up with a few more awful courses and then graduate than to transfer to another major and start my college degree from scratch.

In the end, it took me six years to graduate. I graduated in May 2006, worked during the summer of 2006 in a temporary position I did not like, and have been happily job-free ever since (much to the dismay of my parents).

In hindsight, I realize that I would be more satisfied if I had chosen a different major, but I do not know at what point I ought to have known that I should have chosen a different major.

I do not know at what point I ought to have known that I should have chosen a different major.

I suggest, by your second year.  I expect that you hated those classes more than most of the people who continue in that major, and by checking with third-year students, you could have discovered this fact.

In my second year, I took classes that everybody traditionally hated and grumbled about.  And I dutifully grumbled about them along with the rest.  But secretly, I liked them.  (There was much to complain about, but in the end, they were interesting.)  And when second-year students asked me about them in my third year, I believe that I admitted this.  (Ironically, I changed majors in my third year anyway, but for different reasons, and with little waste.)

Well, this is just a hypothesis, but I wonder (if you even notice this comment three years late) if it seems reasonable to you.

One fascinating thing about Enron is that they found a way to corrupt their own standards. They were huge fans of marking assets to market -- which could have averted both savings and loan crises, kept Executive Life from collapsing, averted the Japanese banking crisis, etc. On top of that, they loved incentive-based compensation.

This all fell apart when some Enron traders became the market: if you get paid based on prices, and you set prices, the rest of the Enron story is inevitable.

Apropos:  http://www.somethinghappens.net/d/20070801.html

Why don't you have to take into account the prior probability of the large mistake that occurred?  Of course, you might be biased and believe it to be smaller than it truly is, in which case there should be a whoops moment (your mistake was overconfidence), but clearly there must also be cases in which there was a small prior probability of a big mistake.  Shouldn't we not judge these cases by only examining the outcome?

What's the heuristic supposed to be, here?  Taking your medicine early and going for the big change sounds better, in principle, but I think it amounts to more fuzziness.  The first small bit of evidence that you made a mistake may or may not actually relate to an error.  There are false positives as well as false negatives.  At some point the evidence overwhelms your own risk tolerance (as it relates to future costs, the historical ones are sunk) and you change your mind....or not.  It isn't clear to me that you minimize your costs by jumping to the conclusion that you were wrong any more than you do so by clinging to the idea that you remain correct.

It would be possible to recognize large mistakes too early, rather than too late.  Can anyone here think of any case where they've ever seen a human being do that?

I admit I don't remember any case of people publicly affirming, out of the blue: "I am damn wrong, big time!". 

No homeopath waking up in a regular Tuesday and declaring "Gee!, I'm sorry, I've read an article and realized I've been medicating people with this placebo 'Styrofoam' little balls for the last five years and now I see this was insane. I am publicly apologizing for my patients. I quit. But I am happy that I can see it now, and can still become a specialist in something else."

Confirmation bias seems to grow stronger the more the time passes, and the more public their opinion gets. 

(I know this is an ooooold post, but since I thought about it, why not reply?)

Sure. Assuming you desire a long term romantic relationship, if you end all romantic relationships that you see as most likely insufficiently desirable for a long term relationship there is a good chance you will not develop a good enough grasp of relationship etiquette, skills, & problem solving to appease a candidate that they would deem as a sufficiently desirable long term romantic companion. That behavior wouldn't strictly prevent the person from finding someone who would put up with their lack of knowledge but it sure would have a non-negligible probability of doing so.

I've done it. I've zig-zagged on at least three things, where if I'd had a higher change-my-mind threshold I wouldn't've. Though, I suppose each of those instances were due to catastrophic forgetting, and not actually reasoned arguments.

All the time.  Generally when it's something they don't want to do and are looking for reasons to stop rather than reasons to continue.  At that point small incongruities are automatically taken as evidence that the whole system is flawed.

Eliezer, not bothering to go after a goal may fall into that category. For example, it's reasonable to choose to live an average life, because one is probably mistaken if one thinks one is likely to have strongly positively deviant outcomes in life, such as becoming a billionaire, or procreating with a 1 in a million beauty, or winning a nobel prize for one's academic contributions, or becoming an A list celebrity. So one may choose never to invest in going after these goals, and devote the balance of one's time and energy to optimizing one's odds of maintaining a median existence, in terms of achievements and experiences. I could name people who seem to be doing that, but you've never heard of them.

This is a case of availability heuristic, if I understand what you're saying. That people who screw up and admit only in the end gets into the news; those who admit big mistakes early do not.

Sounds reasonable. But this example is not really about mistakes, just an adjustment of ambitions and expectations, which might even be subconscious. It's not really about right or wrong, as I see it. 

Not so much recognizing mistakes too early.  Rather, mistakenly seeing a mistake where there isn't one.    False positives abound.

"It really is the hardest thing in life for people to decide when to cut their losses."

No it's not.  All you have to do is to periodically pretend that you were magically teleported into your current situation.  Anything else is the sunk cost fallacy.

I don't think the "oops" situation will show up early under all circumstances. If it's a situation where we've been before, tasting success and failure, we could sense its symptoms and diagnose early. But if it's a new venture and we are passionate about it, we'll give it a longer rope hoping for the best.

That said, Enron collapse had many dimensions. Not just the non-admission of a mistake or not having the gall to capitulate. The perpetrators walked into it with eyes wide open, perhaps relying on the theory of "greater fool" - that goes there will always be a greater fool to whom you can palm off your bad bets. Had they been lucky, they would've even gotten away with it all - perhaps selling off to a Private Equity fund just like Sam Zell did (with Equity Office Trust) to Blackstone, sensing the madness of subprime early on, and Schwarzman going public and cashing out...

John wrote: All you have to do is to periodically pretend that you were magically teleported into your current situation. Anything else is the sunk cost fallacy.

Try explaining that to your wife, when you decide that you didn't really want to have a mortgage, two kids to bring up, a job with no prospects, etc. and that the sunk cost fallacy means that you are going off to California with the blonde cheerleader down the road.

BillK, the external consequences of that are the same whether you were just teleported into the situation or got into it yourself.  Though I agree that the internal consequences may be different, if you truly did, in the past, give your word.

Krishna, of course the Enron collapse was complicated, but - at least according to the book I read - they were drinking their own Kool-Aid.

That is exactly the point of my original remark. Knowing that you should cut your losses due to a previous mistaken decision is not the difficult part. Deciding to actually do it and face the consequences is probably one of the hardest things people have to face in their life. It affects people personally because they have to admit that they have spent possibly many years on the wrong path. In some cases it will also have serious consequences on their friends and family.

Some people find it so hard to do that they will commit suicide in preference.

Well said, Bilk.  I agree with you in that not many are endowed with the faculties to spot the rot early on and the eventual courage to walk down the road with the blonde cheerleader.  Deeper we are mired, harder it gets to come out.  I could tangent it to a space travel metaphor. A slew of peripheral factors get built around the `wrong' that becomes the core, to which our existence (including that of our family) gravitates and extrication would call for application of an intense escape velocity, impossible at a time when we are nearly out of gas and don't even have cruising speed.  Even if we manage that, somehow, somehow, we'll find ourselves propelled into a space, a new environment that offers neither gravity nor any kind of support to which we’ve grown so much used to, where we just have to stay suspended not knowing where to go...  It's this vision of uncertainty that holds us back from abject confession, tempting us to evaluate the cost v. benefit that in the near term will mostly be reclining more towards cost ( that of shame induced fear, the looming prospect of sudden loss of self esteem) than benefit (lightness of conscience, a clean slate, scope for restart) .  There is also a grail of hope that there'll-soon-be-a-way-out that tempts us to let our folly will lie buried deep within till we choose to turn the spigot on, at an hour when we have the advantage and to an audience that will laud our triumph than laugh at our misjudgment.

A few years ago I realized I'd been totally wrong for the past two decades - my entire professional life. It felt like my life had been wasted, because, in fact, it had been; none of the skills, none of the knowledge I possessed applied to my new situation. The solid steel building I thought I'd built was turned to sand and blown away in one terrible instant.

Now after years of previously unimaginable success following that epiphany, it all seems like a bad dream, like that part of my life really never happened. The current me is unable to see into the mind that made those mistakes.  It was someone else. That guy could never have achieved what I have now.

Not every change is an improvement, but every improvement is necessarily a change.  If we only admit small local errors, we will only make small local changes.  The motivation for a big change comes from acknowledging a big mistake.

I do not fully understand this last sentence.  Specifically, why does a big mistake imply that a big change needs to be made?  Perhaps I am not understanding the difference between a small mistake and a big mistake.

In other words, is a mistake's "bigness" dependent on how much change is required to undo/fix/prevent the mistake?  Or is is a mistake's bigness dependent on the effects of the mistake?

A simple mathematical error can cause planes to drop out of the sky for lack of fuel.  I instinctively say this is a big mistake with a small change required to fix it.

I think the minor differences between admitting mistakes that require big changes and admitting mistakes that have large consequences trigger different defense mechanisms.  Namely, the former is laziness and the latter is shame.  Knowing where the resistance comes from is useful when overcoming the resistance.  It is also possible to notice the resistance before you realize that a mistake has been made.  Consciously acknowledging a mistake can only happen after you begin to realize that a mistake may have been made.

The big examples you use seem to point toward large, shameful confessions, which makes perfect sense.  They seem to qualify for both big effects and big changes required to fix them.  These probably trigger whatever resistances would have applied to one category or the other.  Which is probably why a post like this is such a useful shot in the arm to make one sit down and self-reflect for a few minutes.

All of which is to say, "Yeah, I agree," with paragraphs instead of three words.

That being said, I don't understand why the motivation for a big change comes from acknowledging a big mistake.  Wouldn't it be the other way around?  If I want to make better, bigger changes, I could start by acknowledging big mistakes.  The motivation for the acknowledgement comes from the desire to improve.  If acknowledging errors provides motivation to change than I would argue that the change is based on guilt or dissatisfaction.  The goal should be positive change, not alleviating pressure on your ego.  If acknowledging mistakes is in the way of the higher goal than throw your ego in the fire and improve.

Is this a possible explanation or corollary to the sunk-costs fallacy of economics?

If anyone's feeling nervous about using this advice is day-to-day situations (in other words, I won't even try to tackle BillK's example of weddings, children, and mortgages), here are 2 positive experiences I've had recently.

At work, after spending >1.5 hrs digging into a problem, I called a coworker for help. We spent an additional 20+ minutes digging into it to no avail. Finally, I realized that I had typed the year wrong, repeatedly used the word "oops" and "mistake", and the call ended shortly thereafter. Now that it's been a few days, I can confidently say that there were no negative repercussions from that. Instead, I was able to complete the task quickly thereafter.

At home, a family member and I were trying to do something new that we had learned by watching videos and reading written instructions. I skipped about half the steps and after saying that I'd been a fool, we were able to start over and finish after a few minutes. The family member did not say anything negative about my mistake afterwards.

And then there are the legions of people who do not admit to even the tiniest mistake. To these people, incongruent information is to be ignored at all costs. And I do mean all costs: when my unvaccinated uncle died of Covid, my unvaccinated dad did not consider this to be evidence that Covid was dangerous, because my uncle also showed signs of having had a stroke around the same time, and we can be 100% certain this was the sole reason he was put on a ventilator and died. (Of course, this is not how he phrased it; he seems to have an extreme self-blinding technique, such that if a stroke could have killed his brother, there is nothing more to say or think about the matter and We Will Not Discuss It Further.) It did not sway him, either, when his favorite anti-vax pastor Marcus Lamb died of Covid, though he had no other cause of death to propose.

I think this type of person is among the most popular and extreme in politics. And their followers, such as my dad, do the same thing.

But they never admit it. They may even use the language of changing their mind: "I was wrong... it turns out the conspiracy is even bigger than I thought!" And I think a lot of people who can change their mind get roped in by those who can't. Myself, for instance: my religion taught me it was important to tell the truth, but eventually I found out that key information was hidden from me, filtered out by leaders who taught "tell the truth" and "choose the right". The hypocrisy was not obvious, and it took me far too long to detect it.

I'm so glad there's a corner of the internet for people who can change their minds quicker than scientists, even if the information comes from the "wrong" side. Like when a climate science denier told me CO2's effect decreases logarithmically, and within a day or two I figured out he was right. Some more recent flip-flops of mine: Covid origin (natural origin => likely lab leak => natural origin); Russia's invasion of Ukraine (Kyiv will fall => Russia's losing => stalemate).

But it's not enough; we need to scale rationality up. Eliezer mainly preached individual rationality, with "rationality dojos" and such, but figuring out the truth is very hard in a media environment where nearly two thirds of everybody gives up each centimetre of ground grudgingly, and the other third won't give up even a single millimetre of ground (at least not until the rest of the tribe has given up a few metres first). And maybe it's worse, maybe it's half-and-half. In this environment it's often a lot of work even for aspiring rationalists to figure out a poor approximation of the truth. I think we can do better and I've been wanting to propose a technological solution, but after seven months no one has upvoted or even tried to criticize my idea.

Not knocking your idea, but usually when you want to complain that "no one has upvoted me" it's good to think again whether you really want to blame other people.

I can guess at a reason why people may not have read that post you linked. I found it long-winded, like a page out of your diary where you're still developing the idea, thinking aloud by writing -- which is excellent to do, but it doesn't seem like something you wrote from the start for other people to read, so it's hard to follow. At least, I'm still puzzled about what you wanted to put forward in it.

Interesting that you seem to see rationality (as opposed to traditional rationality) as a more effective and efficient version of seeking the truth (~epistemic rationality). In that sense, it does seem somewhat similar to doing what EA is trying to do for altruism. 

Another way to frame this: correct for biases in your sensitivity to new information.

Enron was too insensitive to new information. It biased itself towards insensitivity by rewarding those who stuck to the party line.

Conversely, a founder who gives up after hearing a few 'no's from investors is likely too sensitive to new information. They're biased in the opposite direction: it's often easier to give up than to trudge on.

Eliezer's point is that most of us are too insensitive to new information because it's painful to admit that we were wrong. I can agree with this, but it's also not a universal truth because there are times where it's painful to admit that we were right. The universal truth is that it's good to correct for biases in your sensitivity to new information.

I rewrote this as lyrics and fed it into Udio for 5 hours until it gave me this. I think music helps internalize rationalist skills.

Scam or get scammed.  While I completely agree that it's important we all have the humility to admit when we are wrong, I don't think it has much to do with being smart.

I just finished reading a history of Enron’s downfall, The Smartest Guys in the Room, which hereby wins my award for “Least Appropriate Book Title.”

I hope I've understood you correctly here, but you seem to be suggesting they aren't smart because smart people admit to being wrong, and the Enron execs more or less never did admit their 'mistakes'. So the title is "least appropriate" beacuse it characterizes them as "smart".

First, I don't believe that being smart has anything to do with admitting when one is wrong.  Happy to offer some examples.

Next, the author is saying they were smart because they managed to build an empire based on smoke and mirrors without anyone being able to catch them in their lies for such a long time.  If the traders who were out there finding investors and closing deals had been more intelligent someone would've blown the whistle and put a stop to it all.  If the regulators and business partners had figured out when deals fell apart for reasons other than market unpredictability they would've surely gone after Enron on day 1. Instead, they made hundreds of millions before anyone caught on.  This was what made them "smart" - these guys made the entire financial sector look like dummies.

I think the title of the book was supposed to be ironic: they thought of themselves as the "smartest guys in the room" but their carefully constructed house of cards eventually collapsed.

Along the same lines as my above thinking, I definitely do not think the title is meant to be ironic. They are, however, dirtbags and con-men.  But the Enron saga isn't something that any average Joe could pull off: make hundreds of millions in personal wealth, scam the financial giants and even earn their respect.  We have government agencies who have the single mission to prevent stuff like this (FTC, SEC,...).  Definitely requires a bit of intellect and ability to stay two steps ahead of everyone else.

In 2017 the Thomas Fire burned around my home town. I drove down from my ranch in Oregon to help my mother evacuate. While in town, I helped a number of my neighbors and community members, as the fire raged around us for a couple weeks. 

I was so moved by the way the community pulled together that I edited a book about it. We had the book launch a year later and a museum exhibit. I was given a Historical Society award and invited to several meetings, one of which was a closed meeting consisting of about seven men who sat in a circle, with me in the audience watching them talk to each other. They had tasked themselves with making sure that the next conflagration didn't burn the entire town down, as had recently happened in Paradise. 

I will never forget the mayor saying over and over, "We have all the expertise we need to solve this problem, sitting right here in this room." I will also never forget the guy who owned a local insurance company arguing that the answer was to cut down all the trees in the entire valley and only allow lawns and cacti. 

At that point, I spoke up, admitting that I wasn't sure if I had been invited to participate or simply to observe, but I needed to point out that in all the many recent fires along the West Coast there were instances of homes burning to the ground while the trees outside of them were merely singed. I went on to point out that living trees are water resoivoirs that lift water up into the air using capilary action and that houses with mature, well tended trees were actually, statistically, less likely to burn. 

My comments hung in the air for a few moments and then the meeting went on. Even though the ability of well tended trees to actively slow wildfire has been repeatedly demonstrated, within five years people were being made to cut down mature, heritage trees in order to secure homeowner's insurance. I wonder sometimes if that group is still having closed door meetings, solving complex problems with "all the expertise [they] need, right [there] in [that] room." 

That meeting taught me that when a group believes it contains all the relevant expertise it needs, it becomes incapable of saying “oops.” When that happens, even the best intentions can calcify into faulty epistemology.



The Crackpot Offer

When I was very young—I think thirteen or maybe fourteen—I thought I had found a disproof of Cantor’s Diagonal Argument, a famous theorem which demonstrates that the real numbers outnumber the rational numbers. Ah, the dreams of fame and glory that danced in my head! 

My idea was that since each whole number can be decomposed into a bag of powers of 2, it was possible to map the whole numbers onto the set of subsets of whole numbers simply by writing out the binary expansion. The number 13, for example, 1101, would map onto {0, 2, 3}. It took a whole week before it occurred to me that perhaps I should apply Cantor’s Diagonal Argument to my clever construction, and of course it found a counterexample—the binary number (. . . 1111), which does not correspond to any finite whole number.

So I found this counterexample, and saw that my attempted disproof was false, along with my dreams of fame and glory.

The thought went through my mind: “I’ll get that theorem eventually! Someday I’ll disprove Cantor’s Diagonal Argument, even though my first try failed!” I resented the theorem for being obstinately true, for depriving me of my fame and fortune, and I began to look for other disproofs.

And then I realized something. I realized that I had made a mistake, and that, now that I’d spotted my mistake, there was absolutely no reason to suspect the strength of Cantor’s Diagonal Argument any more than other major theorems of mathematics.

I saw then very clearly that I was being offered the opportunity to become a math crank, and to spend the rest of my life writing angry letters in green ink to math professors. (I’d read a book once about math cranks.)

I did not wish this to be my future, so I gave a small laugh, and let it go. I waved Cantor’s Diagonal Argument on with all good wishes, and I did not question it again.

And I don’t remember, now, if I thought this at the time, or if I thought it afterward . . . but what a terribly unfair test to visit upon a child of thirteen. That I had to be that rational, already, at that age, or fail.

The smarter you are, the younger you may be, the first time you have what looks to you like a really revolutionary idea. I was lucky in that I saw the mistake myself; that it did not take another mathematician to point it out to me, and perhaps give me an outside source to blame. I was lucky in that the disproof was simple enough for me to understand. Maybe I would have recovered eventually, otherwise. I’ve recovered from much worse, as an adult. But if I had gone wrong that early, would I ever have developed that skill?

I wonder how many people writing angry letters in green ink were thirteen when they made that first fatal misstep. I wonder how many were promising minds before then.

I made a mistake. That was all. I was not really right, deep down; I did not win a moral victory; I was not displaying ambition or skepticism or any other wondrous virtue; it was not a reasonable error; I was not half right or even the tiniest fraction right. I thought a thought I would never have thought if I had been wiser, and that was all there ever was to it.

If I had been unable to admit this to myself, if I had reinterpreted my mistake as virtuous, if I had insisted on being at least a little right for the sake of pride, then I would not have let go. I would have gone on looking for a flaw in the Diagonal Argument. And, sooner or later, I might have found one.

Until you admit you were wrong, you cannot get on with your life; your self-image will still be bound to the old mistake.

Whenever you are tempted to hold on to a thought you would never have thought if you had been wiser, you are being offered the opportunity to become a crackpot—even if you never write any angry letters in green ink. If no one bothers to argue with you, or if you never tell anyone your idea, you may still be a crackpot. It’s the clinging that defines it.

It’s not true. It’s not true deep down. It’s not half-true or even a little true. It’s nothing but a thought you should never have thought. Not every cloud has a silver lining. Human beings make mistakes, and not all of them are disguised successes. Human beings make mistakes; it happens, that’s all. Say “oops,” and get on with your life.

"So I found this counterexample, and saw that my attempted disproof was false, along with my dreams of fame and glory."

I know how that feels. When I was 14 or so, I took a course on cryptography, and the textbook proclaimed that modular inverses were the basis of public-key algorithms like RSA. I felt that modular inverses were crackable, and I plodded along on the problem for a few weeks, until I finally discovered a polynomial-time algorithms for doing modular inverses. It turned out that I had reinvented Euclid's algorithm, and the textbook authors were idiots.

Well, that's a pretty impressive "error" though. :-)

Not to draw attention away from your main argument, but how does 1101 map onto {0, 2, 3}?  It's probably obvious, but I don't see it.

It's the positions of the ones, starting from position zero on the far right. Similarly, 19 (10011) would map to {0, 1, 4}.

Phil: Build the set from the used exponents of the powers of two. For instance,
1101[2] = 20 + 22 + 2**3

So I found this counterexample, and saw that my attempted disproof was false, along with my dreams of fame and glory.

Feels familiar - when I was younger, I proved the Poincaré conjecture, and Fermat's last theorem (twice). I generally managed to slay my proofs by myself, though I felt not regret at being wrong, just frustration and anger at myself.

Even now, as a mathematical researcher, it's very hard to give up a nice result that can't be proved. But I manage. And I do feel that there is a silver lining: greater, more confident accuracy.

After the fact you could see you made a mistake.  But the key question is: what were the clearest signals at the time, the sort of signals you had a chance to notice and recognize?  What is the warning to others?  Presumably it is not to give up after your first failure.

But the key question is: what were the clearest signals at the time, the sort of signals you had a chance to notice and recognize?

In my case, it was the fact that brilliant mathematicians had tried to prove these results for generations. No matter how brilliant I think myself, it would be unlikely for me to have found a simple proof where everyone else had failed.

Minor quibble: since binary 0.1111... is 1, you need a number like 0.1010101... to get an actual counterexample.

It seems like one of the key factors in your story, Eliezer, is that you had read that book on math cranks. You were able to make the leap from your project of disproving Cantor and see its implications for the rest of your life thanks in part to having the example of the math crank in your mind.

Seeking evidence outside the immediate domain of inquiry can be tricky because it might lead one to include evidence that has no bearing on the actual problem, but because human endeavors don't happen in a vacuum, it's a great way of checking yourself for more general errors (like tilting at windmills).

Most math teachers would be delighted if a student was able to understand Cantor's proof, think critically enough to search for a counter-proof, think creatively enough to describe a counter-proof (and based on different mathematical constructs at that), even though the proof was wrong at some critical steps.

This would be quite an achievement even for those who do not go on to the crucial last step of thinking self-critically enough to find the mistake in that "proof."

Minor quibble: since binary 0.1111... is 1, you need a number like 0.1010101... to get an actual counterexample.

Afaict, the original post doesn't contain any mention of binary fractions.
An infinite binary sequence consisting entirely of ones doesn't represent any finite integer.

It seems to be a common childhood experience on this list to have tried  to disprove famous mathematical theorems.

Me, I tried to disprove the four-color map conjecture when I was 10 or 11.  At that point it was a conjecture, not a theorem.  I came up with a nice moderate size map that, after a apparently free initial labelling and a sequence of apparently forced moves, required a fifth color.

Fortunately the first thing that occured to me was to double-check my result, and of course I found a 4-color coloring.

I expect that many people who grew up to be scientists and mathematicians attempted to create famous proofs when they were young, but I also expect that for many engineers such as myself our youthful folly went more along the direction of perpetual motion machines.  I'd actually like to see some research on what the correlations really are.

LOL.  Color me for both, Andrew.  Perpetual motion using magnetic levitation in a vacuum at 10.  Attempting to come up with a simple proof of Fermat's Theorem at 20 (if there was an easy way to determine n-roots of non-primes, I'd have been SET!  :-)   )

When I was 13, I thought I had a proof in principle that there must be a minimum possible distance-- because to move is to move a finite distance, but no sum of infitesimal distances can compose a finite distance. I shared my idea with a professional physicist, who dismissed my idea using an appeal to authority. I don't care how fabulous the authority was, nor how ignorant I may have been, it was a terrible thing to for him to do that. It killed my enthusiasm for questioning physics, or math, at the time.

"I challenge the "rules" set out by whomever thinks he's the know-all on what can be done with a compass and straight edge."

I would be interested to see what you can get out of a compass and straightedge if you change the allowable operations. You could wind up with something much more complex than the things the ancient Greeks studied (think of how much more complex a Riemannian manifold is than a Euclidean n-space, once you remove a few of Euclid's axioms).

I know this is an old comment, but the answer is actually quite nice.

What the compass and straight-edge basically give you is the capacity for solving quadratic equations. There's a field of numbers between the rational and real numbers called the Constructible numbers that completely characterizes what can be done there.

Alternative techniques (e.g., folding) can allow one to solve cubic equations, and so the field of numbers that can be constructed in this way is an extension of the Constructible numbers.

So the full answer to "what you can get if you change the allowable operations" is that construction techniques correspond to field extensions of the rational numbers, and this characterizes their expressive power.

The ancient Greeks themselves played around with the rules. Archimedes used a "marked straightedge" to trisect an angle.

The first hit on google for trisect an angle is about ways to do it, not discussions of impossibility.

It seems to me that unless Eliezer was unusual in some other important way not described, he was not at close risk of becoming a math crank.

I'm also getting that impression, Robin.  I'd say, "But there may be a selection effect in the people who comment at Overcoming Bias", but perhaps that would be, well, clinging.

This of course begs the question of where math cranks do come from.

While many people have mentioned similar disappointments, no one has echoed "I'll get that theorem eventually...even though my first try failed!" That was what seemed like a really bad sign when I read the essay before the comments. But I think we're really bad at communicating feelings, so I don't know how the feelings relate, how strong they were, and especially, how the commenters see the parallels with their reactions.

While many people have mentioned similar disappointments, no one has echoed "I'll get that theorem eventually...even though my first try failed!" That was what seemed like a really bad sign when I read the essay before the comments.

I think it's worse than that. Many people mentioned that they have tried to solve open conjectures, which is something that would require exceptional intelligence, expecially without many years of experience.
But if you are a smart teenager, thinking that you are exceptionally intelligent falls in the range of normal juvenile hubris.

Yudkowsky didn't try to solve an open conjecture. He tried to disprove a theorem. A theorem that was proved one hundred years ago, and has been known by pretty much everybody who had a math education since then.
Thus, Yudkowsky didn't just think he was exceptionally intelligent, he thought that everyone else was basically an idiot.

That's actually a bad symptom of crackpot thought patterns, IMHO.

This argument that one should admit when they're wrong doesn't generalize beyond the exact reasoning of mathematical proofs and the like.  In probablistic reasoning one can be, indeed usually is, wrong but close.  The whole Bayesian worldview is predicated on the assumption that being a little bit wrong, or less wrong than the next guy, means you are probably on a more correct track towards the truth.   But it doesn't and can't prove that, given just a few more important bits of information, the guy who's currently "more wrong" is right after all... (read more)

Would any regular commenters/readers object if I deleted comments like those from "a woo just like you"?  I've always been nervous around censorship, especially where it carries the appearance of conflict of interest, but lack of censorship also carries its penalties.  If I don't get any requests not to do so, I'll delete the comment tomorrow.

As I'm not much of a contributor, you can take my suggestion with a grain of salt but: Why not file away all deleted non-spam comments to a place where they can be read, but are out of the way? That way, moderators don't have to worry so much about censoring people and can instead focus on keeping discussions civil/troll-free.

I would much prefer that, but I don't think this blog has the technology.

Do you remember the title of the book? It sounds interesting, speaking as a lapsed mathematician.

Not sure if this is cranky or not, but when I was youthful I noticed that the Lorentz transformation
of space-time due relativistic effects, square root of one minuc v squared over c squared, implies
an imaginary solution for an v greater than c, that is for traveling faster than the speed of light.
Now, most sci fi stories suggest that one would go backwards in time if one exceeded the speed of
light, but I deduced that one would go into a second time dimension.

Of course the problem is that as long as Einstein is right, it is simply impossible to exceed the
speed of light, thereby making the entire speculation irrelevant.

I don't like the formulation: "A thought you should never have thought."

I'd prefer, "An idea you should have quickly rejected."

I suspect that many genuine innovations might first appear to be mistakes or unwarranted challenges to the prevailing wisdom.  They should be thought.  And they should be considered and criticized.  But, we should be ready to reject them if they don't survive the criticism.

Don't know what your blogging software allows, but richarddawkins.net now has a separate thread for off-topic posts; you click on a label at the end of the article to get to the off-topic thread.

I love this site. Found it when looking at a piece of crackpot science on the internet and, wondering, typed "crackpot" into google.  I am trying to argue with someone who's my nemesis in most every way, and I'm trying to do it honestly.  I feel his vested interest in the preferred answer vastly biases his judgment & wonder what biases do I have, and how did they get there.  You seem to address a key one I liken to tree roots, growing in deep and steadfast wherever you first happen to fall, whether it's good ground or not.

Not unlike that analogy, I landed here first, on your post, and found it very good ground indeed.

If you want another couple threads to start exploring, one very good starting place is What Do We Mean By Rationality? and its links; then there is the massive collection of posts accumulated in the Sequences which you can pick over for interesting nuggets. A lot of posts (and comments!) will have links back to related material, both at the top and throughout the text.

Just to make it explicit: I really appreciate your "welcome" comments, they're good for the site.  Thanks.

Let me echo ciphergoth. The effect is broader than you might think; it was because of one of these sorts of comments that I (years later) found the introduction thread when I did. 

Admittedly, most readers probably don't start from the beginning and work their way forward. But some of us do!

This is one of my favorite crackpot writings. It does seem plausible that held breath underwater swimming is really good exercise. http://www.winwenger.com/ebooks/guaran.htm

Since everyone is sharing their stories, here's mine. When I was around 10, a family friend introduced me to the four-color map problem. I spent months trying to draw a map that required five colors, and one time I thought I had it. I dreamed of fame and glory for a few hours, then I showed the map to a relative who colored it with four colors. Shortly after, I accepted that I wasn't going to get it and stopped.

what a terribly unfair test to visit upon a child of thirteen.  That I had to be that rational, already, at that age, or fail.

I always find it odd that you seem to write as though there is no hope of redemption when one makes a mistake of this magnitude. Certainly, lifetimes can be lost to such mistakes. But then, sometimes, it only takes a week to realise our folly, neh?

I fear that I might be currently trapped in this error: I've always resented Gödel's Incompleteness Theorems.  When I was about 17 I thought I'd disproved 1IT (turned out I'd just reconstructed the proof of 2IT and missed the detail that Con(T)≠ProvT(Con(T))).  It took me about a year after that to realise that, no, I wasn't going to disprove the ITs no matter how much I wanted to, and I accepted that trying to disprove them anyway would be a crackpot thing to do.  Since then I've been trying to construct a philosophical framework of mathematics in which the ITs become irrelevant.  Have I, in fact, taken the Crackpot Offer?

I don't remember ever coming up with a false disproof in math, though I did manage to "solve" perpetual motion machines. I did successfully prove a trivial result in solving quadratic equations in modular arithmetic.

Eliezer, did you realize at the time that what you had done was construct the basic outline of the proof that 2^aleph0 = aleph1? There was an interesting gem hiding in your disproof, had you looked. Reversed stupidity is not intelligence, and all that :)

With all due respect to Eliezer, there exists an institution that can protect you from the danger described in the post. It's called "math school". Sometime in tenth grade, I came up with a proof of the continuum hypothesis that my teacher couldn't immediately overturn. We had a fun time finding the catch, then moved on to other things.

I once thought I could prove that the set of all natural numbers is as large as its power set. However, I was smart enough to acknowledge my limitations (What‘s more likely: That I made a mistake in my thinking I haven‘t yet noticed, or that a theorem pretty much any professional mathematician accepts as true is actually false?), so I activly searched for errors in my thinking. Eventually, I noticed that my methods only works for finite sub sets (The set of all natural numbers is, indeed, as large as the set of all FINITE subsets), but not for infinite subsets.

Eliziers method also works for all finite subsets, but not for infinite subsets

As a kid, I was introduced to an interesting contraption (that was supposed to be a party trick kind of thing) that I then dreamed for years of using to generate free energy (and therefore to be able to fight against entropy with). It was a ramp with the middle cut out so it looks like a "V" that you have a roller for made of 2 cones base-to-base. The cones look like they roll up the ramp. This does not work, but it took me half a decade to learn this.

My other one is that I heard about the angle trisection thing and "found ... (read more)

perhaps I should apply Cantor’s Diagonal Argument to my clever construction, and of course it found a counterexample—the binary number (. . . 1111), which does not correspond to any finite whole number.

I’m not following despite having recently reviewed Cantor’s Diagonal Argument. I can imagine constructing a matrix such that the diagonal is all ones… but I don’t see how this connects up to the counterexample claim above.

Also, why worry that an infinite binary representation (of any kind) doesn’t correspond to a finite whole number? I suspect I’m missing something here. A little help please to help close this inferential distance?



Just Lose Hope Already

Casey Serin, a 24-year-old web programmer with no prior experience in real estate, owes banks 2.2 million dollars after lying on mortgage applications in order to simultaneously buy eight different houses in different states. He took cash out of the mortgage (applied for larger amounts than the price of the house) and spent the money on living expenses and real-estate seminars. He was expecting the market to go up, it seems. 

That’s not even the sad part. The sad part is that he still hasn’t given up. Casey Serin does not accept defeat. He refuses to declare bankruptcy, or get a job; he still thinks he can make it big in real estate. He went on spending money on seminars. He tried to take out a mortgage on a ninth house. He hasn’t failed, you see, he’s just had a learning experience.

While this behavior may seem to be merely stupid, it also puts me in mind of two Nobel-Prize-winning economists . . .

. . . namely Merton and Scholes of Long-Term Capital Management.

While LTCM raked in giant profits over its first three years, in 1998 the inefficiences that LTCM were exploiting had started to vanish—other people knew about the trick, so it stopped working.

LTCM refused to lose hope. Addicted to 40% annual returns, they borrowed more and more leverage to exploit tinier and tinier margins. When everything started to go wrong for LTCM, they had equity of $4.72 billion, leverage of $124.5 billion, and derivative positions of $1.25 trillion.

Every profession has a different way to be smart—different skills to learn and rules to follow. You might therefore think that the study of “rationality,” as a general discipline, wouldn’t have much to contribute to real-life success. And yet it seems to me that how to not be stupid has a great deal in common across professions. If you set out to teach someone how to not turn little mistakes into big mistakes, it’s nearly the same art whether in hedge funds or romance, and one of the keys is this: Be ready to admit you lost.

Excellent post.  And very relevant, after Valentine's Day.

This reminds me of so many stories whose explicit moral is "never give up."  The hero keeps trying after everyone told him to quit, and in the end he succeeds, and the audience comes out of the theater reaffirming the value of hope.  But, in real life, what a terrible thing to teach people.

In conventional story structure, even though the hero never gives up, by the second turning point around 3/4 into the story, after having failed, he CHANGES STRATEGY, and succeeds. It's not the stories' fault if the audience doesn't get the message.

Sometimes. More often the hero just tries AGAIN, BUT HARDER.

Good point.  Robin's comment, and Eliezer's post, reminds me of this excellent article at The Situationist:

http://thesituationist.wordpress.com/2007/02/20/dispositionist-situational-characters/

Probability of success if you continue: small.
Probability of success if you give up: zero.

On the other hand, this analysis only matters if the cost of failure is no worse than the cost of giving up. The "rational" thing to do would be to give up if and only if (probability of success  utility of success) + (probability of failure  utility of failure) < (utility of giving up).

There are a lot of things that one can achieve through sheer persistence, but there are othe... (read more)

You're ignoring the probability of succeeding at something else. If you're still doing this, it's zero. If you give up, it's not.

Of course, that can also be considered a cost of failure, in which case you didn't ignore it.

Edit: This is equivalent to counting opportunity cost as a cost of failure that's not a cost of giving up, so maybe you weren't ignoring it.

This behavior seems similar to that engaged in by gamblers who keep betting, despite heavy losses at the beginning of the night, figuring that if they stay in long enough they might be able to get their money back (and possibly more besides).  In some respects, this behavior seems to be primarily motivated by the desire to have what you've already done "count for something".  That is, the person is compelled to keep trying at whatever it is they're doing so as not to have to face the fact that they've wasted time and resources -- because if they ... (read more)

The best trading advice I ever read was from Martin Mayer:

It might make sense to ignore evidence that you are likely to fail if it is a competitive situation and the evidence comes from a rival who is likely to gain if you give up.

As far as Casey Serin was concerned, that didn't apply. The evidence came from a bank that stood to gain if he succeeded.

"If at first you fail, then try, then try again. After that, stop. There's no use being a damn fool about it."

"Probability of success if you continue: small.
Probability of success if you give up: zero."

Doug, that's exactly what people say to me when I challenge them on why they buy lottery tickets.  "The chance of winning is tiny, but if I don't buy a ticket, the chance is zero."

I can't think of one single case in my experience when the argument "It has a small probability of success, but we should pursue it, because the probability if we don't try is zero" turned out to be a good idea.  Typically it is an excuse not to confront the flaws of a plan that is just plain unripe.  You know what happens when you try a strategy with a tiny probability of success?  It fails, that's what happens.

The Simpsons gave us the best advice:  "Can't win, don't try."

I can't think of one single case in my experience when the argument "It has a small probability of success, but we should pursue it, because the probability ifwe don't try is zero" turned out to be a good idea. 

...sign up for cryonics, something that has a much better than "small" chance of working.

That is, the chances of cryonics working is something like six or seven orders of magnitude better than winning the lottery.

That is, the chances of cryonics working is something like six or seven orders of magnitude better than winning the lottery.

While that shows the lottery is stupid, it doesn't show that cryonics has made it into smart territory. Things are further complicated by the fact that your odds of winning the lottery are known, certain, and printed on the ticket- your odds of winning the cryonics lottery are fundamentally uncertain.

No.  If everything else we believe about the universe stays true, and humanity survives the next century, cryonics should work by default.  Are there a number of things that could go wrong?  Yes.  Is the disjunction of all those possibilities a large probability?  Quite.  But by default, it should simply work.  Despite various what-ifs, ceteris paribus, adding carbon dioxide to the atmosphere would be expected to produce global warming and you would need specific evidence to contradict that.  In the same way, ceteris paribus, vitrification at liquid nitrogen temperatures ought to preserve your brain and preserving your brain ought to preserve your you, and despite various what-ifs, you would need specific evidence to contradict that it because it is implied by the generalizations we already believe about the universe.

We might be thinking of different generalizations here.

Almost certainly. I am specifically referring to the generalisation quoted by David. It is, in fact, exactly the reasoning I used when I donated to the SIAI. Specifically, I estimate the probability of me or even humanity surviving for the long term if we don't pull off FAI to be vanishingly small (like that of winning the lottery by mistake without buying a ticket) so donated to support FAI research even though I think it to be, well, "impossible".

More straightforward examples crop up all the time when playing games. Just last week I bid open misere when I had a 10% chance of winning - the alternatives of either passing or making a 9 call were guaranteed losses of the 500 game.

The cost of homes for sale is now on the decline.  Buyers go out and negotiate.

Eliezer: I can actually think of one case in which the argument "It has a small probability of success, but we should pursue it, because the probability if we don't try is zero".

Say someone is dying of a usually-fatal disease, and there's an experimental treatment available that has only a small probability of working.  If the goal is to not have the person die, it makes more sense to try the experimental treatment than not try it, because if you don't try it, the person is going to die anyway.

I can actually think of one case in which the argument "It has a small probability of success, but we should pursue it, because the probability if we don't try is zero" is potentially a reasonable one.

Yeah, but Anne, I've never in real life encountered that situation.

PS:  What our putative terminal patient ought to do is sign up for cryonics, something that has a much better than "small" chance of working.  And if the experimental treatment would get in the way of that, forget the experimental treatment.  If people didn't cling to tiny hopes, they might see their large ones.

Eliezer: Agreed, though I'd probably classify cryonics as a kind of experimental treatment. And I think that in the case of any illness bound to destroy the brain (e.g., Alzheimer's), cryonics is, well, almost a no-brainer (no pun intended).

Casey's problem isn't that he's still "trying."  If I was in his situation, I'd keep trying as well.  His future depends on it.  His real problem is he isn't trying the right things.  He's let properties go into foreclosure that he should have negotiated deeds in lieu for a long time ago.  He should have declared bankruptcy a long time ago.  He should have fixed up his properties a little bit at least to show better.  He should have gotten a job as a source of income.

If you're interested, I actually interviewed Casey last year when this first happened.  You can read the story here.

Um, how come nobody is focusing on the fact that he LIED to get the mortgages?  Surely that's the more grave mistake.  Had he applied legally, he might not be in debt that he can't repay.  He should be in jail for fraud, not lambasted by bloggers for his failure to admit defeat.

Nigel, that's a good point.  The skill of rationality is not to lose all hope, but to lose certain specific hopes under specific conditions.

Rafe, that's also an important point in how-not-to-be-stupid.  Reality being intertwined, it is very hard to create a genuinely realistic deception.  If you once tell a lie, the truth is ever after your enemy, and all truths entangled with that truth.

We seem to have a disproportionate number of sayings and heuristics making us less impulsive and making our time horizons longer. That might have developed as a way of sustaining the long-term discounting we humans have in comparision to other animals; http://www.wjh.harvard.edu/~mnkylab/publications/animalcommunication/constraints.pdf
has a nice diagram (figure 3) showing the difference between human (slowest), rats and pidgeons (fastest discounting). Slow discounting might be linked to our foraging lifestyle, http://www.wjh.harvard.edu/~mnkylab/publicati... (read more)

There is a story for very young children called "The Carrot Seed" where a little boy plants a carrot seed and waters it and pulls out the weeds around it, and keeps on doing so even though everyone keeps telling him nothing will grow.  At the end, of course, a giant carrot comes up.  I've always had mixed feelings about reading that story.  On the one hand, you don't want to send the message that things are true just because you believe, and that evidence to the contrary doesn't matter.  On the other hand, you do want to innoculate the kid agains... (read more)

I would be good to get data about how often real world suggestions to give up hope were good solid advice, and how often they came from malice or jealosy.

Anders, there's no obvious connection between slow discounting and irrational persistence. Slow discounting is relevant when deciding whether to undertake a sunk investment (based on its ex-ante expected return), but once the investment has been incurred the sunk cost should be ignored as having no bearing on further decisions.

RBH said:
"It might make sense to ignore evidence that you are likely to fail if it is a competitive situation and the evidence comes from a rival who is likely to gain if you give up.

As far as Casey Serin was concerned, that didn't apply. The evidence came from a bank that stood to gain if he succeeded."

There may be a version of Casey out there that suceeded, because he gambled one year earlier than Casey. If Casey had pulled this off, he would have been considered a real estate genius.

Some similarly business-minded folks from the old country also run into tough times, due to their own innovative ideas for creating wealth, just like Casey:

Uzbekistani immigrants await discussion of entrepreneurial methods

Is there some misterious, but great difference between getting -1000000$ and -100000000 in USA?

If there isn't such a thing, the wrong choices may have been made, but not by the Casey Serin.  In fact, if we are speaking jury (12 honest tax payers), it may be rather smart idea to spend few millions USD on their, honest tax payers of his state, favorite charities at this point.  To spend a few thousands on lawers and psichologists too.

PS.  The politicians do spend a lot of money their countries don't actually own to delay the current Recession and make the next Great Depression out of it.  And I do believe, they have rather good chances to succed at getting this Depression and getting away with it too.

If you're in the hole 2.2.mil, what is the harm to you of doubling down? You'll have to declare bankruptcy twice as loudly? 

This point was actually driven home to me over 20 years ago when I interviewed for trading position. If your company is way in the hole, it may as well take what assets it has and make a leveraged bet. Either it gets out of the hole, or it's twice as broke, which given limited liability, really isn't any more of a problem for the corporate officers.

Of course. That was the point. If you can make more bets than you can cover, and suffer no liability when you can't, you've got yourself a license to steal. And clearly the trader knew it. 

This is why I have decided not to be an entrepreneur. All the studies say that your odds are just not good enough to be worth it.

Closely related: escallation of commitment While it's possible to not escalate commitment when you're in a losing situation, it is often our default tendency.

So I think it depends. If the probability stays at the same rate after trying each time, then you should quit. Like lottery ticket example that Eliezer gave is an example to that. But if there is an improvement, even if it's slight, then maybe keep trying it? It may be tricky, because every time you can say "but there is still a chance right" ? If you plot the events on a model like Markov chain, then it could be easier to be rational.



The Proper Use of Doubt

Once, when I was holding forth upon the Way, I remarked upon how most organized belief systems exist to flee from doubt. A listener replied to me that the Jesuits must be immune from this criticism, because they practice organized doubt: their novices, he said, are told to doubt Christianity; doubt the existence of God; doubt if their calling is real; doubt that they are suitable for perpetual vows of chastity and poverty. And I said: Ah, but they’re supposed to overcome these doubts, right? He said: No, they are to doubt that perhaps their doubts may grow and become stronger. 

Googling failed to confirm or refute these allegations. But I find this scenario fascinating, worthy of discussion, regardless of whether it is true or false of Jesuits. If the Jesuits practiced deliberate doubt, as described above, would they therefore be virtuous as rationalists?

I think I have to concede that the Jesuits, in the (possibly hypothetical) scenario above, would not properly be described as “fleeing from doubt.” But the (possibly hypothetical) conduct still strikes me as highly suspicious. To a truly virtuous rationalist, doubt should not be scary. The conduct described above sounds to me like a program of desensitization for something very scary, like exposing an arachnophobe to spiders under carefully controlled conditions.

But even so, they are encouraging their novices to doubt—right? Does it matter if their reasons are flawed? Is this not still a worthy deed unto a rationalist?

All curiosity seeks to annihilate itself; there is no curiosity that does not want an answer. But if you obtain an answer, if you satisfy your curiosity, then the glorious mystery will no longer be mysterious.

In the same way, every doubt exists in order to annihilate some particular belief. If a doubt fails to destroy its target, the doubt has died unfulfilled—but that is still a resolution, an ending, albeit a sadder one. A doubt that neither destroys itself nor destroys its target might as well have never existed at all. It is the resolution of doubts, not the mere act of doubting, which drives the ratchet of rationality forward.

Every improvement is a change, but not every change is an improvement. Every rationalist doubts, but not all doubts are rational. Wearing doubts doesn’t make you a rationalist any more than wearing a white medical lab coat makes you a doctor.

A rational doubt comes into existence for a specific reason—you have some specific justification to suspect the belief is wrong. This reason, in turn, implies an avenue of investigation which will either destroy the targeted belief or destroy the doubt. This holds even for highly abstract doubts, like: “I wonder if there might be a simpler hypothesis which also explains this data.” In this case you investigate by trying to think of simpler hypotheses. As this search continues longer and longer without fruit, you will think it less and less likely that the next increment of computation will be the one to succeed. Eventually the cost of searching will exceed the expected benefit, and you’ll stop searching. At which point you can no longer claim to be usefully doubting. A doubt that is not investigated might as well not exist. Every doubt exists to destroy itself, one way or the other. An unresolved doubt is a null-op; it does not turn the wheel, neither forward nor back.

If you really believe a religion (and don’t just believe in it), then why would you tell your novices to consider doubts that must die unfulfilled? It would be like telling physics students to agonize over whether the twentieth-century revolution might have been a mistake, and that Newtonian mechanics was correct all along. If you don’t really doubt something, why would you pretend that you do?

Because we all want to be seen as rational—and doubting is widely believed to be a virtue of a rationalist. But it is not widely understood that you need a particular reason to doubt, or that an unresolved doubt is a null-op. Instead people think it’s about modesty, a submissive demeanor, maintaining the tribal status hierarchy—almost exactly the same problem as with humility, on which I have previously written. Making a great public display of doubt to convince yourself that you are a rationalist will do around as much good as wearing a lab coat.

1See “Professing and Cheering” in Map and Territory.

This is a good post, and it suggests a whole series of similar posts: take each of the cues people treat as signs of rationality, and dig deeper to look for when exactly rational people would or would not display those signs.  Watch out for people proud to display the cue even when rational people would not have it.

Perhaps we're just using words differently, but I'm not sure I agree with either of these. I would have thought that recognising valid doubts would be useful in making decisions, even when the information necessary to resolve such doubts with certainty may not be available; and in some cases, the gains in terms of improved decision-making may not be worth the cost of investigating and resolving the doubt.

I think I'm using "doubt" as almost coextensive with "uncertainty", and I'm not entirely sure what else it would mean, but do you mean something else?

A great post (in a series of great recent posts from Eliezer), and so far the comments on this post are very strong too.

PS I love this line for the double scoop of transparency: "Making a great public display of doubt to convince yourself that you are a rationalist, will do around as much good as wearing a lab coat."

Good point, conchis.  By "doubt" I don't mean assigning a probability unequal to 1 - all probabilities are like that, in my book.  If I'm pretty sure that a coinflip is fair, I don't say I "doubt" whether the result will be heads or tails - it doesn't feel the same as doubting whether it's possible to revive a cryonics patient.

It seems to me that the word "doubt" could refer to two different things.  First, it could be descriptive, an emotion that human beings sometimes feel, for example what kids feel when they start to wonder whether Santa Claus really exists.  Second, "doubt" could have a pure mathematical meaning: an ideal Bayesian seeing a probabilistic opportunity to destroy a belief (downgrade its probability) by following a path of investigation.  A human rationalist's Type-1 'doubts' should also qualify as Type-2 'doubts'.

http://www.mja.com.au/public/issues/174_07_020401/mvdw/mvdw.html

"And yet, the practice of medicine involves more than its subservience to evidence or science. It also involves issues such as the meaning of service and feelings of professional pride."

Hopefully:  Heh.  I have sometimes thought that all professional lectures on rationality should be delivered while wearing a clown suit, to prevent the audience from confusing seriousness with solemnity.

But I still don't know what you mean by "transparency"; you've used it before, and I can think of more than possible meaning to it.

I think the phrasing that 'Jesuit novices are told to doubt everything' is a loose interpretation of the very demanding initial two year training period that novices have to undergo. The Jesuits want only the best people and try hard to weed out the weaker applicants, so that only the most dedicated survive the initial training period.

The Catholic Encyclopaedia describes the Jesuit training here:
Note: Their article may be biased.  :)
http://www.newadvent.org/cathen/14081a.htm

Quote:
the novice is trained diligently in the meditative study of the truths of religion, in the habit of self-knowledge, in the constant scrutiny of his motives and of the actions inspired by them, in the correction of every form of self-deceit, illusion, plausible pretext, and in the education of his will, particularly in making choice of what seems best after careful deliberation and without self-seeking. Deeds, not words, are insisted upon as proof of genuine service, and a mechanical, emotional, or fanciful piety is not tolerated.

If the applicant survives for two years, then his real training begins.

Eliezer, I'm using transparency to mean people wearing lab coats, or making great public displays of doubt being open and honest to themselves and others about why they're doing so. I think it's a standard usage of the word.

Eliezer, I still don't think the definition of doubt you posit in your comment accounts well for its usage in your post. There are a number of topics that I have only cursory knowledge on, and positions on ideas in those topics that I judge as having only a limited probability of truth. Most of these topics are on the periphery of my awareness most of the time, and only have a very limited usefulness to me, and are not very interesting. While I could easily investigate these matters in more depth and come to a more well-considered position on many ideas, I have no motivation to. So do I have doubts about these? According to your definition, yes, but that doesn't quite work. If the topics were to become important to me for some reason (whether because they were necessary to solve some problem I were working on or just because I became interested in them) then I would have doubts, and I would fill out my knowledge to get rid of them.

Maybe all your definition needs is a proviso that the utility of the increased certainty about a topic (which would be determined by the goal system of the intelligence, and might be technically arational) must outweigh the cost of the line of inquiry suggested by the doubt. More precisely, that the utility of resolving the doubt be higher than the utility of saving resources for other pursuits.

Eliezer, I think I'm starting to see what you're getting at a little more with your second definition ("an ideal Bayesian seeing a probabilistic opportunity to destroy a belief (downgrade its probability) by following a path of investigation"). But I'm still not entirely sure whether I would agree with the two points in your post that I originally took issue with.

If I come up with a reason to doubt the probability I previously assigned to some outcome, then, because (as an ideal Bayesian) I shouldn't expect to change the probability assigned to something as a result of new evidence, I should presumably revise my probability estimate down immediately - before seeing any evidence at all. But once that's done, whether or not the doubt warrants further investigation, or still needs in some sense to be resolved still seems an open issue. To be honest, I'm not even entirely sure what "resolution" would mean in this context any more. (Unless, perhaps, you simply mean the initial downgrading of probability?)

Conchis, the path of investigation would have a high probability of changing your current estimate up or down (by the same weighted amount), so your current estimate can still be your best guess as an ideal Bayesian while still making the investigation likely to change it to be more accurate.

pdf23ds: Of course, but I interpreted Eliezer as having in mind an asymmetrical (and, I might add, intuitive) definition of doubt, that placed a higher probability on downgrading. I might have misunderstood him though.

Conchis, I didn't get the impression that a doubt more often downgrades than it upgrades, since you can just as easily doubt a low estimation as a high one, and since you can express any probability of X greater than .5 as one of ~X under .5. Someone can just as easily doubt their atheism as they can their theism.

But the doubts could be asymmetrical. What about a path of investigation (POI) that had a 10% chance of increasing you estimation by .3 and a 90% chance of lowering it by .03? (Those numbers might not actually be balanced, but I think you get the idea.)

pdf23ds, I'm not sure we're really disagreeing about anything here. I would naturally define a doubt in exactly the way you seem to suggest. But if you use it that way, then the two points of Eliezer's I took issue with in my first comment don't seem to follow. I took Eliezer's response as attempting to find an alternative definition on which they did follow, and then pointed out that the alternative definition he seemed to be offering didn't make sense. Maybe I misunderstood something along the way here, but I'm certainly not arguing for that definition myself.

'No, they are to doubt that perhaps their doubts may grow and become stronger.'

This establishes the a rule for using doubt as bias against any future information that would perhaps increase preexisting doubts. It is a bias because it does not apply the rule for doubt about anything that perhaps increases belief, or perhaps maintains the assessment of current doubt/belief.

Having instructed a rule for doubt about 'perhaps' for only one 'perhaps', the rule provides a default increase in the amount of information required to overcome that particular 'perhaps'. That increased amount of information needed is the amount needed to overcome the imposed 'doubt'.

That this amount is established by rule conveys the requirement of 'faith' because it replaces a methodology that is falsifiable with one that is not.

Answers are not as important as questions: you can't answer an unasked question (until its answer provokes you to ask it.

Questions have no value at all if you're not actively seeking answers.

And an unfortunate amount of philosophy seems to be seeking ways to put questions such that the answers are hard to find and the questioner seems wise. A symptom of this is if the philosopher is offended by having someone give a straight answer the questions they pose rather than acknowledge a paradox.

I think that unresolved doubt can and does serve a purpose.  I think that becoming more comfortable with uncertainty, and refusing to come to a conclusion to avoid the uncomfortable feeling that comes with uncertainty, is valuable.  I think that staying in a state of "I don't know" can be psychologically tougher than coming to a conclusion.  

Sometimes I see people, or catch myself, jumping to conclusions in order to have a resolution.  I've had to train myself to stay in the unresolved state longer, in order to eventually end up having a better answer.  That does not necessarily mean seeking that answer right away, and sometimes the path to finding such an answer is not clear.

I don't agree with you that "A doubt that is not investigated might as well not exist.  Every doubt exists to destroy itself, one way or the other.  An unresolved doubt is a null-op; it does not turn the wheel, neither forward nor back."

I think that a doubt that is not investigated still serves as a placeholder in one's mind, a space carved out for uncertainty, so that if and when new evidence comes in, there is somewhere for a new model that includes it to take shape.

doubt that is not investigated still serves as a placeholder in one's mind

This seems to be popular opinion in the comments, and I'm inclined to agree that doubt can still be useful even if not investigated further. Yudkowsky pointed out above that the word "doubt" seems to have 2 meanings. It can refer either to an emotional state (such as the emotions a child feels when doubting Santa), or to a mathematical uncertainty (when you're not sure your conclusions are statistically significant).

In both cases, I can think of counterexamples where merely doubting without having the opportunity to act on those doubts still proves useful. In the mathematical sense, doubting provides an upper bound for how much you would trust a possibly-erroneous concision without investigating it. The emotional aspect cements this knowledge in your mind, and makes it come to mind much easier if it is needed in the future.

Perhaps doubting can best be thought of as having diminishing returns. The first time you think to doubt a statement, it is tested, and if it has no obvious flaws one can assign it a higher probability than one which hasn't been doubted. Additional thought returns less and less additional certainty, since it is less and less likely to disprove the statement. Eventually, the only value left is as a marker. Even then, the purpose of a red flag is to point out something that is actually uncertain, so the total value of a lingering doubt should go to zero if investigated forever.

...so the total value of a lingering doubt should go to zero if investigated forever.

Very well written, I just wanted to confirm something, I was under the impression that since nothing has 100% certainty, nothing can have a 0% uncertainty, you could get closer and closer, but you can never actually reach it. If I'm wrong or misunderstanding this I would appreciate it if someone would correct me, thanks.

nothing has 100% certainty, nothing can have a 0% uncertainty

That's my understanding as well. I was trying to say that, if you were to formalize all this mathematically, and took the limit as number of Bayesian updates n went to infinity, uncertainty would go to zero.

Since we don't have infinite time to do an infinite number of updates, in practice there is always some level of uncertainty > 0%.

There are some forms of doubts that you can easily reduce by simply adding more observations but not all. Seeing an infinitive amount of white swans doen't help you to completely rule out the black one.

MarsColony_in10years: Yeah, thanks. Sorry about the nitpicking.

ChristianKl: I think an infinite number would allow you to rule out the possibility (of a black swan that is). I thought that the problem was simply that we could never get an infinite number of them, but then again: I'm not certain.

To the extend that the word infinitive makes sense, you can see an infinitive number of white swans without seeing a black swan.

Just adding a view. Seems that one might connect the desire to eliminate the doubt and the problem of confirmation bias. I think it highly rational to accept that we do have limited knowledge and so all conclusions, outside some (narrow?) contexts, must be suspect at all times. 

Pick anything "fact" your claim you know -- for instance, that you know how to drive a car -- and then start digging into just what you need to really know to make that claim 100% true. Do you actually know all that information or do you just get by and not cause/avoid accidents?

So little in our world is independent from everything else so when we start pulling one thread....

Interesting post, but I think you forgot to account for the time issue : « An uninvestigated doubt might as well not exist. » is true if the doubt stays uninvestigated forever. But if it is uninvestigated for now (even for a period of several years), the mere fact there is a doubt means the probability of investigating later on is higher than if there is no doubt at all (P(Investigate_in_10years) and P(Doubt_now) are not independent).

For example, the fact that right now I'm now doubtful about cyronics means that I may investigate the issue later on, with a higher probability that my friends who says "cryonics is non-sense".

A doubt that stays uninvestigated forever might as well not exist

An uninvestigated doubt is only useful as it may drive you to investigate in the future.

Making a great public display of doubt to convince yourself that you are a rationalist, will do around as much good as wearing a lab coat.

Are you sure it will do that much? Wearing a lab coat actually does increase perceptiveness (you can safely ignore everything before the experimental overview). If signaling rationality actually increases rationality, it may be useful after all. Considering that both the outward behaviors and the clothing operate through the same mechanism, namely associating oneself with that image, it's likely that a great public display of doubt is indeed as useful as wearing a lab coat.

instead of taking questions and asking them, take questions and identify the situations where the doubt arise, then avoid those curiosity generators for an alternative solution to curiosity stopping

Not sure if this is the proper place to say this but your first link is broken.

http://www.yudkowsky.net/virtues/ -> http://www.yudkowsky.net/rational/virtues/

Remember how in another post you argued a rationalist should be able to reserve his knowledge of it was taken away ?
I believe this is a similar approach as the one taken by these hypothetical Jesuits.
In fact, I see two possible ways to explain such a behavior : one could ask a physics student whether Newtonian physics were not the absolute best if they expected the student to discover relativity by themselves.
Likewise, I guess the hypothetical Jesuits could want two separate benefits out of this :
-Ensuring the student is savant/fanatic enough to join the tribe.
-Teaching the student to discover core beliefs of their faith by themselves, both reinforcing these beliefs and assuring their correctedness.

So I grew up around Jesuits and, while I obviously can't speak for all of them, I'd say that they probably qualify as proto-rationalists, if not rationalists.  To the point where a large portion of other Christian sects denounce them as atheists because they refuse to wallow in mysticism like everyone else.

A core principle of the Jesuit philosophy is that God gave us our intellect specifically so that we could come to better understand him.  You won't find them trying to quibble about "micro" vs "macro" evolution or any of the other silliness that other groups use as a membership badge and try to talk in circles around.  They do still believe that there is a super-natural world beyond our ability to directly observe, but everything about this world must be logically consistent and any apparent inconsistency is a flaw in your own understanding, not a flaw in the world or a "divine mystery".

They are trained to draw a hard line between what they believe and what they know, and to treat any perceived inconsistency between the two as a reason to probe deeper until it makes sense.  And any fellow Christian who gives the appearance of engaging in "belief in belief"?  They'll tear him a new one just as fast as Yudkowsky would, if not faster.  They have his lack of tolerance for it, coupled with encyclopedic knowledge not only of the Bible's contents, but also generally of practically every work by every significant Christian and major pagan philosopher before or since.  

I suppose a good way to explain the fundamental difference is that where most Christian sects believe that certain things are true because they are in the Bible, the Jesuits would say that the stories in the Bible were selected because they teach a fundamental truth or two.  Were it not for the weight of Catholic tradition, I strongly suspect many Jesuits would be in favor of continuing to add to the anthology that is the Bible as we develop better stories for teaching the desired lessons.  Or, at least, developing an updated one that would make sense to a modern reader without having to spend decades studying all the cultural context necessary to understand what's going on.  I first heard the observation that "The Lord of the Rings is a fundamentally Christian story and worldview, just dressed up in different mythology" from a Jesuit for example.

Definitely interesting people and nearly always worth developing a relationship with when you can.  And while they'll try to convert you, they'll do it by presenting logical arguments, not by shouting and hitting you with a large book.  They'll take what they consider to be the core lessons and principles of Christianity and recompute how to explain them couched in your own world view.  And if you end up agreeing on everything but the mythology?  Well that's good enough.

I’m instantly thinking about politics: there are many cases where you cannot build a clear model of what’s going on exactly in a given government, and the information is not only not transparent but also degraded with all the noise, intentional and not. I think it’s reasonable to maintain the feeling of doubt while ruminating on such topics.

Edit: meditating on what this post points to - finding in myself instances of the sensation of rational-doubt, and dwelling on them - proved useful.



YouCanFace Reality

And because it’s true, it is what is there to be interacted with.

M. Scott Peck in the Road Less Traveled says something like, "Mental health is a commitment to reality at any cost."

I have an article that I'm writing on that in my emotionsforengineers blogspot.

"Mental health is a commitment to reality at any cost."
Depression is considered a mental illness. The depressed are less biased in their self-assessments than the population as a whole. Personally, I agree with Caplan and Szasz that "mental illness" is a poor borrowing from medicine to psychiatry and is usually unfalsifiable.

The depressed are less biased in their self-assessments than the population as a whole.

Can that be true? What about their assessments of the rest of the world outside themselves? My experience with depressed people runs very counter to that. Do you have any references to that?

Depressive realism is an incredibly, well, depressing fact about the world.

Is there something we're missing about it though? Is the world actually such that understanding it better makes you sad, or is it rather that for whatever reason sad people happen to be better at understanding the world?

And if it is in fact that understanding makes you sad... what does this mean for rationality?

Depressive realism is an incredibly, well, depressing fact about the world.

It's not that depressing. If it was lack of bias that caused the depression, that would be bad, but I'm pretty certain it's the other way around.

So you're saying you think that while maybe typically happy people are more irrational, it's still possible to be rational and happy.

I guess I agree with that. But sometimes I feel like I may just hope this is true, and not actually have good evidence for it.

I'm saying that the truth is not so horrifying that it will cause you to go into depression. If the only way to become rational involves depression, this just means that becoming rational sucks. It doesn't mean that the world sucks.

I'm saying that the truth is not so horrifying that it will cause you to go into depression.

This is what I hope and desire to be true. But what I'm asking for here is evidence that this is the case, to counteract the evidence from depressive realism that would seem to say that no, actually the world is so terrible that depression is the only rational response.

What reason do we have to think that the world doesn't suck?

We have lived this far. Our forefathers lived here successfully satisfying their wishers. Our children will also live here. That is the evidence, reason and inspiration to face sucking world and make it more comfortable

I'm pretty rational and I chose to become happy, and now I feel happy most of the time. I'm continuously choosing to be happy.

Idk if that's some valid evidence for you (or if you even care after 10 years lol), you'd have to believe me that I'm rational and that I'm actually happy, but there you go :D

Once in 6th grade, my teacher read us a story about a man who chose to be happy. I was like "holy shit you can do that?" and then I was happy for like the next 7 years.

Then life became difficult in various ways and I haven't been as happy since. I still can locally choose to be happy on the timescale of hours but it doesn't feel sustainable.

I have local lows when I encounter difficulties, but those pass pretty quickly as I approach or solve those difficulties.

Do you have any references to that?
Yes. They do underestimate the probability their their depression will end, however (I'll see if I can find the link to where I read that, it was likely another GMU blogger). I don't know about other cognitive biases in the depressed.

It looks like there's still some serious controversy on the issue.

But suppose for a moment that it's true: Suppose that depressed people really do have more accurate beliefs, and that this really is related to their depression. 

What does this mean for rationality? Is it more rational to be delusional and happy or to be accurate and sad? Or can we show that even in light of this data there is a third option, to actually be accurate and happy?

If you're an egoist, it's best to be delusional and happy. If you're not, the needs of others outweigh your own. Of course, even if depressed people are more accurate, that doesn't mean that they're more productive. Then again, they may be able to use their more accurate beliefs to find a better charity and make up the difference. Of course, you could just have a depressed philanthropist tell you where to donate.

Depressive people are definitely accurate on certain things. But they have lost their hopes. They are not seeing the whole picture. We must live and we must help others to live.

It seems to me - and I'm a depressive - that even if depressed people really do have more accurate self-assessment, your third option is still the most likely.

One recurrent theme on this site is that humans are prone to indulge cognitive biases which _make them happy_.  We try to avoid the immediate hedonic penalty of admitting errors, forseeing mistakes, and so on.  We judge by the availability heuristic, not by probability, when we imagine a happy result like winning the lottery.

When I'm in a depressed state, I literally _can't_ imagine a happy result.  I imagine that my all plans will fail and striving will be useless.

This is still not a rational state of mind.  It's not _inherently_ more accurate.  But it's a state of mind that's inherently more resistant to certain specific errors - such as over-optimistic probability assessment or the planning fallacy.

These errors of optimism are common, especially in self-assessment.  Which might well be the reason depressed people make more accurate self-assessments - humans as a whole have a cognitive bias to personal overconfidence.

But it's also inherently more resistant to optimistic conclusions, _even when they're backed by the evidence_.

(It's more rational to be accurate and sad than delusional and happy - because happiness based on delusion frequently crashes into real-world disasters, whereas if you're accurate and sad you can _use_ the accuracy to reduce the things you're sad about.)

What is true is already so.  Owning up to it doesn't make it worse.

That's just not true, for some social environments.  If you and your friends all believe X, and believing X identifies people as being members of that group, then discovering that X is false and owning up to it might make you lose a lot of friends.  Depending on what you need those friends for, that might be a serious problem.

Tell yourself the truth and lie to your friends if needed.  Many people find it difficult to lie consistently for a long time; I don't think I can. 

Take the lead and try to bring your existing friends with you as you change your mind.

There's always the default option, which is to deceive yourself.

Maybe you're lucky and X isn't really a membership-belief to start with, and these friends are already friends you don't need to lie to.

You're conflating something here. The statement only refers to "what is true", not your situation; each pronoun refers only to "what is true":

What is true is already true. Owning up to the truth doesn't make the truth any worse.

The statement only refers to "what is true", not your situation; each pronoun refers only to "what is true":

"What is true" includes everything about my situation.  Whether the truth is better or worse is a statement about my judgment of goodness of the truth, which surely includes my judgment of my situation.  Whether I own up to the truth has immediate consequences on my situation, unless I can cheaply suppress behavior change deriving from that knowledge.

On the face of it, what you're saying seems to be obviously false.  It's more likely that I misunderstand you somehow, but I can't imagine how right now.

"What is true" does not refer to the entire universe. In "owning up to it doesn't make it worse", it refers to the specific thing "what is true" that you are trying to change your mind about. "Owning up to P doesn't make P worse", because your state of mind is not causally connected to P. In the specific example of finding that X is false:

"X is false" is already true. Owning up to it doesn't make "X is false" worse.

Clearly whatever bad things are brought about by a state of affairs where X is false are already occurring -- because it is in fact false! Changing your mind about X should have no effect on these affairs. Your social situation, on the other hand, is a completely different thing.

The Litany of Gendlin is meant to neutralize fears like "but if god didn't exist, that would be terrible!" resulting in clinging to faith in a god, or "I can't be ill, that's too bad to imagine!" resulting in not going to the doctor.

Makes sense, if the universe can be chopped up that way.  If "what is true" overlaps enough with your social situation and you aren't good at lying, it might not make sense.  I suppose the Litany of Gendlin was not meant to be universally applicable.

Take an example: coming out to a homophobic friend. Now, I'm gay - due to conditioning, I may feel bad about "I am straight" being false. Owning up to being gay won't make ""I am straight" is false" any worse, cause it's already true. This is the limit of the Litany of Gendlin, because my homophobic friend doesn't know I'm gay. So "X thinks I am straight" is true, not false, and owning up to it WILL make it worse, because it changes my friend's belief from true to false (and then they will act upon that belief).

Acknowledging the truth of ""I am straight" is false" doesn't make anything worse.

Acknowledging the truth of "X thinks I'm straight" doesn't make anything worse.

Telling X that you're gay could make things worse for you, but that's not the type of thing that the Litany of Gendlin applies to: It's taking an action, not acknowledging a truth.

(I think that's what you meant, but your wording seems to have gotten confused toward the end if so.)

(I think that's what you meant, but your wording seems to have gotten confused toward the end if so.)

Say I live in a bad neighborhood, but I'm kind of clueless and don't really want to believe it. I hear gunshots sometimes, but rationalize that it must just be cars backfiring. I hear my neighbors fighting, but tell myself it must be a TV program that someone has on really loud. I see people hanging around outside, selling who-knows-what, but tell myself that it must just be the local culture, and it's not my place to say that other people can't spend time outside, that's just silly.

The probability of the police breaking my door down because someone taking anonymous tips about drug activity misheard an apartment number is not any better in that situation than in the one where I admit to what's going on; my beliefs don't change the police's behavior. And in the situation where I acknowledge what's going on, I can do something about it, like finding somewhere else to live.

Acknowledging it is less comfortable - being afraid of one's neighbors is not fun, and the first situation avoids that - but feeling less fear doesn't mean there's actually less danger.

I can see the objection there however, partly because I sort of have this issue. I've never been attacked, or mugged, or generally made to feel genuinely unsafe - those few incidents that have unsettled me have affected me far less than the social pressure I've felt to feel unsafe - people telling me "are you sure you want to walk home alone ?", or "don't forget to lock the door at all times !".

I fight against that social pressure. I don't WANT the limitations and stress that come with being afraid, and the lower opinion it implies I should have of the world around me. I value my lack of fear quite highly, overall.

That said, is it really to my advantage to have a false sense of security ? Obviously not. I don't want to be assaulted or hurt or robbed. If the world really is a dangerous place there is no virtue in pretending it isn't.

What I should to is work to separate my knowledge from my actions. If I really want to go home alone, I can do this without fooling myself about how risk-free it is; I can choose instead to value the additional freedom I get from going over the additional safety I'd get from not going. And if I find I don't value my freedom that highly after all, then I should change my behaviour with no regrets. And if I'm afraid that thinking my neighbourhood is unsafe will lead me to be a meaner person overall, well, I don't have to let it. If being a kind person is worth doing at all, it's worth doing in a dangerous world.

(this has the additional advantage that if I do this correctly, actually getting mugged might not change my behaviour as radically as it would if I were doing all that stuff out of a false sense of security)

Of course the truth is that it isn't that simple: our brain being what it is, we cannot completely control the way we are shaped by our beliefs. As earlier commenters have pointed out, while admitting you're gay won't affect the fact that you are gay, and it doesn't imply you should worsen your situation by telling your homophobic friends that you're gay, our brains happen to be not that good at living a sustained lie, so in practice it probably will force you to change your behaviour.

Still, I don't think this makes the litany useless. I think that it is possible when we analyse our beliefs, to not only figure out how true they are but also to figure out the extent to which changing them would really force us to change our behaviour. It probably won't lead to a situation where we choose to adopt a false belief - the concept strikes me as rather contradictory - but at the end of the exercise we'd know better which behaviours we really value, and we might figure ways to hold on to them even as our beliefs change.

Some people might view "less comfortable" as worse.

You're conflating something here. The statement only refers to "what is true", not your situation; each pronoun refers only to "what is true"

In that case saying "Owning up to the truth doesn't make the truth any worse" is correct, but doesn't settle the issue at hand as much as people tend to think it does. We don't just care about whether someone owning up to the truth makes the truth itself worse, which it obviously doesn't. We also care about whether it makes their or other people's situation worse, which it sometimes does.

I did some background reading on this quote recently. It's funny how it means something rather more restricted in its original context. Gendlin was writing about honestly sharing one's thoughts and feelings about another person with them rather than telling them what one thinks they want to hear or what one wishes were true of one's own feelings. That's what the "owning up", "not being open", and "already enduring it" refer to. But now that it's been pulled out of context, it seems to say quite a lot more.

From information security analyst Joshua Goller, the "Tarksi-Gendlin Litany of Information Security":

What is vulnerable to exploitation is already so;
facing it doesn't make it worse,
and ignoring it doesn't make it secure.
Because it's vulnerable, it is what is there to be attacked,
and anything not found to be vulnerable isn't there to be hacked (yet).
The developers can stand to know what is exploitable,
for they unknowingly wrote it to be exploited,
and the users can stand to know what is insecure,
for they are currently using it insecurely.
If the software contains an exploitable bug,
I desire to believe that the software contains an exploitable bug.
If the software does not contain an exploitable bug,
I desire to believe that I haven't found any exploitable bugs in it yet,
And I had better keep looking.
Let me not become attached to beliefs I may not want.      

If the software does not contain an exploitable bug,
I desire to believe that I haven't found any exploitable bugs in it yet,
And I had better keep looking.

This part seems like a mistake. If this component actually does not contain an exploitable bug, my time would be better spent looking for exploitable bugs in other components. Otherwise I can never audit the whole code base.

Yes. Also, if there is no exploitable bug, then I would want to believe that, not merely that I haven't found any yet.

Empirically, schizophrenics become increasingly depressed when interventions are used to increase their level of insight.

I think this could be considered one the the very basics of rational thinking. Like, if someone asked what rationality/being rational means and wants a short answer, this Litany is a pretty good summary. 

A simpler way to put this is "Reality does not change whether you believe in it or not but it effects you regardless" 


Edit: LW actually made a song/album out of this one!



The Meditation on Curiosity

As rationalists, we are obligated to criticize ourselves and question our beliefs . . . are we not?

Consider what happens to you, on a psychological level, if you begin by saying: “It is my duty to criticize my own beliefs.” Roger Zelazny once distinguished between “wanting to be an author” versus “wanting to write.” Mark Twain said: “A classic is something that everyone wants to have read and no one wants to read.” Criticizing yourself from a sense of duty leaves you wanting to have investigated, so that you’ll be able to say afterward that your faith is not blind. This is not the same as wanting to investigate.

This can lead to motivated stopping of your investigation.  You consider an objection, then a counterargument to that objection, then you stop there.  You repeat this with several objections, until you feel that you have done your duty to investigate, and then you stop there. You have achieved your underlying psychological objective: to get rid of the cognitive dissonance that would result from thinking of yourself as a rationalist, and yet knowing that you had not tried to criticize your belief.  You might call it purchase of rationalist satisfaction—trying to create a "warm glow" of discharged duty.

Afterward, your stated probability level will be high enough to justify your keeping the plans and beliefs you started with, but not so high as to evoke incredulity from yourself or other rationalists.

When you’re really curious, you’ll gravitate to inquiries that seem most promising of producing shifts in belief, or inquiries that are least like the ones you’ve tried before. Afterward, your probability distribution likely should not look like it did when you started out—shifts should have occurred, whether up or down; and either direction is equally fine to you, if you’re genuinely curious.

Contrast this to the subconscious motive of keeping your inquiry on familiar ground, so that you can get your investigation over with quickly, so that you can have investigated, and restore the familiar balance on which your familiar old plans and beliefs are based.

As for what I think true curiosity should look like, and the power that it holds, I refer you to “A Fable of Science and Politics” in the first book of this series, Map and Territory. The fable showcases the reactions of different characters to an astonishing discovery, with each character’s response intended to illustrate different lessons. Ferris, the last character, embodies the power of innocent curiosity: which is lightness, and an eager reaching forth for evidence.

Ursula K. LeGuin wrote: “In innocence there is no strength against evil. But there is strength in it for good.”1 Innocent curiosity may turn innocently awry; and so the training of a rationalist, and its accompanying sophistication, must be dared as a danger if we want to become stronger. Nonetheless we can try to keep the lightness and the eager reaching of innocence.

As it is written in “The Twelve Virtues of Rationality”:

If in your heart you believe you already know, or if in your heart you do not wish to know, then your questioning will be purposeless and your skills without direction. Curiosity seeks to annihilate itself; there is no curiosity that does not want an answer.

There just isn’t any good substitute for genuine curiosity. A burning itch to know is higher than a solemn vow to pursue truth. But you can’t produce curiosity just by willing it, any more than you can will your foot to feel warm when it feels cold. Sometimes, all we have is our mere solemn vows.

So what can you do with duty? For a start, we can try to take an interest in our dutiful investigations—keep a close eye out for sparks of genuine intrigue, or even genuine ignorance and a desire to resolve it. This goes right along with keeping a special eye out for possibilities that are painful, that you are flinching away from—it’s not all negative thinking.

It should also help to meditate on “Conservation of Expected Evidence.” For every new point of inquiry, for every piece of unseen evidence that you suddenly look at, the expected posterior probability should equal your prior probability. In the microprocess of inquiry, your belief should always be evenly poised to shift in either direction. Not every point may suffice to blow the issue wide open—to shift belief from 70% to 30% probability—but if your current belief is 70%, you should be as ready to drop it to 69% as raise it to 71%. You should not think that you know which direction it will go in (on average), because by the laws of probability theory, if you know your destination, you are already there. If you can investigate honestly, so that each new point really does have equal potential to shift belief upward or downward, this may help to keep you interested or even curious about the microprocess of inquiry.

If the argument you are considering is not new, then why is your attention going here? Is this where you would look if you were genuinely curious? Are you subconsciously criticizing your belief at its strong points, rather than its weak points? Are you rehearsing the evidence?

If you can manage not to rehearse already known support, and you can manage to drop down your belief by one tiny bite at a time from the new evidence, you may even be able to relinquish the belief entirely—to realize from which quarter the winds of evidence are blowing against you.

Another restorative for curiosity is what I have taken to calling the Litany of Tarski, which is really a meta-litany that specializes for each instance (this is only appropriate). For example, if I am tensely wondering whether a locked box contains a diamond, then rather than thinking about all the wonderful consequences if the box does contain a diamond, I can repeat the Litany of Tarski:

If the box contains a diamond,
I desire to believe that the box contains a diamond;
If the box does not contain a diamond,
I desire to believe that the box does not contain a diamond;
Let me not become attached to beliefs I may not want.

Then you should meditate upon the possibility that there is no diamond, and the subsequent advantage that will come to you if you believe there is no diamond, and the subsequent disadvantage if you believe there is a diamond. See also the Litany of Gendlin.

If you can find within yourself the slightest shred of true uncertainty, then guard it like a forester nursing a campfire. If you can make it blaze up into a flame of curiosity, it will make you light and eager, and give purpose to your questioning and direction to your skills.

1Ursula K. Le Guin, The Farthest Shore (Saga Press, 2001).

An OB post from November 2006 is a useful counterpoint to van Inwagen's paper, and there's been other discussion of van Inwagen's claims, generally in the context of the Aumann agreement theorem.

I think van Inwagen is wrong; if he really considers that David Lewis's disagreement with his position has enough evidential force that his continued holding of it is ill-supported by the evidence, then he should stop holding it.

van Inwagen doesn't really argue against this; he just says that it seems obvious to him that he's entitled to hold whatever opinions he f... (read more)

Incidentally: whether something "seems old-fashioned" has very little to do with whether it's true.

Welp, I've only been reading this blog for 2007. Silly me. I just read the post and all the comments. I have to say that Philip Bricker has the upper hand.

Bricker suggested the option that you advocate, by the way. But he dismisses it. Here's why, I think: If you suspend judgment in response to reasonable disagreement, you're going to have to suspend judgment about basically all philosophical theses. By doing so, you're going to run yourself into quite a few problems.

Note: By 'old-fashioned', I meant that the view advocated in the post relies on epistemological ideas that most epistemologists reject. I sure hope that has something to do with whether it's true. Although, maybe it doesn't.

I've only been reading OB for a month or thereabouts myself, but I had a little trawl through the archives looking for interesting things.

If epistemologists-as-a-class take any particular stand on whether a general willingness to doubt all one's beliefs is courageous, then that's the first I've heard of it. But I'm not an expert on epistemology, still less on epistemologists, so maybe that wouldn't be too surprising. Anyway: What epistemological ideas, generally rejected by epistemologists these days, are being relied on by those who say things like "... (read more)

When you're really curious, you'll gravitate to inquiries that seem most promising of producing shifts in belief, or inquiries that are least like the ones you've tried before.  Afterward, your probability distribution likely should not look like it did when you started out - shifts should have occurred, whether up or down; and either direction is equally fine to you, if you're genuinely curious.

Strangely, following this behavior leads me to attack my most "rational" beliefs. If I am holding an irrational belief I find it less likely that it w... (read more)

Here's a mind dump. I don't have a lot of time right now, but here goes.

If you don't expect to lose it, why are you so scared of critically examining it?

Err... I'm not scared?
Than examine it.
No. I decided not to do that.
Why?
Hmm... what have I said on that subject...  

If I am holding an irrational belief I find it less likely that it will shift.

Going after the irrational beliefs directly doesn't do anything. They are in their little walled areas and are immune to mere arguments and inquiries. I have to knock down the walls first.

Okay, sure that makes sense, but what if the wall is merely a creation of fear?
Okay, do I have any fear of changing away from Theism.
I want to say no...
But I have to say yes because I feel fear.
What is the fear of?
Potentials:  

Let's go down the list: Fear of losing a belief.
I don't fear losing a belief.
A belief or any belief?
Mmm... most beliefs? I don't know.
Can I think of a belief I would fear losing?
Can I think of a belief I don't fear losing?
Sure, that's easy.
Than name it.
Uh... I guess I... (read more)

I've found a definite (and not necessarily complete) list of steps to be useful in the absence of a deadline, and I think that's what Blueberry was getting at: MrHen might be best served by adding things to his to-do list that answer the question "what things do I need to do to get my personal life arranged in such a way that I would be able to be 'out' as an atheist without major repercussions?"

In that case, you probably shouldn't think about whether or not there is a God just now.

Rather, you should first think about what you're going to do if you conclude there isn't.  In your case, the line of retreat is rather more literal for you than it is for other people.  Who would you bring in on your thinking before it had reached a conclusion, to let them know you're really wondering?  What would you do to make the best of the situation, given how much you have invested?  You'll find it very hard to think about this rationally until you can really face the thought of it going either way.

But don't delay.  Whichever conclusion you come to, I can't imagine you would ever turn around and think "I'm really glad I spent so long putting off really thinking hard about that".  You won't enjoy it, and you're unlikely to see it as time well spent.

I'm not saying rush to a conclusion; I am saying rush to thought.

I should also mention that, judging from the stories I've heard, it's a lot easier to talk about your doubts with your spouse when they're doubts.  I presume you have a wife and kids and parents and siblings and local community who are all deeply religious?  I don't know about the others, but the sooner you start talking to your wife about your doubts, the more likely you are to stay together as you go down whatever path you go down.

trying to drum up support for his psychological services

Right, that's why I recommended two books written by other people.   You have brilliantly exposed my clever scheme:

I'll gently ignore the part where I've logged a lot more time with a lot more people, working on this type of belief than you have, making testable behavior changes.

[Y]ou should be as ready to drop it to 69% as raising it to 71%.

No, you should be as ready to drop it to 69% as raise it to ~70.98%.  With rounding, obviously, the above isn't numerically wrong, but that's not my objection: it encourages the reader to think of probability updates in percentages as addative, which is wrong.

 If the box contains a diamond,
   I desire to believe that the box contains a diamond;
 If the box does not contain a diamond,
I desire to believe that the box does not contain a diamond;
Let me not become attached to beliefs I may not want.
—The Meditation on Curiosity    

Only when I'm planning for things that are contingent upon facts related to the physical world.

Hey, sorry if someone in the comments already addressed this but where does Tarski actually pose this litany?

If in your heart you believe you already know, or if in your heart you do not wish to know, then your questioning will be purposeless and your skills without direction. Curiosity seeks to annihilate itself; there is no curiosity that does not want an answer.

I always found this exemplified in the concept of the "empty cup" from varied middle eastern philosophies. A "full cup" is a heart that believes it already knows.

There just isn’t any good substitute for genuine curiosity. A burning itch to know is higher than a solemn vow to pursue truth. But you can’t produce curiosity just by willing it, any more than you can will your foot to feel warm when it feels cold. Sometimes, all we have is our mere solemn vows.

So what can you do with duty? For a start, we can try to take an interest in our dutiful investigations—keep a close eye out for sparks of genuine intrigue, or even genuine ignorance and a desire to resolve it. This goes right along with keeping a special eye out f

I find the theme of Curiosity vs. Duty very fascinating. It feels more like a spectrum than a dichotomy — I don't think that you are ever at the extremes. Even when you are doing some work only out of duty, you may still find something piquing your genuine curiosity. Noticing and exploiting it's like observing your behavior and learning more about yourself.



Something to Protect

In the gestalt of (ahem) Japanese fiction, one finds this oft-repeated motif:  Power comes from having something to protect.

I'm not just talking about superheroes that power up when a friend is threatened, the way it works in Western fiction.  In the Japanese version it runs deeper than that.

In the X saga it's explicitly stated that each of the good guys draw their power from having someone—one person—who they want to protect.  Who?  That question is part of X's plot—the "most precious person" isn't always who we think.  But if that person is killed, or hurt in the wrong way, the protector loses their power—not so much from magical backlash, as from simple despair.  This isn't something that happens once per week per good guy, the way it would work in a Western comic.  It's equivalent to being Killed Off For Real—taken off the game board.

The way it works in Western superhero comics is that the good guy gets bitten by a radioactive spider; and then he needs something to do with his powers, to keep him busy, so he decides to fight crime.  And then Western superheroes are always whining about how much time their superhero duties take up, and how they'd rather be ordinary mortals so they could go fishing or something.

Similarly, in Western real life, unhappy people are told that they need a "purpose in life", so they should pick out an altruistic cause that goes well with their personality, like picking out nice living-room drapes, and this will brighten up their days by adding some color, like nice living-room drapes.  You should be careful not to pick something too expensive, though.

In Western comics, the magic comes first, then the purpose:  Acquire amazing powers, decide to protect the innocent.  In Japanese fiction, often, it works the other way around.

Of course I'm not saying all this to generalize from fictional evidence. But I want to convey a concept whose deceptively close Western analogue is not what I mean.

I have touched before on the idea that a rationalist must have something they value more than "rationality":  The Art must have a purpose other than itself, or it collapses into infinite recursion.  But do not mistake me, and think I am advocating that rationalists should pick out a nice altruistic cause, by way of having something to do, because rationality isn't all that important by itself.  No.  I am asking:  Where do rationalists come from?  How do we acquire our powers? 

How can you improve your conception of rationality?  Not by saying to yourself, "It is my duty to be rational."  By this you only enshrine your mistaken conception.  Perhaps your conception of rationality is that it is rational to believe the words of the Great Teacher, and the Great Teacher says, "The sky is green," and you look up at the sky and see blue.  If you think:  "It may look like the sky is blue, but rationality is to believe the words of the Great Teacher," you lose a chance to discover your mistake.

Historically speaking, the way humanity finally left the trap of authority and began paying attention to, y'know, the actual sky, was that beliefs based on experiment turned out to be much more useful than beliefs based on authority.  Curiosity has been around since the dawn of humanity, but the problem is that spinning campfire tales works just as well for satisfying curiosity.

Historically speaking, science won because it displayed greater raw strength in the form of technology, not because science sounded more reasonable.  To this very day, magic and scripture still sound more reasonable to untrained ears than science.  That is why there is continuous social tension between the belief systems.  If science not only worked better than magic, but also sounded more intuitively reasonable, it would have won entirely by now.

Now there are those who say:  "How dare you suggest that anything should be valued more than Truth?  Must not a rationalist love Truth more than mere usefulness?"

Forget for a moment what would have happened historically to someone like that—that people in pretty much that frame of mind defended the Bible because they loved Truth more than mere accuracy.  Propositional morality is a glorious thing, but it has too many degrees of freedom.

No, the real point is that a rationalist's love affair with the Truth is, well, just more complicated as an emotional relationship.

One doesn't become an adept rationalist without caring about the truth, both as a purely moral desideratum and as something that's fun to have.  I doubt there are many master composers who hate music.

But part of what I like about rationality is the discipline imposed by requiring beliefs to yield predictions, which ends up taking us much closer to the truth than if we sat in the living room obsessing about Truth all day.  I like the complexity of simultaneously having to love True-seeming ideas, and also being ready to drop them out the window at a moment's notice.  I even like the glorious aesthetic purity of declaring that I value mere usefulness above aesthetics.  That is almost a contradiction, but not quite; and that has an aesthetic quality as well, a delicious humor.

And of course, no matter how much you profess your love of mere usefulness, you should never actually end up deliberately believing a useful false statement.

So don't oversimplify the relationship between loving truth and loving usefulness.  It's not one or the other.  It's complicated, which is not necessarily a defect in the moral aesthetics of single events.

But morality and aesthetics alone, believing that one ought to be "rational" or that certain ways of thinking are "beautiful", will not lead you to the center of the Way.  It wouldn't have gotten humanity out of the authority-hole.

In Circular Altruism, I discussed this dilemma:  Which of these options would you prefer:

You may be tempted to grandstand, saying, "How dare you gamble with people's lives?"  Even if you, yourself, are one of the 500—but you don't know which one—you may still be tempted to rely on the comforting feeling of certainty, because our own lives are often worth less to us than a good intuition.

But if your precious daughter is one of the 500, and you don't know which one, then, perhaps, you may feel more impelled to shut up and multiply—to notice that you have an 80% chance of saving her in the first case, and a 90% chance of saving her in the second.

And yes, everyone in that crowd is someone's son or daughter.  Which, in turn, suggests that we should pick the second option as altruists, as well as concerned parents.

My point is not to suggest that one person's life is more valuable than 499 people.  What I am trying to say is that more than your own life has to be at stake, before a person becomes desperate enough to resort to math.

What if you believe that it is "rational" to choose the certainty of option 1?  Lots of people think that "rationality" is about choosing only methods that are certain to work, and rejecting all uncertainty.  But, hopefully, you care more about your daughter's life than about "rationality".

Will pride in your own virtue as a rationalist save you?  Not if you believe that it is virtuous to choose certainty.  You will only be able to learn something about rationality if your daughter's life matters more to you than your pride as a rationalist.

You may even learn something about rationality from the experience, if you are already far enough grown in your Art to say, "I must have had the wrong conception of rationality," and not, "Look at how rationality gave me the wrong answer!"

(The essential difficulty in becoming a master rationalist is that you need quite a bit of rationality to bootstrap the learning process.)

Is your belief that you ought to be rational, more important than your life?  Because, as I've previously observed, risking your life isn't comparatively all that scary.  Being the lone voice of dissent in the crowd and having everyone look at you funny is much scarier than a mere threat to your life, according to the revealed preferences of teenagers who drink at parties and then drive home.  It will take something terribly important to make you willing to leave the pack.  A threat to your life won't be enough.

Is your will to rationality stronger than your pride?  Can it be, if your will to rationality stems from your pride in your self-image as a rationalist?  It's helpful—very helpful—to have a self-image which says that you are the sort of person who confronts harsh truth.  It's helpful to have too much self-respect to knowingly lie to yourself or refuse to face evidence.  But there may come a time when you have to admit that you've been doing rationality all wrong.  Then your pride, your self-image as a rationalist, may make that too hard to face.

If you've prided yourself on believing what the Great Teacher says—even when it seems harsh, even when you'd rather not—that may make it all the more bitter a pill to swallow, to admit that the Great Teacher is a fraud, and all your noble self-sacrifice was for naught.

When I look back at my own personal journey toward rationality—not just humanity's historical journey—well, I grew up believing very strongly that I ought to be rational.  This made me an above-average Traditional Rationalist a la Feynman and Heinlein, and nothing more.  It did not drive me to go beyond the teachings I had received.  I only began to grow further as a rationalist once I had something terribly important that I needed to do.  Something more important than my pride as a rationalist, never mind my life.

Only when you become more wedded to success than to any of your beloved techniques of rationality, do you begin to appreciate these words of Miyamoto Musashi:

"You can win with a long weapon, and yet you can also win with a short weapon.  In short, the Way of the Ichi school is the spirit of winning, whatever the weapon and whatever its size."
        —Miyamoto Musashi, The Book of Five Rings

Don't mistake this for a specific teaching of rationality.  It describes how you learn the Way, beginning with a desperate need to succeed.  No one masters the Way until more than their life is at stake.  More than their comfort, more even than their pride.

You can't just pick out a Cause like that because you feel you need a hobby.  Go looking for a "good cause", and your mind will just fill in a standard cliche.  Learn how to multiply, and perhaps you will recognize a drastically important cause when you see one.

But if you have a cause like that, it is right and proper to wield your rationality in its service.

To strictly subordinate the aesthetics of rationality to a higher cause, is part of the aesthetic of rationality.  You should pay attention to that aesthetic:  You will never master rationality well enough to win with any weapon, if you do not appreciate the beauty for its own sake.

I get an uncomfortable feeling, Eliezer, that this work is to ultimately lead to a mechanism to attract:

people interested in practically unbounded longevity of consistent, continual consciousness

and also lead to a mechanism to tar people disinclined to those two goals; tar them with the label "sentimentally irrational".

Rationality to me is simply a tool.  I would have absolutely no confidence in it without the ongoing experiences of applying it iteratively, successfully to specific goals.

The success of science was and is because it is useful, and similarly for rationalism. But one of the critiques of rationalism and of the overcoming-bias program is that it is sometimes counterproductive. The unbiased tend to be unhappy and/or insane. If someone's goals are to be happy and successful in life, he does best not to be fully rational. Irrationality is the most useful policy if these are your goals.

Your argument suggests that this is true only because this is setting the goalposts too low. For someone who merely seeks happiness, yes, irrational... (read more)

I rarely post, only read in hopes of learning.  Today, I comment: I appreciate the beauty of this post.

I am often confused by your writing, because I don't see where you have "skin in the game". Where are you exercising your tools of rationality?

If I'd went ahead and said that within the post, it would've transformed a piece on rationality into overt propaganda, destroying its internal aesthetics.  Read my website.

What a terrible idea... then whenever rationality comes in conflict with that thing, rationality will be discarded.

We already see lots and lots of this behavior.  It's the human norm, in fact:  use rationality as a tool as long as it doesn't threaten X, then discard it when it becomes incompatible with X.

Perhaps I am one of the "sentimentally irrational," but I would pick the 400 certain lives saved if it were a one-time choice, and the 500 @ 90% if it were an iterated choice I had to make over, and over again.  In the long run, probabilities would take hold, and many more people would be saved.  But for a single instance of an event never to be repeated? I'd save the 400 for certain.

Your 80% and 90% figures don't really add up either.  You don't describe how many people in total will die, regardless of you decision.  If the max death number poss... (read more)

Caledonian, I think you're misreading him. He's not saying: the cause is the one thing you never think rationally about. He's saying: the cause is good (rationally good) and to protect/preserve it you have to pull yourself into conformance with the real world, because that's where the action is. To achieve that you have to hold up what you (perhaps mistakenly) think of as "reason" against the real world, and be prepared to re-evaluate if it doesn't work. What your re-evaluation seeks is better techniques of reason - not to throw reason away.

"Rationality by its nature cannot be only a means towards an end."

Rationality is conformance to reality. You can conform to reality for a cause. (You're saying, you can't mold reality to your cause - I agree, but that's not what he was meaning.) He was meaning that people have thought themselves rational when applying formal, skillful, pedigreed academic techniques that DON'T WORK, such as Jesuit style casuistry. So you have to hold the technique up against reality. You won't do that if you put the technique first by saying "I serve reason&q... (read more)

Julian, Caledonian is a well-known troll on OB.  We've decided against censorship for now, but you might not want to waste too much time.  I generally don't respond to Caledonian unless I see someone else agreeing with him.

I totally agree with "Anon", and others who made similar points in the Circular Altruism post. Context matters! Is it a one-time choice, or an iterated choice? Is there an upper limit to the number of deaths, or no limit? Are the 500 the number of people on the sinking ship/last people on planet earth, or possible victims from a much larger pool? You can only do the math and make a rational decision when you have ALL the numbers from the relevant context.

The first steps of rationality lie not in separating problems from their context, but in determining what context is relevant.

I don't have anything desperately important to me, and you say I'm not allowed to just pick something.  Given this, what am I supposed to do, to become more rational?  Am I just doomed? I really desperately want to believe true things and not false things, but you say that's not good enough.

Good question, Nominull.  Unfortunately I lack the ability to answer your question from personal experience.  Mine just fell into my lap.

But is believing true things what you most desperately want, in all the world?

Caledonian, I gather Eliezer put "rationality" in quotes because people may believe they are committed to rationality when in fact they are not. If they have a goal which is contingent on rationality that will help them from straying from the path.

Anon: do you suggest that others follow your policy as well? Then when many people have individual made isolated choices like that, far fewer lives will have been saved. And in the whole history of the world, choices like that must have been made many times. Why does it matter whether it is you who are repeating the choice or other people?

The question about whether the 500 are that last people in the world is adding other utilities into the issue, such as preserving the human race, and so on. In that case you have a different comparison; naturally, you may have to consider other factors besides the utility of the lives. But as long as you consider only the lives, Eliezer is right.

Caledonian: "I think rationality has to be the starting point."

Can you expand on this? A rationalistic moral relativist might say that actions require goals, ultimate goals are arbitrary, and so rationality cannot be the starting point there. In the real world, by the time one is able to entertain ideas like 'choosing to be more rational', you're already going to have goals, preferences, ideas about how you should live your life. So it could be countered that 'rationality' never has to supply everything; its purpose will largely be to critique ex... (read more)

Certainly finding out all of the facts that you can is good. But rationality has to work no matter how many facts you have. If the only thing you know is that you have two options:

Any takes for #2? I seem to remember Ben Jones saying he would choose #1 in a case similar to the second case.

Formerly, I think I would have chosen #2 in the first case and #1 in the second. But Eliezer has converted me. Now I choose #2 in both cases. But would he do that himself? Consider:

"Perhaps I am one of the 'sentimentally irrat... (read more)

"It takes visceral panic, channeled through cold calculation, to cut away all the distractions." - this just made it to my quotes file.

If i understand Eliezer's point correctly in terms of the map/territory analogy, what he says is that having somewhere to go and actually needing to put your map to use will motivate you to make that map as accurate as possible, if you care about your destination more than you 'believe in' the current iteration of your map and/or the techniques used to derrive it.

Lots of things act without having any sort of goals.  Does fire have a goal of reducing high-energy compounds into oxidized components and free energy?  No, but it does it anyway.

You can limit 'action' to intentional events only, I suppose.

However, how does declaring that goals are arbitrary rule out assertions about necessary starting points?

Formerly, I think I would have chosen #2 in the first case and #1 in the second. But Eliezer has converted me. Now I choose #2 in both cases. But would he do that himself?

Isn't that implicitly what he does for a living?  Eliezer could become a firefighter or emergency medical technician, or work for clean drinking water in rural Africa, with a near-certainty of preventing several deaths in the next year.  Meanwhile, there is a very small chance of someone creating an non-Friendly AI in the next year.  We can argue about the probabilities (of the problem arising, of successfully presenting it), but Eliezer has already chosen the existential threat.

"So I hereby retract my argument against voting, Pascal's Mugging, and Pascal's Wager. In the particular Mugging we discussed, there may have been anthropic reasons to make it proportionally improbable. But without such reasons, it should be accepted."

I'm certainly glad you think so, Unknown, because I was just contacted by the Dark Lords of the Matrix. It turns out that we are living in a simulation. I have no idea what the physics of the world outside are like, but they're claiming that unless you personally send $100 to SIAI right now, they're... (read more)

(same anon from above who asked about the context of the 400/500 problem being an issue)

Certainly finding out all of the facts that you can is good. But rationality has to
work no matter how many facts you have. If the only thing you know is that you have
two options:

Z. M. Davis, given the existence of that many people, and given that threat, the probability that I personally would be the one threatened in that must be multiplied by one over the number of people, since it could have been anyone else. So the expected disutility from your mugging is one dust speck multiplied by the probability that the Matrix scenario is actually true. This probability is very low, and even if it were unity, the disutility of one dust speck isn't going to get me to pay $100.

So again, I said "without such reasons, it should be accept... (read more)

It's probably just that I'm stupid, but I don't understand the anthropic solution to Pascal's Mugging. Why does it matter that other people could have been asked? What if it were stipulated that the mugger threatens everyone?

Maybe I should actually study Kolmogorov complexity before trying to grapple with such matters.

Viz. the dilemma posed in Circular Altruism, what should we do? When forced to "Shup up and multiply", we have forgone our intuitions and picked the choice based upon our mathematics. However, we are not just overcoming our own intuitions, but also the intuitions of everyone who does not simply "Shut up and multiply". We are held accountable not by those who knows the math, but by those who have intuitions like ourselves.

If we save everyone, we are heroes. If we do not, we are held accountable not for the math, but for the very intuitio... (read more)

RS, if that really bothers you, you haven't found your something to protect yet.

So, is your point that we need a cause against which to evaluate the success of our mathematics? That perhaps this sort of feedback that, persumably, you encounter on a daily basis, is something that does not come through rationality itself, but through the very real feedback of what you have chosen to protect?

I guess my previous post was a reflection that I am just a budding rationalist, and also that my skills have not been sharpened against the proper stone.

So, is your point that we need a cause against which to evaluate the success of our mathematics? That perhaps this sort of feedback that, persumably, you encounter on a daily basis

I'm not going to get feedback on my final success or failure for, oh, probably at least another 10 years.

My point, rather, was that your post illustrated very clearly why rationality comes from having something to protect - you thought of doing something rational, but worried about the other people whose intuitions differed from yours, and what they might think of you.  So that worry is a force binding you to the old way of thinking.

But if the thing you were protecting was far more important than what anyone thought of you, that wouldn't slow you down.  This isn't about iconoclasm - it's about an inertial drag exerted by all the little fears and worries, an inertial drag of the way that you or others previously did things; the motivating force has to be more powerful than that, or you won't move.

"The point is that given this information, rationality picks choice 2." - Posted by: GreedyAlgorithm

Sorry, no. Given this information, rationality says that there is not enough information to make an appropriate decision, and demands to know the context. If contextual information isn't available, rationality will say that either option 1 or 2 may be right, depending on circumstances.

Rationality never dismisses context as irrelevant just because it isn't known. If unknown factors make the right answer uncertain, then you must accept that it is unc... (read more)

For some reason this post reminds me of the Buddhist parable asceticsim now, nymphs later.

I don't think it's all that uncommon to begin cultivating an art for some specific purpose, proceed to cultivate it largely for its own sake, and eventually to abandon the original purpose.

Under Multiple Worlds, aren't you condemned, whatever you do or don't do, to there being a number tending to infinity of worlds where what you want to protect is protected, and a number tending to infinity where it is not ?

Caledonian: Let's distinguish between the aesthetics of rationality and the pragmatics of rationality. Is my model of the world consistent, do my goals make sense - that's pragmatics. Aesthetics is by comparison nebulous and subtle, but perhaps it encompasses both admiration for the lawlike nature of reality and self-admiration for one's own relationship to it. :-)

It seems to me that you are taking issue with the idea that the pragmatics of rationality should be trumped by a higher cause. This essay says nothing about that. It says, first, that it's a psyc... (read more)

You are not alone, Z. M. Davis: I disagree with Eliezer over whether Robin's anthropic solution is a satisfactory solution to Pascal's Mugging.  (Eliezer repeated his endorsement of Robin's anthropic solution here a few weeks ago.)  Since I started reading Eliezer 6 years ago, this is the first time I can recall disagreeing with him on a question of fact.  (As I have pointed out many times in the comments here, I disagree with him significantly on terminal values.)   If anyone wants to reply to this, I humbly suggest doing so by clicking on my name below.

For those saying they have nothing to protect or still need to find something to protect, remember that you are human and, unless you have no natural family or reproductive ties, you always have the people you love to protect.  It may seem counterintuitive if you've bought into Hollywood rationality, but love is a powerful motivational force.  If you think that, in theory, being more rational is good, but don't see how you can effect greater rationality in your mind, consider the many benefits of your increased rationality (again, not Hollywood rationality... (read more)

Excellent point by Worley.  Since I have assumed the role on this blog of pointing out that happiness is not the meaning of life, let me hasten to add that happiness is a very useful barometer.  Whether you are happier on average now than you were 10 years ago is for example probably a more reliable barometer of whether your life is on a better track than it was 10 years ago than change in financial net worth over those 10 years (though net worth is an important barometer too).  And the one situation in which happiness is least likely to steer you wrong is... (read more)

Hollerith, if 'most psychologists are idiots', I wonder how they discovered all the cognitive biases ?

He said 'most', not 'all'.  And just because someone is an idiot doesn't mean everything they do is wrong.  Even Freud managed to do some good descriptive work before descending into madness and delusion.

I mentioned psychologists in a particular context, namely,  how to apply the skills of rationality to the project of nuturing and supporting your friends, lovers and family.  Worley and I think rationality can be applied to that project.  But I thought just leaving it at that would mislead some of the readers who have not had a lot of practical experience in life: unlike many of the other projects rationality is typically applied to, this project is different in that you cannot just travel to your nearest bookstore and by browsing the shelves expect to fin... (read more)

Caledonian: "I don't believe I've ever heard anyone speak of the aesthetic aspects of rational thought before."

It's funny - the phrase "aesthetics of rationality" appears in the final paragraph of Eliezer's post; apparently it's what the whole thing was about. But I didn't notice it either, until I was seriously casting about for some way to show that Caledonian person why their criticism was off the mark. I think Eliezer's point may be something like this: the aesthetics of rationality are all that could truly make it an end in itself;... (read more)

Aesthetics are rarely a topic when rationality is discussed.  Mostly because they're only relevant to ancient-Greek-style thought.

On the list of things likely to cause unreasonable attachment, it's pretty far down.  Love of familiarity, wanting to appear intelligent to others, wanting to appear intelligent to oneself, unwillingness to face conclusions that one finds unpalatable, general inflexibility... these are all plausible causes of failure.  But aesthetics?

I think you're pretty close to the core of this one. You identified that having something to protect gives you strength. And having a worthy cause to work for, for the same reason.

But what is that reason? What is it that gives you strength? What is the underlying cause of us gaining strength from certain causes?

I'm not certain I understand the topic well enough myself, but I think I have something that you might find insightful here.

Moral Idealism. That's where your power comes from. Whether you're fighting to protect a loved one, or you're fighting to pro... (read more)

Personally, I find aesthetic purity to be a very strong source of attachment for me. It's certainly caused 'unreasonable attachments', like being stuck on being "right" and ascribing a purity to it (eg. I am right about this and you are wrong, therefore I will absolutely refuse to do this small nitpicky thing and I don't care if I jam up the whole process because it's MORALLY WRONG not to do so. I am the lone voice of dissent!). Oh, school..

I came across the same hack, or coping trick. Just remap the definition of what you're being pure about to "winning" or "rationality".

Pretty sure I'm displaying that I missed the point somehow.

The proper choice between (1) certainly save 400 lives and (2) 90% probability of saving 500 lives with 10% probability of saving no lives, depends on your utility function, which depends on the circumstances.  If your utility is proportional to the number of lives saved, then sure, go with (2).

On the other hand, suppose that some cataclysm has occurred, those 500 lives are all that remains of the human race, and extinction of the human race has such an extremely negative utility for you that all other considerations amount to rounding error in the utility... (read more)

All right, I'd like to attempt a summary to make sure that I am understanding this post, if anyone see's some mistake in my interpretation, I'd appreciate it if they let me know. 

Virtually everyone wants their beliefs to be true, this amounts to practically everyone wants to be epistimically rational. Rationality is a rare trait, so obviously that desire is not enough to make you epistimically rational. But that desire mixed with the rare desire to have all of your beliefs make useful predictions about whatever they talk about, is enough, provided that you... (read more)

I think it ought to be made explicit in the first scenario that 100 lives are being lost with certainty, because it's not necessarily implied by the proposition. I know a lot of people inferred it, but the hypothetical situation never stated it was 400/500, so it could just as easily be 400/400, in which case choosing it would certianly be preferable to the second option. I think it's important you make your hypothetical situations clear and unambiguous. Besi... (read more)

You will never master rationality well enough to win with any weapon, if you do not appreciate the beauty for its own sake.

I have a low prior for this statement, but I don't have any data. I wonder why Eliezer thinks this is the case.

Here I have a question that is slightly unrelated, but I'm looking for a good cognitive science science fair project and I'm having trouble thinking of one that would be not completely impractical for a high-schooler to do, won't take more than a few months, and would be interesting enough to hold people's attention for at least a few minutes before they head off to the physics and medical research projects. No one ever does decent cognitive science projects and I really want to show them that this branch of science can be just as rigorous and awesome as the other ones. Does anyone have any ideas?

I want to read the X saga but I can't seem to find it. Can anyone point my way?

I've been coming back to this post for 7 years or so, and the whole time it's obvious that I don't have something to protect, and haven't found one, and haven't yet found a way to find something to protect. It seems pretty cool though - and accurate that people who really care about things are able to go to great lengths to improve the way they think about the thing and their ability to to solve it.

I can say that once I realized I cared about wanting to care about something, that helped me quite a bit and I started improving my life.

Very interesting. I can't help feeling that "trying to be a better rationalist" is somehow a paradoxical aim.

Roughly speaking I would say that we have preferences, and their is no rational way of picking preferences. If you prefer pizza to icecream, or pleasure to pain, or living to dying, then that is that. Rationality is a mechanism for effectively seeking your preferences, ordering pizza, not putting your had in a fire etc. You can't pick rational preferences (goals), you can pick a rational route towards those goals.

I savor the succulent choleric chaos of declaring that I value mere phlegm above yellow bile. That is almost a contradiction, but not quite; and the resulting blend has a choleric quality as well: a delicious humor.

Lessons from experimenting prove to be more valuable than from Authority?  I think that Adam and Eve would beg to differ.  I know, mentioning them probably disqualifies me as fertile ground for rationalist seeding, huh? Oh well, can't win them all.

But anyway, thanks for the well done Harry Potter fanfic.  Truly, I am going to reread it several times, I'm sure.



No One Can Exempt You From Rationality's Laws

Traditional Rationality is phrased in terms of social rules, with violations interpretable as cheating—as defections from cooperative norms. If you want me to accept a belief from you, you are obligated to provide me with a certain amount of evidence. If you try to get out of it, we all know you’re cheating on your obligation. A theory is obligated to make bold predictions for itself, not just steal predictions that other theories have labored to make. A theory is obligated to expose itself to falsification—if it tries to duck out, that’s like trying to duck out of a fearsome initiation ritual; you must pay your dues. 

Traditional Rationality is phrased similarly to the customs that govern human societies, which makes it easy to pass on by word of mouth. Humans detect social cheating with much greater reliability than isomorphic violations of abstract logical rules.1 But viewing rationality as a social obligation gives rise to some strange ideas.

For example, one finds religious people defending their beliefs by saying, “Well, you can’t justify your belief in science!” In other words, “How dare you criticize me for having unjustified beliefs, you hypocrite! You’re doing it too!”

To Bayesians, the brain is an engine of accuracy: it processes and concentrates entangled evidence into a map that reflects the territory. The principles of rationality are laws in the same sense as the Second Law of Thermodynamics: obtaining a reliable belief requires a calculable amount of entangled evidence, just as reliably cooling the contents of a refrigerator requires a calculable minimum of free energy.

In principle, the laws of physics are time-reversible, so there’s an infinitesimally tiny probability—indistinguishable from zero to all but mathematicians—that a refrigerator will spontaneously cool itself down while generating electricity. There’s a slightly larger infinitesimal chance that you could accurately draw a detailed street map of New York without ever visiting, sitting in your living room with your blinds closed and no Internet connection. But I wouldn’t hold your breath.

Before you try mapping an unseen territory, pour some water into a cup at room temperature and wait until it spontaneously freezes before proceeding. That way you can be sure the general trick—ignoring infinitesimally tiny probabilities of success—is working properly. You might not realize directly that your map is wrong, especially if you never visit New York; but you can see that water doesn’t freeze itself.

If the rules of rationality are social customs, then it may seem to excuse behavior X if you point out that others are doing the same thing. It wouldn’t be fair to demand evidence from you, if we can’t provide it ourselves. We will realize that none of us are better than the rest, and we will relent and mercifully excuse you from your social obligation to provide evidence for your belief. And we’ll all live happily ever afterward in liberty, fraternity, and equality.

If the rules of rationality are mathematical laws, then trying to justify evidence-free belief by pointing to someone else doing the same thing will be around as effective as listing thirty reasons why you shouldn’t fall off a cliff. Even if we all vote that it’s unfair for your refrigerator to need electricity, it still won’t run (with probability ~1). Even if we all vote that you shouldn’t have to visit New York, the map will still be wrong. Lady Nature is famously indifferent to such pleading, and so is Lady Math.

So—to shift back to the social language of Traditional Rationality—don’t think you can get away with claiming that it’s okay to have arbitrary beliefs about XYZ, because other people have arbitrary beliefs too. If two parties to a contract both behave equally poorly, a human judge may decide to impose penalties on neither. But if two engineers design their engines equally poorly, neither engine will work. One design error cannot excuse another. Even if I’m doing XYZ wrong, it doesn’t help you, or exempt you from the rules; it just means we’re both screwed.

As a matter of human law in liberal democracies, everyone is entitled to their own beliefs. As a matter of Nature’s law, you are not entitled to accuracy. We don’t arrest people for believing weird things, at least not in the wiser countries. But no one can revoke the law that you need evidence to generate accurate beliefs. Not even a vote of the whole human species can obtain mercy in the court of Nature.

Physicists don’t decide the laws of physics, they just guess what they are. Rationalists don’t decide the laws of rationality, we just guess what they are. You cannot “rationalize” anything that is not rational to begin with. If by dint of extraordinary persuasiveness you convince all the physicists in the world that you are exempt from the law of gravity, and you walk off a cliff, you’ll fall. Even saying “We don’t decide” is too anthropomorphic. There is no higher authority that could exempt you. There is only cause and effect.

Remember this, when you plead to be excused just this once. We can’t excuse you. It isn’t up to us.

1Leda Cosmides and John Tooby, “Cognitive Adaptations for Social Exchange: Evolutionary Psychology and the Generation of Culture,” in The Adapted Mind, ed. Jerome H. Barkow, Leda Cosmides, and John Tooby (New York: Oxford University Press, 1992), 163–228.

Let anyone who ever thinks that I am attacking a strawman visit the above blog.

Fantastic post Eliezer, many of your recent posts have been articulating thoughts that I've been mulling about in my head over the last year or so. This one especially since I had an argument with a friend on this very subject not even a week ago haha. When you get around to publishing all of this as a book I will definitely buy a copy for myself and for my friend.

Also, Jacob, I glanced at your blog and saw the post on human evolution, if that is any indication of the quality of proof you have for Orthodox Judaism I don't think I need to read any further.

Jacob - going into detail about why atheists are evil, violent, pornography-loving, science-worshiping people doesn't disprove their worldview.  (And I find it interesting that you claim that atheists go into science, rather than scientists choosing atheism - but then, you don't seem to know what science is, so this shouldn't surprise me.)

Incidentally, out of eight models for quantum mechanics, at least two continue to permit determinism, which, notably, is another thing you erroneously attribute to atheism.  One, neo-realism, of which Einstein was a follower.  The other, multiverse theory.  One of many matters on which you get your facts entirely wrong.

And since this has been posted, Eliezer has talked about quantum mechanics at length. He's for a deterministic interpretation, for reasons other than just favoring determinism.

I would argue that one's religion or lack thereof is typically determined before one chooses a profession. I, personally, am religious, but I still think this guy is being ridiculous. I think that God made a bunch of awesome things, and one of the awesome things He made is a world that works without us having to take it apart, look under every rock, and go "LOOOK!!!! GODDDDDD!!!!! HEATHENS! I WAS RIIIIIIIIIGHT!"

Science is awesome. Rationality is awesome. Evolution is as close to fact as science can give us.
You do your religion a grave disservice, Jacob.

Given that Jacob Stein claims the reason Darwinism is accepted by scientists is that it provides justification for raping children, I think it's fair to say that he is a straw man.

Hollerith, was that a joke?  Sarcasm sometimes doesn't carry well over text.

Between appeal to valid authority and guilt by association, I choose argumentum ad logicam.

Jacob, please ensure that at any given point, no more than two of the comments listed on the "Recent Comments" display are from you.  I would also suggest that anyone interested in engaging Jacob on this, do so on his blog, rather than here.

Your point would be so much stronger, Eliezer, if you were allowed to ignore the role of models in rationality. But in all cases an infinity of alternative models may also account for what you think you have proven rationally. In your terms, no one can revoke the law that any belief in "accurate beliefs" rests on a priori assertions about what can exist and what constitutes evidence. It rests on a priori structures in your brain, designed to notice some things and not others.

Rationality is heuristic. In the case of waiting for water to spontaneously freeze at room temperature, it may be a marvelous heuristic not to hold your breath, but that's a straw man. What I'm worried about as a post-modern skeptic is what ways of organizing the world you and I have systematically failed to consider in our rational analyses. Because many internally consistent constructions of the world may be incommensurable, and yet lead not only to different predictions, but incommensurable predictions.

When you write about rationality as a way to defeat self-certainty, I'm excited and grateful. That's also how I use it. I'm more nervous when you write as if rationality is a tool that inevitably to accurate beliefs.

When you write about rationality as a way to defeat self-certainty, I'm excited and grateful. That's also how I use it. I'm more nervous when you write as if rationality is a tool that inevitably to accurate beliefs.

I think, if you'll look at what's said above, the idea is that to get anywhere we must follow a course that partakes of the rationality-pattern, of evidence-processing.  Nothing is said of all problems being solvable.  Nothing is being said of humans becoming perfect through following, with their finite computing power and noisy brains, some rationalist's apprehension of the Way.

But it is equally an error to say, "This Way will not always give you a solution; therefore, it must not be the true Way; therefore, to draw maps without looking must be the true Way, and will always yield a solution."

I suspect that if I tried to argue with Jacob Stein, the discussion would eventually turn into something like this.

Me: "X is so."
Jacob: "No, ~X is so."
Me: "But experts say X is so."
Jacob: "But these other experts say ~X is so."
Me: "Your experts are wrong and incompetent."
Jacob: "No, your experts are wrong and incompetent."
ad infinitum.

That's when you have to pull up the evidence, and compare the life's work of thousands of scientists examining the physical world to the life's work of thousands of people perusing a few disreputable books for meaning.

Seems like you need to go beyond arguments of authority and stating your conclusions and instead go down to the object-level disagreements. You could say instead "Your argument for ~X is invalid because blah blah" and if Jacob says "Your argument for the invalidity of my argument for ~X is invalid because blah blah" then it's better than before because it's easier to evaluate argument validity than ground truth.
(And if that process continues ad infinitam, consider that someone who cannot evaluate the validity of the simplest arguments is not worth arguing with.)

Yes, joke.  Irony often yields wonderful conciseness, but can make the person I am replying to feel attacked, so maybe I should refrain.

Although you display a healthy scepticism towards America's civic religion, many of your colleague-bloggers here are pickled in it, as evidenced by the fascination with the agreement theorem and with flimsy evidence for the genius of crowds for estimating weights and numbers of marbles, so I get eager to counter their pernicious influence.

I was happy to see evidence that you have looked at Unqualified Reservations, which IMO is second only to Nick Szabo's blog on our legal and political institutions.

Why be so pessimistic? Well, right now this minute the latest article on your blog suggests that if an eminent scientist declares that evolution is a fact then one should consider seriously that "quite possibly" he "may well" be saying it only because he's a child-molesting predator.

Whether this indicates that you're incredibly stupid, or that you simply don't care whether or not what you say is true, or that you think there's nothing wrong with slandering thousands of people in this way, or that you're living in some separate reality from the rest of us, doesn't really matter; it's already sufficient to make my personal estimate of the probability of any worthwhile interaction well below 1%. (And also to make it very difficult for me to believe that you have any sincere intention of "picking up good ideas from each other".)

(Incidentally, I think it very unlikely that incredible stupidity is the explanation. That is not, in this context, to your credit.)

No, Jacob, you aren't merely saying that and it's transparently obvious that you aren't merely saying that. To think that a good way of merely saying that is to do as you did -- or even to think that any sane person would believe you when you claim it --  would require that incredible stupidity I mentioned, and I don't think you're actually incredibly stupid.

Anyway, I shall now take Eliezer's advice and stop attempting to discuss things with you here. If I'd noticed that an anonymous commenter here had already drawn attention to your odious comments about scientists and believers in evolution, I wouldn't have bothered in the first place. My apologies to readers here for wasting bandwidth.

Here is another comment on democracy, and I warn the reader of highly provocative and unorthodox opinions ahead.

Here is a quick example of what I mean when I say that some of the the bloggers here are pickled in our civic religion:

As for liberal democracy, it's clearly an error to assert without further argument that liberal democracy will solve all future problems. But it is not a mistake to say that it is far and away the most successful thing that humans have ever come up with, and so that it is the best framework in which to try to address future problems.

Note that it does not say, "the most successful political system," which is IMO a reasonable assertion, but rather, "the most successful thing," e.g., more successful than our science and technology.

If liberal democracy is more potent or more successful than science and technology, why have there been no significant innovations (or improvements) in that tradition since the Jeffersonian- Washingtonian- Hamiltonian- Franklin innovation?  (The civil-rights movement was not a significant innovation IMO, but merely a more consistent holding of the system to promises already made by the original (Jeffersonian et al) innovation.  Also, even if we count it as a significant innovation, the makes only one significant innovation in 200 years.  The parliamentary innovation is an innovation only if you disbelieve the Jeffersonian argument about the separation of powers and about the advisability of intentionally making it hard to institute sweeping changes.)

Since the last important innovation in liberal democracy, our (Baconian- Galilean- Newtonian) scientific tradition has seen vigorous improvement.  Namely, we have seen the Frege- Hilbert- Russell innovation in mathematical logic, the Bayesian- Laplacean- Goodean- Jaynesian innovation (well, the Goodean- Jaynesian part of it anyway: Bayes predates the American revolution and Laplace was 32 when the war ended), the Darwinian- Wallacean innovation, the Lorentz- Poicaire- Einstein innovation, the innovation that is quantum physics, the Williams- Maynard Smith- Hamilton- Trivers innovation in evolutionary psychology, the Kahneman- Tversky innovation.

Similarly, since the last important innovation in liberal democracy, we have witnessed impressive improvement in our technology: the Industrial Revolution, the Eli Whitney- Henry Ford- Frederick Winslow Taylor- Peter Drucker- Deming innovation for running manufacturing firms, the von-Neumann- Turing- Aiken- Backus innovation of the digital computer, the Licklider- Roberts- Cerf- Engelbart- Saltzer- Reed- Clark innovation in packet-switched networking, the Sutherland- Nelson- Engelbart- Berners-Lee- Cunningham- Sanger- Wales innovation in hypertext and communications, etc.

The idea that majority votes tend to produce correct or ethical decisions (either directly or via elected representatives) and the idea that if they do not, then they can be made to do so by promoting social justice, social, racial or economic equality, nonviolence or wider participation in elections and in the public discourse leading up to elections -- that is a really silly and poisonously false idea.

In reality, the capacity to make correct and ethical decisions in our complex modern world is distributed extremely unevenly in the population, and no New Deal or Great Society program or progressive agenda is going to change that fact in any relevant time frame.

At the Singularity Summit, a woman in the audience asked, "I am an artist."  How can I participate in the implementation of the singularity (not verbatim)?  Well, the answer is, Unless you are an extremely unusually rational artist, you can't.  Your best course of action is not to try to add your voice to the conversation.  If you want to help, send money or if you seek a more personal involvement, befriend a singularitarian and share with him the knack for pleasure and delightful experience that many artists have.

Is Eliezer going to tell me that my answer to the artist is wrong?

Well, maybe he is.  After all, if I understand correctly he depends for his living on donations to the Singularity Institute.  Agreeing with me will alienate most prospective donors.  They say that it is impossible to convince a man of a truth if his livelihood depends on his not understanding it.  Although I believe Eliezer to be much less prone to bias than most, maybe this bias ("livelihood bias"?  "bias towards wanting to eat and make the car payment"?)  is too much for him to overcome.

Arrogance is not a very nice trait, but does believing oneself to be more rational than most people always entail arrogance?  Is there no chain of experiences a human being can undergo under which it is rational to conclude that one is much more rational than the average person?

One important reason liberal democracy and later elaborations involving social justice, equality, nonviolence, universal sufferage have so few thoughtful critics is because those with the skill and knowledge to critique it tend to be employed as scholars, scientists or at least as professionals of some sort, and the ideologues will get you fired from these sorts of jobs if your critique is too successful at finding an audience.  Also, it can be quite costly to one's career or one's social standing to create the perception among prospective friends and partners of being recklessly impolitic or dangerously heterodox.

Admittedly, another (quite sensible) reason liberal democracy has so few thoughtful critics is that the two (nondemocratic) political innovations of the 20th Century that were tried on a large scale in the industrial world went disasterously wrong and killed many people.  So let me stress that I am not advocating another large-scale experiment in government.  I explain the reason for my critiquing of democracy below.

Again, I repeat: most of our received political wisdom is really silly and poisonously false.

It would take a concerted campain of organized violence to correct the problem, however, because you have to divest the ideologues from their power (particularly from the universities and the school system), and if you were to succeed, then human nature being what it is, some new political or religious orthodoxy would take its place in a few generations.  Also, there is nothing that the ideologues are likely to do that cannot be corrected over the course of a few human generations.  Russia, Central Asia and Eastern Europe were damaged by their 70-year experiment with Marxist-Leninist ideology, but there is no reason to think that they will not recover from the damage in a few generations.  I do not mean to dismiss the real suffering and loss of human life and human potential caused by that experiment in Marxism-Lenninism, or of the (less severe) suffering caused by the political system of the Western democracies, but since you and I have only very course control over the political environment, we cannot (without ultratechnologies) prevent it from doing significant damage.  It is important not to lose track of the most important consideration, which in this case is as follows: Ever since Kepler, Galileo and Newton, our civilization has seen almost continuous progress in science, technology and the amount of wealth that is available to the average person.  As a result, a young prospective rationalist has available leisure hours, bodies of knowledge and tools (like the internet) far better suited to making rapid progress learning rational skill than that available to previous generations.  Our political system is not the ideal one to nurture the continuation of this progress (e.g., it has a worrisome tendency to enforce an orthodoxy on social scientists), but it is not too bad, and is probably the best out of all the systems that have been tried.  And changing it would be very disruptive and, well, bloody.  So, it is probably best to leave it standing as long as it continues to allow scientific, technological and economic progress.

The one exception I know of to the general rule that our silly and poisonous political culture cannot do any damage that cannot be corrected in a few generations is the project Eliezer started, namely, the deliberate creation of an intelligence explosion through AI programming.  A mistake there can persist for billions of years and indeed might even persists in ways that cannot be adequately described by the passage of time.  Moreover, in 2004 or so, Eliezer authored a document that was titled Collective Volition and is now titled Coherent Extrapolated Volition, which in my humble opinion shows Eliezer to have been as of 2004 too credulous and too enamoured of this idea that important decisions come out better when as many people as possible have a say or a vote or an influence.  Note the similarity between the title "Collective Volition" and the fatuous platitude "the Will of the People".

Individuals like Eliezer who have mastered a great deal of science at a young age will tend to have come from loving and saner-than-usual families and to be able to attract saner-than-usual friends and colleagues, so it is possible that they find it hard to imagine fully the mendacity, fatuousness and zealotry of the idealists in our "opinion-making" professions and the ruthless careerism and casual butchering of  truth of the realists in our opinion-making professions.  It is of course our opinion-makers who create and refine our political culture.

Since I have lived my life on the margins of our society and have depended often on ordinary professionals (in my case, doctors, other health-care providers, a few lawyers) with no particular distinction in rationalist skill, maybe I can convey to the reader just how shoddily ordinary professionals treat evidence and treat hypotheses.

It would serve no purpose IMO to challenge the democratic ideologues on, e.g., Daily Kos or indeed in the vast majority of public forums.  It would merely ignite a nasty flamewar and it is unlikely to change anyone's opinion.

In contrast, the presence of Eliezer and young Eliezer wanna-bes on this blog makes it worthwhile for somebody (me if no one else steps up) regularly to criticize democratic political ideals, to try to neutralize the flood of democratic ideology and ideals (as exemplified by the quote above).

Again, I ask the reader to consider the proposition that most of our political traditions are silly, fatuous and false -- the modern equivalent to the Medieval Catholic Christianity.  Our political culture enjoys its near monopoly on political opinion, like I said, by making life miserable for dissenters and enacting quite serious and severe punishements on dissenters.

Eliezer has over the last few months presented an accomplished technical explanation of how an individual human being makes good decisions (and how that skill might be improved).  His explanations are free from slogans.  Everything reduces to the non-mysterious operation of physical laws.  When his explanations depend on or refer to received wisdom (about physics or neuroscience, for example), there is no reason to believe that that received wisdom is maintained by the punishment of dissenters, the removal of dissenters from positions of visibility (e.g., academic and journalistic positions), or the denouncing of dissenters as immoral or hateful.

Dear reader, ask yourself, Where can I find a corresponding detailed technical explanation of how my favorite political system makes a good decision?  What is the causal mechanism in the political system that produces the correct or ethical decisions?  How many decibels of evidence support the hypothesis of the existence of the causal mechanism?  Has anyone calculated that quantity?  The reader should demand detailed answers free from mysteries and from trite slogans that derive their persuasive power from endless repetition.  Whey the voting scheme is run in a "controlled experiment", meaning one in which the voting system is asked to answer a  mathematical, scientific, technological or economic question to which the answer is already known, does it in fact produce the correct answer?

These are all good and well as observations go, but it is unclear what alternative you are proposing, if any.

I would also like to point out that, once you start discriminating between who should have more (or any) weight in decision-making, the biases of whoever is making said discrimination could very well result in excluding beneficial or even indispensable viewpoints for whatever decision is being made. That isn't to argue, that extreme equality of decision-making power is optimal; but it does raise an important issue with systems that lack it, which needs to be addressed in any alternative method. There are other similar pitfalls, but I think this may be the main one.

I would say that you're rather strawmanning the author of HPMoR where some reasons to distrust democracy are nicely illustrated - by (spoiler, now rot13ed) gur znva ureb thvyg-gevccrq vagb gnxvat n yvgreny gevc gb Nmxnona naq uvf orfg sevraq nyzbfg trggvat nabgure bar va funpxyrf.

When the original comment was posted, those chapters of HPMoR were probably not  written yet.

Also, spoilers are often written in ROT13 around here. (https://rot13.com/)

Richard:  I think that you misunderstand the reason for interest in the agreement theorem.  The theorem is not seen as evidence in favor of America's civic religion, but rather as a particularly important proof of how far almost everyone departs from mutually recognized rationality almost all the time.

Vassar, maybe I misunderstand.  I always thought informing someone about the agreement theorem will decrease the probability that that person will dare to dissent from a widely-held consensus.  The belief that Majority Rule is an effective and reliable way to make correct or ethical decisions is of course a widely-held consensus.  I would be obliged if those who write about the agreement theorem would periodically disclaim or at least profess agnosticism towards the notion that it applies to pursuits such as religion and politics in which dissenters face widespread ostracism and other sanctions.  Nor do I buy that it applies to markets with strong network effects (meaning markets with a large "first-mover advantage" or in which an incumbent enjoys a large advantage over upstart competitors) e.g., the market for operating systems for personal computers, e.g., the market for undergraduate education at highly competitive colleges.

If I may be allowed a short tangent from the topic of this post, my strongest objection to the enthusiastic application of Majority Rule and related ideas is directed not so much at the governance of nation-states as at, e.g., the important Wikipedia project and, e.g., the extremely important singularitarian project.  Rather than elections, Wikipedia would better serve its public IMO by scrapping elections and making it as easy as possible for groups to fork Wikipedia.  Putting the content under a permissive, open-source license was a major step in that direction.  The 2 major remaining steps IMO are a technical provision by which every competing encyclopedia's software may be notified of every change to every Wikipedia page as soon as the change is saved and the development of search engines able to lead the surfer through the bewildering array of world views and editorial approaches nurtured by the governance structure I just described.

Somewhat off-topic and answering an ancient comment, but a useful reminder of how important endeavours can actually be horribly short of resources and much more fragile than people think:

Rather than elections, Wikipedia would better serve its public IMO by scrapping elections and making it as easy as possible for groups to fork Wikipedia. Putting the content under a permissive, open-source license was a major step in that direction. The 2 major remaining steps IMO are a technical provision by which every competing encyclopedia's software may be notified of every change to every Wikipedia page as soon as the change is saved and the development of search engines able to lead the surfer through the bewildering array of world views and editorial approaches nurtured by the governance structure I just described.

We know this :-) Wikipedia as monopoly provider of the world's encyclopedia is an anti-pattern. But the network effects are very powerful.

This means we are a great big single point of failure. Our single data centre is one hurricane away from disappearing. Even making a good backup of English Wikipedia is a remarkably difficult endeavour because it's SO BIG. A billion and a half words. Can you mentally grasp how big that is? I sure can't.

And the distributed network you outline would be a wonderful thing. But, like most things that it would be nice to do with Wikipedia, it requires coding on MediaWiki. Lots of people have "Why don't you ..." technical ideas - nearly none of them follow them with the requisite code.

The budget for this year includes a pile of cash on technical resources: a second data centre and a lot more coders. We're also developing a pattern where young whizzkids work for WMF for a couple of years at charity pay and go off to make a bundle in industry - and that's fine by us.

A billion and a half words. Can you mentally grasp how big that is?

1.5N GB, where N is the average bytes per English word. Multiply by, say, 5 for the HTML overhead and it would still all fit onto a 64GB memory stick uncompressed, though I'd want something faster for actually accessing it.

It would actually be larger, as you'd need all the images as well, and you'd want the ancillary things like wikisource and wiktionary (I don't know if those are independent projects or if they're included in your figure) but even so, it sounds like the whole thing would easily fit onto a typical hard disc.

I have all of the english wikipedia available for offline searching on my phone.  It's big, sure, but it doesn't fill the memory card by any means (and this is just the default one that came with the phone).

For offline access on a windows computer, WikiTaxi is a reasonable solution.

I'd recommend that everyone who can carry around offline versions of wikipedia.  I consider it part of my disaster preparedness, not to mention the fun of learning new things by hitting the 'random article' button.

Note that the size of 1.5 billion words isn't what really makes it so large. The real issue is the sheer number of revisions which increases the database size  by orders of magnitude.  The large number of images also contribute. 

Yeah, it's the full history dump that basically hasn't worked properly in years.

Richard, I claim the agreement results apply fully to most topics in religion and politics, and to markets with network effects.  I suspect you misunderstand what is being claimed; it applies to honest beliefs, not words or actions.

People often consistently profess some belief, which their actions belie.  But that is not what you mean.  Do I understand you to maintain that there is a third aspect to every person's model of reality, namely, their "honest belief", that has no particular relationship to the model they profess or the model that can be inferred from their actions?  What would you consider evidence that this "honest belief" does not exist?

What I most want to know: Do you believe the results imply or strongly suggest that if a large group of people share some model of reality which differs in an important detail from models shared by much smaller groups, the model of the large group usually contains more true information and less false information than every model shared by every smaller group?  Even in academic psychology, academic sociology, principles of governance and how the government should intervene in the economy?

If yes, do you require the large group to consist only of experts or those with training in the domain to which the models pertain?

Richard, honest belief is the belief they would have if they were being honest.  Averaging over all possible groups large and small, the large group average belief must tend to be more accurate.  But if we condition on a small group having some feature X, then of course it becomes an open question, depending on X.

Vassar, I think I get what you are trying to tell me: the agreement theorem says that if everyone were a perfect Bayesian reasoner (and a few other conditions hold) then everyone would be in perfect agreement.  But surely no one believes the converse!  Surely everyone agrees that perfect agreement can come about by other means, e.g., a program of indoctrination and suppression of dissenters.

I can see two cases where tu quoque arguments could have some utility:

So what if I'm a hypocrite? You're a hypocrite too!

While the general argument is valid, I'm not sure how these accusations of socially-derived rules making up traditional rationality. There were many mathematicians and scientists before Bayes was born, and they derived their beliefs from logic and evidence, not social norms. Take Galileo as an extreme and famous example. Is there any evidence behind these unflattering descriptions of traditional rationalists?



Leave a Line of Retreat

I recently happened into a conversation with a nonrationalist who had somehow wandered into a local rationalists’ gathering. She had just declared (a) her belief in souls and (b) that she didn’t believe in cryonics because she believed the soul wouldn’t stay with the frozen body. I asked, “But how do you know that?”

From the confusion that flashed on her face, it was pretty clear that this question had never occurred to her. I don’t say this in a bad way—she seemed like a nice person without any applied rationality training, just like most of the rest of the human species.

Most of the ensuing conversation was on items already covered on Overcoming Bias—if you’re really curious about something, you probably can figure out a good way to test it, try to attain accurate beliefs first and then let your emotions flow from that, that sort of thing. But the conversation reminded me of one notion I haven’t covered here yet:

“Make sure,” I suggested to her, “that you visualize what the world would be like if there are no souls, and what you would do about that. Don’t think about all the reasons that it can’t be that way; just accept it as a premise and then visualize the consequences. So that you’ll think, ‘Well, if there are no souls, I can just sign up for cryonics,’ or ‘If there is no God, I can just go on being moral anyway,’ rather than it being too horrifying to face. As a matter of self-respect, you should try to believe the truth no matter how uncomfortable it is, like I said before; but as a matter of human nature, it helps to make a belief less uncomfortable, before you try to evaluate the evidence for it.”

The principle behind the technique is simple: as Sun Tzu advises you to do with your enemies, you must do with yourself—leave yourself a line of retreat, so that you will have less trouble retreating. The prospect of losing your job, for example, may seem a lot more scary when you can’t even bear to think about it than after you have calculated exactly how long your savings will last, and checked the job market in your area, and otherwise planned out exactly what to do next. Only then will you be ready to fairly assess the probability of keeping your job in the planned layoffs next month. Be a true coward, and plan out your retreat in detail—visualize every step—preferably before you first come to the battlefield.

The hope is that it takes less courage to visualize an uncomfortable state of affairs as a thought experiment, than to consider how likely it is to be true. But then after you do the former, it becomes easier to do the latter.

Remember that Bayesianism is precise—even if a scary proposition really should seem unlikely, it’s still important to count up all the evidence, for and against, exactly fairly, to arrive at the rational quantitative probability. Visualizing a scary belief does not mean admitting that you think, deep down, it’s probably true. You can visualize a scary belief on general principles of good mental housekeeping. “The thought you cannot think controls you more than thoughts you speak aloud”—this happens even if the unthinkable thought is false!

The leave-a-line-of-retreat technique does require a certain minimum of self-honesty to use correctly.

For a start: You must at least be able to admit to yourself which ideas scare you, and which ideas you are attached to. But this is a substantially less difficult test than fairly counting the evidence for an idea that scares you. Does it help if I say that I have occasion to use this technique myself? A rationalist does not reject all emotion, after all. There are ideas which scare me, yet I still believe to be false. There are ideas to which I know I am attached, yet I still believe to be true. But I still plan my retreats, not because I’m planning to retreat, but because planning my retreat in advance helps me think about the problem without attachment.

But the greater test of self-honesty is to really accept the uncomfortable proposition as a premise, and figure out how you would really deal with it. When we’re faced with an uncomfortable idea, our first impulse is naturally to think of all the reasons why it can’t possibly be so. And so you will encounter a certain amount of psychological resistance in yourself, if you try to visualize exactly how the world would be, and what you would do about it, if My-Most-Precious-Belief were false, or My-Most-Feared-Belief were true.

Think of all the people who say that without God, morality is impossible.1 If theists could visualize their real reaction to believing as a fact that God did not exist, they could realize that, no, they wouldn’t go around slaughtering babies. They could realize that atheists are reacting to the nonexistence of God in pretty much the way they themselves would, if they came to believe that. I say this, to show that it is a considerable challenge to visualize the way you really would react, to believing the opposite of a tightly held belief.

Plus it’s always counterintuitive to realize that, yes, people do get over things. Newly minted quadriplegics are not as sad, six months later, as they expect to be, etc. It can be equally counterintuitive to realize that if the scary belief turned out to be true, you would come to terms with it somehow. Quadriplegics deal, and so would you.

See also the Litany of Gendlin and the Litany of Tarski.  What is true is already so; owning up to it doesn't make it worse.  You shouldn't be afraid to just visualize a world you fear. If that world is already actual, visualizing it won't make it worse; and if it is not actual, visualizing it will do no harm.  And remember, as you visualize, that if the scary things you're imagining really are true—which they may not be!—then you would, indeed, want to believe it, and you should visualize that too; not believing wouldn't help you.

How many religious people would retain their belief in God if they could accurately visualize that hypothetical world in which there was no God and they themselves have become atheists?

Leaving a line of retreat is a powerful technique, but it’s not easy. Honest visualization doesn’t take as much effort as admitting outright that God doesn’t exist, but it does take an effort.

1And yes, this topic did come up in the conversation; I’m not offering a strawman.

How many rationalists would retain their belief in reason, if they could accurately visualize that hypothetical world in which there was no rationality and they themselves have become irrational?

if they could accurately visualize that hypothetical world in which there was no rationality and they themselves have become irrational?

I just attempted to visualize such a world, and my mind ran into a brick wall. I can easily imagine a world in which I am not perfectly rational (and in fact am barely rational at all), and that world looks a lot like this world. But I can't imagine a world in which rationality doesn't exist, except as a world in which no decision-making entities exist. Because in any world in which there exist better and worse options and an entity that can model those options and choose between them with better than random chance, there exists a certain amount of rationality.

Well, a world that lacked rationality might be one in which all the events were a sequence of non-sequiters. A car drives down the street. Then dissappears. We are in a movie theater with a tyrannosaurus. Now we are a snail on the moon. Then there's just this poster of rocks. Then I can't remember what sight was like, but there's jazz music. Now I fondly remember fighting in world war 2, while evading the Empire with Hans solo. Oh! I think I might be boiling water, but with a sense of smell somehow.... that's a poor job of describing it -- too much familiar stuff - but you get the idea. If there was no connection between one state of affairs and the next, talking about what strategy to take might be impossible, or a brief possibility that then dissappears when you forget what you are doing and you're back in the movie theater again with the tyrannosaurus. If 'you' is even a meaningful way to describe a brief moment of awareness bubbling into being in that universe. Then again, if at any moment 'you' happen to exist and 'you' happen to understand what rationality means- I guess now that I think about it, if there is any situation where you can understand what the word rationality means, its probably one in which it exists (howevery briefly) and is potentially helpful to you, even if there is little useful to do about whatever situation you are in, there might be some useful thing to do about the troubling thoughts in your mind.

That's not the idea that really scares Less Wrong people.

Here's a more disturbing one; try to picture a world where all the rational skills you're learning on Less Wrong are actually somehow flawed, and actually make it less likely that you'll discover the truth or made you correct less often, for whatever reason?  What would that look like?  Would you be able to tell the difference.   

I must say, I have trouble picturing that, but I can't prove it's not true (we are basically tinkering with the way our mind works without a software manual, after all).   

I enjoy the non-mathy posts. I believe Overcoming Bias is a worthy endeavor, and as a relatively new field of study, the math-oriented posts are important. They are often the most succinct and accurate way to convey concepts. With that said, I find that math posts to be dense with information, perhaps overly so. I find myself unconsciously starting to skim instead of read, and I find it difficult to force myself to pay attention.

The mathy posts appeal to people who are serious about moving this burgeoning field forward, and the non-mathy posts appeal to people who are more casually interested in the concepts, and allow you to have a wider audience. You will have a balance between the two no matter what you attempt, the only question is what your intended audience is, and the best way to reach those people.

I enjoy all posts here, but would love a post on what does it mean to be rational. Something introductory, something you can link to when you talk with people who think "if you can justify what someone did, no matter what the justification is, the action becomes rational".

While I appreciate the mathy posts as well as I can, as someone without much training in mathematics I really enjoy these types of posts (I've got a large backlog of your more mathy posts bookmarked for me to work through, whereas your non-mathy posts I read as soon as they show up in my feed reader).

The ability to endure cognitive dissonance long enough to find the resolution to the dissonance, rather than just short-circuiting to something that makes no sense but offers relief from the strain, is a necessary precondition for rational thought.

I don't think it can be cultivated, and I don't think there's a substitute.  Either you pass through the gauntlet, or you don't.

I just want you to get to that "revelation"  of yours already. I thought you were approaching it, if you're talking about neural nets and arithmetic coding. Where does it rank in your schedule? Or is this blog for human reasoning only?

I was expecting to read yet another mathy post tonight, but I was dissapointed. Less mathy stuff is ok, but shouldn't really come at cost of anything intresting.

I agree with Kriti - introductory essay, post, etc would be useful.

I too prefer less mathy - well, to be precise I'll actually read the less mathy stuff in the first place.

More to the point, I've stopped listening to news reports about global warming - and this is harming my ability to think rationally about it. I'll change the channel instead of hear someone say "You know how we all thought we've got 50 years to live? Turns out it's only 30/25/20."

WTF? You say:
[...] I was actually advised to post something "fun", but I'd rather not [...]

BTW could we increase the probability of people being honest by basing reward not on individual choices, but on the log-likelihood over a sample of similar choices?
(For a given meaning of similar.)

As a mathematician I like your mathy posts, but this is also very welcome for a reason: it contains practical advice. Some posts are of little direct practical use but this one certainly is.

"this is also very welcome" I'm refering to this post.

Kriti et al:
I'd recommend this and this to anybody who hasn't already read it. Otherwise I have not much idea for introductory texts right now.

I think you should go with the advice and post something fun. Especially so if you have "much important material" to cover in following months. No need for a big hurry to lose readers. ;)

I should however note that one of the last mathy posts (Mutual Information) struck a chord with me and caused an "Aha!" moment for which I am grateful.

I digress here to remark that the symmetry of the expression for the mutual information shows that Y must tell us as much about Z, on average, as Z tells us about Y.  I leave it as an exercise to the reader to reconcile this with anything they were taught in logic class about how, if all ravens are black, being allowed to reason Raven(x)->Black(x) doesn't mean you're al... (read more)

I like non-mathy posts. I particularly enjoyed this one, as it seems to have a clear practical application.

I liked this post, but then again, I like all your posts Eliezer! (I've just been hiding behind my feedreader, and so not commenting about it before.)

My opinion about mathy/non-mathy is that you should do what you think is most natural. Most days, you'll probably want to get on with the mathy exposition (and I am very much looking forward to the more advanced mathy posts), and then sprinkle in something lighter when the occasions to do so arise. For instance, I like that you based today's post on a recent discussion you had.

I believe this approach would be most conducive to interesting reading.

'Newly minted quadriplegics'? What's more fun than that?

Don't worry too much about who wants what when. Like you say, it's all important stuff, and at a post a day no-one's going to complain about the odd vignette. Just keep up the good work.

When I saw the title I thought you were responding to this:
http://www.overcomingbias.com/2008/02/more-moral-wigg.html

There's a common literary technique used in most storytelling in which the author writes alternating "up" and "down" scenes -- it provides pacing and context; it also allows us time to digest the "up" scenes.

It seems to me that the technique is appropriate here -- it might be worth making a goal for yourself to write a mathy post, then to follow up with a post on the same topic but without any math in it at all, except maybe references to the previous post. That would be an interesting exercise for you, I think. It's supposed ... (read more)

There hasn't been much evidence of atheists forming groups that have the positive aspects that a church/synagogue/mosque holds in the social life of some humans. So you might forgive a theist pretending to be a rationalist, for not holding the probability of this happening very high, and that the world would lack said institutions and would be a worse place.

If rationalists truly wants to get rid of religions, without getting rid of humans, we would have to ask ourselves, "What do humans get out of being part of a religion?" And then provide that ... (read more)

You know that you can't succeed without the math, and slowing down for posts like this is taking away 24 hours that might have been better used to save humanity.  Not that this was a bad post, but I think you would be better off letting others write the fun posts unless you need to write a fun post to recover from teaching.

Eliezer, this was a welcome relief from the long series of mathy posts.

Eliezer, suppose it turned out to be the case that:

1) God exists.
2) At some time in the future, tomorrow, for example, God comes to Eliezer Yudkowsky in order announce His existence.
3) Not only does He announce His existence, but He is willing to have His existence and power tested, and passes every test.
4) He also asserts that according to Eliezer's CEV, although not according to his present knowledge, God's way of acting in the world is perfectly moral, even according to Eliezer's values.

How would you react to these events? Would you write a post about them on OB?

Thanks for feedback, all!  The consensus appears to favor leavening mathy posts with less mathy ones.  I'll bear that in mind, though I make no promises - I do have my own agenda here.

Unknown, can't say I've ever thought of that one.  I've considered how to kill or rewrite a Judeo-Christian type God, but not that particular scenario you've just described.

I think I would simply reply to number 4, "I don't believe that without an explanation."  After all, just because an entity displays great power doesn't mean it will always tell you the truth.

Alternatively, if you want something super scary, try 1), 2), and 3) without 4).

I've considered how to kill or rewrite a Judeo-Christian type God

Please make this your next "fun" post. (Speaking of which, I enjoy the digression.)

You can't necessarily force me to consider believing number 4 because it involves a moral question and those are not subject to forced visualization (by this rule) in the way that factual scenarios are.

But "my CEV judges killing babies as good" (unlike "killing babies is good") is a factual proposition. You know what your current moral judgments are, but you can't be certain what t... (read more)

This reminds me of an item from a list of "horrible job interview questions" we once devised for SIAI:

Would you kill babies if it was intrinsically the right thing to do? Yes/No

If you circled "no", explain under what circumstances you would not do the right thing to do:

If you circled "yes", how right would it have to be, for how many babies?
___

What a horrible horrible question. My answer is ... what do you mean when you say "intrinsically the right thing to do"? The "right thing" according to whom? If it... (read more)

"This reminds me of an item from a list of "horrible job interview questions" we once devised for SIAI:"

"I've considered how to kill or rewrite a Judeo-Christian type God"

Okay, now I'm curious what you've concluded with regards to that. :)

Probably not worth doing more then just talking 'bout it in comments, if that, unless you feel like doing a post on that just for fun.

But as far as this post, I also liked it. Useful to have actual suggestions for mental practices to practice to help one debias oneself.

Why do the work of hypothesizing the world without God? It's not like Nietszche, Sartre, Camus, Marx, Shaw, Derrida, etc. haven't done a much better job of it than me, because they were better philosophers than me.  However, I also consider Aquinas to be the better philosopher than the aforementioned.  Is that so unreasonable?

Thanks for reminding me of The Art of War from your quote.  You might be interested in this great translation - http://www.sonshi.com/huynh.html

"The mathy posts appeal to people who are serious about moving this burgeoning field forward, and the non-mathy posts appeal to people who are more casually interested in the concepts" - (Snappycrunch)

Beware of mistaking mathematical thinking for rational thinking; math is a tool like any other, to be used rationally or irrationally. Nassim Taleb demonstrates this very well in his book "Fooled by Randomness".

There's nothing casual about being interested in the concepts of rational thinking; even the mathematically minded (who will naturally be more interested in the mathy posts) need the concepts to understand what framework to put the math into.

I've considered how to kill or rewrite a Judeo-Christian type God
If God did not exist, it would be necessary to invent him. And if there really is a God it will be necessary to abolish him!

How does one go about visualizing a world without souls?  Or, rather a world in which nobody believes in souls, and how would this visualization have any bearing to "reality"?  It seems like the thought experiment is really: What would I do if everything were the same except I didn't have a soul?

I think you write better when you are expressing your beliefs and inner thoughts as opposed to the mathematical equation that leads you there.

“Do not dwell in the past, do not dream of the future, concentrate the mind on the present moment.”

slowing down for posts like this is taking away 24 hours that might have been better used to save humanity.

 I've considered how to kill or rewrite a Judeo-Christian type God

I've considered how to kill or rewrite a Judeo-Christian type God

Obligatory Pascal: Ah, but what if there's a tiny chance that He's reading along to figure out our tactics?

Steven:  To kill or rewrite a Judeo-Christian God, obviously, the technique has to work even if the God can read your planning thoughts.  It's a lot easier than dealing with an UFAI, though, because the Judeo-Christian God has anthropomorphic cognitive vulnerabilities and a considerable response time delay.  ("You ate the apple?")

Naturally you prefer to rewrite the God if possible - shame to waste all that power.

Heh, so how do you know that it is not the case that this hypothetical JCG reads overcomingbias but not people's private thoughts?

(Of course as long as we're under these weird assumptions then not discussing tactics could be a fatal mistake too, etc etc)

I'm skeptical about the possibility of really carrying out this kind of visualization (or, more broadly, imaginary leap).  Here's why.

I might be able to say that I can imagine the existence of a god, and what the world would be like if, say, it were the Christian one.  But I can't imagine myself in that world -- in that world, I'm a different person.  For in that world, either I hold the counterfactually true belief that there is such a god, or I don't.  If I don't hold that belief, then my response to that world is the same as my response to this world.  ... (read more)

This reminds me of an item from a list of "horrible job interview questions" we once devised for SIAI:

Would you kill babies if it was intrinsically the right thing to do? Yes/No

If you circled "no", explain under what circumstances you would not do the right thing to do:
I assume by "intrinsically right thing to do", you do not intend something straightforward like "here are five babies carrying a virus which, if left unchecked, will wipe out half the population of the planet.  There is no means by which they can be quaran... (read more)

I would show the proof to as many moral philosophers as I could

Boy, I sure wouldn't.  Ever read Cherniak's "The Riddle of the Universe and Its Solution"?

I am well aware that a fundamentalist could take my previous paragraph, replace "killing babies" with "oral sex" and thus make his prudery unassailable by argument. So much the worse for him, I say.

I sympathize, but I don't think that really solves the dilemma.

Post what you want to post most. The advice that you should go against your own instincts and pander is bad, in my opinion. The only things you should force yourself to do are: (1) try to post something every day, and (2) try to edit and delete comments as little as possible. I believe the result will be an excellent and authentic blog with the types of readers you want most (and that are most useful to you).

I think there is pretty overwhelming evidence that moral philosophers are almost never moved to do anything nearly so onerous and dangerous as killing babies by their moral views. See Unger, Singer, Parfit, etc.

That title confused me. I expected an article on how, when debating, it was better to leave the opponent a line of retreat so that they would not feel dialectically cornered and start panicking. Of course, along that line of retreat, your arguments would be waiting for them. Socrates apparently was a true master of this little dance. This is especially useful if you have a lot of time and you are trying to actually change the way your opponent thinks, rather than changing that of an audience.

I think the greatest test of self honesty (maybe it ties with honestly imagining the world you wish weren't real) would be admitting to yourself that the world looks an awful lot like the hypotheticl world you just vividly imagined. I think if anyone who believes in god or homeopathy or what-have-you honestly imagined what the world would look like if their belief was wrong, and they had enough courage, they'd admit to themselves that the world looks a lot like that already. 

You really should write a book. Seriously. I could probably raise the hypothesis of teaching Rationality as a first-year course (as a follow-up to Logic) instead of useless "password" classes like I've received at my college. Having a book I could wave around with to convince people maybe being rational is important when you're a scientist would help a lot. At least I'd start printing and distributing it.

You could also just put the primary sequences of this website into a (e)book format, and release it. You might reach a wider audience that way, which would of course be Winning.

The hope is that it takes less courage to visualize an uncomfortable state of affairs as a thought experiment, than to consider how likely it is to be true.  But then after you do the former, it becomes easier to do the latter.

And again you manage to condense a wise life lesson to two sentences. I should really write them down.

"How many religious people would retain their belief in God, if they could accurately visualize that hypothetical world in which there was no God and they themselves have become atheists?"

More than a few. For example, if you are a Muslim in some places, accurately visualizing the world where you become an atheist means visualizing a world in which you get killed for apostasy.

Evangelism and creationism don't tend to go down very well here, but you know what's likely to go down even less well? Claiming to have conclusive evidence against things near-universally believed here (e.g., evolution) and not bothering to provide us with any of it.

I don't want to mislead you; if you do tell us some of the things you regard as demonstrating that evolution is "a fairy tale", those things are not likely to get the sort of reception you would prefer them to get. (I say: because you're claiming to offer conclusive evidence of something that i... (read more)

the clay telling the potter what he should do with the clay ... It's His game, His gameboard, His pieces, His rules, His decisions 

The great sin against reason is not belief in a God, it's belief in a good God. But people cling to scraps of unreason and hope in order to endure this horror show of a world. 

Are you related to Tom McCabe, who posted on this page years ago? Is there some tragedy that brings you here? 



Crisis of Faith

It ain’t a true crisis of faith unless things could just as easily go either way.

Many in this world retain beliefs whose flaws a ten-year-old could point out, if that ten-year-old were hearing the beliefs for the first time. These are not subtle errors we’re talking about. They would be child's play for an unattached mind to relinquish, if the skepticism of a ten-year-old were applied without evasion. As Premise Checker put it, "Had the idea of god not come along until the scientific age, only an exceptionally weird person would invent such an idea and pretend that it explained anything."

And yet skillful scientific specialists, even the major innovators of a field, even in this very day and age, do not apply that skepticism successfully. Nobel laureate Robert Aumann, of Aumann’s Agreement Theorem, is an Orthodox Jew: I feel reasonably confident in venturing that Aumann must, at one point or another, have questioned his faith. And yet he did not doubt successfully.  We change our minds less often than we think.

This should scare you down to the marrow of your bones. It means you can be a world-class scientist and conversant with Bayesian mathematics and still fail to reject a belief whose absurdity a fresh-eyed ten-year-old could see. It shows the invincible defensive position which a belief can create for itself, if it has long festered in your mind.

What does it take to defeat an error that has built itself a fortress?

But by the time you know it is an error, it is already defeated. The dilemma is not “How can I reject long-held false belief X?” but “How do I know if long-held belief X is false?” Self-honesty is at its most fragile when we’re not sure which path is the righteous one. And so the question becomes:

How can we create in ourselves a true crisis of faith, that could just as easily go either way?

Religion is the trial case we can all imagine.2 But if you have cut off all sympathy and now think of theists as evil mutants, then you won’t be able to imagine the real internal trials they face. You won’t be able to ask the question:

What general strategy would a religious person have to follow in order to escape their religion?

I’m sure that some, looking at this challenge, are already rattling off a list of standard atheist talking points—“They would have to admit that there wasn’t any Bayesian evidence for God’s existence,” “They would have to see the moral evasions they were carrying out to excuse God’s behavior in the Bible,” “They need to learn how to use Occam’s Razor—”

Wrong! Wrong wrong wrong! This kind of rehearsal, where you just cough up points you already thought of long before, is exactly the style of thinking that keeps people within their current religions.  If you stay with your cached thoughts, if your brain fills in the obvious answer so fast that you can't see originally, you surely will not be able to conduct a crisis of faith.

Maybe it’s just a question of not enough people reading Gödel, Escher, Bach at a sufficiently young age, but I’ve noticed that a large fraction of the population—even technical folk—have trouble following arguments that go this meta.3 On my more pessimistic days I wonder if the camel has two humps.

Even when it’s explicitly pointed out, some people seemingly cannot follow the leap from the object-level “Use Occam’s Razor! You have to see that your God is an unnecessary belief!” to the meta-level “Try to stop your mind from completing the pattern the usual way!” Because in the same way that all your rationalist friends talk about Occam’s Razor like it’s a good thing, and in the same way that Occam’s Razor leaps right up into your mind, so too, the obvious friend-approved religious response is “God’s ways are mysterious and it is presumptuous to suppose that we can understand them.” So for you to think that the general strategy to follow is “Use Occam’s Razor,” would be like a theist saying that the general strategy is to have faith.

“But—but Occam’s Razor really is better than faith! That’s not like preferring a different flavor of ice cream! Anyone can see, looking at history, that Occamian reasoning has been far more productive than faith—”

Which is all true. But beside the point. The point is that you, saying this, are rattling off a standard justification that’s already in your mind. The challenge of a crisis of faith is to handle the case where, possibly, our standard conclusions are wrong and our standard justifications are wrong. So if the standard justification for X is “Occam’s Razor!” and you want to hold a crisis of faith around X, you should be questioning if Occam’s Razor really endorses X, if your understanding of Occam’s Razor is correct, and—if you want to have sufficiently deep doubts—whether simplicity is the sort of criterion that has worked well historically in this case, or could reasonably be expected to work, et cetera. If you would advise a religionist to question their belief that “faith” is a good justification for X, then you should advise yourself to put forth an equally strong effort to question your belief that “Occam’s Razor” is a good justification for X.4

If “Occam’s Razor!” is your usual reply, your standard reply, the reply that all your friends give—then you’d better block your brain from instantly completing that pattern, if you’re trying to instigate a true crisis of faith.

Better to think of such rules as, “Imagine what a skeptic would say—and then imagine what they would say to your response—and then imagine what else they might say, that would be harder to answer.”

Or, “Try to think the thought that hurts the most.”

Put forth the same level of desperate effort that it would take for a theist to reject their religion.

Because if you aren’t trying that hard, then—for all you know—your head could be stuffed full of nonsense as bad as religion.

Without a convulsive, wrenching effort to be rational, the kind of effort it would take to throw off a religion—then how dare you believe anything, when Robert Aumann believes in God?

Someone (I forget who) once observed that people had only until a certain age to reject their religious faith. Afterward they would have answers to all the objections, and it would be too late. That is the kind of existence you must surpass. This is a test of your strength as a rationalist, and it is very severe; but if you cannot pass it, you will be weaker than a ten-year-old.

But again, by the time you know a belief is an error, it is already defeated. So we’re not talking about a desperate, convulsive effort to undo the effects of a religious upbringing, after you’ve come to the conclusion that your religion is wrong. We’re talking about a desperate effort to figure out if you should be throwing off the chains, or keeping them. Self-honesty is at its most fragile when we don’t know which path we’re supposed to take—that’s when rationalizations are not obviously sins.

Not every doubt calls for staging an all-out Crisis of Faith. But you should consider it when:

None of these warning signs are immediate disproofs. These attributes place a belief at risk for all sorts of dangers, and make it very hard to reject when it is wrong. And they hold for Richard Dawkins’s belief in evolutionary biology, not just the Pope’s Catholicism.

Nor does this mean that we’re only talking about different flavors of ice cream. Two beliefs can inspire equally deep emotional attachments without having equal evidential support. The point is not to have shallow beliefs, but to have a map that reflects the territory.

I emphasize this, of course, so that you can admit to yourself, “My belief has these warning signs,” without having to say to yourself, “My belief is false.”

But what these warning signs do mark is a belief that will take more than an ordinary effort to doubt effectively. It will take more than an ordinary effort to doubt in such a way that if the belief is in fact false, you will in fact reject it. And where you cannot doubt in this way, you are blind, because your brain will hold the belief unconditionally.  When a retina sends the same signal regardless of the photons entering it, we call that eye blind.

Again, think of the advice you would give to a theist: If you find yourself feeling a little unstable inwardly, but trying to rationalize reasons the belief is still solid, then you should probably stage a Crisis of Faith. If the belief is as solidly supported as gravity, you needn’t bother—but think of all the theists who would desperately want to conclude that God is as solid as gravity. So try to imagine what the skeptics out there would say to your “solid as gravity” argument. Certainly, one reason you might fail at a crisis of faith is that you never really sit down and question in the first place—that you never say, “Here is something I need to put effort into doubting properly.”

If your thoughts get that complicated, you should go ahead and stage a Crisis of Faith. Don’t try to do it haphazardly; don’t try it in an ad-hoc spare moment. Don’t rush to get it done with quickly, so that you can say, “I have doubted, as I was obliged to do.” That wouldn’t work for a theist, and it won’t work for you either. Rest up the previous day, so you’re in good mental condition. Allocate some uninterrupted hours. Find somewhere quiet to sit down. Clear your mind of all standard arguments; try to see from scratch. And make a desperate effort to put forth a true doubt that would destroy a false—and only a false—deeply held belief.

Elements of the Crisis of Faith technique have been scattered over many essays:

And these standard techniques, discussed in How to Actually Change Your Mind and Map and Territory, are particularly relevant:

But really, there’s rather a lot of relevant material, here and on Overcoming Bias. There are ideas I have yet to properly introduce. There is the concept of isshokenmei—the desperate, extraordinary, convulsive effort to be rational. The effort that it would take to surpass the level of Robert Aumann and all the great scientists throughout history who never broke free of their faiths.

The Crisis of Faith is only the critical point and sudden clash of the longer isshoukenmei—the lifelong uncompromising effort to be so incredibly rational that you rise above the level of stupid damn mistakes. It’s when you get a chance to use the skills that you’ve been practicing for so long, all-out against yourself.

I wish you the best of luck against your opponent. Have a wonderful crisis!

2Readers born to atheist parents have missed out on a fundamental life trial, and must make do with the poor substitute of thinking of their religious friends.

3See “Archimedes’s Chromophone” (http://lesswrong.com/lw/h5/archimedess_chronophone) and “Chromophone Motivations” (http://lesswrong.com/lw/h6/chronophone_motivations).

4Think of all the people out there who don’t understand the Minimum Description Length or Solomonoff induction formulations of Occam’s Razor, who think that Occam’s Razor outlaws many-worlds or the simulation hypothesis. They would need to question their formulations of Occam’s Razor and their notions of why simplicity is a good thing. Whatever X in contention you just justified by saying “Occam’s Razor!” is, I bet, not the same level of Occamian slam dunk as gravity.

This is an unusually high quality post, even for you Eliezer; congrats!

It seems that it takes an Eliezer-level rationalist to make an explicit account of what any ten-year-old can do intuitively. For those not quite Eliezer-level or not willing to put in the effort, this is really frustrating in the context of an argument or debate.

I suspect that there are many people in this world who are, by their own standards, better off remaining deluded. I am not one if them; but I think you should qualify statements like "if a belief is false, you are better off knowing that it is false".

It is even possible that some overoptimistic transhumanists/singularitarians are better off, by their own standards, remaining deluded about the potential dangers of technology. You have the luxury of being intelligent enough to be able to utilize your correct belief about how precarious our continued existence is becoming. For many people, such a belief is of no practical benefit yet is psychologically detrimental.

This creates a "tradgedy of the commons" type problem in global catastrophic risks: each individual is better off living in a fool's paradise, but we'd all be much better off if everyone faced up to the dangers of future technology.

Many in this world retain beliefs whose flaws a ten-year-old could point out

Very true. Case in point: the belief that "minimum description length" or "Solomonoff induction" can actually predict anything. Choose a language that can describe MWI more easily than Copenhagen, and they say you should believe MWI; choose a language that can describe Copenhagen more easily than MWI, and they say you should believe Copenhagen. I certainly could have told you that when I was ten...

The argument in this post is precisely analogous to the following:

Bayesian reasoning cannot actually predict anything. Choose priors that result in the posterior for MWI being greater than that for Copenhagen, and it says you should believe MWI; choose priors that result in the posterior for Copenhagen being greater than that for MWI, and it says you should believe Copenhagen.

The thing is, though, choosing one's own priors is kind of silly, and choosing one's own priors with the purpose of making the posteriors be a certain thing is definitely silly. Priors should be chosen to be simple but flexible. Likewise, choosing a language with the express purpose of being able to express a certain concept simply is silly; languages should be designed to be simple but flexible.

It seems to me that you're waving the problem away instead of solving it. For example, I don't know of any general method for devising a "non-silly" prior for any given parametric inference problem. Analogously, what if your starting language accidentally contains a shorter description of Copenhagen than MWI?

Bo, the point is that what's most difficult in these cases isn't the thing that the 10-year-old can do intuitively (namely, evaluating whether a belief is credible, in the absence of strong prejudices about it) but something quite different: noticing the warning signs of those strong prejudices and then getting rid of them or getting past them. 10-year-olds aren't specially good at that. Most 10-year-olds who believe silly things turn into 11-year-olds who believe the same silly things.

Eliezer talks about allocating "some uninterrupted hours", but for me a proper Crisis of Faith takes longer than that, by orders of magnitude. If I've got some idea deeply embedded in my psyche but am now seriously doubting it (or at least considering the possibility of seriously doubting it), then either it's right after all (in which case I shouldn't change my mind in a hurry) or I've demonstrated my ability to be very badly wrong about it despite thinking about it a lot. In either case, I need to be very thorough about rethinking it, both because that way I may be less likely to get it wrong and because that way I'm less likely to spend the rest of my life worrying that I missed somethin... (read more)

Some interesting, useful stuff in this post. Minus the status-cocaine of declaring that you're smarter than Robert Aumann about his performed religious beliefs and the mechanics of his internal mental state. In that area, I think Michael Vassar's model for how nerds interpret the behavior of others is your God. There's probably some 10 year olds that can see through it (look everybody, the emperor has no conception that people can believe one thing and perform another). Unless this is a performance on your part too, and there's shimshammery all the way down!

Eliezer, I guess if you already are asking this question you are well on your way. The real problem arises when you didn't even manage to pinpoint the possibly false believe. And yes I was a religious person for many years before realizing that I was on the wrong way.

Why didn't I question my faith? Well, it was so obviously true to me. The thing is: did you ever question heliocentrism? No? Why not? When you ask the question "How do I know if Heliocentrism is false?" You are already on your way. The thing is, your brain needs a certain amount of evidence to pinpoint the question.

How did I overcome my religion? I noticed that something was wrong with my worldview like seeing a  deja vu in the matrix every now and then. This on an intellectual level, not as a visible thing. But much more subtle and less obvious so you really have to be attentive no notice it, to notice that there is a problem in the pattern. Things aren't the way they should be.

But over time I became more and more aware that the pieces weren't fitting together. But from there to arrive at the conclusion that my basic assumptions where wrong was really ... (read more)

Good post but this whole crisis of faith business sounds unpleasant. One would need Something to Protect to be motivated to deliberately venture into this masochistic experience.

All these posts present techniques for applying a simple principle: check every step on the way to your belief. They adapt this principle to be more practically useful, allowing a person to start on the way lacking necessary technical knowledge, to know which errors to avoid, which errors come with being human, where not to be blind, which steps to double-check, what constitutes a step and what a map of a step, and so on. All the techniques should work in background mode, gradually improving the foundations, propagating the consequences of the changes to m... (read more)

Fact check: MDL is not Bayesian. Done properly, it doesn't even necessarily obey the likelihood principle. Key term: normalized maximum likelihood distribution.

My father is an atheist with Jewish parents, and my mother is a (non-practicing) Catholic. I was basically raised "rationalist", having grown up reading my father's issues of Skeptical Inquirer magazine. I find myself in the somewhat uncomfortable position of admitting that I acquired my belief in "Science and Reason" in pretty much the same way that most other people acquire their religious beliefs.

I'm pretty sure that, like everyone else, I've got some really stupid beliefs that I hold too strongly. I just don't know which ones they are!

Great post. I think that this sort of post on rationality is extremely valuable. While one can improve everyday judgment and decision making by learning about rationality from philosophy, econ and statistics, I think that these informal posts can also make a significant difference to people.

The recent posts on AI theorists and EY's biography were among my least favorite on OB. If you have a choice, please spend more time on either technical sequences (e.g. stuff on concepts/concept space, evolutionary bio, notion of bias in statistics) or stuff on rationality like this.

A good reminder. I've recently been studying anarcho-capitalism. It's easy to get excited about a new, different perspective that has some internal consistency and offers alternatives to obvious existing problems. Best to keep these warnings in mind when evaluating new systems, particularly when they have an ideological origin.

This is exactly why I like to entertain religious thoughts.  My background, training, and inclination are to be a thoroughgoing atheist materialist, so I find that trying to make sense of religious ideas is good mental exercise.  Feel the burn!

In that vein, here is an audio recording of Robert Aumann on speaking on "The Personality of God".

Also, the more seriously religious had roughly the same idea, or maybe it's the opposite idea.  The counterfactuality of religious ideas is part of their strength, apparently.

Here's a doubt for you:  I'm a nerd, I like nerds, I've worked on technology, and I've loved techie projects since I was a kid.  Grew up on SF, all of that.

My problem lately is that I can't take Friendly AI arguments seriously.  I do think AI is possible, that we will invent it.  I do think that at some point in the next hundreds of years, it will be game over for the human race.  We will be replaced and/or transformed.

I kind of like the human race!  And I'm forced to conclude that a human race without that tiny fraction of nerds could last a good long tim... (read more)

I'd be interested in a list of questions you had decided to have a crisis of faith over. If I get round to it I might try and have one over whether a system can recursively self-improve in a powerful way or not.

A lot of truths in EY's post.  Though I also agree with Hopefully Anon's observations -- as is so often the case, Eliezer reminds me of Descartes -- brilliant, mathematical, uncowed by dogma, has his finger on the most important problems, is aware of how terrifyingly daunting those problems are, thinks he has a universal method to solve those problems.

Trying to set up an artificial crisis in which one outcome is as likely as another is a very bad idea.

If your belief is rationally unjustfiable, a 'crisis' in which one has only a fifty-fifty chance of rejecting the belief is not an improvement in rationality.   Such a crisis is nothing more than picking a multiple-choice answer at random -- and with enough arbirarily-chosen options, the chance of getting the right one becomes arbitrarily small.

A strategy that actually works is setting your specific beliefs aside and returning to a state of uncertainty, then testing one possibility against the other on down to first principles.  Uncertainty != each possibility equally likely.

Thank you for this post, Eliezer.  I must painfully question my belief that a positive Singularity is likely to occur in the foreseeable future.

Nazir Ahmad Bhat, you are missing the point. It's not a question of identity, like which ice cream flavor you prefer. It's about truth. I do not believe there is a teapot orbiting around Jupiter, for the various reasons explained on this site (see Absence of evidence is evidence of absence and the posts on Occam's Razor). You may call this a part of my identity. But I don't need people to believe in a teapot. Actually, I want everyone to know as much as possible. Promoting false beliefs is harming people, like slashing their tires. You don't believe in a flying teapot: do you need other people to?

Nazir, must there be atheists in order for you to believe in a god?  The "identity" of those who believe that the world is round does not depend on others believing that the world is flat, or vice versa.  Truth does not require disagreement.

http://www.overcomingbias.com/2007/01/godless_profess.html#comment-27993437
http://www.overcomingbias.com/2008/09/psychic-powers.html#comment-130445874

Those who have read it (or the hundreds of pages available on Google Books, which I have examined) don't seem to be impressed.

Why do you think it's better than Broderick's book? If you want to promote it more effectively in the face of silence (http://www.overcomingbias.com/2007/02/what_evidence_i.html), why not pay for a respected reviewer's time and a writ... (read more)

Do these methods actually work? There were a few posts here on how more evidence and bias awareness don't actually change minds or reduce bias, at least not without further effort. Can a practical "Deduce the Truth in 30 Days" guide be derived from these methods, and change the world?

A fifty-fifty chance of choosing your previous belief does not constitute a reasonable test.  If your belief is unreasonable, why would treating it as equally plausible as the alternative be valid?

The trick is to suspend belief and negate the biasing tendencies of belief when you re-evaluate, not to treat all potentials as equal.

My experience with my crisis of faith seems quite opposite to your conceptions.  I was raised in a fundamentalist family, and I had to "make an extraordinary effort" to keep believing in Christianity from the time I was 4 and started reading through the Bible, and findin... (read more)

The third virtue is lightness. Let the winds of evidence blow you about as though you are a leaf, with no direction of your own. Beware lest you fight a rearguard retreat against the evidence, grudgingly conceding each foot of ground only when forced, feeling cheated. Surrender to the truth as quickly as you can. Do this the instant you realize what you are resisting; the instant you can see from which quarter the winds of evidence are blowing against you.

Eliezer uses almost the same words as you do.( Oh, and this document is from 2006, so he has not copied your lines.)
Some posts earlier Eliezer accused you of not reading his writings and just making stuff up regarding his viewpoints.......

The idea is that if we invent Friendly AI first, it will become powerful enough to keep later, Unfriendly ones in check (either alone, or with several other FAIs working together with humanity). You don't need to avoid inventing one forever: it's enough to avoid inventing one as the first thing that comes up.

I was raised in a christian family, fairly liberal Church of England, and my slide into agnosticism started when I about 5-7 when I asked if Santa Claus and God were real. I refused to get confirmed and stopped going to church when I was 13ish I think.

The trouble is that you cannot break new ground this way. You can't do einstein like feats. Y... (read more)

If an entire community can be persuaded to adopt a false belief, it may enable them to overcome a tragedy-of-the-commons or prisoners'-dilemma situation.

In a PD, agents hurt each other, not themselves. Obviously false beliefs in my enemy can help me.

Study this deranged rant. Its ardent theism is expressed by its praise of the miracles God can do, if he choses.

And yet,... There is something not quite right here. Isn't it merely cloakatively theistic? Isn't the ringing denounciation of "Crimes against silence" militant atheism at its most strident?

So here is my idea: Don't try to doubt a whole core belief. That is too hard. Probe instead for the boundary. Write a little fiction, perhaps a science fiction of first contact, in which you encounter a curious character from a different culture. Wri... (read more)

If a belief is true you will be better off believing it, and if it is false you will be better off rejecting it.
I think evolution facilitated self-delusion precisely because that is not the case.

I was a Fred Phelps style ultra-Calvinist and my transition involved scarcely any effort.

Also, anti-reductionist, that's the first comment you've made I felt was worth reading. You may take it as an insult but I felt compelled to give you kudos.

Of course I deliberately did not qualify it.  Frankly, if you're still qualifying the statement, you're not the intended audience for a post about how to make a convulsive effort to be rational using two dozen different principles.

(A1)  Individuals in the reference class really are always better off with the truth, with sufficient probability that the alternative does not bear investigating;

(A2) Humans are so unreliable as judges of what we would and would not benefit from being deceived about that the heuristic "we're always better off with the truth" is more accurate than the available alternatives;

(B)  Individuals must adopt the Noble Might-be-truth "I'm always better off with the truth" to have a chance at the Crisis of Faith technique?

Eliezer:  The position that people may be better off deluded in some situations is VERY compelling.  If your audience is people who are literally NEVER better off deluded then I sincerely doubt that it includes you or anyone else.  Obviously not every belief need receive all appropriate qualifications every single time, but when someone else points out a plausible qualification you should, as a rationalist, acknowledge it.

I'm very open to Anna's (A1), especially given the special difficulties of this sort of investigation, but only with respect to themselves.  I would expect someone as smart as me who knew me well enough to some day come upon a situation where I should, by my values, be deceived, at least for some period.

The position that people may be optimally deluded, without a third alternative, is much less compelling.

The position that realistic human students of rationality can be trying to do their best (let alone do the impossible), while trying to deliberately self-delude, strikes me as outright false.  It would be like trying to win a hot-dog eating contest while keeping a golf ball in your mouth.

It is this outright falsity that I refer to when I say that by the time you attempt to employ techniques at this level, you should already have given up on trying to be clever.


"What you're feeling now, Brennan, is called curiosity.  It's an important emotion.  You need to learn to live with it and draw upon its power.  If I just give you the information, why, you won't be curious any more."  Her eyes turned serious.  "Not that you should prefer ign

The problem with the idea that sometimes people are better of not knowing is that it has no practical impact on how an ideal rationalist should behave, even assuming it's true. By the time you've learned something you'd be better off not knowing, it's too late to unlearn it. Humans can't really do doublethink, and especially not at the precision that would be required to be extremely rational while using it.

it has no practical impact on how an ideal rationalist should behave

With respect to themselves, not necessarily to others. Withholding information or even lying can be rational.

In retrospect, I was certainly leaving christianity the day I decided that if god existed, he could not possibly object to me honestly trying to determine The Truth. Doubts stopped feeling like sins.

I think your something-to-protect must be the accuracy of your map, not anything on the map. (at least for a moment)

If someone says you need to fire a revolver at your something-to-protect, you will raise objection based on strongly held beliefs about the effects of revolvers. It's so hard to risk those beliefs because, with your current belief set, someone who... (read more)

In a PD, everyone having accurate information about the payoff matrix leads to a worse outcome for everyone, than some false payoff matrices you could misinform them with. That is the point.

Do you agree that in a PD, it is not the case for any individual that that individual is harmed by that individual's knowledge? Your point goes through if we somehow think of the collective consisting as a single "you" with beliefs and preferences, but raises all sorts of issues and anyway isn't what Eliezer was talking about.

If the wind is following occams or something internal, then it can be blowing in the wrong direction...

If the wind is following occams or something internal, then it can be blowing in the wrong direction...

One more argument against deceiving epistemic peers when it seems to be in their interest is that if you are known to have the disposition to do so, this will cause others to trust your non-deceptive statements less; and here you could recommend that they shouldn't trust you less, but then we're back into doublethink territory.

Phil Goetz, who I was replying to, was saying that type of thought should be unnecessary, if you don't hang on to your ideas tightly.

Not hanging on to ideas tightly is great for engineers and experimental scientists. It doesn't matter to a chemist if MWI or bohm is right. He can use either, switching back or forth from the view points as he sees fit.

For a theoretical quantum physicist, he has to have some way of determining at which face of the knowledge mine to work, he has to pick one or the other. If it is not a strong reason then he might split his wor... (read more)

Well, I've just sat down and done one of those, and it was really difficult. Not so much because I was pushing against established beliefs (I had strong beliefs both ways, so it was more that any movement pushed somewhere) but because the largest worry I had, "Is this a fad?", is hard to answer specifically because I've recently changed to become so much more Bayesian. I used to do daft things like "giving ideas a chance". Consequently, I can't look to my long and undistinguished history in order to glean hints. I already don't do the o... (read more)

1)  Do you believe this is true for you, or only other people?

2)  If you know that someone's cherished late spouse cheated on them, are you justified in keeping silent about the fact?

3)  Are you justified in lying to prevent the other person from realizing?

4)  If you suspect for yourself (but are not sure) that the cherished late spouse might have been unfaithful, do you think that you will be better off, both for the single deed, and as a matter of you... (read more)

I am better off (in most circumstances) if deluding myself to believe that the weather in Maine on the 23rd of June 1865 was near what I think the seasonal average  might be, for that decade, rather than memorising the exact temperature and rainfall if it was presented to me.

I believe this is true for most people, apart from climatologists.

I would be rather not be around people who kept telling me true minutiae about the world and he cosmos, if they have no bearing on the problems I am trying to solve.

Am I justified in giving people a guess of the average ... (read more)

From where I'm standing, the spouse thing looks like obvious nonsense (of the category: not looking for a third alternative). You'd be far better off learning to share - especially since, if your spouse died, you'd have someone to talk to.

Nazir, a secret hack to prevent Eliezer from deleting your posts is here. #11.6 is particularly effective.

Religion is the classic example of a delusion that might be good for you.  There is some evidence that being religious increases human happiness, or social cohesion.  It's universality in human culture suggests that it has adaptive value.  

Nope. There is some evidence that christians in the USA are happier than atheists in the USA. But since that correlation doesn't hold up in Europe I prefer to interprete it as: America is bad for atheists.

1) Do you believe this is true for you, or only other people?

I don't fit the premise of the statement -- my cherished spouse is not yet late, so it's hard to say.

2) If you know that someone's cherished late spouse cheated on them, are you justified in keeping silent about the fact?

3) Are you justified in lying to prevent the other person from realizing? 

4) If you suspect for yourself (but are not sure) that the cherished late spouse might have been unfaithful, do you think that you will be better off, both for the single deed, and as a... (read more)

Eliezer continues to post about the certainty of reductionism, while he has completely failed to investigate the evidence that reductionism cannot account for all of the observations.

He also continues to post snide remarks about the reality of psi phenomena.  Again, he has completely failed to investigate the best evidence that he is wrong about this.

The post he wrote here shows a great committment to intellectual integrity.  And I honestly believe he means what he wrote here.

His point is necessarily correct, as well as empirically so.

I guess I am questioning whether making a great effort to shake yourself free of a bias is a good or a bad thing, on average.  Making a great effort doesn't necessarily get you out of biased thinking.  It may just be like speeding up when you suspect you're going in the wrong direction.

If someone else chose a belief of yours for you to investigate, or if it were chosen for you at random, then this effort might be a good thing.  However, I have observed many cases where someone chose a belief of theirs to investigate thoroughly, precisely because it was an ... (read more)

See last week's Science, Oct. 3 2008, p. 58-62: "The origin and evolution of religious prosociality".  One chart shows that, in any particular year,  secular communes are four times as likely to dissolve as religious communes.

Read chapter 3, then come back and explain why a reductionistic explanation best accounts for the phenomena described there.  Because if you are inconversant with the evidence, you simply have no rational basis to make any comment whatsoever.

You also seem to be playing some kind of semantic games with the word "reductionism" which I'll just note and ignore.

It's important in these crisis things to remind yourself that 1) P does not imply "there are no important generally unappreciated arguments for not-P", and 2) P does not imply "the proponents of P are not all idiots, dishonest, and/or users of bad arguments". You can switch sides without deserting your favorite soldiers. IMO.

You are advocating nonreductionism and psi at the same time.

Supposing that you are right requires us to suppose that there is both a powerful argument against reductionism, and a powerful argument in favor of psi.

Supposing that you are a crank requires only one argument, and one with a much higher prior.

In other words, if you were advocating one outrageous theory, someone might listen.  The fact that you are advocating two simultaneously makes dismissing all of your claims, without reading the book you recommend, the logical response.  We thus don't have to read it to have a rational basis to dismiss it.

I would be rather not be around people who kept telling me true minutiae about the world and he cosmos, if they have no bearing on the problems I am trying to solve.

Will, not wishing to be told pointless details is not the same as deluding yourself. 

I was discussing the placebo effect with a friend last night though, and found myself arguing that this could well be an example of a time when more true knowledge could hurt. Paternalistic issues aside, people appear to get healthier when they believe falsehoods about the effectiveness of, say, homeopathy or s... (read more)

Phil: One of psi or non-reductionism being true would be a powerful argument in favor of the other.

Caledonian, maybe you had arguments on this thread previously, but it seems more like the place for that sub-debate.

First of all, great post Eliezer. If somebody holding that kind of standard thinks that cryogenics is a good investment, I should someday take some time into investing the question deeper than I had.

Now, without lessening the previous praise, I would like to make the following remarks about friendly AI:

- The belief has long remained in your mind;

- It is surrounded by a cloud of known arguments and refutations;

- You have sunk costs in it (time, money, public declarations).

I do not know if it has emotional consequences for you or if it has gotten mixed u... (read more)

As for your text -- no one who seriously suggests that mental states affecting health and shamanistic death spells are evidence for either 'non-reductionism' or psi is worth taking the time to refute in detail.

I was raised a theist and came to no longer belive as an adult. One of the turning points was reading the Anglican confession of faith, and supposing what my own beliefs might look like to an Anglican, who was also a christian, saved by Jesus just like me - just a different variety of.

Eventually I began to wonder what my life experiences might look like to an atheist - religion is above all an interpretive filter that we use to make sense of our lives. Although I knew that my beliefs in God were right, what would my life look like to me if I did not belive... (read more)

Matthew C, I read the introduction and chapters 1 and 3.  Are you sure you meant chapter 3?  It does not seem to say what you think it says.  Most of it is a description of placebos and other psychosomatic effects.  It also discusses some events that are unlikely in isolation but seem trivially within the realm of chance given 100 years and approaching 7 billion people.  There is also a paragraph with no numbers saying it can't just be chance.

It feels kind of like asking everyone in the country to flip a coin 25 times, then calling the 18 or so people who ... (read more)

Odd, I'm a Christian daughter of two atheists. I guess I didn't miss out after all.

I became a Christian because I was a Bayesian first. I know there are others like me. I saw and experienced evidence that caused me to positively update my belief.

Now if you don't like that argument, then please tell me how can anyone become an atheist via Bayesian updating? Can your posterior really go to a point mass at zero (belief in God)? If so, please tell me what prior you were using. If not, please tell me how you define atheism.

Atheism is believing that the state of evidence on the God question is similar to the state of evidence on the werewolf question.

Would that apply to someone with a particularly high prior on the werewolf question? So, you would agree that anyone who believes that the state of evidence on "the God question" is more positive than the state of evidence on the "werewolf question" should consider labeling themselves an agnostic? theist?

And, I presume that you believe that one's current belief in the state of evidence would be controlled by 1) verifiable general evidence, 2) experience, and 3) priors on both questions?

Then we're in agreement: you should (apparently) call yourself an atheist, and I should call myself a Christian, as we differ on #2 and #3. (not that theism = Christian, but that goes back to #2).

[quote]I became a Christian because I was a Bayesian first. I know there are others like me. I saw and experienced evidence that caused me to positively update my belief.

Now if you don't like that argument, then please tell me how can anyone become an atheist via Bayesian updating? Can your posterior really go to a point mass at zero (belief in God)? If so, please tell me what prior you were using. If not, please tell me how you define atheism.

[/quote]

And how can your probability go to one? You erect a straw man, sir. My probablility that there is a god ... (read more)

There is no straw man. You've presumed that I meant that Christian = "Pr(god)=1". That was never my claim. It had seemed that atheist was being used as Atheist="Pr(god)=0", but E. clarified his position. I think that agnostic (in the literal sense) is always a better term than atheist, but that's just semantics.

The real issue (to me) is what Christians (or other "people of faith") think of the atheistic position, and vice versa. Christians are often derided here as uneducated or un-Bayesian.

I don't need to read the book. I believe that psi effects are not real, because if they were, they would already be part of accepted science.

It's not a matter of being closed-minded or open-minded. I'm just not accepting your book author as a legitimate authority. Most things I believe, I believe because they are asserted by authorities I accept. For example, I have never personally seen an experiment performed that establishes that the Sun is made primarily of hydrogen and helium, that an atom of gold contains seventy-nine protons, that George Washington ... (read more)

Do you mean by "remote staring experiments" those of Wiseman/Schlitz?

It seems that when properly controlled, they produced no statistically significant effect: http://forums.randi.org/archive/index.php/t-43727.html

So here I am having been raised in the Christian faith and trying not to freak out over the past few weeks because I've finally begun to wonder whether I believe things just because I was raised with them. Our family is surrounded by genuinely wonderful people who have poured their talents into us since we were teenagers, and our social structure and business rests on the tenets of what we believe. I've been trying to work out how I can 'clear the decks' and then rebuild with whatever is worth keeping, yet it's so foundational that it will affect my marriage (to a pretty special man) and my daughters who, of course, have also been raised to walk the Christian path.

Is there anyone who's been in this position - really, really invested in a faith and then walked away?

Quite a few. Dan Barker was a Christian minister before he walked away. But the truth is, it is much harder to walk away from a religion when one is married and has a family. And sometimes, it can destroy families to even voice doubts.

Christianity isn't the only religion that has this aspect. Among Orthodox Jews there's a common refrain that too many are leaving the faith and a standard suggested solution for this is to make kids marry earlier because once they are married they are much more likely to stay in the faith.

But whenever this sort of thing comes up it is important to ask how much do the social structures really depend on the religion? Will your husband love you less if you tell you him don't believe? Will your friends no longer be friendly? Will they stop providing social support? And if they will stop being friendly on such a basis, what makes you see them as genuine friends in the first place?

There's no question that these issues are deep and difficult and should probably be handled slowly. I'd recommend maybe sending a version of your question to The Friendly Atheist- one of the writers there has a column (Ask Richard) where he regularly answers questions much like yo... (read more)

The Litany of Gendlin is specifically about what you should or should not believe, and your feelings about reality. It says nothing about telling people what you think is true — although "owning up to it" is confusingly an idiom that normally means admitting the truth to some authority figure, whereas in this case it is meant to indicate admitting the truth to yourself.

God's ways are mysterious and it is presumptuous to suppose that we can understand them.

"I do not feel obliged to believe that that same God who has endowed us with senses, reason: and intellect has intended to forgo their use". Gods "thoughts are higher then out thoughts" but "this is life eternal, that they might know thee the only true God, and Jesus Christ, whom thou hast sent." and we are approaching "A time to come in which nothing shall be withheld". 

The easiest way to have a crisis of faith is to go out an... (read more)

"Self-honesty is at its most fragile when we're not sure which path is the righteous one."

Are we ever "sure" of anything (especially ethics)?

For the past three days I have been repeatedly performing the following mental operation:

"Imagine that you never read any documents claimed to be produced by telepathy with extraterrestrials. Now gauge your emotional reaction to this situation. Once calm, ask yourself what you would believe about the world in this situation. Would you accept materialism? Or would you still be seeking mystical answers to the nature of reality?"

I am still asking myself this question. Why? I am struggling to figure out whether or not I am wrong.

I believe things that raise a lot of red flags for "crazy delusion." Things like:

"I came from another planet, vastly advanced in spiritual evolution relative to Earth, in order to help Earth transition from the third dimension to the fourth dimension. My primary mission is to generate as much light and love as possible, because this light and love will diffuse throughout Earth's magnetic fields and reduce the global amount of strife and suffering while helping others to achieve enlightenment. I am being aided in this mission by extraterrestrials from the fourth dimension who are telepathically beaming me aid packages of light and love.&... (read more)

There are several things to ask about beliefs like this:

Do they make internal sense?  (e.g. "What is the fourth dimension?")

Do they match the sort of evidence that you would expect to have in the case of non-delusion? (e.g. "Do you have any observable physical traits indicating your extraterrestrial origin?  Would someone looking into records of your birth find discrepancies in your records indicating forgery?")

Do they try to defend themselves against testing? (e.g. "Do you expect to illuminate a completely dark room at night by generating light?  Would you expect to exist happily in psychological conditions that would harm normal humans by subsisting on aid packages full of love?")

Do they have explanatory power?  (e.g. "Has there, as a matter of historical fact, been a sudden and dramatic reduction in global strife and suffering since the date of your supposed arrival?")

Do they have a causal history that can be reasonably expected to track with truth across the entire reference class from an outside view?  (e.g. "Did you receive your information via private mental revelation or a belief from as long ago as you can remember, similar to the beliefs of people you do consider crazy?")

Not every doubt calls for staging an all-out Crisis of Faith.  But you should consider it when: [snip list]

It's interesting realising how many of these generally apply to the idea "I don't want a sex change" (and "I'm happy with my sexual orientation / current relation / current job / current social circle", but specifically I've noticed that transitioning from one sex to another seems to require that sort of heroic rational effort)

My belief in the tenants of the Church of Jesus Christ of Latter-Day Saints has these warning signs.

I've been reading through the Major Sequences and I'm getting towards the end of "How to actually change your mind" with this growing sense of unease that there are all these rational principles that I could use but I know not to what end and I think I might finally have found somewhere: My political convictions.

I'm not going to say which direction I lean, but I lean that direction very strongly. My friends lean that way. My parents do not lean that way as much as I do but they are in that general direction.

And I realize that I may not lean that way because it is the rational way to approach a well-run country, but because I am merely used to it.

So perhaps, one of these weeks, I will sit down and have a long hard think on my politics. I think I would prefer to stay leaned the way I currently am - but I would, wouldn't I.

I started letting go of my faith when I realized that there really isn't much Bayesian evidence for it. Realizing that the majority of the evidence needed to believe something is used just to isolate that something out of all the other possible beliefs finished it off. But I do have one question: If Jesus wasn't magic, where did the Bible even come from? Lee Strobel "proves" that Jesus died and came back from the dead, but his proofs are based on the Bible. Why was the Bible so widely accepted if there wasn't anything extra-special about Jesus after all?

I really am having trouble doubting my conviction in rational thought. I can't visualize an alternative. I can visualize an alternative to my atheist philosophy though, since if God descended from heaven and handed me a bunch of concrete evidence that He exists, I wouldn't say 'ah, rationality was wrong.' I would say 'Oh, so you exist. I'll eat my hat on that one and concede that my confidence in your non-existence has been defeated, but to be fair until just now you've given me no rational reason to believe in you.' I'm a rational atheist because all of t... (read more)

For a person who already escaped from religion a thought about "What general strategy would a religious person have to follow in order to escape their religion?" is like a thought about how to make all people on Earth stop eating meat for a vegetarian person. Not a very constructive thought. If one starts thinking about such general strategy then one implicitly sets a goal to somehow assist all religious persons to escape from their religion. But that kind of goal is not necessarily a good one :) Instead, a person who already (or from the start) escaped the religion, can spend that time to look for more people with similar minds.

It seems to me that in our civilisation we have a quite nice way of dealing with deficiency of faith's crises - assuming the narrative of epistemological societal progress the people with poor epistemic hygiene, along with a smaller mix of those with a better one die off and a new generation is generally more able to look at the issues with a fresh set of eyes. 

Not sure however how true it is that accurate memes tend to live and propagate - there are quite a few cases that are still disputed despite being settled for hundreds of years, although I may be looking at not big enough time frame here.  

Saint Peter of Verona, patron saint of inquisitors, practiced this method when dealing with suspected heretics.  By allowing himself to have a crisis of faith when confronted with the sincerity of his opposition, his beliefs came out stronger in the end and we're often persuasive.  Saint Peter not only never lost his faith, but through his example, inspired his assassin to devote his life to the Church.

I suggest instead finding an unforgivable sin within the religion you are seeking to escape.  Then committing that sin gives you a personal incentive to bui... (read more)

Here's a newspaper review whose author says Pythagoras "may well be a mythical amalgam of various forgotten sages". The book under review itself says "Sadly, it is now almost universally assumed by classical scholars that Pythagoras never existed". I suspect this is partly tongue in cheek, since the other information I can find doesn't seem consistent with what it says on its face, but if it's a joke I think it's the sort that depends on not being too far from the truth. Here's... (read more)

Which wasn't Christian while it was doing the conquering.

Fair point: Christianity in Europe is more "persuade the ruler and others will fall into line" than "spread by the sword". (Though IIRC there's some reason to think that the ruler was willing to be persuaded partly because substantial fractions of his people already had been.)

The problem with faith is that for many people it has become a part of their identity. The brain cells are intertwined and when someone attacks their faith, their self-protection mechanism kicks in and their rational thinking turns off. 

It's basically like Plato's Allegory of the Cave, where prisoners choose to disbelieve the real world and go back to their own fake reality.  

On my more pessimistic days I wonder if the camel has two humps.)

About ten years late to the party here, but regarding Aumann, I think you do him an injustice - he is well aware of the conflict between rationality and God. Here is an interview with him that goes in depth into these issues:

 http://www.ma.huji.ac.il/~hart/papers/md-aumann.pdf? 

He says:  "Religion is an experience, mainly an emotional and aesthetic one. It is not about whether the earth is 5,765 years old. " He goes into more detail. For him, the question of whether or not god really exists is almost irrelevant to his religion. He then delves int... (read more)

For me, I'd already absorbed all the right arguments against my religion, as well as several years' worth of assiduously devouring the counterarguments (which were weak, but good enough to push back my doubts each time). What pushed me over the edge, the bit of this that I reinvented for myself, was:

"What would I think about these arguments if I hadn't already committed myself to faith?"

Once I asked myself those words, it was clear where I was headed. I've done my best to remember them since.

Why do you consider religious faiths to be obviously untrue? "They would be child's play for an unattached mind to relinquish, if the skepticism of a ten-year-old were applied without evasion." Why do you consider the questions of a ten-year old to be unaswerable except through evasion? On the contrary, such questions are almost invariably easily answerable to anyone who has the slighest knowledge about philosophy of religion and the doctrine of their particular religion. I would be silly to be guided by the questions of a 10-year old instead of the a... (read more)

I came back to this post to draw inspiration from it and found several issues with it, that I now spot as a much older and more mature adult, almost 30.

>Put forth the same level of desperate effort that it would take for a theist to reject their religion.

Because if you aren’t trying that hard, then—for all you know—your head could be stuffed full of nonsense as bad as religion.

I don't think it was particularly hard for me to part ways with religion? 15 year old me just accumulated to much sense that it's a total bullshit. It was important enough to be promoted to my direct attention, but wrong enough for me to recognize it as such.

Hmmm. Maybe I was just not that invested i... (read more)

Possibly an even better example than Robert Aumann is David Kazhdan. Unlike Aumann who attended a yeshiva as a child, Kazhdan grew up in the Soviet Union, and his parents were scholars. While it is hard to know inner workings of someone's family, let alone mind, by all reports Kazhdan's family was not at all religious, and he has become interested in Judaism as an adult. So even the "people had only until a certain age to reject their religious faith" argument doesn't quite work here.

Obviously, there were good "reasons" for his conversion. Ethnic Jews leav... (read more)



The Ritual

The room in which Jeffreyssai received his non-beisutsukai visitors was quietly formal, impeccably appointed in only the most conservative tastes. Sunlight and outside air streamed through a grillwork of polished silver, a few sharp edges making it clear that this wall was not to be opened. The floor and walls were glass, thick enough to distort, to a depth sufficient that it didn’t matter what might be underneath. Upon the surfaces of the glass were subtly scratched patterns of no particular meaning, scribed as if by the hand of an artistically inclined child (and this was in fact the case).

Elsewhere in Jeffreyssai’s home there were rooms of other style; but this, he had found, was what most outsiders expected of a Bayesian Master, and he chose not to enlighten them otherwise. That quiet amusement was one of life’s little joys, after all.

The guest sat across from him, knees on the pillow and heels behind. She was here solely upon the business of her Conspiracy, and her attire showed it: a form-fitting jumpsuit of pink leather with even her hands gloved—all the way to the hood covering her head and hair, though her face lay plain and unconcealed beneath.

And so Jeffreyssai had chosen to receive her in this room.

Jeffreyssai let out a long breath, exhaling. “Are you sure?”

“Oh,” she said, “and do I have to be absolutely certain before my advice can shift your opinions? Does it not suffice that I am a domain expert, and you are not?”

Jeffreyssai’s mouth twisted up at the corner in a half-smile. “How do you know so much about the rules, anyway? You’ve never had so much as a Planck length of formal training.”

“Do you even need to ask?” she said dryly. “If there’s one thing that you beisutsukai do love to go on about, it’s the reasons why you do things.”

Jeffreyssai inwardly winced at the thought of trying to pick up rationality by watching other people talk about it—

“And don’t inwardly wince at me like that,” she said. “I’m not trying to be a rationalist myself, just trying to win an argument with a rationalist. There’s a difference, as I’m sure you tell your students.”

Can she really read me that well? Jeffreyssai looked out through the silver grillwork, at the sunlight reflected from the faceted mountainside. Always, always the golden sunlight fell each day, in this place far above the clouds. An unchanging thing, that light. The distant Sun, which that light represented, was in five billion years burned out; but now, in this moment, the Sun still shone. And that could never alter. Why wish for things to stay the same way forever, when that wish was already granted as absolutely as any wish could be? The paradox of permanence and impermanence: only in the latter perspective was there any such thing as progress, or loss.

“You have always given me good counsel,” Jeffreyssai said. “Unchanging, that has been. Through all the time we’ve known each other.”

She inclined her head, acknowledging. This was true, and there was no need to spell out the implications.

“So,” Jeffreyssai said. “Not for the sake of arguing. Only because I want to know the answer. Are you sure?” He didn’t even see how she could guess.

“Pretty sure,” she said, “we’ve been collecting statistics for a long time, and in nine hundred and eighty-five out of a thousand cases like yours—”

Then she laughed at the look on his face. “No, I’m joking. Of course I’m not sure. This thing only you can decide. But I am sure that you should go off and do whatever it is you people do—I’m quite sure you have a ritual for it, even if you won’t discuss it with outsiders—when you very seriously consider abandoning a long-held premise of your existence.”

It was hard to argue with that, Jeffreyssai reflected, the more so when a domain expert had told you that you were, in fact, probably wrong.

“I concede,” Jeffreyssai said. Coming from his lips, the phrase was spoken with a commanding finality. There is no need to argue with me any further: you have won.

“Oh, stop it,” she said. She rose from her pillow in a single fluid shift without the slightest wasted motion. She didn’t flaunt her age, but she didn’t conceal it either. She took his outstretched hand, and raised it to her lips for a formal kiss. “Farewell, sensei.”

“Farewell?” repeated Jeffreyssai. That signified a higher order of departure than goodbye. “I do intend to visit you again, milady; and you are always welcome here.”

She walked toward the door without answering. At the doorway she paused, without turning around. “It won’t be the same,” she said. And then, without the movements seeming the least rushed, she walked away so swiftly it was almost like vanishing.

Jeffreyssai sighed. But at least, from here until the challenge proper, all his actions were prescribed, known quantities.

Leaving that formal reception area, he passed to his arena, and caused to be sent out messengers to his students, telling them that the next day’s classes must be improvised in his absence, and that there would be a test later.

And then he did nothing in particular. He read another hundred pages of the textbook he had borrowed; it wasn’t very good, but then the book he had loaned out in exchange wasn’t very good either. He wandered from room to room of his house, idly checking various storages to see if anything had been stolen (a deck of cards was missing, but that was all). From time to time his thoughts turned to tomorrow’s challenge, and he let them drift. Not directing his thoughts at all, only blocking out every thought that had ever previously occurred to him; and disallowing any kind of conclusion, or even any thought as to where his thoughts might be trending.

The sun set, and he watched it for a while, mind carefully put in idle. It was a fantastic balancing act to set your mind in idle without having to obsess about it, or exert energy to keep it that way; and years ago he would have sweated over it, but practice had long since made perfect.

The next morning he awoke with the chaos of the night’s dreaming fresh in his mind, and, doing his best to preserve the feeling of the chaos as well as its memory, he descended a flight of stairs, then another flight of stairs, then a flight of stairs after that, and finally came to the least fashionable room in his whole house.

It was white. That was pretty much it as far as the color scheme went.

All along a single wall were plaques, which, following the classic and suggested method, a younger Jeffreyssai had very carefully scribed himself, burning the concepts into his mind with each touch of the brush that wrote the words. That which can be destroyed by the truth should be. People can stand what is true, for they are already enduring it. Curiosity seeks to annihilate itself. Even one small plaque that showed nothing except a red horizontal slash. Symbols could be made to stand for anything; a flexibility of visual power that even the Bardic Conspiracy would balk at admitting outright.

Beneath the plaques, two sets of tally marks scratched into the wall. Under the plus column, two marks. Under the minus column, five marks. Seven times he had entered this room; five times he had decided not to change his mind; twice he had exited something of a different person. There was no set ratio prescribed, or set range—that would have been a mockery indeed. But if there were no marks in the plus column after a while, you might as well admit that there was no point in having the room, since you didn’t have the ability it stood for. Either that, or you’d been born knowing the truth and right of everything.

Jeffreyssai seated himself, not facing the plaques, but facing away from them, at the featureless white wall. It was better to have no visual distractions.

In his mind, he rehearsed first the meta-mnemonic, and then the various sub-mnemonics referenced, for the seven major principles and sixty-two specific techniques that were most likely to prove needful in the Ritual Of Changing One’s Mind. To this, Jeffreyssai added another mnemonic, reminding himself of his own fourteen most embarrassing oversights.

He did not take a deep breath. Regular breathing was best.

"only blocking out every thought that had ever previously occurred to him" This is the one part that I'm kinda unsure about. If you mean "don't just loop through the same line of thinking over and over with no progress", than sure, but being too strict on that may prevent further/alternate development from a line of thought. ie, taking a notion from earlier farther or in a different direction than previously. (or did I misunderstand?)

Psy-Kosh, amazingly enough, looping does not help progress at all. Any internal monologue is made up of what you already know. Insight, creativity, etc. comes all at once and is something entirely new. A clear mind can be more focused on a problem, even a specific one, than one cluttered with known material. Try it!

J.K.: Uh... I think we're in agreement on that. Maybe I was unclear in what I said (or, possibly, thought. :))

I meant: Sure, avoiding going in the same mental loops over and over is a good thing, and telling yourself "stop, I already thought of that, no need to redo it" is fine. I meant more "but be careful not to stop yourself from taking something you already figured out in a different direction than previously."

I hope "I should probably stop this process" wasn't a thought the gentleman in question has previously had.  Otherwise the consequences could be very ugly.

?
I guess sci-fi isn't really my bag. I was never that into the Jeffreysai sequence but I think this was the least worth reading. And I guess I'm now guilty of writing an insubstantial derisive comment in response to (subjectively speaking) insubstantial post, which I just complained about at my own blog.

Psy-Kosh, I think the point is that you should flush your cache and reload everything from scratch - if the thought that you calculated before is still valid, you'll produce it again, and can then take it in a different direction.

TGGP, I don't see this as sci-fi necessarily... but I have to say, I really enjoy the beisutsukai series of posts.  They are perhaps some of my favorite to read, even if they're not necessarily as useful as a direct statement of the principle behind them.  (Then again... maybe they're more useful because they're easier to relate to.  Hmm.)

Yes, I do hope that each of my readers will remember that not all of my readers have the same taste, and that the "worthwhileness" of a blog post is not a direct inherent attribute of the post but relates to the reader.

Though this post was a bit experimental even as fiction, since it was written to appear nonspecific.

On the question of blocking thoughts, may I offer a personal anecdote, conscious that readers of Overcoming Bias will read it heterophenomenologically?

Years ago, when my health was good, I had a Buddhist meditation practice of great vigour and depth. Sitting on my cushion, noticing my train of thought pull into the station of consciousness, refusing to board the train and watching the thoughts leave, I would become more and more aware that it was the same old crap coming round again and again.

Forcibly stopping my thoughts had always worked badly. I coined a meditation slogan encapsulating what I had learned: When thoughts spin round in your head, like the wheels on a bicycle, don't apply the breaks, just stop peddling.

There was little pleasure to be had, peddling away, only to see the same old crap coming back into view yet again. No peddling. No thought.

That was bloody scary. I was an intellectual. All these clever thoughts? They were me, my identity, my core. Without them, who was I? Did I still like cats? Did I still like music?

I needn't have worried. After I few days Mara noticed that my mind was calm and free from distraction. Did He concede defeat, admitting that another human had gained enlightenment and slipped from his grasp? No, ofcourse not. I had seen through the old familiar crap, but it was crap and there was no problem about improving the quality. I had learned to resist the temptations of low quality distracting thoughts, but all that happened was that my mind came up with more creative, more clever, more insightful, and more distracting thoughts.

Soon I was caught up in them, back to business as usual.

I see a secular moral to this tale. If you want more insightful and creative thoughts all you have to do is stop recycling the usual crud. You would guess that withdrawing your mental energy from the pumps that circulate the usual shit round your head would leave an empty silence, but the mind doesn't work like that.

I had learned to resist the temptations of low quality distracting thoughts, but all that happened was that my mind came up with more creative, more clever, more insightful, and more distracting thoughts.

That sounds very useful to me, actually. Many people have problems coming up with interesting or original thoughts.

I suppose the question is how does one gain from the clever/creative/insightful thoughts while not sabotaging the meditation; keeping a pad to write down the thoughts might work.

A new thought occurs, you write it down, and if it tries to re-occur, you know it's already written down and don't pedal any more. Then later when you aren't meditating, you have the thoughts handy.

Before doing that, I would first experiment with just how volatile those insights really are. 

For example, put a bowl in front of me and a pile of small rocks, and every time I have what feels like a clever/creative/insightful thought put a rock in the bowl, then forget about it. Afterwards, try to remember what my insights were, and compare the total to see how many I forgot.

If it turns out that I can remember them later, then I don't need pads and etc.

(This was, incidentally, a glorious moment in my recovery, when my memory improved to the point that I didn't have to rehearse things constantly in order to stand a chance of remembering them when I needed them, but could instead let them go in the confidence that I could get them back later.)

Ah. I couldn't do that - either I remember it, in which case it was on my mind the entire time and ruined the meditation, or I forget it, in which case I feel regretful and obviously can't act on whatever occurred to me.

Might I ask what kind of recovery you were talking about? And how it came to be?

I can very much emphasize with having to loop thoughts to keep them, and if there's something that you did to improve your memory, I'd be extremely interested in trying it.
Even accepting that I don't know if it will work for me, it's still way better than having no approach.

Thank you for pointing out the difference between breaking and stopping to peddle.

I read it, continued, then I got confused about you saying that your practice didn't leave "an empty silence".

I'm going to try what you described, because I may have gotten to that silence by breaking habitually when I was younger, instead of just not putting energy into it.

I enjoy the beisutsukai posts too, it's nice to see similar ideas presented under different lights; plus it's a nice change of tone, it gives a bit of variety.

Even as someone who would absolutely hate being one of Jeffreysai's students, I do enjoy the posts.

I changed my mind, once, but it took several years. It is not that I changed it, but that one afternoon I discovered that I no longer belived as I used to.

I've been writing down my memories about things I changed my mind about, and I've noticed the same thing. It's not that I slowly slid through a range of intermediate positions, but one day while reading or thinking, I suddenly noticed that I no longer believed as I used to believe. There are some things I am agnostic about, but I seem to be purely agnostic about them, not leaning either way.

One of the few good bits of Schulz's recent book Being Wrong is where she does a more readable version of Wittgenstein's observation, "If there were a verb meaning 'to believe falsely', it would not have any significant first person, present indicative." The paragraphs go:

"But before we can plunge into the experience of being wrong, we must pause to make an important if somewhat perverse point: there is no experience of being wrong.

There is an experience of realizing that we are wrong, of course. In fact, there is a stunning diversity of such experiences. As we’ll see in the pages to come, recognizing our mistakes can be shocking, confusing, funny, embarrassing, traumatic, pleasurable, illuminating, and life-altering, sometimes for ill and sometimes for good. But by definition, there can’t be any particular
feeling associated with simply being wrong. Indeed, the whole reason it’s possible to be wrong is that, while it is happening, you are oblivious to it. When you are simply going about your business in a state you will later decide was delusional, you have no idea of it whatsoever. You are like the coyote in the Road Runner cartoons, after he has gone off the cliff but before he has looked down. Literally in his case and figuratively in yours, you are already in trouble when you feel like you’re still on solid ground. So I should revise myself: it does feel like something to be wrong. It feels like being right."

I've finished up my mistakes essay (including the above material) and published it at http://www.gwern.net/Notes#things-i-have-changed-my-mind-about

I like the idea of a fictional sequence involving a rationality master and students.  But I can't stand the Jeffreyssai character.  He's just so intolerably smug and self-satisfied, very much in the mold of some of the martial arts instructors I had when I was young.  More recently I took boxing classes, and the teacher was like Mickey from the Rocky movies.  Much better persona; Jeffreyssai should take note.

Great post. I would be interested in reading a novel in this style.

 Leaving that formal reception area, he passed to his arena, and caused to be sent out messengers to his students, telling them that the next day's classes must be improvised in his absence, and that there would be a test later.

Re-reading this, that line is oddly striking. Encapsulates his teaching style beautifully. 

Also, was there any word on what conspiracy his visitor was representing?

This is such a good post. From The Scout Mindset (emphasis mine):

My path to this book began in 2009, after I quit graduate school and threw myself into a passion project that became a new career: helping people reason out tough questions in their personal and professional lives. At first I imagined that this would involve teaching people about things like probability, logic, and cognitive biases, and showing them how those subjects applied to everyday life. But after several years of running workshops, reading studies, doing consulting, and interviewing people, I finally came to accept that knowing how to reason wasn't the cure-all I thought it was.

Knowing that you should test your assumptions doesn't automatically improve your judgement, any more than knowing you should exercise automatically improves your health. Being able to rattle off a list of biases and fallacies doesn't help you unless you're willing to acknowledge those biases and fallacies in your own thinking. The biggest lesson I learned is something that's since been corroborated by researchers, as we'll see in this book: our judgment isn't limited by knowledge nearly as much as it's limited by attitude.

If judgement is mostly limited by mindset rather than knowledge, then it is important to find ways to improve your mindset. There are slower but more persistent ways of improving your mindset, and there are quicker but temporary "boosts" that you can utilize. I think The Ritual speaks to one of these "boosts".

But reciting meta-mnemonics and staring and blank walls is only one way that you might give yourself such a boost. I think it is worthwhile and important to think about others.

Yesterday I took a 50 mile bike ride and noticed myself feeling like I'm in a much better state to change my mind about something important. I felt like it gave me a boost. Perhaps long distance cardio really does provide such a boost, especially when done in nature.






The Simple Math of Evolution

An Alien God

"A curious aspect of the theory of evolution," said Jacques Monod, "is that everybody thinks he understands it."

A human being, looking at the natural world, sees a thousand times purpose.  A rabbit's legs, built and articulated for running; a fox's jaws, built and articulated for tearing.  But what you see is not exactly what is there...

In the days before Darwin, the cause of all this apparent purposefulness was a very great puzzle unto science.  The Goddists said "God did it", because you get 50 bonus points each time you use the word "God" in a sentence.  Yet perhaps I'm being unfair.  In the days before Darwin, it seemed like a much more reasonable hypothesis.  Find a watch in the desert, said William Paley, and you can infer the existence of a watchmaker.

But when you look at all the apparent purposefulness in Nature, rather than picking and choosing your examples, you start to notice things that don't fit the Judeo-Christian concept of one benevolent God. Foxes seem well-designed to catch rabbits.  Rabbits seem well-designed to evade foxes.  Was the Creator having trouble making up Its mind?

When I design a toaster oven, I don't design one part that tries to get electricity to the coils and a second part that tries to prevent electricity from getting to the coils.  It would be a waste of effort.  Who designed the ecosystem, with its predators and prey, viruses and bacteria?  Even the cactus plant, which you might think well-designed to provide water fruit to desert animals, is covered with inconvenient spines.

The ecosystem would make much more sense if it wasn't designed by a unitary Who, but, rather, created by a horde of deities—say from the Hindu or Shinto religions.  This handily explains both the ubiquitous purposefulnesses, and the ubiquitous conflicts:  More than one deity acted, often at cross-purposes.  The fox and rabbit were both designed, but by distinct competing deities.  I wonder if anyone ever remarked on the seemingly excellent evidence thus provided for Hinduism over Christianity.  Probably not.

Similarly, the Judeo-Christian God is alleged to be benevolent—well, sort of.  And yet much of nature's purposefulness seems downright cruel.  Darwin suspected a non-standard Creator for studying Ichneumon wasps, whose paralyzing stings preserve its prey to be eaten alive by its larvae:  "I cannot persuade myself," wrote Darwin, "that a beneficent and omnipotent God would have designedly created the Ichneumonidae with the express intention of their feeding within the living bodies of Caterpillars, or that a cat should play with mice."  I wonder if any earlier thinker remarked on the excellent evidence thus provided for Manichaen religions over monotheistic ones.

By now we all know the punchline:  You just say "evolution".

I worry that's how some people are absorbing the "scientific" explanation, as a magical purposefulness factory in Nature.  I've previously discussed the case of Storm from the movie X-Men, who in one mutation gets the ability to throw lightning bolts.  Why?  Well, there's this thing called "evolution" that somehow pumps a lot of purposefulness into Nature, and the changes happen through "mutations".  So if Storm gets a really large mutation, she can be redesigned to throw lightning bolts.  Radioactivity is a popular super origin: radiation causes mutations, so more powerful radiation causes more powerful mutations.  That's logic.

But evolution doesn't allow just any kind of purposefulness to leak into Nature.  That's what makes evolution a success as an empirical hypothesis.  If evolutionary biology could explain a toaster oven, not just a tree, it would be worthless.  There's a lot more to evolutionary theory than pointing at Nature and saying, "Now purpose is allowed," or "Evolution did it!"  The strength of a theory is not what it allows, but what it prohibits; if you can invent an equally persuasive explanation for any outcome, you have zero knowledge.

"Many non-biologists," observed George Williams, "think that it is for their benefit that rattles grow on rattlesnake tails."  Bzzzt!  This kind of purposefulness is not allowed.  Evolution doesn't work by letting flashes of purposefulness creep in at random—reshaping one species for the benefit of a random recipient.

Evolution is powered by a systematic correlation between the different ways that different genes construct organisms, and how many copies of those genes make it into the next generation.  For rattles to grow on rattlesnake tails, rattle-growing genes must become more and more frequent in each successive generation.  (Actually genes for incrementally more complex rattles, but if I start describing all the fillips and caveats to evolutionary biology, we really will be here all day.)

There isn't an Evolution Fairy that looks over the current state of Nature, decides what would be a "good idea", and chooses to increase the frequency of rattle-constructing genes.

I suspect this is where a lot of people get stuck, in evolutionary biology.  They understand that "helpful" genes become more common, but "helpful" lets any sort of purpose leak in.  They don't think there's an Evolution Fairy, yet they ask which genes will be "helpful" as if a rattlesnake gene could "help" non-rattlesnakes.

The key realization is that there is no Evolution Fairy.  There's no outside force deciding which genes ought to be promoted.  Whatever happens, happens because of the genes themselves.

Genes for constructing (incrementally better) rattles, must have somehow ended up more frequent in the rattlesnake gene pool, because of the rattle.  In this case it's probably because rattlesnakes with better rattles survive more often—rather than mating more successfully, or having brothers that reproduce more successfully, etc.

Maybe predators are wary of rattles and don't step on the snake.  Or maybe the rattle diverts attention from the snake's head.  (As George Williams suggests, "The outcome of a fight between a dog and a viper would depend very much on whether the dog initially seized the reptile by the head or by the tail.")

But that's just a snake's rattle.  There are much more complicated ways that a gene can cause copies of itself to become more frequent in the next generation.  Your brother or sister shares half your genes. A gene that sacrifices one unit of resources to bestow three units of resource on a brother, may promote some copies of itself by sacrificing one of its constructed organisms.  (If you really want to know all the details and caveats, buy a book on evolutionary biology; there is no royal road.)

The main point is that the gene's effect must cause copies of that gene to become more frequent in the next generation.  There's no Evolution Fairy that reaches in from outside.  There's nothing which decides that some genes are "helpful" and should, therefore, increase in frequency.  It's just cause and effect, starting from the genes themselves.

This explains the strange conflicting purposefulness of Nature, and its frequent cruelty.  It explains even better than a horde of Shinto deities.

Why is so much of Nature at war with other parts of Nature?  Because there isn't one Evolution directing the whole process.  There's as many different "evolutions" as reproducing populations.  Rabbit genes are becoming more or less frequent in rabbit populations.  Fox genes are becoming more or less frequent in fox populations.  Fox genes which construct foxes that catch rabbits, insert more copies of themselves in the next generation.  Rabbit genes which construct rabbits that evade foxes are naturally more common in the next generation of rabbits.  Hence the phrase "natural selection".

Why is Nature cruel?  You, a human, can look at an Ichneumon wasp, and decide that it's cruel to eat your prey alive.  You can decide that if you're going to eat your prey alive, you can at least have the decency to stop it from hurting.  It would scarcely cost the wasp anything to anesthetize its prey as well as paralyze it.  Or what about old elephants, who die of starvation when their last set of teeth fall out?  These elephants aren't going to reproduce anyway.  What would it cost evolution—the evolution of elephants, rather—to ensure that the elephant dies right away, instead of slowly and in agony?  What would it cost evolution to anesthetize the elephant, or give it pleasant dreams before it dies?  Nothing; that elephant won't reproduce more or less either way.

If you were talking to a fellow human, trying to resolve a conflict of interest, you would be in a good negotiating position—would have an easy job of persuasion.  It would cost so little to anesthetize the prey, to let the elephant die without agony!  Oh please, won't you do it, kindly... um...

Human beings fake their justifications, figure out what they want using one method, and then justify it using another method.  There's no Evolution of Elephants Fairy that's trying to (a) figure out what's best for elephants, and then (b) figure out how to justify it to the Evolutionary Overseer, who (c) doesn't want to see reproductive fitness decreased, but is (d) willing to go along with the painless-death idea, so long as it doesn't actually harm any genes.

There's no advocate for the elephants anywhere in the system.

Humans, who are often deeply concerned for the well-being of animals, can be very persuasive in arguing how various kindnesses wouldn't harm reproductive fitness at all.  Sadly, the evolution of elephants doesn't use a similar algorithm; it doesn't select nice genes that can plausibly be argued to help reproductive fitness.  Simply: genes that replicate more often become more frequent in the next generation.  Like water flowing downhill, and equally benevolent.

A human, looking over Nature, starts thinking of all the ways we would design organisms.  And then we tend to start rationalizing reasons why our design improvements would increase reproductive fitness—a political instinct, trying to sell your own preferred option as matching the boss's favored justification.

And so, amateur evolutionary biologists end up making all sorts of wonderful and completely mistaken predictions.  Because the amateur biologists are drawing their bottom line—and more importantly, locating their prediction in hypothesis-space—using a different algorithm than evolutions use to draw their bottom lines.

A human engineer would have designed human taste buds to measure how much of each nutrient we had, and how much we needed.  When fat was scarce, almonds or cheeseburgers would taste delicious.  But if you started to become obese, or if vitamins were lacking, lettuce would taste delicious.  But there is no Evolution of Humans Fairy, which intelligently planned ahead and designed a general system for every contingency.  It was a reliable invariant of humans' ancestral environment that calories were scarce.  So genes whose organisms loved calories, became more frequent.  Like water flowing downhill.

We are simply the embodied history of which organisms did in fact survive and reproduce, not which organisms ought prudentially to have survived and reproduced.

The human retina is constructed backward:  The light-sensitive cells are at the back, and the nerves emerge from the front and go back through the retina into the brain.  Hence the blind spot.  To a human engineer, this looks simply stupid—and other organisms have independently evolved retinas the right way around.  Why not redesign the retina?

The problem is that no single mutation will reroute the whole retina simultaneously.  A human engineer can redesign multiple parts simultaneously, or plan ahead for future changes.  But if a single mutation breaks some vital part of the organism, it doesn't matter what wonderful things a Fairy could build on top of it—the organism dies and the genes decreases in frequency.

If you turn around the retina's cells without also reprogramming the nerves and optic cable, the system as a whole won't work.  It doesn't matter that, to a Fairy or a human engineer, this is one step forward in redesigning the retina.  The organism is blind.  Evolution has no foresight, it is simply the frozen history of which organisms did in fact reproduce.  Evolution is as blind as a halfway-redesigned retina.

Find a watch in a desert, said William Paley, and you can infer the watchmaker.  There were once those who denied this, who thought that life "just happened" without need of an optimization process, mice being spontaneously generated from straw and dirty shirts.

If we ask who was more correct—the theologians who argued for a Creator-God, or the intellectually unfulfilled atheists who argued that mice spontaneously generated—then the theologians must be declared the victors: evolution is not God, but it is closer to God than it is to pure random entropy.  Mutation is random, but selection is non-random.  This doesn't mean an intelligent Fairy is reaching in and selecting.  It means there's a non-zero statistical correlation between the gene and how often the organism reproduces.  Over a few million years, that non-zero statistical correlation adds up to something very powerful.  It's not a god, but it's more closely akin to a god than it is to snow on a television screen.

In a lot of ways, evolution is like unto theology.  "Gods are ontologically distinct from creatures," said Damien Broderick, "or they're not worth the paper they're written on."  And indeed, the Shaper of Life is not itself a creature.  Evolution is bodiless, like the Judeo-Christian deity.  Omnipresent in Nature, immanent in the fall of every leaf.  Vast as a planet's surface.  Billions of years old.  Itself unmade, arising naturally from the structure of physics.  Doesn't that all sound like something that might have been said about God?

And yet the Maker has no mind, as well as no body.  In some ways, its handiwork is incredibly poor design by human standards.  It is internally divided.  Most of all, it isn't nice.

In a way, Darwin discovered God—a God that failed to match the preconceptions of theology, and so passed unheralded.  If Darwin had discovered that life was created by an intelligent agent—a bodiless mind that loves us, and will smite us with lightning if we dare say otherwise—people would have said "My gosh!  That's God!"

But instead Darwin discovered a strange alien God—not comfortably "ineffable", but really genuinely different from us.  Evolution is not a God, but if it were, it wouldn't be Jehovah.  It would be H. P. Lovecraft's Azathoth, the blind idiot God burbling chaotically at the center of everything, surrounded by the thin monotonous piping of flutes.

Which you might have predicted, if you had really looked at Nature.

So much for the claim some religionists make, that they believe in a vague deity with a correspondingly high probability.  Anyone who really believed in a vague deity, would have recognized their strange inhuman creator when Darwin said "Aha!"

So much for the claim some religionists make, that they are waiting innocently curious for Science to discover God.  Science has already discovered the sort-of-godlike maker of humans—but it wasn't what the religionists wanted to hear.  They were waiting for the discovery of their God, the highly specific God they want to be there.  They shall wait forever, for the great discovery has already taken place, and the winner is Azathoth.

Well, more power to us humans.  I like having a Creator I can outwit.  Beats being a pet.  I'm glad it was Azathoth and not Odin.

I wonder if anyone ever remarked on the seemingly excellent evidence thus provided for Hinduism over Christianity.  Probably not.

Well, David Hume did. In the Dialogues Concerning Natural Religion. Although not with a totally straight face.

The best book-long treatise about your points is probably Dawkins' The Selfish Gene. But you probably know that.

Maybe predators are wary of rattles and don't step on the snake.  Or maybe the rattle diverts attention from the snake's head.

The point of a rattle, as I understand it, is that it's metabolically expensive, and time consuming, to produce poison. A snake that can chase off a dozen threats a day by wagging its tail is much better off probability-of-producing-offspring-wise than one that can only bite and poison three threats before being left defenseless for a few days.

It does leave me wondering what benefits the intermediate mutations provide though, since going from a normal snake tail to a rattle seems like it would take more than one step.

I have observed that more ordinary snakes that have not developed a rattle often vibrate their tail in a similar manner, which often makes a warning buzz that is merely somewhat quieter than a rattlesnake's rattle. So incremental improvements to this rattling mechanism, which started with a regular tail, would just slowly increase the loudness, and thus warning ability, of a snake's tail. 

All of these sound like a posteriori justifications than a priori predictions. Good ones. But still.

That's kind of the point of this article. Evolution doesn't "choose" something, it just has changes happen, and if, like a rattle happening to scare off threats or reduce lethal damage, it aids survival, then it increases in the population.

I'm not convinced that evolution is closer to "god" than to pure entropy.
Really, the Tegmark big universe seems much closer to both "god" and pure entropy than evolution does, and may be a necessary creator for life as well, though it's still possible the evolution can do the whole job itself.  Evolution has this whole "embedded in time" schtick going on that definitely makes it more like "gods" than like "god", as you observed.

You say: "if you can invent an equally persuasive explanation for any outcome, you have zero knowledge."

You'll want to read Quine on this. Quine thought that for nearly any sufficiently large data set there were an infinite number of theories that could accurately explain it. Now, granted, some theories are better than others, but many theories are harder to compare with others. Here are some examples:

Suppose you have three theoretical values: simplicity, coherence, and accommodation of the data. Different parts of a given scientific comm... (read more)

Jannia, the poison-delivery-method is pretty complex, too. It's amazing they didn't develop a stinger, or legs, as well. They had to have a gland to produce the poison, a sac to store it, and the hypodermic needle-like teeth to inject it.

I can't imagine any of them serving a function alone.

Perhaps the rattles started appearing, and snakes started shaking them. Or perhaps they started using a shaking tail to distract predators and prey, and then those wierd mutant rattles came in handy.

We still see genetic mutations, and should one of them prove more useful... (read more)

"This leads me to assume that each organelle in every living cell had to have an intelligent designer."

but each organ within an organism didn't?  What's the difference?

Gotta love that watchmaker analogy. Turns out the human circadian (sleep-wake) rhythm is a little bit over 24 hours long - more like 24:11, so your body is always pushing you to go to sleep 11 minutes later every day. (Thankfully it tends to synchronize with light and darkness, so it doesn't get too far off schedule.) That's some nice watchmaking there, God.

It really bothers you that a mindless, unthinking process is smarter than you, doesn't it.

I wouldn't go that far! But I do think you bias towards Faith in Flawlessness and against anything that involves randomness.

Foxes seem well-designed to catch rabbits.  Rabbits seem well-designed to evade foxes... When I design a toaster oven, I don't design one part that tries to get electricity to the coils and a second part that tries to prevent electricity from getting to the coils. 

Toasters are designed for simpler problems. When you need to survive overwhelming complexity/unknown unknowns/fog of war, designs relying on Feedback/Checks and Balances often survive where designs without it fail spectacularly. Examples: US founding father's design for a government; various engineering control systems; successful economic systems; protocol about feedback in science.

Human beings fake their justifications, figure out what they want using one method, and then justify it using another method.

When I design a toaster oven, I don't design one part that tries to get electricity to the coils and a second part that tries to prevent electricity from getting to the coils.


Er, yes you do. There is a latch to hold the contact closed, there is a thermostatic switch to dislodge the latch. It is such with many designed control mechanisms.

If you look at the ecosystem as a designed work of art rather than a designed mechanism to accomplish a purpose, rabbits and foxes competing isn't so much of a problem. Still, it's not very plausible; while there is beauty (as humans see beauty) in nature, as a whole there's not much of a consistent aesthetic.

Selfreferencing, I'm a Bayesian.  I assign probabilities, not "believe".  I penalize hypotheses by their unshared complexity and update based on evidence.  If probabilities come out even, then I don't "suspend judgment", I judge that the probabilities are even, and plan accordingly.  It's just as much a belief as anything else, and just as mandatory or prohibited based on a given body of evidence.

Celeriac:  Sigh.  Gating the flow of electricity and the function of the toaster, is not the same as having two parts at flow with each other.  When I open the latch, the power circuits don't try to reroute electricity to the coils, or fuse the latch...

Recovering:  Don't know where you're getting the "faith in flawlessness" part.  Did you read the part about the retina?

Eliezer_Yudkowsky: Did you see the recent "What's the most important[or whatever] idea?" thing on edge.org?  Richard_Dawkins's answer was Darwin's theory of natural selection, and he justified that on the grounds that the metric for a good theory is:

and then pointed out how it "explains" billions of species.

Now, he may just be using different labels for the same point you made in your post, even so, that's a remarkably confusing way of describing the appropriate way to judge a theory.  That would suggest that you can't blame popular confusion on errant usenet Darwinists, that the confusion comes from the most credible biologists.

To actually explain an outcome, you must only be able to make-up-a-plausible-sounding-explanation-for that outcome, and not make-up-a-plausible-sounding-explanation-for zillions of other possible outcomes.  Evolution does this, successfully, for millions of species, which is good.

The more actual outcomes a scientific theory explains, the better; the more potential outcomes it could have explained just as plausibly, the worse.

For an avowed admirer of Orwell's famous essay on English, I am surprised to see you resort to distinctions without differences.  Whatever you call it (n.b. the euphemism "judge" in the last sentence quoted above), you draw a line between some claims yo... (read more)

Recovering: Don't know where you're getting the "faith in flawlessness" part.

A little from you saying you believe in flawlessness. That's an old post, but if I was a bias in your head I wouldn't hang around long at the conscious level to get squished. I'd get some strong allies and hide.

To me, you do seem to, but maybe I'm overseeing what fits my belief. If so, my apologies, I didn't mean to offend.

Yes, it's a good and valid example of how dumb and messy evolution is, but it doesn't answer my earlier comment... (read more)

I aspire to perfectionism, but you can't go from there to my thinking that any given system is already perfect.  Especially not evolution!

As for black swans, you need more cognitive complexity, not less, to handle them; Gaussian randomness is easy by comparison.  Noise doesn't help with black swans; a random key does not fit a random lock.  Evolution in particular does very poorly with black swans.  All this will be one or more separate posts at some point.

Rooney, the difference is between a qualitative view and a quantitative view.  If you assign a 90% pr... (read more)

Eliezer, out of curiousity did you include the Azathoth references because of my earlier comments here or were you already thinking of it?

Mencius Moldbug has also used the idea of an alien's perspective on earth in order to break out of conventional wisdom. In his case it was named Beatrice. I think it was a good idea (I suggested something like it earlier) that he executed poorly.

douglas, I don't think you understand transitional fossils all that well. No Darwinist thinks there's any problem or unexpected gap in the record. Also, some quick googling and w... (read more)

Shameless nitpick: There's nothing wrong with the logic that "radiation causes mutations, so more powerful radiation causes more powerful mutations." If you expose yourself to a thousand rads, you will get a heck of a lot of mutations. The logic breaks down when you expect these mutations to give you super powers, rather than a big mess. It sounds like you've got the superhero logic backwards: people did not look at evolutionary theory, understand it incorrectly, and then hypothesize that superheroes should be an expected outcome. They first made up the superheroes, and then looked for anything which might plausibly explain them.

Jacob Stein: Oy Vey, since you insist, here's some evolved watches: http://www.youtube.com/watch?v=mcAq9bmCeR0 (it's about ten minutes long, btw, and a bit slow at the start. But if evolved watches you must have, evolved watches you will get.)

I aspire to perfectionism, but you can't go from there to my thinking that any given system is already perfect. Especially not evolution!

I didn't think you thought evolution was perfect, quite the opposite. I thought you disliked it partly because of its random element.

As for black swans, you need more cognitive complexity, not less, to handle them

Of course, all else equal. That's like saying don't spend cash on a smoke alarm because if you're the victim of a house fire you need more money, not less.

I'm saying a little feedback might be worth the cost to p... (read more)

Eliezer, I grasp the obvious utility of probability -- I pay for a variety of insurance policies, after all.  But there are many claims (many of which you share with us on a daily basis) that you treat as having a probability of 1.  About those claims, I find your assertion that you do not "believe" them to be a purely verbal distinction.

Well, in a lot of senses I treat them as having a probability of ~1.  But not literally 1, because when you assign a probability of 1 to something, you can't change your mind about it, ever.

There's also the whole distinction of viewing "belief" as a primitive, rather than viewing it as a derived behavior of a system that happens to be assigning probabilities close to 1.

But then my brain doesn't actually work by Bayesian probabilities, so, yes, I believe gravity, and that if I don't eat I'll die of starvation, and many similar things whose opposites I don't bother to consider.

tggp-1) google--tuberculosis strain w evolution of
2) down the page go to the amazon book review of "Quantum Evolution" by Johnjoe Mcfadden.
This will call up a page that includes the most relevent info.
I realize that the info on this is not well advertised.  Of course when a theory that is promoted for so long as the explanation of everything (See Dennett's "Darwin's Dangerous Idea") predicts a cure and produces an incureable disease with an ever increasing pile of dead bodies-- This is a real life example of the problem and dangers of bias.

I was nodding in agreement up until the end there.  "Evolution is bodiless"?  "Evolution" describes certain features of a physical process, a chemical process specifically, stretching from the beginning of life until the present day.  The entire ecosystem of the Earth is, at any given moment, a time slice of this single chemical process.  It isn't abstract in the least.  Various sorts of selection are abstract but only in the sense that they describe aspects of this chemical process at a high level.

Douglas, you've said more than once now that evolutionary biology, when applied to tuberculosis, "predicts a cure and produces an incurable disease". Maybe I'm being dim, but this seems to me to be absolute rubbish.

Antibiotics did and do cure a whole lot of TB, and have saved an enormous number of lives by doing so.

Evolutionary biology, so far as I know, didn't have anything to do with the development of antibiotics as TB treatments nor with the way in which they were used.

So far as I'm aware, orthodox evolutionary biology doesn't make any 

Great stuff, Eliezer. I'm really looking forward to you compiling your writings in a book.

douglas, I googled tuberculosis strain w evolution of and it didn't give me the result you were thinking of for quite a number of pages, so then I just searched amazon for "Quantum Evolution", which revealed a number of titles other than the one by Johnjoe McFadden. There still wasn't that much information there, so please give a web address (you did not in fact give me one before, I should be able to click on it or copy-paste it into the url bar of my browser). To me right now "quantum" is just serving as a magic word, I'd like a (likely simplified) explanation as to how quantum mechanics patches a hole in evolutionary theory and what that hole is in the first place.

"In microbiology, genetics, cell biology and molecular biology, competence is the ability of a cell to take up extracellular ("naked") DNA from its environment."

I don't see what problem this causes for evolution.

You have not explained how anything to do with tuberculosis poses any difficulties for orthodox evolutionary biology. Gesticulating vaguely at a book that, on the face of it, looks mildly crankish is not an explanation. Repeatedly saying "Google for tuberculosis strain w" is not an explanation. I may quite possibly be being dim, but you aren't showing any sign of actual willingness to help correct my dimness.

When Dennett uses the term "universal acid" (not "universal solvent", IIRC) he is not claiming that evolutio

Most of the essay is thoughtful and interesting as usual - good points about laypeople uttering "evolution" with the same semantic force with which others utter "god". But why bring up that god stuff at the end? Doesn't it just create confusion to stretch metaphors this way? You have only to look at how religionists have seized on Einstein's and Hawking's metaphorical use of the word "god" to suit their purposes.

Evolution isn't "god", it's just what happens when you have competition between replicators. Trying to use... (read more)

Eliezer-  Your point about Darwin having found God --just not the one anybody was hoping for-- is brilliant.  The problems evolution poses for religion are obvious, but thats the first time I've seen it framed that way.  Great post.

Though one nitpick I would offer: (which might be helpful if you're planning on referencing this post in the future?) Saying your sister shares half your genes is a bit off.  If your sister shares only half your genes that would make her something closer to an earth worm or perhaps a house plant (I forget exactly how the commona... (read more)

Douglas, what's the relevance of the fact that you're an independent research and consider your methods not-ordinary to what Pete, TGGP, and I have said to you?

You are extraordinarily reluctant to be specific about either your evidence or your conclusions from that evidence. You say that you want Eliezer to "update [his] thinking re: evolution", but any time you're asked specific questions about what sort of position you think preferable you clam up and offer only vague references to other people's work.

So far, you've offered a pointer to one sou... (read more)

(Oops: "an independent researcher", of course, not "an independent research". I don't think it's likely that you're someone's pet AI project :-).)

g-  What I'm trying to say about evolution is not outside the scientific consensus.  That is that the way these bacteria evolve is not well explained by the neo-darwin model of evolution.
I've supplied at least one link that should make that clear.  (pnas.org/cgi/content/full/96/6/2591, for example) I'm sorry that my links/ hints to find this simple fact have not been more helpful.
My comments about my methods are a means of begging some indulgence-- if I google 'competent cells' or 'tuberculosis strain w' I'll find something that makes my point in a few m... (read more)

Douglas, you already know what your main point is, and you already believe it, whatever it is, so you have two advantages over us in looking at a random Google hit and turning it into perceived evidential support for your points. The reason why others haven't been impressed by your saying "google tuberculosis strain w" isn't that we're too lazy to type that into Google (though, speaking only for myself, once you've clearly already done that and found what seems to you a good page, it seems odd that you're so reluctant to say what it actually is).... (read more)

g-  Oh, the probability that the appearance of human life postdating the appearance of other life by more the a week is 99.9999999...% (I understand the question now)
I am not reluctant to say where I get information.  I am more than happy to.  I appologize for not making it easier--
The information on tuberculosis can be found in Molecular Microbiology 33 pages 982-993.  The best summary of the information can be found in "Quantum Evolution" by Johnjoe McFadden.  You can read the relevant pages at http://books.google.com/books?id=eQbZE0oWqMwC&am... (read more)

Allow me to clarify douglas a bit if I can. Correct me if I'm wrong.

What douglas is (I think) invoking here is a phenomenon called the evolution of evolvability. Essentially the idea is that evolution is not quite as blind or random as pure classical Darwinism would have it, but that it evolves. Evolution evolves, recursively. Lineages that do a better job exploring fitness landscape space do a better job surviving, and so therefore their genes tend to do a better job surviving as well. Evolution therefore favors the emergence of genetic systems that aid e... (read more)

“It would be H. P. Lovecraft's Azathoth, the blind idiot God burbling chaotically at the center of everything, surrounded by the thin monotonous piping of flutes.”

Certainly you have read Dawkins’ “The blind watchmaker”.
If somebody else has pointed this out already, sorry, I haven’t read all contributions.

Is yours a form of new (old) mystical philosophy utilizing evolution and ‘alien’ gods? Kind of ambiguous text.
Everything IS. As we are these curious, never satisfied living entities, we want to know, why. Good for us.
It seems that the ones with their monotheistic cultural backgrounds want more, they want to recreate or redesign or even reinvent life. A form of perverted anthropomorphism. First we create a god in our image who supposedly has created us in his, and then we imitate this invented god by creating new lives that will possibly supercede  us hum... (read more)

It certainly makes sense that new proteins with new functions should arise by recombination among old proteins with old functions. Start with functional groups that do things -- hold a calcium ion, hold a magnesium ion, fit to a lactam group, etc -- and fit them together in just the geometry that gets a result, and then fiddle with the details to change that geometry slightly. Sure, that makes sense.

And to get brand new protein structures you need to evolve them special -- to get selected starting with a prot... (read more)

"Intelligent Design, the clever Trojan Horse designed expressly as a method to get creationism past the constitutional principal of the separation of church and state, focuses very narrowly on the alleged ‘intelligence’ the theist sees in nature.  They target rather benign examples which they believe are designed by the unnamed creator (though a single question will divulge its identity) such as the human eye or the bacterial flagellum.  Very wisely, they completely avoid implicating design in pathogenic organisms in public discourse, or even amongst ... (read more)

I agree with everything you said except this, "It's not a god, but it's more closely akin to a god than it is to snow on a television screen."

Snow in a tv screen is not random, but in fact a fractal image made up of multiple intruding signals, the strongest ones having the most to do with the seemingly random image. So that seems a lot like evolution to me.

Fell free to correct me if I'm wrong, just throwing out my two cents.

The evolutionary process is poorly characterised as being blind or idiotic:


Human beings are the product of choices by intelligent agents, capable of predicting the consquences of their actions, and are not - in any reasonable sense - solely the product of "blind" selective forces.
 - http://alife.co.uk/essays/evolution_sees/


"It really bothers you that a mindless, unthinking process is smarter than you, doesn't it." Up: Caledonian

Taken into effect that the "blind watchmaker" has been working on every organism on earth for billions of years, the complexity and diversity of the same environment, it is no surprise that humans would want to take the quick and easy path. The outcome will probably be disastrous which is kind of amusing.

good essay.  i especially like the bit about Azathoth.  

So basically you're saying that evolution follows the idea of "a million chimps in a room will eventually write Shakespeare"? That its a matter of the number of times a new structure appears in each generation, rather than the quality of the structure itself? I agree with the idea of randomness being the source of creation. Being an artist there often seems to be no correlation with my ideas and the act of actually thinking them into being, they just sort of aggregate into a whole concept. In fact more often then not a bad idea usually occurs whe... (read more)

You'd think this would be uncontroversial, but I often have great difficulty explaining what it means for evolution to not have a purpose.  "But if it's just random, then how does it work?"

"The main point is that the gene's effect must cause copies of that gene to become more frequent in the next generation. "
Pah! I disagree. The gene's effect must not cause copies of that gene to become less frequent in the next generation is the very best you can hope for. More accurate still is that in conflict and cooperation with other genes in the organism the genes effect must not  afford less of a chance of being given a free ride. 

Isn't the vast majority of DNA just genes that don't do any harm? Evolution is not the thrusting, carving, shaping force depicted so often, it is (as usual) the work of a small (say 20% (a guess)) of genes and the rest just don't compete so get a free ride.

I'm not sure you can assume that Odin isn't around.  He was relatively hands off in the legends, so no evidence for him is not proof that he doesn't exist.  It could be a fitting end to a life struggling against blindly cruel Nature where upon death, you go to Valhalla if you die in battle; otherwise you go to hell.

one has to keep in mind that evolution has no goal.  it is inherently neither positive nor negative.  it simply occurs, for better or worse, until death do us part

The human retina is constructed backward:  The light-sensitive cells are at the back, and the nerves emerge from the front and go back through the retina into the brain.  Hence the blind spot.  To a human engineer, this looks simply stupid - and other organisms have independently evolved retinas the right way around.  Why not redesign the retina?

Some of the biggest jaw dropping comments I hear have to do with taking something that is an obvious flaw and bending over backwards to come up with a reason that it isn't flawed. Instead of saying that old elephants starving is cruel and a flaw* they say that there is a deeper purpose or design that can explain away the cruelty.

Instead of calling out a nasty thing for being a nasty thing they try to claim that our understanding is flawed. and the nasty really isn't all that nasty. This is fuzzy enough on topics like retinas and dying elephants to trick people who don't know much about retinas or dying elephants. But what happens if I point at something like Cerebral Palsy and say, "Explain that!"

The typical next step is to add an intelligent Super Nasty that ruined the perfectly nice world. If we keep pushing Explain we delve ... (read more)

If people find the rabbit and fox analogy not close to home, they should look at modern evidence on psychopathy. If true, it seems to indicate that significant (2-3 %) part of human population has absolutely no compassion for others. This trait also appears genetic. We are rabbits, they - foxes.

A gene that sacrifices one unit of resources to bestow three units of resource on a brother, may promote some copies of itself by sacrificing one of its constructed organisms.

This post is awesome in so many ways. Needs more up-votes.

As an actually related point, you mention that if evolution could explain toaster ovens as well as trees, it would be worthless. And I've read enough of your work to understand why that is.

Well... I worry we may already be there. On one site I've seen someone respond to a typical creationist nonsense - that the mouse trap is irreducibly complex and until scientists show it isn't, the ID points stands - by linking to a step-by-step visualization of a mousetrap evolving from some wire - of course with... (read more)

To me the biggest problem with Judaism, Christianity, and Islam is that they do not seem to provide one clear answer as to why God created the universe in the first place. 
Given this, I have no way of changing probabilities when the world seems cruel or contradicting, since they do not claim the world as perfect. This of course doesn't depend on what my prior is.

For evolution, I find a weakness (I am not an expert on the subject) that related to being able to explain all outcomes equally. If an animal feature seems in perfection with survival, this is due... (read more)

This is rarely true, you share 50% of your genes with your mother an father each, but you can theoretically share anything from 0%-100% (Probably normal distribution curve), since your mother/father has 46 (23 pairs) chromosomes and you receive a single random chromosome from each pair (total 23 singles), that are then paired with 23 singles from your father/mother. 

Note that I have not taken Chromosomal crossover into account. 

The human retina is constructed backward:  The light-sensitive cells are at the back, and the nerves emerge from the front and go back through the retina into the brain.  Hence the blind spot.  To a human engineer, this looks simply stupid—and other organisms have independently evolved retinas the right way around. 

This isn't entirely accurate - there are advantages to having the retina at the back, because the nerve improves visual precision. I don't recall exactly how this works, but I read about it in Life Ascending by Nick Lane if anyone wants to verify it. 

Well wrote, many quotes from mindful people from past history..  I still feel a strong rhetorical question here...  Why?  I think the question will remain unanswered for many years to come.  But I agree with what you say, I rather be in spirit of knowledge, then ignorance in bliss :).  As far as a deity goes, my family and I still believe with diminishing returns.  All I know is life is a trip.  I ask the author is this,  are you children on bored with this idea??

When I design a toaster oven, I don't design one part that tries to get electricity to the coils and a second part that tries to prevent electricity from getting to the coils.  It would be a waste of effort.  Who designed the ecosystem, with its predators and prey, viruses and bacteria?  Even the cactus plant, which you might think well-designed to provide water fruit to desert animals, is covered with inconvenient spines.

I understand your point and your examples, but it is wrong to infer that conflicting subsystems are evidence of poor design or no des... (read more)

TLDR: We describe evolution as the collective pressures that cause creation of new species, similar to gravity and water carving out various canyons. It is incorrect to react to canyons in the following way: "Canyons are they way they are for no reason?!  ha!  I know that they are the way they are because the goddess Erosia likes them in that shape."

So basically the bottom line I'm getting from this a kind of variant of Occam's Razor: Evolution is unlikely to produce solutions that include complexity or considerations it doesn't need.

Or more specifically, and with an example, there are probably a lot more ways to get to taste buds that give good results in environments and contexts the organism is likely to encounter than ways to get to taste buds that give good results in both environments and contexts that the organism is likely and unlikely to encounter.

When someone tells me, 'Nature is cruel and controversial - look how foxes devour hares', I think that the problem is not the particular case of X eating Y, but that everyone eats something. Where is any controversy, if it is in fact the rule? 

Also, while I agree with your general idea, you are too gentle in execution. The idea that 'Nature' is really, horribly accidental doesn't come through clearly. You say only the genes matter, and it is just another reduction of the case. People will suspect that if something alive lives in some medium, than the mediu... (read more)

This essay is wonderful.   It is the first coherent and plausible defense of polytheism I've ever read.  It is a much more intellectually satisfying version of creationism than monotheism.    

 And all just as an aside too, off the cuff.     Kudos Mr. Yudkowsky.      It really is a pleasure to read your work.   

I really enjoyed this article. Well written as always.

These watch- and machine-analogies floating around are quite amusing. I remembered this video I watched when I was 15. It gives some good examples of why toasters and watches don´t evolve by themselves in our environment. 

If evolutionary biology could explain a toaster oven, not just a tree, it would be worthless.  

But it can, if you consider a toaster to be an embodied meme. Of course, the evolution that applies to toasters is more Lamarckian than Darwinian, but it's still evolution. Toaster designs that have higher utility to human beings lead to higher rates of reproduction, indirectly by human beings. The basic elements of evolution, namely mutation and reproduction, are all there.

What's interesting is that while natural evolution of biological organisms easily gets ... (read more)

There was an early Christian named Marcion who said that the creator god was a cruel nutcase who shouldn't be worshipped. 

Today, there's a subculture of Christianity that believes in "process theology", that the universe is not governed by a god of love, but we are part of the process of making it that way.

Calling evolution uninteligent is foolish egocentrism. This is a process that has produces a world of nanotech-based creatures of astronomical complexity, using the entire surface of the Earth as a giant quantum computer. The simplest element of biological creation--the behavior of a single protein--requires computation at or beyond the limit of humanity's computing capability. It's staggering to me that all the structured computation and creative outpouring of evolution gets called "uninteligent" despite producing creatures of complexi... (read more)

To strongman a counter to the fox-rabbit-toaster argument: when you make a toaster, you do make a part to prevent electricity from getting to the coils. In fact, you make several of them. First, you make a timer to shut the toaster off when it's done. You also make a fuse, an some over-heating shut-off switch. These prevent a run-away situation that would cause the toaster to burn down your house. So an advocate of a god who makes both rabbits and foxes could point out that foxes and rabbits make a self-regulating population control system, and that would follow the same sort of engineering logic as putting a fuse on a toaster. 

Well, to be fair, if I want to design an image classifier, I might very well make one part that tries hard to categorize photos and another part that tries hard to miscategorize them.

"Anyone who really believed in a vague deity, would have recognized their strange inhuman creator when Darwin said "Aha!" - too strong a statement. Inability to recognize something you believe in is not improbable. Suppose I believe Harry Potter mages infiltrate Earth and suppose they really do. If I see a guy waving their wand should I actually believe it's a real Harry Potter mage not someone who pretends to be? No, since even if Harry Potter mages are real it is much more likely to see a Muggle pretender than a real breaker of the Statute of Secrecy. For similar reasons they may wait for "cause beyond the cause" - judging (wrongly) that evolution does not suffice.

When I design a toaster oven, I don't design one part that tries to get electricity to the coils and a second part that tries to prevent electricity from getting to the coils.

On the other hand, there was a fleeting time (after this post) when generative adversarial networks were the king of some domains. And more fairly as counterpoints go, the body is subject to a single selective pressure (as opposed to the pressures for two rival species), and yet our brains and immune systems are riddled with systems whose whole purpose is to selectively suppress each ... (read more)

This provides an argument in favor to theological atheism as well: the belief that God exists, but he does not want us to believe in him.  God created evidence to prove that the universe, earth, and life came into existence and developed slowly by natural processes, without any apparent divine intervention. He left this evidence everywhere for us to discover — in the rocks, in fossils, in the DNA of all living things, and in outer space. Since God chose to hide his divine creative powers by using only natural processes that make him redundant, we can conclude he wants to remain invisible and not be acknowledged or worshipped. What do you think about it?

“Whatever happens, happens because of the genes themselves.”

I agree, but isn't there much more to it than that?

In other words, the behavior of genes themselves will dominate, until and unless a meteor crashes into the planet, thereby introducing massive evolutionary chaos and entropy due to a cocktail of forces that destroy some species while placing immense evolutionary pressure on all. This would be accompanied by immense radiation that acts as both an accelerant and randomizer that injects both leapfrogging and gaps in otherwise linear genetic evolution... (read more)

I’m glad you used the image of water flowing down-stream because water is how I often imagine natural selection.

If you have a small basin and put variously shaped blocks in it, water will fill the gaps between them. It will “adapt to its environment”.  Just like animals fills in “niches” in nature, so does the water fill the gaps in the basin.

Someone coming in later and seeing the shapes the water has taken could say “only an intelligent designer could have given the water these shapes” because they failed to see the blocks.



The Wonder of Evolution

I mean that literally:  If you want to marvel at evolution, that's what's marvel-worthy.

How does optimization first arise in the universe?  If an intelligent agent designed Nature, who designed the intelligent agent?  Where is the first design that has no designer?  The puzzle is not how the first stage of the bootstrap can be super-clever and super-efficient; the puzzle is how it can happen at all.

Evolution resolves the infinite regression, not by being super-clever and super-efficient, but by being stupid and inefficient and working anyway.  This is the marvel.

For professional reasons, I often have to discuss the slowness, randomness, and blindness of evolution.  Afterward someone says: "You just said that evolution can't plan simultaneous changes, and that evolution is very inefficient because mutations are random.  Isn't that what the creationists say?  That you couldn't assemble a watch by randomly shaking the parts in a box?"

But the reply to creationists is not that you can assemble a watch by shaking the parts in a box.  The reply is that this is not how evolution works.  If you think that evolution does work by whirlwinds assembling 747s, then the creationists have successfully misrepresented biology to you; they've sold the strawman.

The real answer is that complex machinery evolves either incrementally, or by adapting previous complex machinery used for a new purpose.  Squirrels jump from treetop to treetop using just their muscles, but the length they can jump depends to some extent on the aerodynamics of their bodies.  So now there are flying squirrels, so aerodynamic they can glide short distances.  If birds were wiped out, the descendants of flying squirrels might reoccupy that ecological niche in ten million years, gliding membranes transformed into wings.  And the creationists would say, "What good is half a wing?  You'd just fall down and splat.  How could squirrelbirds possibly have evolved incrementally?"

That's how one complex adaptation can jump-start a new complex adaptation.  Complexity can also accrete incrementally, starting from a single mutation.

First comes some gene A which is simple, but at least a little useful on its own, so that A increases to universality in the gene pool.  Now along comes gene B, which is only useful in the presence of A, but A is reliably present in the gene pool, so there's a reliable selection pressure in favor of B.  Now a modified version of A* arises, which depends on B, but doesn't break B's dependency on A/A*.  Then along comes C, which depends on A* and B, and B*, which depends on A* and C.  Soon you've got "irreducibly complex" machinery that breaks if you take out any single piece.

And yet you can still visualize the trail backward to that single piece: you can, without breaking the whole machine, make one piece less dependent on another piece, and do this a few times, until you can take out one whole piece without breaking the machine, and so on until you've turned a ticking watch back into a crude sundial.

Here's an example:  DNA stores information very nicely, in a durable format that allows for exact duplication.  A ribosome turns that stored information into a sequence of amino acids, a protein, which folds up into a variety of chemically active shapes.  The combined system, DNA and ribosome, can build all sorts of protein machinery.  But what good is DNA, without a ribosome that turns DNA information into proteins?  What good is a ribosome, without DNA to tell it which proteins to make?

Organisms don't always leave fossils, and evolutionary biology can't always figure out the incremental pathway.  But in this case we do know how it happened.  RNA shares with DNA the property of being able to carry information and replicate itself, although RNA is less durable and copies less accurately.  And RNA also shares the ability of proteins to fold up into chemically active shapes, though it's not as versatile as the amino acid chains of proteins.  Almost certainly, RNA is the single A which predates the mutually dependent A* and B.

It's just as important to note that RNA does the combined job of DNA and proteins poorly, as that it does the combined job at all.  It's amazing enough that a single molecule can both store information and manipulate chemistry.  For it to do the job well would be a wholly unnecessary miracle.

What was the very first replicator ever to exist?  It may well have been an RNA strand, because by some strange coincidence, the chemical ingredients of RNA are chemicals that would have arisen naturally on the prebiotic Earth of 4 billion years ago.  Please note: evolution does not explain the origin of life; evolutionary biology is not supposed to explain the first replicator, because the first replicator does not come from another replicator.  Evolution describes statistical trends in replication.  The first replicator wasn't a statistical trend, it was a pure accident.  The notion that evolution should explain the origin of life is a pure strawman—more creationist misrepresentation.

If you'd been watching the primordial soup on the day of the first replicator, the day that reshaped the Earth, you would not have been impressed by how well the first replicator replicated.  The first replicator probably copied itself like a drunken monkey on LSD.  It would have exhibited none of the signs of careful fine-tuning embodied in modern replicators, because the first replicator was an accident.  It was not needful for that single strand of RNA, or chemical hypercycle, or pattern in clay, to replicate gracefully.  It just had to happen at all.  Even so, it was probably very improbable, considered in an isolated event—but it only had to happen once, and there were a lot of tide pools.  A few billions of years later, the replicators are walking on the moon.

The first accidental replicator was the most important molecule in the history of time.  But if you praised it too highly, attributing to it all sorts of wonderful replication-aiding capabilities, you would be missing the whole point.

Don't think that, in the political battle between evolutionists and creationists, whoever praises evolution must be on the side of science.  Science has a very exact idea of the capabilities of evolution.  If you praise evolution one millimeter higher than this, you're not "fighting on evolution's side" against creationism.  You're being scientifically inaccurate, full stop.  You're falling into a creationist trap by insisting that, yes, a whirlwind does have the power to assemble a 747!  Isn't that amazing!  How wonderfully intelligent is evolution, how praiseworthy!  Look at me, I'm pledging my allegiance to science!  The more nice things I say about evolution, the more I must be on evolution's side against the creationists!

But to praise evolution too highly destroys the real wonder, which is not how well evolution designs things, but that a naturally occurring process manages to design anything at all.

So let us dispose of the idea that evolution is a wonderful designer, or a wonderful conductor of species destinies, which we human beings ought to imitate.  For human intelligence to imitate evolution as a designer, would be like a sophisticated modern bacterium trying to imitate the first replicator as a biochemist.  As T. H. Huxley, "Darwin's Bulldog", put it:

Huxley didn't say that because he disbelieved in evolution, but because he understood it all too well.

Could you -- perhaps in another thread -- discuss how
"The Evolution of Cooperation" (as Robert Axelrod put
it) fits or does not fit with Huxley's comment.
Can Axelrod and Huxley both be right?

evolution is contingent. so are we. what's your point?

Caledonian, in reply to the first half of your post: some of evolution's designs are quite impressive, yes. They took billions of years to produce. Just wait until we've had a billion years to design stuff - then you'll be really impressed.

What evolutionary algorithm, operating over a non-immense period of time, even comes close to what a talented human is capable of? It wasn't evolution that built your computer, although small parts of it (that humans are unusually bad at designing) may have been constructed by evolutionary algorithms.

Humans are also functions of reality, unless you're a dualist. We have imperfect models, but evolution doesn't have a model at all, which is why it's stupid. Even if it did inerrantly respond to the immediate environment (and it doesn't - look at the effect of a sense of taste adapted to a very different environment, for instance), it necessarily can't plan for the future. You really sound like you're genuflecting at a sacred mystery, not being rational.

Re specialness: it's annoying to smugly point out things that people are already perfectly aware of.

To stay unbiased about all of the commenters here, do not visit this link and search the page for names. (sorry, but - wait no, not sorry)

So it seems to me that the smaller you can make a quine in some system with the property that small changes in it mean it produces nearly itself as output, the more likely that system is going to produce replicating evolution-capable things. Or something, I'm making this up as I go along. Is this concept sensical? Is there a computationally feasible way to test anything about it? Has it been discussed over and over?

Evolution resolves the infinite regression, not by being super-clever and super-efficient, but by being stupid and inefficient and working anyway.  This is the marvel.

Stupid and inefficient is sometimes much better (and faster) than a meticulously designed process. If you've ever dealt with fitting of really complex data, a random walk is often suprinsingly more efficient than any of the refined fitting algorithms. In itself it's just stupid "trial and error" in endless repetition, just like evolution, with a little bit of organizing in the background.

"Because my human-built computer is inferior is virtually every way to the one evolution produced."

"Current computer programs definitely possess these mutually synergetic advantages relative to humans:

"Its stupidity is still smarter than the most brilliant human."

Taking the earlier example of the eye, we've already surpassed it in just about every way. We have cameras which can see in much dimmer light, and cameras which can look directly at the Sun without getting fried. We have cameras that can see in radio and gamma rays and everything in between. We have cameras with higher resolution ... (read more)

"Only in AI would people design algorithms that are literally stupider than a bag of bricks, boost the results back towards maximum entropy, and then argue for the healing power of noise."

I do not have the time to go through it now (which probably means I never will remember to do it) but I can offer a small observation.

When training neural networks, there is a very good reason why adding a random element improves the performance: it avoids getting stuck in suboptimal local minima. Training a network can be seen as minimizing errors on a surface ... (read more)

Just a small observation-- you may define the origin of life outside the domain of evolution, but I think you could just as easily bring it under the umbrella of evolution, with discussion of replicator precursors such as chemical epicycles and whatnot. I see your point, but I think distancing evolution from such a question might be seen as 'passing the buck'.

Would it be too hard to believe that the very first replicators actually went extinct several times before the right accidents occurred in the right circumstances to give rise to sufficiently hardy descendants?

Certainly, the first replicator that gave rise to us might be seen as marvelous - but the first replicator //period// may have been plain pathetic.

He describes nature as "the ruthlessly cruel process that gave us all existence", and describes the process that made us as "wasteful, cruel and low".

He says that nature gave us a brain capable of "understanding its own provenance, of deploring the moral implications and of fighting against them".

He describes humanity as: "the only potential island of refuge from the implications of [evolution]: from the cruelty, and the clumsy, blundering waste."

However, there is no special reason for thinking these guys are right - either about the desirability or the realistic possibility of rebellion.

Evolution is biased at genes replication routes, at their alternative-splicing-steps junctions

"Dov, you write: Life's evolution is not random. It is biased, driven by culture.

Be sure you understand that Darwin did not say that evolution is random. He said that evolution is not random. It is driven by natural selection."

B. I never wrote anything that Darwin said.  Here, again, is what I say and wrote:

Culture is the universal driver of genetic evolution

The major course of natural selection is not via random mutations f... (read more)

But to praise evolution too highly destroys the real wonder, which is not how well evolution designs things, but that a naturally occurring process manages to design anything at all.

Yes, but this "naturally occurring process" suits itself very well to automation and discovery.

So let us dispose of the idea that evolution is a wonderful designer, or a wonderful conductor of species destinies, which we human beings ought to imitate.  For human intelligence to imitate evolution as a designer, would be like a sophisticated modern bacterium trying

There's a useful metaphor for this process, from a computing technique mathematicians sometimes use to find approximate solutions to numeric problems called "simulated annealing".  Consider a graph with high points (called "maxima") and low points (called "minima") like this one:

Sometimes you know the equation, and can just solve it.  But, at other times, the situation is like having a black box with some dials to twiddle, and a single output (which you want to be as big as possible).  One way to search for the dial setti... (read more)

If all science must be in theory falsifiable, and evolution is good science, can you give me some parameters or predictions that if they were found to be true would hurt the theory of evolution?

What would scientists need to find in the future that would seriously do damage to the theory?

The standard snappy answer to this one is "fossil rabbits in the precambrian".

More generally, if we found fossils of organisms with complex adaptations which reliably dated to a time before those adaptations could plausibly have occurred (because the necessary precursors didn't exist,) then that would be a strong indication that our understanding of the development of species is wrong.

There is at least some sense in which the general pattern of evolution is not falsifiable - but to precisely that extent, it's not science.  There is a mathematical certainty that an evolution-like process would occur in a system with random heritable changes that can selectively help or hinder reproduction.  For a theist to deny evolution exists in general, they would have to insist God actively stops it from happening every day (or deny that random heritable mutations occur, or deny that they can help or hinder reproduction).

Interesting. However, I seem to be confused reading your posts on evolution by statements like "Squirrels jump from treetop to treetop using just their muscles" - obviously they use at leat their bones, too; so maybe there are other cases where you use 'compression to obvious', and I begin to be afraid that I missed them. That I cannot understand your meaning in fullness when you begin talking about things that I know poorly.
As to incremental evolution, we already know there are genes controlling development, and they are highly conserved. Evolution can happen when one such gene accidentally mutates, and the resulting monster turns out to be viable. It would have many different traits, not just one.

Even so, it was probably very improbable, considered in an isolated event—but
it only had to happen once, and there were a lot of tide pools.

isn't it more likely that the "first replicator" was not a single event, but that it started multiple times and failed to survive in the vast majority of cases?

First comes some gene A which is simple, but at least a little useful on its own, so that A increases to universality in the gene pool.  Now along comes gene B, which is only useful in the presence of A, but A is reliably present in the gene pool, so there's a reliable selection pressure in favor of B.  Now a modified version of A arises, which depends on B, but doesn't break B's dependency on A/A.  Then along comes C, which depends on A and B, and B, which depends on A* and C. 

Can anybody point me to some specific examples of this type of evolution? I'... (read more)

What's our standard for intelligence? Evolution has, with a planet and a few billion years, produced many, many things that humans have not yet been able to replicate. Or which we can't replicate efficiently. That's starting to change. But a process that can outperform a few billion people with a few thousand years of accumulated knowledge is still pretty formidable. 

I <i>do</i> think that there are many people in the biological sciences who portray evolution as being more 'stupid' than it is. And that is a problem beca... (read more)



Evolutions Are Stupid (But Work Anyway)

Science has a very exact idea of the capabilities of evolution. If you praise evolution one millimeter higher than this, you're not "fighting on evolution's side" against creationism. You're being scientifically inaccurate, full stop.

In this post I describe some well-known inefficiencies and limitations of evolutions. I say "evolutions", plural, because fox evolution works at cross-purposes to rabbit evolution, and neither can talk to snake evolution to learn how to build venomous fangs.

So I am talking about limitations of evolution here, but this does not mean I am trying to sneak in creationism. This is standard Evolutionary Biology 201. (583 if you must derive the equations.) Evolutions, thus limited, can still explain observed biology; in fact the limitations are necessary to make sense of it. Remember that the wonder of evolutions is not how well they work, but that they work at all.

Human intelligence is so complicated that no one has any good way to calculate how efficient it is. Natural selection, though not simple, is simpler than a human brain; and correspondingly slower and less efficient, as befits the first optimization process ever to exist. In fact, evolutions are simple enough that we can calculate exactly how stupid they are.

Evolutions are slow. How slow? Suppose there's a beneficial mutation which conveys a fitness advantage of 3%: on average, bearers of this gene have 1.03 times as many children as non-bearers. Assuming that the mutation spreads at all, how long will it take to spread through the whole population? That depends on the population size. A gene conveying a 3% fitness advantage, spreading through a population of 100,000, would require an average of 768 generations to reach universality in the gene pool. A population of 500,000 would require 875 generations. The general formula is

where N is the population size, and (1 + s) is the fitness. (If each bearer of the gene has 1.03 times as many children as a non-bearer, s = 0.03.)

Thus, if the population size were 1,000,000—the estimated population in hunter-gatherer times—then it would require 2763 generations for a gene conveying a 1% advantage to spread through the gene pool.1

This should not be surprising; genes have to do all their own work of spreading. There's no Evolution Fairy who can watch the gene pool and say, "Hm, that gene seems to be spreading rapidly—I should distribute it to everyone." In a human market economy, someone who is legitimately getting 20% returns on investment—especially if there's an obvious, clear mechanism behind it—can rapidly acquire more capital from other investors; and others will start duplicate enterprises. Genes have to spread without stock markets or banks or imitators—as if Henry Ford had to make one car, sell it, buy the parts for 1.01 more cars (on average), sell those cars, and keep doing this until he was up to a million cars.

All this assumes that the gene spreads in the first place. Here the equation is simpler and ends up not depending at all on population size:

A mutation conveying a 3% advantage (which is pretty darned large, as mutations go) has a 6% chance of spreading, at least on that occasion.2 Mutations can happen more than once, but in a population of a million with a copying fidelity of 10^-8 errors per base per generation, you may have to wait a hundred generations for another chance, and then it still has an only 6% chance of fixating.

Still, in the long run, an evolution has a good shot at getting there eventually. (This is going to be a running theme.)

Complex adaptations take a very long time to evolve. First comes allele A, which is advantageous of itself, and requires a thousand generations to fixate in the gene pool. Only then can another allele B, which depends on A, begin rising to fixation. A fur coat is not a strong advantage unless the environment has a statistically reliable tendency to throw cold weather at you. Well, genes form part of the environment of other genes, and if B depends on A, B will not have a strong advantage unless A is reliably present in the genetic environment.

Let's say that B confers a 5% advantage in the presence of A, no advantage otherwise. Then while A is still at 1% frequency in the population, B only confers its advantage 1 out of 100 times, so the average fitness advantage of B is 0.05%, and B's probability of fixation is 0.1%. With a complex adaptation, first A has to evolve over a thousand generations, then B has to evolve over another thousand generations, then A* evolves over another thousand generations... and several million years later, you've got a new complex adaptation.

Then other evolutions don't imitate it. If snake evolution develops an amazing new venom, it doesn't help fox evolution or lion evolution.

Contrast all this to a human programmer, who can design a new complex mechanism with a hundred interdependent parts over the course of a single afternoon. How is this even possible? I don't know all the answer, and my guess is that neither does science; human brains are much more complicated than evolutions. I could wave my hands and say something like "goal-directed backward chaining using combinatorial modular representations", but you would not thereby be enabled to design your own human. Still: Humans can foresightfully design new parts in anticipation of later designing other new parts; produce coordinated simultaneous changes in interdependent machinery; learn by observing single test cases; zero in on problem spots and think abstractly about how to solve them; and prioritize which tweaks are worth trying, rather than waiting for a cosmic ray strike to produce a good one. By the standards of natural selection, this is simply magic.

Humans can do things that evolutions probably can't do period over the expected lifetime of the universe. As the eminent biologist Cynthia Kenyon once put it at a dinner I had the honor of attending, "One grad student can do things in an hour that evolution could not do in a billion years." According to biologists' best current knowledge, evolutions have invented a fully rotating wheel on a grand total of three occasions.

And don't forget the part where the programmer posts the code snippet to the Internet.

Yes, some evolutionary handiwork is impressive even by comparison to the best technology of Homo sapiens. But our Cambrian explosion only started, we only really began accumulating knowledge, around... what, four hundred years ago? In some ways, biology still excels over the best human technology: we can't build a self-replicating system the size of a butterfly. In other ways, human technology leaves biology in the dust. We got wheels, we got steel, we got guns, we got knives, we got pointy sticks; we got rockets, we got transistors, we got nuclear power plants. With every passing decade, that balance tips further.

So, once again: for a human to look to natural selection as inspiration on the art of design, is like a sophisticated modern bacterium trying to imitate the first awkward replicator's biochemistry. The first replicator would be eaten instantly if it popped up in today's competitive ecology. The same fate would accrue to any human planner who tried making random point mutations to their strategies and waiting 768 iterations of testing to adopt a 3% improvement.

Don't praise evolutions one millimeter more than they deserve.

Coming tomorrow: More exciting mathematical bounds on evolution!

1 Graur, D. and Li, W.H. 2000. Fundamentals of Molecular Evolution, 2nd edition. Sinauer Associates, Sunderland, MA.

2 Haldane, J. B. S. 1927. A mathematical theory of natural and artificial selection. IV. Proc. Camb. Philos. Soc. 23:607-615.

Your posts on evolution are fantastic.  I hope there will be many more of them.

Eliezer, it certainly seems that you go over your "writer's molasse". Congrats!

This is an excellent post. I have revised my opinion on evolution.

The same fate would accrue to any human planner who tried making random point mutations to their strategies and waiting 768 iterations of testing to adopt a 3% improvement.

The counterargument here is that it might be worth doing if each iteration of testing is cheap enough. With enough computing power, one might very well be able to do that much simulation cheaply and quickly. (One reason genetic algorithms work is that they're simple enough that we understand how they work, even if their outputs are unpredictable. We aren't capable of modeling human creativity yet, so throwing enough computing power at a much dumber algorithm that we know works will still give amazingly good results.)

But don't these calculations establish a lower bound on how complex or adaptive genetic evolution is? But not an upper bound?

It would seem that, using the same approach toward a nervous system would lead one to calculate the adaptiveness of a dendrite - or less. Uh, what is a part of nervous system operation that seems comfortably "understood" to the same extent as AGTC operations? Whatever part that is, would, in a fair comparison, be what could be compared to the mechanism these calculations describe. Yes?

Anyway, isn't it premature to assert, "Natural selection, though not simple, is simpler than a human brain", given the current understanding of either?

And, please, let's not go too far along the road of "Look how smart we are! Evolution didn't produce diddly, while, in only 4 hundred years we have produced millions of My Little Pony dolls." Evolution produced cow pies, which we are still struggling with, after all. :)

Speculation of what nervous systems and genetic evolution do in common sure seems like fertile ground, though. It would be interesting to know, for instance, what's both necessary and sufficient to describe both.

"According to biologists' best current knowledge, evolutions have invented a fully rotating wheel on a grand total of three occasions"

Eliezer, what do you mean by this? I think my brain is not working today or something cause this seems like it's either a joke (which I do not get) or a reference to something in biology (which I am not aware of).

Other than that bit of confusion, this was a fantastic post. I think the last few things you've written on evolution should be required reading in every biology class (especially high school ones). So many well intentioned people have a severe misunderstanding of evolution and what you've written I think can clear it up.

If your engineers are struggling to produce even 1% improvements in your design, and the benefits of even a marginal improvement are sufficiently large, it might well be worth trying such a strategy.  The more complex and humanly-incomprehensible the system is, the more likely that such a strategy would yield bonuses that rational analysis couldn't reach, as well.

Rationality is unspeakably powerful, but it's not everything.

"evolutions have invented a fully rotating wheel on a grand total of three occasions"

we can't build a self-replicating system the size of a butterfly

I must have missed when we built any self-replicating systems at all. . .

A well-equipped machine shop, paired with a smelter, and some stacks of blueprints inscribed in iron plates, could probably be used to produce all it's component parts from naturally-occurring materials. Of course, it would be dependent on human crafters and technicians... but there are species of insect which can only reproduce parasitically, so that's not an automatic disqualification.

Rational thought needs a knowledge base; given that, it can outperform evolution. When the knowledge base is lacking and improving it is difficult, then an evolutionary strategy may be the best course. Lots of examples of genetic algorithms accomplishing what rational design couldn't (with the current knowledge base) at TalkOrigins.

The Mantis Shrimp (http://en.wikipedia.org/wiki/Mantis_shrimp) forms a crude wheel to maneuver on land.

But I still can't think of any examples of wheels in nature that use axles and are large enough to be more than a free floating rotating object. Maybe this seems an arbitrary threshold, but I think usually when we marvel at the wheel, we're marvelling at axles, and their ability to support weight and radically reduce friction when moving big heavy things, all while holding the object basically level. While the cellular turbines that power us are pretty fascinating in their own right, it'd be interesting if anyone could think of biological wheels with axles that were a bit bigger. So far, I can't think of any outside of science fiction.*

*Pullman's "The Amber Spyglass" even gives a somewhat plausible evolutionary background for his axled and wheeled Mulefa. Any others?

Great to see more thoughts on evolution from you Eliezer - good stuff.

The three known times evolutions invented a freely rotating wheel are: ATP synthase, the bacterial flagellum, and an obscure third example discovered recently which I forget.

But don't these calculations establish a lower bound on how complex or adaptive genetic evolution is? But not an upper bound?

Those are average cases, not lower bounds.  (It would be very surprising to see it happen either ten times faster or ten times slower.)  Tomorrow we will discuss upper bounds.

Everyone:  There's a lot of hype surrounding genetic algorithms.  DO NOT GET YOUR INFORMATION FROM BUSINESS BOOKS PRAISING THE VALUE OF CHAOS.  Read AI textbooks instead.  Genetic algorithms are okay (human-competitive) at simultaneously optimizing 37 different criteria using some kind of single shape that can be continuously deformed.  They're okay at designing algorithms with clearly defined success criteria that run fast most of the time in 37 lines of code.  They suck like a vacuum cleaner at designing anything larger than that - defeated by the same exponential explosion that consumes most AI algorithms.  Most genetic algorithms are not biologically realistic - the ones that do straight beam search, straight hill-climbing, typically do as well or better than the ones that try to imitate sexual reproduction.  Remember that it took billions of years of evolution before the Cambrian explosion.  Our genetic algorithms haven't gotten to the level of multicellular organisms or sex yet.

Back in my undergrad days, a fellow student of mine implemented a genetic algorithm on a field-programmable gate array with the intention of performing computations. Once he got the thing working in the first place, it took him half a semester to get it able to pass the 7 bits from the 7 input channels to the 7 output channels, in order. He didn't have time left over to try anything more complicated.

Well genetic algorithms work by making assumptions about the problem space, mainly that better solutions are very likely to be found close to other good solutions. If the assumption is not true or only weakly true, than of course it isn't going to work. Like if beneficial mutations are extremely rare or practically non-existent.

My point is that it depends entirely on the problem and how it's represented. Some problems work really well for GAs, and some don't at all. 

woah. thanks for the links about the evolved wheels. that's pretty awesome stuff right there hah.

What fraction of the population must have the gene for it to be considered "fixated"; absolutely each an every member?

That would be a powerful argument, if biological evolution had a telos that included the production of complex multicellular organisms.  Sadly, it doesn't.  Astronomically speaking, rock-eating, single-celled creatures are probably far better equipped for survival in this universe than we are.

What fraction of the population must have the gene for it to be considered "fixated"; absolutely each an every member?

In the equations, yes, I believe that's what's being calculated.

If this seems extreme, consider a complex machine like an eye, which probably has at least 100 genes, maybe 1000 if you count the supporting visual areas of the brain, and imagine that each gene is independently at 99% frequency in the population.

But yes, you could overlap to some degree in the evolution of complex machines; there'd be significant pressure for B once A was 50% frequent.  I don't know off the top of my head how to calculate time to 50% frequency.

there are assumptions that go into this calculation, of course. the most important ones are the mutation is dominant and that the population size is constant. if the populations size is decreasing, the fixation probability goes down, and vice versa. deviation from dominance as well decreases the fixation probability.

This should not be surprising; genes have to do all their own work of spreading.  There's no Evolution Fairy who can watch the gene pool and say, "Hm, that gene seems to be spreading rapidly - I should distribute it to everyone."  In a human market economy, someone who is legitimately getting 20% returns on investment - especially if there's an obvious, clear mechanism behind it - can rapidly acquire more capital from other investors; and others will start duplicate enterprises.  Genes have to spread without stock markets or banks or imitators - as if Henry Ford had to make one car, sell it, buy the parts for 1.01 more cars (on average), sell those cars, and keep doing this until he was up to a million cars.

Then other evolutions don't imitate it.  If snake evolution develops an amazing new venom, it doesn't help fox evolution or lion evolution.

The only nitpick would be the possible spread of genes through horizontal gene transfer, but in mammals that seems like it would be trivial in most any sense of the word.

Its a good post, but didn't get to the effect of million/billions of experiments (organisms) going on simultaneously. So it might take a long time for a particular improvement to get fixed, if there is selection pressure something will change to meet that. There are lots of simultaneous pathways to the end (reproduction).

While I stand by my first comment, in the interests of appropriate uncertainty I couldn't resist submitting for thought this quote from one of Eliezer's favorite papers, The Psychological Foundations of Culture

"The fact that evolution is not a process that works by "intelligence" cuts both ways, however. Precisely because modifications are randomly generated, adaptive design solutions are not precluded by the finite intelligence of any engineer. Consequently, evolution can contrive subtle solutions that only a superhuman, omniscient engineer could have intentionally designed."

Yes, and Tooby and Cosmides ended up on the wrong side of the argument with Tversky and Kahneman about to what degree biases are contextually adaptive rather than reflective of computational limits.

I've noticed that none of my heroes, not even Douglas Hofstadter or Eric Drexler, seem to live up to my standard of perfection.  Always sooner or later they fall short.  It's annoying, you know, because it means I have to do it.

Yes, and Tooby and Cosmides ended up on the wrong side of the argument with Tversky and Kahneman about to what degree biases are contextually adaptive rather than reflective of computational limits.

In your opinion, are they right about to what degree human intelligence is dominated by domain-specific modules, and that that's a consequence of combinatorial explosion and the frame problem? Since reading it yesterday some of my barely conscious assumptions about intelligence have evaporated and I've started seeing words like "intelligence" and "learning" to be acting as curiosity-stoppers in many contexts. Thanks.

In your opinion, are they right about to what degree human intelligence is dominated by domain-specific modules, and that that's a consequence of combinatorial explosion and the frame problem?

They're certainly righter than the Standard Social Sciences Model they criticize, but swung the pendulum slightly too far in the new direction.  Human beings are capable of learning a tremendously wider range of nonancestral tasks than chimpanzees, and precisely due to the combinatorial explosion, this cannot be itself explained by postulating any amount of domain-specific modularity.  The brain is modular, and some of these modules are certainly domain-specific, but the key modularity is the orthagonalization of intelligence into architectural components like memory and category formation, not domain-specific procedures.  The heart is not a specialized organ for running down prey, it's a specialized organ for pumping blood.

In a sense, my paper "Levels of Organization in General Intelligence" can be seen as a reply to Tooby and Cosmides on this issue; though not, in retrospect, a complete one.

...we only really began accumulating knowledge, around... what, four hundred years ago?

Wonderful essay, but when you write, "There's no Evolution Fairy who can watch the gene pool and say, "Hm, that gene seems to be spreading rapidly - I should distribute it to everyone", aren't you leaving out the classic evolution fairy, Cupid?
Mate attractiveness is not usually random, and Cupid does seem to usually use some kind of fitness testing. I grant fully that a potential mate may not recognize the newly evolved trait as an advantage, but potential mates usually can perceive secondary indicators such as better health, higher group status, more active pursuit of mating, or a Mercedes.

Wonderful essay, but when you write, "There's no Evolution Fairy who can watch the gene pool and say, "Hm, that gene seems to be spreading rapidly - I should distribute it to everyone", aren't you leaving out the classic evolution fairy, Cupid?

What Eliezer is saying here is that biological adaptations cannot get fixed in a population by "becoming common knowledge" and being universally adopted, the way innovations in the business and engineering world spread. Even an artificial breeding program has to work within these constraints: there's a limit to how much reproductive skew you can supply.

Depends on how you think about and define a 1% advantage.   You are using the biological definition, which is that having the gene gives you 1% more offspring on average.   If however my genes make me 1% faster than everyone else that is a 100% advantage in winning the race, which can lead to large advantage in reproductive success.   In this way a gene that generates a minor performance advantage can spread rather quickly.

IMO, "evolution" is singular for good reason - the ever-deepening mutual symbiosis of the biosphere.  Species evolution simply does not take place in isolation.  Anyway, "evolutions" seems to me to serve little purpose - except for making biologists splutter indignantly.

I cover the Gene A / Gene B business in: http://alife.co.uk/essays/species_unity/

...and the evolution is stupid business in: http://alife.co.uk/essays/evolution_sees/

 for a human to look to natural selection as inspiration on the art of design, is like a sophisticated modern bacterium trying to imitate the first awkward replicator's biochemistry ... 

Indeed evolution is a weak, slow, dumb process, but the key point is that it has operated over a staggering time frame and thus is has in fact created an extraordinary number of design brilliancies, many of which exceed their technological counterparts.  Quick examples are low power flight and the human brain.   Although it's important to note that evolution operates using simple repetition of trial and error routines, moving away from failure and not towards success, I'd hardly discard the insights from that process in favor of non-evolutionarily derived activities.

Great post once again. There is one thing I wonder about : AFAIK there is our DNA a huge amount (my biology teacher at highschool was saying 90% I didn't double-check his figure) of code that is not "active", genes that are not used by the body to synthesize proteins. To my programmer mind they look like C source code that was disabled at compile time (say with a #ifndef SYMBOL #endif block, and SYMBOL not provided at compile time).

Would that somehow mitigate the fact that if gene B requires gene A, then gene B would be disappear unless gene A is spread ? Doesn't that allow some genes to be there dormant, to be activated (by a later mutation) and given a new try later on, either when some other gene is present, or when the environment change ? Or I misunderstood that part on "non-active DNA" ?

Why has no one pointed this out? Am I missing something?

The formula is an approximation which is accurate for small values of s. Which is the domain we care about, since you don't get huge fitness gains from a single random mutation.

What transformation would make the formula correct? Like does it actually output odds? Or is it one of those convienient linearizations that melts down if you go to far?

I haven't found the full text of the paper it was derived in, but the discussion I did find says that it's a matter of approximating assumptions that were necessary to make the analysis tractable in the first place (to someone without a computer, since it was 1927), not a summary of a more complex closed-form solution. So yes, convenient linearizations. The more general case has probably been been analyzed since then, but I wouldn't know where to look.

Generations to fixation = 2 ln(N) / s
Probability of fixation = 2s

Are there domains limits for 's' on those equations?

It seems to me that if you have an s that is negative, you get a nonsensical answer for both equations. Though I suppose that equation one's answer can be interpreted to mean that it would take -[Generations to fixation] generations for a bad, but ubiquitous mutation to get winnowed down to one individual.

But with the second equation, a negative s leads to a less than zero chance of fixation and an s higher than 50% leads to a greater than 100% chance of fixation.

"we got guns, we got knives, we got pointy sticks; we got rockets,"

From now on I'm going to read everything EY writes in the voice of Private Hudson from Aliens.

A gene conveying a 3% fitness advantage, spreading through a population of 100,000, would require an average of 768 generations to reach universality in the gene pool.

Generations to fixation = 2 ln(N) / s = 2 ln(100000)/1.03 = 22.36 != 768

Mutations conveying fitness advantage are tricky things in that there's always a trade-off between resources to build self and resources to reproduce (r/K strategies), and before you know what is the specific species' strategy, you can't decide if a (possible) 3% increase in offspring is going to change anything. (How do you measure it, anyway? Increased speed of replication? Increased probability of offspring survival to adulthood? It should be different for, say, always-free-living things and adults-forming-colonies things.)

Do you apply your model to asexually reproducing organisms, too? To parthenogenetic reproduction? 

It is also unclear where you say 'gene' and mean 'a new gene', and not 'a different allele of the same gene' (which seems to be easier to do - insert a nucleotide here or cut it there, etc.)

Mutations can be somatic, and only part of the offspring will get them (if pieces of the 'mother' fall off and regrow).

And a gene (allele?) that goes on its merry way through 768 generations might get to be wide-spread through pure accident, if the organisms are sufficiently 'complex' and 'large' - it would take a lot of time, and populations don't usually stay the same size that long.

Also, I don't think why there is any reason to consider 'evolution' an optimizer rather than a simple diversifier. Everything that is not prohibited by thermodinamicc gets a shot.

Humans can do things that evolutions probably can't do period over the expected lifetime of the universe.

This does beg the question, How, then, did an evolutionary process produce something so much more efficient than itself?

(And if we are products of evolutionary processes, then all our actions are basically facets of evolution, so isn't that sentence self-contradictory?)

The evolutionary process produced humans, and humans can create certain things that evolution wouldn't have been able to produce without producing something like humans to indirectly produce those things. Your question is no more interesting than, "How could humans have built machines so much faster at arithmetic than themselves?" Well, humans can build calculators. That they can't be the calculators that they create doesn't demand an unusual explanation.

Well, humans can build calculators. That they can't be the calculators that they create doesn't demand an unusual explanation.

Yes, but don't these articles emphasise how evolution doesn't do miracles, doesn't get everything right at once, and takes a very long time to do anything awesome? The fact that humans can do so much more than the normal evolutionary processes can marks us as a rather significant anomaly.

Not really. Birds can fly better than evolution can. As far as intelligence goes, we're far from the only animals who can make tools. Since this typically takes less than a year, they're already faster than most versions of the mindless process called evolution.

'I say "evolutions", plural, because fox evolution works at cross-purposes to rabbit evolution, and neither can talk to snake evolution to learn how to build venomous fangs.'

Interestingly, as we're getting better at analyzing genomes, we're discovering that this isn't strictly true.  Rabbit and fox cross-pollinating with snake would be a bit of a stretch maybe, but there are actually a number of what we once thought to be entirely separate lines of evolution which genetic testing has revealed to be true-breeding hybrids between a set of nearby species.

Also, it's looking like viruses can play a fairly substantial role in picking up genes from one species and ferrying them around to others.

Of course, all of that will pale in comparison to genetic engineering once we finish sorting that out.

"Science has a very exact idea of the capabilities of evolution."

Very exact? That's a pretty bold claim. And what do we mean by capabilities? Are we referring to biological evolution on Earth or the algorithm of evolution in a broader sense?

How fast mutations spread doesn't apply to the later. That is a tunable parameter in artificial evolution (which usually centers around not letting good mutations monopolize my population too quickly). The same can be said about what mutations occur (they don't have to be random in an artificial environment) or how "breeding" works. These and other parameters are biological accidents on Earth, not part of the core algorithm.

If you want to say "it's inefficient to mimic nature" then you should base that on the performance of humans who mimic nature not on nature itself, those are two different things. Evolutionary algorithms often work well in practice (including in situations where there is not an alternative that comes close), hence the more relevant evidence does not corroborate your hypothesis.



Speed Limit and Complexity Bound For Evolution (post summary)

A Yudkowsky post of November 4th, 2007, Natural selection's speed limit and complexity bound, tried to argue mathematically that there could be at most 25MB of meaningful information (or thereabouts) in the human genome, but computer simulations failed to bear out the mathematical argument. It does seem probable that evolution has some kind of speed limit and complexity bound - eminent evolutionary biologists seem to believe it, and in fact the Genome Project discovered only 25,000 genes in the human genome - but this particular math may not be the correct argument.

The first lemma of Yudkowsky's argument was the idea that if, say, 2 parents have 16 children, and on average only 2 of those children survive, then 1 out of 8 children survive, which corresponds to 3 bits of information-theoretical information. This part of the argument is taken from R. P. Worden's paper A Speed Limit For Evolution1 but would not seem to agree with the computer simulation in question, so it is possible that Worden imposed additional conditions (or perhaps the paper itself is wrong). According to Worden's paper, this is an evolutionary limit on the whole species - if the average surviving child is part of a litter of 16, then the 3-bit bound on information accumulated is not per couple but for the species as a whole. In general, Worden speaks of a species accumulating at most O(1) bits of information per generation.

The second lemma of Yudkowsky's argument is a well-known principle known as "one mutation, one death" which states that deleterious mutations (and the vast majority of mutations are deleterious) cause an equal number of deaths in the gene pool, whether the mutation is very harmful to an individual or only slightly harmful. At equilibrium, deleterious mutations must be eliminated from the gene pool at the same rate they are introduced: each event in which a copying error creates a mutation, must be eliminated by an extra death of an individual bearing that mutation. If a mutation is only very slightly deleterious - if it only kills one out of ten thousand bearers, say (or prevents one out of ten thousand children from being born) - then the mutation will spread farther before causing the deaths that prevent the mutation from spreading further. (This is a very disheartening Malthusian principle in general; if you invent glasses to make nearsightedness less dangerous, then more people will become nearsighted and the total danger will go back up.)

From the "one mutation, one death" lemma, Yudkowsky argued that each meaningful DNA base would require around the same amount of selection pressure to support its continued existence. Worden calculates a selection pressure of O(1) bits per generation in mammals, and the mutation rate in mammals is 10^-8 errors per base per generation. From this, Yudkowsky argued that at most 10^8 DNA bases = 25 megabytes of meaningful information, could be sustained by mammalian evolution against the degenerative pressure of mutation.

The idea of an upper bound on the sustainable information in a genome, and that mammals are already at this upper bound and have probably been there for tens of millions of years if not longer, is not original to Yudkowsky; it is found for example in George Williams's Adaptation and Natural Selection2 (and duly credited). Indeed the essential idea goes back to Kimura, or even Fisher. Yudkowsky's novelty was to attempt to calculate the bound.

Although the actual Genome Project's finding of 25,000 genes fits well under Yudkowsky's attempted bound, the mathematical argument failed. A computer simulation failed to bear out the bound, and the flaw appears to have been as follows: Even if one mutation creates one death, this does not mean that one death eliminates only a single mutation. Organisms bearing more deleterious mutations are more likely to lose the evolutionary competition, and so each death can eliminate more mutations than average. If mating is random and the least fit organisms are perfectly eliminated in every generation, the information supportable in the genome goes as the inverse square of the mutation rate.

(Why? This may be a bit difficult to visualize. Roughly, if the average number of deleterious mutations in the gene pool is N, and mating is random, then the difference between the average number of mutations in the 'upper half' of the population, and the number of mutations in the 'lower half' of the population, is around sqrt(N). So eliminating the lower half of the population decreases the average number of mutations by sqrt(N). So at equilibrium, the mutation rate can introduce sqrt(N) mutations and be eliminated from the gene pool at the same rate, with N mutations total. Thus the supportable information goes as the inverse square of the mutation rate, under these assumptions and as borne out by computer simulation. A similar argument shows that with many beneficial mutations being introduced, and with random mating and perfect selection, information can be gained in the genome at a rate which goes as the square root of the number of incoming beneficial mutations (which would go as the square root of the genome size). It is possible that Worden made other assumptions which rule out this scenario.)

On the whole, the state of the argument can be described as follows: Fisher proposed that there would be a limit to how much selection a population could sustain without going extinct. Kimura suggested that mutation rates would determine the sustainable genetic information. Williams argued that most organisms would long since have hit this upper bound for their species, and that there was no reason to believe that mammals were more complex than e.g. dinosaurs. The actual Human Genome Project found only 25,000 protein-coding genes in the human genome, and humans are around 95% genetically similar to chimpanzees after five million years of divergence. Worden calculated O(1) bits of information absorbable per generation (which must either have been wrong, or required some additional assumptions). Yudkowsky's attempt to calculate an upper bound of 25MB of information in the human genome was contradicted by computer simulation, but this does not mean the actual information is greater than this. If we assume that only Yudkowsky's attempt at a novel contribution actually failed and that we should go on trusting the other authors, then on the whole it is still safe to say that evolutionary biologists think there are speed limits and complexity bounds - just not that the complexity bound is 25MB calculated the way Yudkowsky tried to calculate it.



Adaptation-Executers, not Fitness-Maximizers

Fifty thousand years ago, the taste buds of Homo sapiens directed their bearers to the scarcest, most critical food resources—sugar and fat.  Calories, in a word.  Today, the context of a taste bud's function has changed, but the taste buds themselves have not.  Calories, far from being scarce (in First World countries), are actively harmful.  Micronutrients that were reliably abundant in leaves and nuts are absent from bread, but our taste buds don't complain.  A scoop of ice cream is a superstimulus, containing more sugar, fat, and salt than anything in the ancestral environment.

No human being with the deliberate goal of maximizing their alleles' inclusive genetic fitness, would ever eat a cookie unless they were starving.  But individual organisms are best thought of as adaptation-executers, not fitness-maximizers.

A toaster, though its designer intended it to make toast, does not bear within it the intelligence of the designer—it won't automatically redesign and reshape itself if you try to cram in an entire loaf of bread.  A Phillips-head screwdriver won't reconform itself to a flat-head screw.  We created these tools, but they exist independently of us, and they continue independently of us.

The atoms of a screwdriver don't have tiny little XML tags inside describing their "objective" purpose.  The designer had something in mind, yes, but that's not the same as what happens in the real world.  If you forgot that the designer is a separate entity from the designed thing, you might think, "The purpose of the screwdriver is to drive screws"—as though this were an explicit property of the screwdriver itself, rather than a property of the designer's state of mind.  You might be surprised that the screwdriver didn't reconfigure itself to the flat-head screw, since, after all, the screwdriver's purpose is to turn screws.

The cause of the screwdriver's existence is the designer's mind, which imagined an imaginary screw, and imagined an imaginary handle turning.  The actual operation of the screwdriver, its actual fit to an actual screw head, cannot be the objective cause of the screwdriver's existence:  The future cannot cause the past.  But the designer's brain, as an actually existent thing within the past, can indeed be the cause of the screwdriver.

The consequence of the screwdriver's existence, may not correspond to the imaginary consequences in the designer's mind.  The screwdriver blade could slip and cut the user's hand.

And the meaning of the screwdriver—why, that's something that exists in the mind of a user, not in tiny little labels on screwdriver atoms.  The designer may intend it to turn screws.  A murderer may buy it to use as a weapon.  And then accidentally drop it, to be picked up by a child, who uses it as a chisel.

So the screwdriver's cause, and its shape, and its consequence, and its various meanings, are all different things; and only one of these things is found within the screwdriver itself.

Where do taste buds come from?  Not from an intelligent designer visualizing their consequences, but from a frozen history of ancestry:  Adam liked sugar and ate an apple and reproduced, Barbara liked sugar and ate an apple and reproduced, Charlie liked sugar and ate an apple and reproduced, and 2763 generations later, the allele became fixed in the population.  For convenience of thought, we sometimes compress this giant history and say:  "Evolution did it."  But it's not a quick, local event like a human designer visualizing a screwdriver.  This is the objective cause of a taste bud.

What is the objective shape of a taste bud?  Technically, it's a molecular sensor connected to reinforcement circuitry.  This adds another level of indirection, because the taste bud isn't directly acquiring food.  It's influencing the organism's mind, making the organism want to eat foods that are similar to the food just eaten.

What is the objective consequence of a taste bud?  In a modern First World human, it plays out in multiple chains of causality: from the desire to eat more chocolate, to the plan to eat more chocolate, to eating chocolate, to getting fat, to getting fewer dates, to reproducing less successfully.  This consequence is directly opposite the key regularity in the long chain of ancestral successes which caused the taste bud's shape.  But, since overeating has only recently become a problem, no significant evolution (compressed regularity of ancestry) has further influenced the taste bud's shape.

What is the meaning of eating chocolate?  That's between you and your moral philosophy.  Personally, I think chocolate tastes good, but I wish it were less harmful; acceptable solutions would include redesigning the chocolate or redesigning my biochemistry. 

Smushing several of the concepts together, you could sort-of-say, "Modern humans do today what would have propagated our genes in a hunter-gatherer society, whether or not it helps our genes in a modern society."  But this still isn't quite right, because we're not actually asking ourselves which behaviors would maximize our ancestors' inclusive fitness.  And many of our activities today have no ancestral analogue.  In the hunter-gatherer society there wasn't any such thing as chocolate.

So it's better to view our taste buds as an adaptation fitted to ancestral conditions that included near-starvation and apples and roast rabbit, which modern humans execute in a new context that includes cheap chocolate and constant bombardment by advertisements.

Therefore it is said:  Individual organisms are best thought of as adaptation-executers, not fitness-maximizers.

Would this also explain why the use of birth control is so popular?

The atoms of a screwdriver don't have tiny little XML tags inside describing their "objective" purpose.

Not yet, but those atoms probably will be tagged in XML with the designer's intent fairly soon.  Also the user manual, credits, bill of materials and sourcing, recycling instructions, links to users groups and issue repositories, etc., etc.  It obviously doesn't change your argument, but I do wonder how our cognitive biases will be affected when everything is tagged with intent and history, crosslinked and searchable.  I guess we'll find out soon enough.

A long time ago I read a newspaper article which claimed that a Harvard psychological research project had women chew up chocolate and spit it out, while looking in a mirror and connected to some sort of electrodes. They claimed that after that the women didn't like chocolate much.

I tried it without the electrodes. I got a 2 pound bag of M&Ms. I usually didn't buy M&Ms because no matter how many I got they'd be gone in a couple of days. I started chewing them and spitting them out. Every now and then I'd rinse out my mouth with water and the flavor would be much more intense after that. I got all the wonderful taste of the M&Ms but I didn't swallow.

I did that for 15 minutes a day for 3 days. After that I didn't much like chocolate, and it took more than a year before I gradually started eating it again.

I think the esthetic pleasure of chocolate must have a strong digestive component.

Most of our taste buds are actually in the part of the tongue that food only reaches after swallowing.

I'd hazard a guess that this is also where most of the positive reinforcement circuitry eventually happens, but that might be inferring too much based on what I know. I wish I had a psychoanatomy textbook handy. It might also be that the negative reinforcement circuitry happens mostly on the pre-swallow taste buds, which would handily explain your temporary aversion to chocolate -and- the "taste test" phenomenon wherein humans taste something once and, prior to swallowing, proclaim a permanent dislike of that flavor.

A caution: anyone who reads this comment should not take either J_Thomas's hypothesis or mine as actual evidence. I provided one to illustrate just how reasonable the exact opposite of what he said sounded, i.e., that nothing about digestion provides reinforcement.

I think the esthetic pleasure of chocolate must have a strong digestive component.

Another possibility is that there's something about chewing things and spitting them out that tends to make them less appealing. (E.g., the whole thing looks and feels kinda gross; or you associate spitting things out with finding them unpleasant -- normally if you spit something out after starting to eat it it's because it tastes unpleasant or contains unpleasant gristle or something like that.)

Who can guarantee that chocolate won’t become a super food in near future?

So redesign the human taste system to measure how much of each nutrient you have and how much you need, including micronutrients formerly reliably common in the ancestral environment, and macronutrients formerly reliably scarce.  Then it will function fine even after civilization collapses.  Evolutions are stupid.

I think the esthetic pleasure of chocolate must have a strong digestive component.

Seth Roberts would agree with you.  I don't think he's written about that particular experiment, but it confirms his basic argument on flavor-calorie association.

This is the distinction Daniel Dennett makes between the intentional stance and the design stance.  I consider it a useful one.  He also distinguishes the physical stance, which you touch on.

Re: "Individual organisms are best thought of as adaptation-executers rather than as fitness-maximizers".

It's a bit like saying deep blue is an instruction executor, not an expected chess position utility maximizer.

The statement muddles up the "why" and "how" levels of explanation.

Executing instructions are how chess programs go about maximizing expected chess position utility.

Of course organisms cannot necessarily maximise their fitnesses - rather they attempt to maximise their expected fitness, just like other expected utility maximisers.

Tooby and Cosmides go on to argue the even more confused thesis:

"[Goals such as "maximize your fitness" or "have as many offspring as possible"] are probably impossible to instantiate in any computational system."

Re: "Individual organisms are best thought of as adaptation-executers rather than as fitness-maximizers".

It's a bit like saying deep blue is an instruction executor, not an expected chess position utility maximizer.

Not really. Deep Blue's programming is so directly tied to winning chess, maximizing the value of its position is definitely what it "intends". It actually "thinks about" how well it's doing in this regard.

Living things, on the other hand, are far from explicit fitness maximizers. Evolution has given them behaviours that, in most natural circumstances, are fairly good at helping their genes. But in unusual circumstances they may well do things that are totally useless.

Humans today, for example, totally fail to maximize their fitness, e.g. by choosing to have just a small family and using contraception. We're in an unusual situation - evolution knew nothing about condoms.

Re: Living things, on the other hand, are far from explicit fitness maximizers

Thus the point about organisms maximising their expected fitness. Organisms really do maximise their expected fitness - just like all other expected fitness maximisers. It's just that their expectations may not be a good match for  reality.

That is true even of Deep Blue. Its chess simulation is not the same as the real world of chess.  It is living in the environment it was "designed" for - but it is resource-limited, and its program is sub-optimal.  So its expectations too may be wrong.  It can still lose.

As far as I can tell, the idea that organisms maximising their actual fitnesses is a ridiculous straw man erected by Tooby and Cosmides for nefarious rhetorical purposes of their own. Nobody ever actually thought that.

What about the idea that organisms are maximising something different - say expected happiness - rather than expected fitness, and these days the two can be divorced - e.g. by drugs?  Again, much the same is equally true of Deep Blue - all expected fitness maximisers represent their expected fitness internally by some representation of it, and then maximise that representation.

Organisms really are well thought of as maximising their expected fitness - under the limited resource constraints. They are, after all the product of a gigantic optimisation process whose utility function favours effective expected fitness maximisers.  It's just that sometimes the expectations of the organisms are not a good match for reality.

Re: condoms - barrier contraceptives do not necessarily reduce inclusive fitness. They allow people to have sex who would not normally risk doing so. They allow families to compete better in more K-selected environments, by helping them to devote their resouces to a smaller number of higher quality offspring. Of course they can also be used to sabotage your genetic program, but that is not their only use.

Thus the point about organisms maximising their expected fitness. Organisms really do maximise their expected fitness - just like all other expected fitness maximisers. It's just that their expectations may not be a good match for reality.

What do the words "expected" and "expectations" mean in this context?

"Expected fitness" isn't a term I'm familiar with. But we're talking about organisms that are either not conscious, or are not consciously thinking about fitness. It can't mean "expected" in the normal sense, and so I need an explanation.

Deep Blue is not conscious either - yet it still predicts possible future chess positons, and makes moves based on its expectation of their future payoff.

Take the term as a behaviourist would.  Organisms have sensors, actuators, and processing that mediates between the two.  If they behave in roughly the same way as an expected fitness maximiser would if given their inputs, then the name fits.

Deep Blue is not conscious either - yet it still predicts possible future chess positons, and makes moves based on its expectation of their future payoff.

Yes indeed, which is why I think it's much easier to consider it a utility maximiser than organisms are. It explicitly "thinks about" the value of its position and tries to improve it. Organisms don't. They just carry out whatever adaptations evolution has given them.

Take the term [expected fitness maximiser] as a behaviourist would. Organisms have sensors, actuators, and processing that mediates between the two. If they behave in roughly the same way as an expected fitness maximiser would if given their inputs, then the name fits.

But I don't know how a behaviourist would take it. It's not a term I'm familiar with.

From looking through Google hits, it seems that "expected fitness" is analogous to the "expected value" of a bet, and means "fitness averaged across possible futures" - but organisms don't maximise that, because they often find themselves in situations where their strategies are sub-optimal. They often make bad bets.

(Deep Blue isn't a perfect utility maximiser either, of course, since it can't look far enough ahead. Only a perfect player would be a true maximiser.)

The concept of "expected fitness" is often used by biologists to counter the claim that "survival of the fittest" is a tautology. There, the expectation is by the biologist, who looking at the organism, attempts to predict its fitness in some specified environment.

An expected fitness maximiser is just an expected utility maximiser, where the utility function is God's utility function.

If you put such an entity in an unfamiliar environment - so that it doesn't work very well - it doesn't normally stop being an expected utility  maximiser. If it still works at all, it probably still tries to choose actions that maximise its expected utility. It's just that its expectations may not necessarily be a good match for reality.

Considering organisms as maximising their expected fitness is the central mode of explanation in evolutionary biology.  Most organisms really do behave as though they are trying to have as many descendants as possible, given their limitations and the information they have available to them.  That the means by which they do this involves something akin to executing instructions does not detract in any way from this basic point - nor is it refuted by the placing of organisms in unfamiliar environments, where their genetic program does not have the desired effect.

I am not clear about your claim that Deep Blue thinks, but organisms do not. Are you ignoring animals?  Animals have brains which think - often a fair bit more sophisticated than the thoughts Deep Blue thinks.

An expected fitness maximiser is just an expected utility maximiser, where the utility function is God's utility function.

I searched Google for "expected utility maximiser" and the 6th hit was your own website:

An expected utility maximiser is a theoretical agent who considers its actions, computes their consequences and then rates them according to a utility function.

The typical organism just doesn't do this. I think you'd have a hard time arguing that even a higher mammal does this.

I am not clear about your claim that Deep Blue thinks, but organisms do not. Are you ignoring animals?

I didn't say organisms don't think. I said they don't think about their fitness. They think about things like surviving, eating, finding mates, and so on, all of which usually contribute to reproduction in a natural environment.

The proof of this really is the way that a great many humans have indeed rebelled against their genes, and knowingly choose not to maximise their fitness. Dawkins, for example, has only one child. As a high-status male, he could presumably have had many more.

Hmm. If your intention is to stress that, in many cases, organisms behave as if they were fitness maximisers, then yes, I see your point. But it's important to bear in mind that there are other cases where they don't behave "correctly" - because they're executing sub-optimal adaptations.

Tim, I hate to be rude, but I think this is just silly. There are a nontrival number of people who deliberately refrain from having children. To the extent that your theory can explain them, it can explain anything.

If you're careful about how you define utility, you can probably "explain" any actions with expected utility theory. It's trivial; it's an abuse of the formalism; it's arguing by definition.

Re: An expected utility maximiser is a theoretical agent who considers its actions, computes their consequences and then rates them according to a utility function ... I think you'd have a hard time arguing that even a higher mammal does this.

Real organisms are imperfect approximations to expected utility maximisers - but they really do act rather a lot like this. For example see the work of Jeff Hawkins on the role of prediction in brain function.

There's relevant work by von Neumann and Morgenstern that suggests that  all economic actors can be modelled as rational economic agents maximising some utility function - regardless of the details of their internal operation - with the caveat that any deviations from this model results in agents which are vulnerable to burning up their resources for no personal benefit under some circumstances - and in the case of evolution, it is likely that such vulnerabilities would either crop up rarely, or be selected against.

Of course organisms without brains have relatively little look-ahead. They are limited to computations that can be produced by their cells - which are still sophisticated computation devices, but not really on the same scale as a whole brain. The "expectations" of plants are mostly that the world is much the same as the one its ancestors experienced.

It can certainly happen. But brains exist partly to help adapt to the effects of environmental fluctuations - and prevent unfamiliar environments from breaking the genetic program. Of course some organisms will still fail. Indeed, most male organisms will fail - even with an environment that is the expected one. That's just how nature operates.

As I have said, the idea that organisms typically act to maximise their inclusive fitness - to the best of their understanding and ability - is a central explanatory principle in evolutionary biology.

That some organisms fail to maximise their actual fitness - due to mutations, due to being in an unfamiliar environment, due to resource limitations, or due to bad luck is not relevant evidence against this idea.

The Tooby and Cosmides dichotomy between Adaptation-Executers and Fitness-Maximizers that this blog post is about is a mostly a false one - based on muddling up "how" and "why" levels of explanation.  Maximising their expected fitness is why organisms behave as they do.  Executing adaptations is how they do it.  These different types of explanations are complimentary, and are not mutually-exclusive.

Right, it's not a dichotomy--the two explanations aren't mutually exclusive. But it's still an extremely relevant distinction--at least for those of us who are interested in the organisms themselves, rather than solely in the unconscious, abstract optimization process that created them.

Sure, I get the point. Humans are products of natural selection, so anything any human does can be seen as the result of selection pressures favoring behaviors that resulted in increased fitness in the EEA. There is some sense of the words in which you could look at someone who is, say,  committing suicide (before having reproduced), and say: "What she's really doing here is attempting to maximize her expected inclusive fitness!"

It's not wrong so much as it is silly. The point of the post is that the organisms themselves don't actually care about fitness. You can give a fitness-based account of why the organisms want what they actually do want. But so what? When we're not talking about evolutionary biology, why should we care? You might as well say (I'm inspired here by a Daniel Dennett quote which I can't locate at the moment) that no organism really maximizes expected fitness; they actually just follow the laws of physics. Well ... okay, sure, but it's silly to say so. You have to use the right level of explanation for the right situation.

To say that an organism is "trying to maximize expected fitness," applies in a broad sense to all evolved creatures, and as such is compatible with anything that any evolved creature does, including obviously fitness-reducing acts. In this broad sense, the "trying to maximize expected fitness" theory does a poor job of constraining anticipations compared to the theory that makes reference to the actual explicitly-represented goals of the organism in question. If we interpret "trying to maximize expected fitness" in a narrower sense in which organisms explicitly try to gain fitness, then it is obviously false (see, e.g., teenage suicides, women who have abortions when they could put the baby up for adoption, &c., &c.).

Re: The point of the post is that the organisms themselves don't actually care about fitness

Most of them certainly act as though they do. Kick someone in the testicles, steal their girlfriend, threaten their son, or have sex with their wife and observe the results.

Of course people don't always profess to caring about their own fitness. Rather many profess to be altruists. That is an expected result of wishing to appear altruistic - rather than selfish - to others. Indeed, people are often good at detecting liars and are poor at deception - and the best way of appearing to be an altruist is to believe it yourself, and then use doublethink to rationalise away any selfish misdeads. So don't expect to be able to access your actual motives through introspection. Consciousness is part of the brain's PR department - not a hotline to its motive system.

Adaptive explanations were never intended to cover all cases. Organisms suffer from brain damage, developmental defects, cancer, infectious diseases, misconceptions, malnutrition, and all manner of other problems that prevent them from having as many grandchildren as they otherwise might. However, these deviations from the rule do not indicate that adaptive explanations are vacuous, or that they are compatible with any outcome.

"Most of them certainly act as though they do. Kick someone in the testicles [...]"

Getting kicked in the testicles hurts. The explanation for why it hurts invokes selection pressures, but if you already know that it hurts, any general principles of evolutionary biology are screened off and irrelevant to explaining the organism's behavior. Likewise the other things.

"Of course people don't always profess to caring about their own fitness. Rather many profess to be altruists."

This is a non-sequitur. Psychological selfishness is a distinct concept from the metaphorical genetic "selfishness" of, e.g., selfish genes. Someone who spends a lot of time caring for her sick child may be behaving in a way that is psychologically altruistic, but genetically "selfish."  Likewise, someone who refrains from having children because raising children is a burden may be psychologically selfish, but genetically "altruistic."

"So don't expect to be able to access your actual motives through introspection."

These "actual motives" are epiphenominal. We can say that sugar tastes good, and bodily damage feels bad, and self-deception is easy, &c., and that there are evolutionary explanations for all of these things, without positing any mysterious, unobservable secret motives.

Although at this point I suspect we are just talking past each other ...

The atoms of a screwdriver don't have tiny little XML tags inside describing their "objective" purpose.  The designer had something in mind, yes, but that's not the same as what happens in the real world.  If you forgot that the designer is a separate entity from the designed thing, you might think, "The purpose of the screwdriver is to drive screws" - as though this were an explicit property of the screwdriver itself, rather than a property of the designer's state of mind.  You might be surprised that the screwdriver didn't reconfigure itself to the flat-head screw, since, after all, the screwdriver's purpose is to turn screws.

After someone points this out, the incorrect response is to start adding clauses:

The screwdriver's purpose is to turn Phillips-head screws.

The screwdriver's purpose is to turn screws designed to be turned by the screwdriver.

People are more likely to do this to something other than screwdrivers, obviously.

"The purpose of love is..."
"Eyebrows are there so that..."  

It is easy to misinterpret the point of this post as claiming that the purpose assigned to an object is wrong or inadequate or hopelessly complex. That isn't what is being said.

No human being with the deliberate goal of maximizing their alleles' inclusive genetic fitness, would ever eat a cookie unless they were starving.

That statement sounds a little bit too strong to me. :-)

While we are, in the end, meat machines, we are adaptive meat machines, and one of the major advantages of intelligence is the ability to adapt to your environment - which is to say, doing more than executing preexisting adaptations but being able to generate new ones on the fly.

So while adaptation-execution is important, the very fact that we are capable of resisting adaptation-execution means that we are more than adaptation-executors. Indeed, most higher animals are capable of learning, and many are capable of at least basic problem solving.

There is pretty significant selective pressure towards being a fitness maximizer and not a mere adaptation-executor, because something which actively maximizes its fitness will by definition have higher fitness than one which does not.

So it's better to view our taste buds as an adaptation fitted to ancestral conditions that included near-starvation and apples and roast rabbit,

And those apples were crab apples. I doubt that many of our distant ancestors would have experienced anything like our bred-for-sweetness fruit varieties on a regular basis. Those new fruit varieties are probably still very healthy – I'm just further highlighting the enormous gulf between what our ancestors ate and the concentrated sugar-fat-salt concoctions that we eat.

A link to Tooby and Cosmides' pape cited in the intro; http://www.cep.ucsb.edu/papers/pfc92.pdf (Very long, but enlightening.)

And I feel like it actually does still apply somewhat, in the sense that the ideas passed down from team to team is the actual "DNA" whereas the behavior of the organization are determined by that but don't direct feed back to that.



No Evolutions for Corporations or Nanodevices

In evolutionary biology, as in many other fields, it is important to think quantitatively rather than qualitatively.  Does a beneficial mutation "sometimes spread, but not always"?  Well, a psychic power would be a beneficial mutation, so you'd expect it to spread, right?  Yet this is qualitative reasoning, not quantitative—if X is true, then Y is true; if psychic powers are beneficial, they may spread.  In Evolutions Are Stupid, I described the equations for a beneficial mutation's probability of fixation, roughly twice the fitness advantage (6% for a 3% advantage).  Only this kind of numerical thinking is likely to make us realize that mutations which are only rarely useful are extremely unlikely to spread, and that it is practically impossible for complex adaptations to arise without constant use.  If psychic powers really existed, we should expect to see everyone using them all the time—not just because they would be so amazingly useful, but because otherwise they couldn't have evolved in the first place.

"So long as there are limited resources and multiple competing actors capable of passing on characteristics, you have selection pressure."  This is qualitative reasoning.  How much selection pressure?

While there are several candidates for the most important equation in evolutionary biology, I would pick Price's Equation, which in its simplest formulation reads:

change in average characteristic = covariance(relative fitness, characteristic) 

This is a very powerful and general formula.  For example, a particular gene for height can be the Z, the characteristic that changes, in which case Price's Equation says that the change in the probability of possessing this gene equals the covariance of the gene with reproductive fitness.  Or you can consider height in general as the characteristic Z, apart from any particular genes, and Price's Equation says that the change in height in the next generation will equal the covariance of height with relative reproductive fitness.

(At least, this is true so long as height is straightforwardly heritable.  If nutrition improves, so that a fixed genotype becomes taller, you have to add a correction term to Price's Equation.  If there are complex nonlinear interactions between many genes, you have to either add a correction term, or calculate the equation in such a complicated way that it ceases to enlighten.)

Many enlightenments may be attained by studying the different forms and derivations of Price's Equation.  For example, the final equation says that the average characteristic changes according to its covariance with relative fitness, rather than its absolute fitness.  This means that if a Frodo gene saves its whole species from extinction, the average Frodo characteristic does not increase, since Frodo's act benefited all genotypes equally and did not covary with relative fitness.

It is said that Price became so disturbed with the implications of his equation for altruism that he committed suicide, though he may have had other issues.  (Overcoming Bias does not advocate committing suicide after studying Price's Equation.)

One of the enlightenments which may be gained by meditating upon Price's Equation is that "limited resources" and "multiple competing actors capable of passing on characteristics" are not sufficient to give rise to an evolution.  "Things that replicate themselves" is not a sufficient condition.  Even "competition between replicating things" is not sufficient.

Do corporations evolve?  They certainly compete.  They occasionally spin off children.  Their resources are limited.  They sometimes die.

But how much does the child of a corporation resemble its parents?  Much of the personality of a corporation derives from key officers, and CEOs cannot divide themselves by fission.  Price's Equation only operates to the extent that characteristics are heritable across generations.  If great-great-grandchildren don't much resemble their great-great-grandparents, you won't get more than four generations' worth of cumulative selection pressure—anything that happened more than four generations ago will blur itself out.  Yes, the personality of a corporation can influence its spinoff—but that's nothing like the heritability of DNA, which is digital rather than analog, and can transmit itself with 10^-8 errors per base per generation.

With DNA you have heritability lasting for millions of generations.  That's how complex adaptations can arise by pure evolution—the digital DNA lasts long enough for a gene conveying 3% advantage to spread itself over 768 generations, and then another gene dependent on it can arise.  Even if corporations replicated with digital fidelity, they would currently be at most ten generations into the RNA World.

Now, corporations are certainly selected, in the sense that incompetent corporations go bust.  This should logically make you more likely to observe corporations with features contributing to competence.  And in the same sense, any star that goes nova shortly after it forms, is less likely to be visible when you look up at the night sky.  But if an accident of stellar dynamics makes one star burn longer than another star, that doesn't make it more likely that future stars will also burn longer—the feature will not be copied onto other stars.  We should not expect future astrophysicists to discover complex internal features of stars which seem designed to help them burn longer.  That kind of mechanical adaptation requires much larger cumulative selection pressures than a once-off winnowing.

Think of the principle introduced in Einstein's Arrogance—that the vast majority of the evidence required to think of General Relativity had to go into raising that one particular equation to the level of Einstein's personal attention; the amount of evidence required to raise it from a deliberately considered possibility to 99.9% certainty was trivial by comparison.  In the same sense, complex features of corporations which require hundreds of bits to specify, are produced primarily by human intelligence, not a handful of generations of low-fidelity evolution.  In biology, the mutations are purely random and evolution supplies thousands of bits of cumulative selection pressure.  In corporations, humans offer up thousand-bit intelligently designed complex "mutations", and then the further selection pressure  of "Did it go bankrupt or not?" accounts for a handful of additional bits in explaining what you see.

Advanced molecular nanotechnology—the artificial sort, not biology—should be able to copy itself with digital fidelity through thousands of generations.  Would Price's Equation thereby gain a foothold?

Correlation is covariance divided by variance, so if A is highly predictive of B, there can be a strong "correlation" between them even if A is ranging from 0 to 9 and B is only ranging from 50.0001 and 50.0009.   Price's Equation runs on covariance of characteristics with reproduction—not correlation!  If you can compress variance in characteristics into a tiny band, the covariance goes way down, and so does the cumulative change in the characteristic.

The Foresight Institute suggests, among other sensible proposals, that the replication instructions for any nanodevice should be encrypted.  Moreover, encrypted such that flipping a single bit of the encoded instructions will entirely scramble the decrypted output.  If all nanodevices produced are precise molecular copies, and moreover, any mistakes on the assembly line are not heritable because the offspring got a digital copy of the original encrypted instructions for use in making grandchildren, then your nanodevices ain't gonna be doin' much evolving.

You'd still have to worry about prions—self-replicating assembly errors apart from the encrypted instructions, where a robot arm fails to grab a carbon atom that is used in assembling a homologue of itself, and this causes the offspring's robot arm to likewise fail to grab a carbon atom, etc., even with all the encrypted instructions remaining constant.  But how much correlation is there likely to be, between this sort of transmissible error, and a higher reproductive rate?  Let's say that one nanodevice produces a copy of itself every 1000 seconds, and the new nanodevice is magically more efficient (it not only has a prion, it has a beneficial prion) and copies itself every 999.99999 seconds.  It needs one less carbon atom attached, you see.  That's not a whole lot of variance in reproduction, so it's not a whole lot of covariance either.

And how often will these nanodevices need to replicate?  Unless they've got more atoms available than exist in the solar system, or for that matter, the visible Universe, only a small number of generations will pass before they hit the resource wall.  "Limited resources" are not a sufficient condition for evolution; you need the frequently iterated death of a substantial fraction of the population to free up resources.  Indeed, "generations" is not so much an integer as an integral over the fraction of the population that consists of newly created individuals.

This is, to me, the most frightening thing about grey goo or nanotechnological weapons—that they could eat the whole Earth and then that would be it, nothing interesting would happen afterward.  Diamond is stabler than proteins held together by van der Waals forces, so the goo would only need to reassemble some pieces of itself when an asteroid hit.  Even if prions were a powerful enough idiom to support evolution at all—evolution is slow enough with digital DNA!—less than 1.0 generations might pass between when the goo ate the Earth and when the Sun died.

To sum up, if you have all of the following properties:

Then you will have significant cumulative selection pressures, enough to produce complex adaptations by the force of evolution.

Another great post about evolutionary biology, Eliezer.

I'd be interested in seeing your opinion regarding Gould's concept of contingency in evolutionary outcomes (he talks about it a lot when discussing the Cambrian explosion).

(Disclaimer: I don't particularly favor Gould or his views, and I mostly agree with your criticism of him, but I'm genuinely curious to know whether there's merit to this idea.)

Or maybe I should wait for this month's open thread to make this suggestion. I apologize in advance if that's the case.

This is an important point, well worth making clear.

The theory of change in stars over time that I am familiar with says that early stars were nearly pure hydrogen. Heavier elements were formed in them as they burned and when they became nova. Subsequent stars created and were composed of increasing concentrations of increasingly heavy elements.
Did this not change the life span of stars?
Did I misunderstand your point?

Also, is there an equation that is claimed to describe the change in the entropy of the universe?

Can it be used to figure out if the increase in entropy caused by a star going nova would cause an increase in entropy in the universe as a whole? If one nova is insufficient, how many would have to go nova simultaneously to cause an increase? How long would the increase last?

The theory that you are familiar with is a little off.  What stars can produce is solely a function of size, not generation.  Already fused material from a previous star does not allow the new star to fuse more elements.  Likewise, the longevity of stars is solely a function of size.  It's a balance between the heat of fusion and the pressure of gravity.  More matter in the star means more pressure, which means the rate of fusion increases and more elements can be fused, but the fuel is consumed significantly faster.  

The smaller a star is the longer it burns, because there is less pressure being exerted by gravity to drive the fusion process.  Big stars don't last long (the biggest only a few million years), but they produce the all of the naturally occurring elements - up to iron via normal fusion, and the heavier elements during supernova that occurs after iron fusion begins.  Smaller stars like our sun will never get past the carbon stage and will never go supernova, and smaller stars still like brown dwarfs will never get past the hydrogen stage.  These small stars last the longest because their rate of fusion is incredibly slow.

Quantitative thinking is just so much mystical numerology unless it is grounded in qualitative thinking. Unless you don't need your mathematics to mean anything with respect to the world, you must relate it to the world by using a system of assertions called a model. Of course, you know this, I'd just like you to bring this fact out from behind the curtain where you normally keep it.

Example: when I hear a scientist talk about how winning the lottery (or some other rare event) is less likely than getting hit by lightning, I have to wonder what the odds are of being hit by lightning if you take shelter during a storm, as most people do, or if you live in Nome, Alaska? I bet agoraphobic people are far less likely to die in car accidents, too. In other words, broad numerical reasoning, when applied to specific cases without recalculating for those cases, is essentially the same thing as the sloppy qualitative reasoning that you're worried about. It's just as absurd.

Maybe what you're trying to say is that sloppy and ungrounded qualitative reasoning is to be avoided, in favor of quantitative reasoning grounded in the appropriate qualitative reasoning that give the numbers meaning. That would be a qualitative judgment on your part, of course, but it seems like a defensible one in this case.

I think you are trying to advocate, not quantitative reasoning, but rather good reasoning. There's no call to hang the albatross of bad reasoning around the neck of qualitative research as a field. That bird belongs to all of us.

This is, to me, the most frightening thing about grey goo or nanotechnological weapons - that they could eat the whole Earth and then that would be it, nothing interesting would happen afterward.

@Eliezer: So unless that goo can already get off-planet, it won't ever? Good! Personally, I'm more scared by things that can eat the universe, like UFAI. If it's only us gets eaten, someone else can step up before the last star burns out.

@Others: All the more reason to support FAI research. The longer it takes to get it right, the more time for someone less careful to crack recursive self-improvement.

PS. Where they can communicate, I'd worry more about rogue evolution in nanobot software rather than hardware. Huge replication potential & speed, hi-fi heritability through many iterations, etc. and then if a half-intelligent virus hits the fabricator software...

Please could you post a link to Perry's article? I couldn't find it.

The argument here would seem to suggest that some of my earlier statements were a bit too absolute. This was partly deliberate, in order to be provocative. I wonder if this is a bias?

In any case, it may still turn out to be extremely difficult to prevent these conditions from continuing to hold in the future.

But lack of broad distribution of an ability doesn't necessarily mean the ability doesn't exist. One of the themes of this blog is that human brain power has outstripped "nature" (I use that advisedly) in its ability to change, create and evolve. If psychic powers were an epiphenomenon of supercomplex brain structure, for example, then they would be no different than the ability to, say, do higher mathematics. That is, something most humans are physically capable of but only a tiny fraction of which have actually put in the requisite study, and learned from the right teachers. The ability to do higher mathematics could be seen, abstractly, as conferring a huge advantage for the organism. But whether that translates to higher rates of reproduction is another question.

The lack of psychic powers and higher mathematics in the general populace does not mean that the ability could not have evolved. Only that it did not evolve independently of another useful adaptation (like a brain that could make reasoned and complex inferences about the ancestral environment).

Eliezer, the criteria you list may be necessary for the evolution of complex structures.  But I think it's worth highlighting that practically important evolutionary results could come about without the need for new complex structures.  For example, suppose we have a population of controlled self-replicating nanobots, built unwisely in such a way that they keep replicating until a separate breaking circuit kicks in and shuts off replication.  Now suppose there is a mutation in the code of one nanobot such that its offspring lack a working breaking circuit.  Then this mutant nanobot could start an exponential goo. There need only be a one-step selection, but the results could be dramatic.  Similarly with Hanson's colonizers that burn the cosmic commons - they might not gain much in complexity through evolution, but evolutionary selection could ensure that a certain type of colonizer (which was present but very rare at time=0) will eventually dominate at the frontier.

The mechanisms of cosmological, biological, and
organizational evolution are as dissimilar
as the mechanisms of artistic (paint on
canvass), photographic, and mental image
making.

An artist uses a brush to paint a picture. Even
though both make images, we don't expect to find
a brush painting the paper or the chip inside a
camera.

Corporations change. That the word
evolution can be used to refer to such
changes does not mean the changes are
similar to the changes in stars or amoebae.

What corporations do is very different from biological evolution, but if a corporation develops a successful idea then it is likely to be copied by other corporations without anything like biological reproduction entering the picture.

What corporations do is very different from biological evolution [...]

That's commonly known as "superorganicism" in anthropology.  The paper:

"Culture is Part of Human Biology: Why the Superorganic Concept Serves the Human Sciences Badly"

...explains why this idea needs to go into the dustbin of history.

Am I correct in assuming that you have neither
followed nor studied the efforts of W. Edwards
Deming and other practitioners of statistical
quality control to introduce those methods into
American manufacturing companies from the
1930s through the mid 1980s? That you do not
know how few companies have adopted them even
after the Baldrige award was established in 1987?

That you do not know how few managers (of
manufacturing or anything else) even know that
there is such a thing as design of experiments?

You may have experienced only the best of
management and have participated in successful
introductions into your organization of
practices believed to account for the success
of others.

If this is so, let me assure you that you have
had extraordinarily rare experiences and have
been either exceptionally lucky or exceptionally
wise in your choice of place or places to work.

Maybe I should have said something more like "conceivably could be" rather than "is likely to be". Certainly I didn't mean to imply that every firm in an industry will immediately copy somebody else's good idea. There isn't even a guarantee that a good idea will be recognized as one in the company in which it originates.

But the point is that ideas can be copied without anything like biological reproduction taking place. Why they so seldom are is an interesting question, I've added Deming to my "to read" list.

Beinhocker argues in Origin of Wealth that the appropriate unit of selection is not the corporation but rather the generalized concept of business plan.  While Elezier's preconditions for evolution are a bit more extensive than the normal set, I believe Beinhocker's business plans (not to be confused with the artifacts that float around Sand Hill Road) meet all of Elezier's criteria, and hence the population evolves via natural selection.

Business model seems pretty close to "generalized concept of business plan". But I doubt the fidelity of its replication is very high. Human concepts are notoriously fuzzy among different minds.

Forgive me for not picking up on the irony of including corporations and nanodevices in the same sentence.   Eliezer is obviously correct in that corporations don't evolve because they don't replicate. A childish wish to gloat has to be held in check so as not to name and shame all those 'child' corporations whose DNA is specifically contrary to their parents'.
The anti-wish list for nanodevices, on the other hand,  is relevant and necessary.  However, it is also entirely superfluous, as we all know, thanks to Dr Denning, that we are in a deterministic universe and that 'Que sera, sera'.  Sit back and enjoy the ride.

In biology, "evolution" is defined as being the process involving changes of the heritable characteristics of a population over time.

Corporations pass all manner of things on to other companies - including resouces, employees, business methods, intellectual property, documents, premises, computer programs, etc. We are not talking about just a few bits of analog information here - often vast quantities of digital resources are involved.

Corporations form a population. Frequencies of instances of the above listed items in that population varies over time.

Therefore the population of corporations evolves - in the spirit of the classical biological sense of the term.

How about corporate AI evolution? You'll find a clever depiction of such (runaway) evolution in Accelerando, www.accelerando.org. Great book, that, btw, in other respects, too.

I should probably weigh in on the nanodevice issue as well. Nanodevices will certainly evolve - as part of the rest of cultural evolution. However, what seems to being suggested is that any self-replicating nanodevices will be constructed in a way that they are fragile - in order to deliberately prevent their evolution in the wild, away from the intent of their designers.

I'm sceptical about whether this will ultimately be done. Today's bacteria do not have such constraints placed on them - and most do not cause problems. Having your genome encrypted is a substantial competitive handicap - since it means you must constantly decrypt it - and you cannot adapt in the face of pathogens or environmental changes. IMO, those disadvantages will probably be compelling enough to eventually result in the production of self-replicating nanodevices that genuinely evolve.

Some other strategies will be used to help with safety.  These days, many weserners constantly inject fresh gut microbes into ourselves - and the sheer rate of their influx helps to flush out any "old" mutant varieties.  Also, there are plans to equip bacteria with both anti-bacterial compounds, and corresponding resistance genes.  By cycling through a range of toxins, you can iteratively upgrade bacterial genomes, while killing off the previous versions - assuming no single bacterium can have all the toxin-resistance genes at once.  Such a plan may eventually be used to defeat tooth decay.  Similar strategies should work with nanodevices.

It's true that bacteria aren't a major issue for modern humans, but modern humans happen to be among the most hostile places imaginable for bacteria. Lacking complex adaptions to help, it makes more sense for a bacteria to survive the rigors of space than to survive on our skin; of course, they do have those complex adaptions, and those adaptions do cost a lot of energy. They're just superior to the alternative, eg. death.

Part of the reason for making replicating nanotechnology fragile, as I see it, is that this way we'll be much less likely to see the sort of runaway weapons race that has led to an environment where replicators must devote most of their resources simply to avoid being killed by other replicators. It's a fresh start. Let's make the most of it.

So far, the virus-host coevolution battle within machines has been going on for about 30 years now.   It seems as though people mostly don't care enough about viruses to bother with engineering them down to very low levels.

I visualise a situation more like that with computer viruses.  Yes, there are viruses with encrypted genomes - but the encryption is a defense against the immune system - not a defense against random mutations.  In fact, the encrypted viruses typically deliberately mutate themselves after decryption.

I get the feeling there's an obvious answer to this, but: why is it necessary to have a full-on encryption system for each nanomachine's assembly instrutions, with all the decryption overhead that implies? Wouldn't something like CRC, or one of the quicker hash functions, be a much easier way to prevent accidental changes between generations?

My guess would be: If the integrity check gets corrupted, the mutated nanomachine could possibly "work", but if the decryption routine gets corrupted, the instructions can't get decrypted and the nanomachine wouldn't work.

Hm, makes sense. I suppose I was imagining that if the parent is already at the point where it's doing the assembly, then we already know from earlier that the parent is correct, and the verification issue now only applies to the child machine.

However, I hadn't considered the possibility that the parent's data could get mutated after the parent's assembly, but that would certainly be possible, and create a single point of vulnerability at a simple integrity check's implementation.



Evolving to Extinction

It is a very common misconception that an evolution works for the good of its species.  Can you remember hearing someone talk about two rabbits breeding eight rabbits and thereby "contributing to the survival of their species"?  A modern evolutionary biologist would never say such a thing; they'd sooner breed with a rabbit.

It's yet another case where you've got to simultaneously consider multiple abstract concepts and keep them distinct.  Evolution doesn't operate on particular individuals; individuals keep whatever genes they're born with.  Evolution operates on a reproducing population, a species, over time.  There's a natural tendency to think that if an Evolution Fairy is operating on the species, she must be optimizing for the species.  But what really changes are the gene frequencies, and frequencies don't increase or decrease according to how much the gene helps the species as a whole.  As we shall later see, it's quite possible for a species to evolve to extinction.

Why are boys and girls born in roughly equal numbers?  (Leaving aside crazy countries that use artificial gender selection technologies.)  To see why this is surprising, consider that 1 male can impregnate 2, 10, or 100 females; it wouldn't seem that you need the same number of males as females to ensure the survival of the species.  This is even more surprising in the vast majority of animal species where the male contributes very little to raising the children—humans are extraordinary, even among primates, for their level of paternal investment.  Balanced gender ratios are found even in species where the male impregnates the female and vanishes into the mist.

Consider two groups on different sides of a mountain; in group A, each mother gives birth to 2 males and 2 females; in group B, each mother gives birth to 3 females and 1 male.  Group A and group B will have the same number of children, but group B will have 50% more grandchildren and 125% more great-grandchildren.  You might think this would be a significant evolutionary advantage.

But consider:  The rarer males become, the more reproductively valuable they become—not to the group, but to the individual parent.  Every child has one male and one female parent.  Then in every generation, the total genetic contribution from all males equals the total genetic contribution from all females.  The fewer males, the greater the individual genetic contribution per male.  If all the females around you are doing what's good for the group, what's good for the species, and birthing 1 male per 10 females, you can make a genetic killing by birthing all males, each of whom will have (on average) ten times as many grandchildren as their female cousins.

So while group selection ought to favor more girls, individual selection favors equal investment in male and female offspring.  Looking at the statistics of a maternity ward, you can see at a glance that the quantitative balance between group selection forces and individual selection forces is overwhelmingly tilted in favor of individual selection in Homo sapiens.

(Technically, this isn't quite a glance.  Individual selection favors equal parental investments in male and female offspring.  If males cost half as much to birth and/or raise, twice as many males as females will be born at the evolutionarily stable equilibrium.  If the same number of males and females were born in the population at large, but males were twice as cheap to birth, then you could again make a genetic killing by birthing more males.  So the maternity ward should reflect the balance of parental opportunity costs, in a hunter-gatherer society, between raising boys and raising girls; and you'd have to assess that somehow.  But ya know, it doesn't seem all that much more reproductive-opportunity-costly for a hunter-gatherer family to raise a girl, so it's kinda suspicious that around the same number of boys are born as girls.)

Natural selection isn't about groups, or species, or even individuals. In a sexual species, an individual organism doesn't evolve; it keeps whatever genes it's born with.  An individual is a once-off collection of genes that will never reappear; how can you select on that?  When you consider that nearly all of your ancestors are dead, it's clear that "survival of the fittest" is a tremendous misnomer.  "Replication of the fitter" would be more accurate, although technically, fitness is defined only in terms of replication.

Natural selection is really about gene frequencies.  To get a complex adaptation, a machine with multiple dependent parts, each new gene as it evolves depends on the other genes being reliably present in its genetic environment.  They must have high frequencies.  The more complex the machine, the higher the frequencies must be.  The signature of natural selection occurring is a gene rising from 0.00001% of the gene pool to 99% of the gene pool.  This is the information, in an information-theoretic sense; and this is what must happen for large complex adaptations to evolve.

The real struggle in natural selection is not the competition of organisms for resources; this is an ephemeral thing when all the participants will vanish in another generation.  The real struggle is the competition of alleles for frequency in the gene pool.  This is the lasting consequence that creates lasting information.  The two rams bellowing and locking horns are only passing shadows.

It's perfectly possible for an allele to spread to fixation by outcompeting an alternative allele which was "better for the species".  If the Flying Spaghetti Monster magically created a species whose gender mix was perfectly optimized to ensure the survival of the species—the optimal gender mix to bounce back reliably from near-extinction events, adapt to new niches, etcetera—then the evolution would rapidly degrade this species optimum back into the individual-selection optimum of equal parental investment in males and females.

Imagine a "Frodo gene" that sacrifices its vehicle to save its entire species from an extinction event.  What happens to the allele frequency as a result?  It goes down.  Kthxbye.

If species-level extinction threats occur regularly (call this a "Buffy environment") then the Frodo gene will systematically decrease in frequency and vanish, and soon thereafter, so will the species.  A hypothetical example?  Maybe.  If the human species was going to stay biological for another century, it would be a good idea to start cloning Gandhi.

In viruses, there's the tension between individual viruses replicating as fast as possible, versus the benefit of leaving the host alive long enough to transmit the illness.  This is a good real-world example of group selection, and if the virus evolves to a point on the fitness landscape where the group selection pressures fail to overcome individual pressures, the virus could vanish shortly thereafter.  I don't know if a disease has ever been caught in the act of evolving to extinction, but it's probably happened any number of times.

Segregation-distorters subvert the mechanisms that usually guarantee fairness of sexual reproduction.  For example, there is a segregation-distorter on the male sex chromosome of some mice which causes only male children to be born, all carrying the segregation-distorter.  Then these males impregnate females, who give birth to only male children, and so on.  You might cry "This is cheating!" but that's a human perspective; the reproductive fitness of this allele is extremely high, since it produces twice as many copies of itself in the succeeding generation as its nonmutant alternative.  Even as females become rarer and rarer, males carrying this gene are no less likely to mate than any other male, and so the segregation-distorter remains twice as fit as its alternative allele.  It's speculated that real-world group selection may have played a role in keeping the frequency of this gene as low as it seems to be.  In which case, if mice were to evolve the ability to fly and migrate for the winter, they would probably form a single reproductive population, and would evolve to extinction as the segregation-distorter evolved to fixation.

Around 50% of the total genome of maize consists of transposons, DNA elements whose primary function is to copy themselves into other locations of DNA.  A class of transposons called "P elements" seem to have first appeared in Drosophila only in the middle of the 20th century, and spread to every population of the species within 50 years.  The "Alu sequence" in humans, a 300-base transposon, is repeated between 300,000 and a million times in the human genome.  This may not extinguish a species, but it doesn't help it; transposons cause more mutations which are as always mostly harmful, decrease the effective copying fidelity of DNA.  Yet such cheaters are extremely fit.

Suppose that in some sexually reproducing species, a perfect DNA-copying mechanism is invented.  Since most mutations are detrimental, this gene complex is an advantage to its holders.  Now you might wonder about beneficial mutations—they do happen occasionally, so wouldn't the unmutable be at a disadvantage?  But in a sexual species, a beneficial mutation that began in a mutable can spread to the descendants of unmutables as well.  The mutables suffer from degenerate mutations in each generation; and the unmutables can sexually acquire, and thereby benefit from, any beneficial mutations that occur in the mutables.  Thus the mutables have a pure disadvantage.  The perfect DNA-copying mechanism rises in frequency to fixation.  Ten thousand years later there's an ice age and the species goes out of business.  It evolved to extinction.

The "bystander effect" is that, when someone is in trouble, solitary individuals are more likely to intervene than groups.  A college student apparently having an epileptic seizure was helped 85% of the time by a single bystander, and 31% of the time by five bystanders.  I speculate that even if the kinship relation in a hunter-gatherer tribe was strong enough to create a selection pressure for helping individuals not directly related, when several potential helpers were present, a genetic arms race might occur to be the last one to step forward.  Everyone delays, hoping that someone else will do it.  Humanity is facing multiple species-level extinction threats right now, and I gotta tell ya, there ain't a lot of people steppin' forward.  If we lose this fight because virtually no one showed up on the battlefield, then—like a probably-large number of species which we don't see around today—we will have evolved to extinction.

Cancerous cells do pretty well in the body, prospering and amassing more resources, far outcompeting their more obedient counterparts.  For a while.

Multicellular organisms can only exist because they've evolved powerful internal mechanisms to  outlaw evolution.  If the cells start evolving, they rapidly evolve to extinction: the organism dies.

So praise not evolution for the solicitous concern it shows for the individual; nearly all of your ancestors are dead.  Praise not evolution for the solicitous concern it shows for a species; no one has ever found a complex adaptation which can only be interpreted as operating to preserve a species, and the mathematics would seem to indicate that this is virtually impossible.  Indeed, it's perfectly possible for a species to evolve to extinction.  Humanity may be finishing up the process right now.  You can't even praise evolution for the solicitous concern it shows for genes; the battle between two alternative alleles at the same location is a zero-sum game for frequency.

Do you think your AI research has implications for this situation? It seems to me that going from our idiot god, toward self-engineering intelligence is a step up by an order of magnitude, so that such a "metaengineer" could, in fact, choose to optimize for species survival, or some other virtue that it chose.

I think the notion of "species" for a superintelligence doesn't really follow because I don't see the idea of "individual" surviving unambiguously in such a scenario, but I think my question still makes some sense: if evolution kills its creations by selecting for short term individual fitness at the expense of the species, do you think the next step of life, having been intelligently designed, will change the nature of that problem entirely?

"If the human species was going to stay biological for another century, it would be a good idea to start cloning Gandhi."

I would bet against that being a good idea.  It's not at all obvious to me that Gandhi was either instrumentally beneficial for either mankind or India, or that he took actions that could reasonably have been expected to be beneficial, but even assuming that he did it's not at all obvious that "great men", especially political "great men" on average make the world a better rather than a worse place.  If they on average make the world worse, then you are betting on genetic variation specifying not only "be a politically great man" but also "be one of the rare exceptions within that category who actually do good things".  A bunch of clones of Gandhi might have effects similar to a bunch of clones of Washington, Napoleon, Hitler, Alexander, Lincoln, Caesar, etc, which probably leaves us worse off.

The problems being discussed arise not because of biology, nor because biological organisms are not directly designed. The issue is replication with variation and the necessary historical consequences of this. The only way to avoid the consequences would be to stop replicating or to stop the variation.

The variation cannot be stopped, since no two physical things will ever be exactly alike. And if the replication is stopped, the whole system will go extinct, since no particular individual physical object will last forever. There is therefore no way to avoid the consequences of evolution: they are not biological consequences, but consequences of the laws of physics and logic. There is no way around them.

Unknown wrote:
The variation cannot be stopped, since no two physical things will ever be exactly alike.

Assuming we can neglect position in space and movement vectors, different individual elemental particles (e.g. electrons) are already exactly alike. Individual atoms are frequently exactly alike, and the same can be said for molecules.
We don't have a way to precisely copy macroscopic objects yet, but that might change with further technological development. Do you think that Molecular Nanotechnology is fundamentally impossible? If so, why?

And even if you can't build machines with absolute precision, that doesn't mean you can't build them in a way that will prevent them from being actively destructive. If you're worried that machines you build may become destructive because of construction errors, add a test stage to the construction process, and/or self-test components that will cause the machine to shut down harmlessly when an error is detected.
Noticing random corruption isn't very hard, from a computer science perspective. There are plenty of cheap and effective hash functions available. By adding a bit of redundant data, you can drive the probability of a random corruption being unnotived down to infinitesimal levels.

Unknown, you're making the assumption that the entity or entities in question will continue to replicate in a fundamentally similar manner to biological organisms, and I think that's a flawed assumption. My person bias is toward believing that an AI would not so much replicate, as envelope. Even if I am wrong, Eliezer's previous points about our concept of intelligence being a very small portion of the space of possible intelligences holds here.

Sebastian, rather than argue with that, I can point out that even if the variation can be stopped in principle, at least to such a degree that there will be no significant variation within the lifetime of the universe, there is no reason to think that the variation will actually be stopped, unless the human race goes extinct first. For the presently existing variation in the human race ensures the existence of deliberate efforts to produce more variation, and so the amount of variation can be expected to increase, not decrease or vanish.

LG, I am making no assumptions whatsoever about the manner of replication. Your account would make no difference.

I agree entirely that the space of possible intelligences is much wider than the intelligence that we are accustomed to. This simply allows for more variation, and so more likelihood for evolving to extinction, or again for evolving into conscious fitness maximizers.

"Evolved to Extinction" because female mice become rarer and rarer? "Female mice become rarer and rarer" is another way of saying at least 50% of all the genes in all the female individuals will make it to the next generation. Which is pretty damn good odds. Consider all the mutations in all those male individuals that will never get a chance to make it to the next generation, because the male individuals will never even get a chance to get close to a female, much less mate with one.

But the male chromosome isn't competing against the female chromosome.  The mutant male chromosome is competing against the unmutant male chromosome.  The mutant male chromosome is fitter, rises to fixation at its allele location, and in one more generation the species as a whole goes extinct.

Even if we decide that "evolving to extinction" should not refer to any case where environmental conditions change - and I think it's fair when the environmental conditions change as a direct result of the evolution itself, rather than exogenously - it is still possible for a species to evolve to extinction directly.

Unknown, it's physically possible to have a population with internal variation and replication while ensuring that it doesn't fall into certain destructive patterns with specialized controls.
This is probably not a particularly good example since afaik multicellular organisms don't normally have much variation in their genetic code, but one of the methods for "outlawing evolution" (as mentioned by Eliezer) in multicellular organisms is Macrophages attacking tumor cells. It's not perfect, of course; individuals still die from cancer. But that mechanism is something produced by natural selection; an intelligent designer could do much better.
You haven't yet convincingly argued that variation and replication necessarily lead to destructive runaway effects; you might need controls (which natrual selection may never come up with) to prevent it, but that doesn't make it impossible.

"Leaving aside crazy countries that use artificial gender selection technologies."

What happens when we can select the baby's gender (and a whole bunch of other stuff) before birth, using genetic engineering? By transhumanist standards, this is a very conservative prediction; I don't think it's "crazy" to develop or use such technology.

"Humanity is facing multiple species-level extinction threats right now, and I gotta tell ya, there ain't a lot of people steppin' forward."

In comparison to other groups with similar membership levels, we're doing very well. The National Space Society has more than twenty thousand paying members. They have an annual budget of ~$1000K. How much has SIAI raised so far this year, off a donor base of a few hundred people? $500K? $600K?

"We don't have a way to precisely copy macroscopic objects yet, but that might change with further technological development. Do you think that Molecular Nanotechnology is fundamentally impossible? If so, why?"

This is a giant cheesecake fallacy. We could, in the future, create a society of beings which are identical down to the last bit. I, and I suspect most other people, would find such a society highly undesirable.

But the male chromosome isn't competing against the female chromosome. The mutant male chromosome is competing against the unmutant male chromosome. The mutant male chromosome is fitter, rises to fixation at its allele location, and in one more generation the species as a whole goes extinct.

I would still be loath to call it "evolved to death".  Where is the "evolution"?  You are describing an event that would wipe out a species in an instant (considering it on the time scales that evolution acts on).  Species die out instantaneously (on an evolutionary time scales) for many reasons.

How else can I respond to an event that takes "one more generation" to kill the whole species?  Nothing "evolved"; the species died because the evolved machinery of genes didn't preclude such a mutation from killing a species in a handful of generations.  Too bad, so sad.  If there was an "evolution fairy", she would have designed a better machinery of genes.  But if it is essential for the preferred use of the phrase "evolved to death" to describe events that take place instantaneously on an evolutionary time scale, I have to describe that phrase as misleading.

it is still possible for a species to evolve to extinction directly.

Favor me with another example.  I found the other examples lacking.

From the fog of my misunderstanding, I am surprised you would use the phrase "evolved to death" without it immediately being followed by qualifications and clarifications.  I look forward to you removing this fog away from my person.

"Humanity is facing multiple species-level extinction threats right now,"
Hasn't that been true for the entire history of humanity (asteroids, supervolcanoes, someone inventing agriculture and setting us on the path to creating destructive AI)?

That's a very conservative prediction indeed: parents already use sperm sorting to select the sex of their children before conception.

This is a giant cheesecake fallacy. We could, in the future, create a society of beings which are identical down to the last bit. I, and I suspect most other people, would find such a society highly undesirable.

I reject the claim of committing a GCF. My statement was a reply to Unknown's claim that "no two physical things will ever be exactly alike.", which appeared in an argument that was specifically not restricted to humans, biological beings or intelligent entities. For this reply I was thinking more along the lines of "MNT assembler" than ">= human-level intelligence". If you build a technological infrastructure using small self-replicating machines, you probably don't want them to acquire random mutations without shutting down.

The countries I meant to designate as "crazy" are the ones using selection technologies to produce all boys.  1.36 boys per girl in some regions.

"if mice were to evolve the ability to fly and migrate for the winter, they would probably form a single reproductive population, and would evolve to extinction as the segregation-distorter evolved to fixation."

Doesn't this count as a case of group level selection?  If you are correct in this supposition the populations where this allele becomes established are quickly wiped out.  Presumably, since mice are ubiquitous, such populations are generally re-seeded by mice from other populations after an evolutionarily short time.  Even if mis-segregation allele occurs fairly frequently and benefits from a fitness advantage any randomly chosen mouse in the world will not usually possess it.  I'm sure that there are ways to define "group selection" so that this doesn't count, but I'd like to know what definition is being proposed before hand.  Certainly this is a case of an equilibrium where a selectively favored allele generally doesn't exist because the populations in which it does exist die out.  How does this differ from the case of viruses?

Some viruses are so extraordinarily lethal that they've never managed to spread throughout the human population - see ebola, which I believe has approximately a 90% lethality, and even the survivors are severely brain-damaged - because they harm their victims so rapidly that they don't have a chance to spread.

Our modern transportation systems have effectively eliminated most of the barriers between human populations.  All of our eggs are in one basket.  If a highly lethal virus that will spread throughout an entire population and kill it arises, that basket will be dropped.

'I would still be loath to call it "evolved to death". Where is the "evolution"?'

It happens because of a change in gene frequencies. That's what evolution is defined as -- changes in gene frequency. The mutant allele spreads and takes over. The population dies, but that doesn't keep the mutant allele from taking over among survivors while there are survivors.

Someone said the mutant allele isn't competing with X chromosomes. It's competing with both X and Y alleles. The mice start out with on average 3 X alleles per Y allele. At the end it's 1 X allele per mutant Y allele.

'Too bad, so sad. If there was an "evolution fairy", she would have designed a better machinery of genes.'

There may be a better machinery sometimes. The examples we have of segregation distorters may be examples where the better mechanism has broken down.

In the absence of better mechanisms, this sort of thing can happen. It's possible to get mutations which are selected and which spread even though in the long run they are bad for the population as a whole.

Analogously it's possible to make a lot of money in a free enterprise system while benefitting nobody but yourself, barring mechanisms to prevent that -- the "invisible hand" doesn't necessarily work to do what Adam Smith said it can do.

"Doesn't this count as a case of group level selection?"

Yes, when it works. Divide the population into smaller groups with strictly limited breeding between groups, and that's one way that segregation distorters can be limited.

Better mechanisms might arise too, but until they do this is what you've got. There might be some other advantages to a population divided into small groups with limited interbreeding, too.

And once you have a population divided that way, it leaves the possibility for other group selection. However, rats are mammals, and mammals are a small minority group that are unimportant in the bigger scheme of things. How often are species divided up like that?

'Our modern transportation systems have effectively eliminated most of the barriers between human populations. All of our eggs are in one basket. If a highly lethal virus that will spread throughout an entire population and kill it arises, that basket will be dropped.'

This is a strong argument to change that situation. We have a communications system that lets us transmit data widely without needing personal contact. We could do some sorts of trade without a whole lot of risk, and minimise both the risk and the amount of trade for the rest.

It would be hard to do that effectively without a consensus among most of the world population, since people are so good at sneaking. So ideally over the next generation or so we'll develop a convincing case for dividing the world up into small breeding groups with strictly limited contact among groups, assuming the case actually is convincing.

At the moment the idea seems almost fantastical, as if we'd never put up with something like that. So we have a long way to go.

I bet the most widely used "selection technology" for producing boys rather than girls is infanticide, probably followed at a distance by (ultrasound scans followed by) abortion. I'm disinclined to call those "selection technologies" myself, but I suppose terminology varies.

The issue is replication with variation and the necessary historical consequences of this.

Evolution requires more than replication with variation. It needs differential replication with variation.

There is therefore no way to avoid the consequences of evolution: they are not biological consequences, but consequences of the laws of physics and logic. There is no way around them.

I can think of a couple of potential ways to avoid the consequences of evolution, by attacking the "differential" part.

Some other method for achieving absolute security and property rights. For example a completely impenetrable shield. Or having automatic fail-proof self-destruct mechanisms built into everything to make it pointless for anyone to try to appropriate other people's property.

Please don't use this non-word. It isn't correct, either in English or Latin, and just marks users of it as stupid and uneducated (which you are not).

 Imagine a "Frodo gene" that sacrifices its vehicle to save its entire species from an extinction event.  What happens to the allele frequency as a result?  It goes down.  Kthxbye.

 But if 1 sacrifice ensures the survival of the offspring, then the genes that made the creature commit suicide would have still "won".

Suicide is not even required, just extreme dedication - putting your life on the line.
Think motherhood - a mother bear will willingly fight to the death with a bear far bigger than her in order to protect her cubs.
Sometimes this leads to her getting killed, but more than often it leads to the survival of the cubs.

Another good example of this type of behaviour is the pecking order; certain individuals submit to the "authority" of others, giving up food, mating rights and fill their body with stress hormones that weaken the immune system.

Shouldn't have pecking orders evolved out of the species and leave us with macho males that never submit?

You seem to imply there's a contradiction between "the good of the species" and "the selfishness of the gene", but it seems you're not paying attention to the subtle ways in which selection works.

But if 1 sacrifice ensures the survival of the offspring, then the genes that made the creature commit suicide would have still "won".

How so? They'd disappear. Unless the individual had already reproduced, as in your mother bear example - that's the difference. If Frodo did it to save his children, it might stay steady.

I think the important thing is that the critter with the frodo gene is not disproportionately saving other critters with the same gene relative to ones without it.

Excellent post.  Can you recommend more in-depth references?

Depending on what you're looking for, either pick up a random textbook on evolutionary biology with math, or George Williams's Adaptation and Natural Selection.

For example, there is a segregation-distorter on the male sex chromosome of some mice which causes only male children to be born, all carrying the segregation-distorter.

And how does this relate to the jibber-jabber that is Darwin's _On_the_Origin_ofSpecies? I can't find the word "gene" in the index.

The concept of evolution has, uhh, evolved after Darwin first came up with it. You can't find the content of the latest peer-reviewed articles in evolutionary biology journals in Origin of Species, either.

Humanity is facing multiple species-level extinction threats right now, and I gotta tell ya, there ain't a lot of people steppin' forward.

While I am hesitant to be part of the problem by sounding like an apologist or offering rationalizations, I have personal reasons for hope.  Fittingly, one of the reasons for hope is that the process of evolution/emergence seems to introduce and sustain latent heterogeneity -- in the gene pool, in the idea pool, etc.  This heterogeneity acts as a hedge, making the evolving population of agents more robust as a system.  Burton Vorhees defines this as "virtual stability" and his recent work models it generally.  So, even while there is reason for hope, this should not stop us from taking the threats you allude to seriously and actively seeking to eliminate those threats.  Such vigilance is the diversity/hedge in the memeosphere against extinction due to complacency.

What is missing from this discussion is the complementary dynamic to natural selection, often called emergence, which is responsible for creating new, higher levels of system organization.  As Stuart Kauffman argues, one of the ways emergence happens is through a generalized process of autocatalysis.  But it also comes about through other means, namely cooperation of agents at lower levels.

When a new level emerges, given that it has yielded a population of higher-level agents (as opposed to just one or a few), and given that the population has the feature of agent replication with differential fitness, then natural selection (NS) occurs at the higher level.  But NS does not stop at the lower level(s), it continues, as you point out for example in the case of populations of cells in the body of multicellular organisms (which can lead to cancer), populations of alleles (which include transposons), and so on.

NS occurs at all levels simultaneously as long as the preconditions of the dynamic are met.  However, it is the case that stability of the higher level partially depends on the constraining NS at constituent lower levels.  As you point out, multicellular organisms can only exist because they've evolved powerful internal mechanisms to  outlaw evolution.  If the cells start evolving, they rapidly evolve to extinction: the organism dies.  Similarly, in the population of ideas/memes, the higher level of culture and ideology constrains which memes survive and thrive.

While nothing says that higher levels always emerge and that lower levels can't become unstable and devolve, but the tendency is for new levels to emerge and over time and constrain activity that would be destructive to the higher level agents.  The process is inherently non-linear and volatile, and yes we may destroy ourselves before higher levels constrain us from doing so, but to me the trajectory looks promising.  As Steven Pinker points out, violence has been in decline since recorded history, contrary to popular belief.

If we do survive the existential threats, what worries me more (as a lower-level agent) is the effect of higher level constraints on the human spirit and individual fulfillment.  What's good for the organization isn't necessarily good for the individuals within the organization.  We see examples of this everywhere, from small, loose communities to multinational corporations, governments, religions and ideologies.  And as higher-level structures become more complex and "real", it will be harder for us as individuals to assert our rights to liberty and the pursuit of happiness.

For the record: I did some Googling, and I found out that the "t-complex" segregation distorter in mice causes various fitness penalties (such as impaired male fertility) in addition to manipulating the sex ratio. Males without the gene actually are more likely to successfully reproduce than males without the gene, so it never reaches an equilibrium of 100%.

Re: the battle between two alternative alleles at the same location is a zero-sum game

Yes, but there's also duplication and transposition to consider, so - in general - genetic patterns do not face simple zero-sum games - even with what seem-like their alleles.

Evolving to extinction nearly happened to Homo sapiens. This huge peacock's tail of a brain - which we grew just to do chimpanzee tribal politics better - really, that was the entire reason - causes a massive metabolic drain and makes our reproduction horribly difficult, frequently killing the mother and leaving infants helpless for years and with a horrible early mortality rate.

If the bottleneck 50,000 years ago had killed all of us instead of leaving a couple of thousand, we'd be a perfect example for the next intelligent species to use.

We're just lucky that evolution came up with general intelligence as a solution to convincing that other chimp to give you the fruit, and that general intelligence turned out to be quite useful for some other things.

In this spirit, I frequently remind myself, when the difficulties of dealing with other apes are getting to be too much to tolerate, that it's a problem so hard that we evolved brains capable of maintaining a global technological civilization and figuring out quantum mechanics as a side effect of trying to solve it, and I should maybe cut myself some slack.

Hard to say if politics was the entire reason...  We are also endurance hunters and trap layers and both of those require being able to predict what your intended prey will do many steps in advance...

And really, evolution didn't come up with a general intelligence to solve ape politics.  Pay attention when you're thinking about things.  How often do you reflexively think of inanimate objects as "wanting" or "happy"?  You're probably modeling plants and animals and machines and complex physics as though it were another ape.  Ape behaviour is so complex that other, complex systems can fit right into that rules processing engine, but that engine leaves its fingerprints all over the results...

Which is the entire reason this website exists.  If we truly had a general-purpose intelligence most of the glitches in our thinking that we have to learn to be careful of wouldn't be there to start with.

You can't even praise evolution for the solicitous concern it shows for genes; the battle between two alternative alleles at the same location is a zero-sum game for frequency.

It seems like an artificially negative way of looking at it.  Alleles are in competition with every other species.  It seems rather biased to only pick out the other alleles at the same loci to compare with, and then to compare frequencies rather than absoulte allele numbers (which is not a zero-sum game).

Basically, this post is a rant against evoultion.  Yet, evolution made you and me, and all living things on the planet.  I think you should give credit where credit is due.

Suppose that in some sexually reproducing species, a perfect DNA-copying mechanism is invented. [...]  The perfect DNA-copying mechanism rises in frequency to fixation.  Ten thousand years later there's an ice age and the species goes out of business.  It evolved to extinction.

This bit is surely not technically very likely.  We have a range of species with different error-correction rates.  It is pretty clear that the rate is largely under adaptive control - and that better and worse error correction mechanisms arise all the time.

High quality error correction has drawbacks - partly because mutation rate control requires energy and resources - and so it is not usually selectively favoured beyond a certain point.

Shit, man. I got no skin in the game as far as being a "real scientist" goes, or even studying evolution or biology and gene editing in a traditional sense, unless you count the unquantifiable amount of nights I suddenly look up at the clock and go

"god damn it. it's 430am, and I have work tomorrow. at 7am. WHY the entire and actual fuck did I just spend the last 6 hours reading about CRISPR, evolution, and advanced nuclear theory?"

that said, I got here because it's taken me this long, from when I first started looking this shit up when I was about 22 or 23, until now at age 35, to think:

"hmmm. I wonder if there's a confirmed case of a species evolving to be so efficient in it's environment, that the need to be good at sometime, or strong, or fast, or whatever, that it allows for mass complacency, which, over time, resulted in total extinction."

this was the first Google result from putting in "has a species ever evolved to extinction scientifically confirmed". and I'm not disappointed. it's so fucking refreshing to read something like this instead of what I see on my Twitter feed. god damn I miss smart people.

thanks for keeping this up on the web and paying for it's hosting for, judging by the comments, over 15 years. we need more of this.

It's speculated that real-world group selection may have played a role in keeping the frequency of this gene as low as it seems to be

Super Important - it seems like we need silos, subgroups for evolution to work best. Since multi-level selection seems to be the way of the world, we need to give it all the levels it need to act on to make sure it acts most effectively.  This could be a useful argument in a company for keeping teams relatively small, but then having the team leaders communicate and coordinate. 



The Tragedy of Group Selectionism

Before 1966, it was not unusual to see serious biologists advocating evolutionary hypotheses that we would now regard as magical thinking.  These muddled notions played an important historical role in the development of later evolutionary theory, error calling forth correction; like the folly of English kings provoking into existence the Magna Carta and constitutional democracy.

As an example of romance, Vero Wynne-Edwards, Warder Allee, and J. L. Brereton, among others, believed that predators would voluntarily restrain their breeding to avoid overpopulating their habitat and exhausting the prey population.

But evolution does not open the floodgates to arbitrary purposes.  You cannot explain a rattlesnake's rattle by saying that it exists to benefit other animals who would otherwise be bitten.  No outside Evolution Fairy decides when a gene ought to be promoted; the gene's effect must somehow directly cause the gene to be more prevalent in the next generation.  It's clear why our human sense of aesthetics, witnessing a population crash of foxes who've eaten all the rabbits, cries "Something should've been done!"  But how would a gene complex for restraining reproduction—of all things!—cause itself to become more frequent in the next generation?

A human being designing a neat little toy ecology—for entertainment purposes, like a model railroad—might be annoyed if their painstakingly constructed fox and rabbit populations self-destructed by the foxes eating all the rabbits and then dying of starvation themselves.  So the human would tinker with the toy ecology—a fox-breeding-restrainer is the obvious solution that leaps to our human minds—until the ecology looked nice and neat.  Nature has no human, of course, but that needn't stop us—now that we know what we want on aesthetic grounds, we just have to come up with a plausible argument that persuades Nature to want the same thing on evolutionary grounds.

Obviously, selection on the level of the individual won't produce individual restraint in breeding.  Individuals who reproduce unrestrainedly will, naturally, produce more offspring than individuals who restrain themselves.

(Addendum:  Individual selection will not produce individual sacrifice of breeding opportunities.  Individual selection can certainly produce individuals who, after acquiring all available resources, use those resources to produce 4 big eggs instead of 8 small eggs—not to conserve social resources, but because that is the individual sweet spot for number of eggs * egg survival probability.  This does not get rid of the commons problem.)

But suppose that the species population was broken up into subpopulations, which were mostly isolated, and only occasionally interbred.  Then, surely, subpopulations that restrained their breeding would be less likely to go extinct, and would send out more messengers, and create new colonies to reinhabit the territories of crashed populations.

The problem with this scenario wasn't that it was mathematically impossible.  The problem was that it was possible but very difficult.

The fundamental problem is that it's not only restrained breeders who reap the benefits of restrained breeding.  If some foxes refrain from spawning cubs who eat rabbits, then the uneaten rabbits don't go to only cubs who carry the restrained-breeding adaptation.  The unrestrained foxes, and their many more cubs, will happily eat any rabbits left unhunted.  The only way the restraining gene can survive against this pressure, is if the benefits of restraint preferentially go to restrainers.

Specifically, the requirement is C/B < FST where C is the cost of altruism to the donor, B is the benefit of altruism to the recipient, and FST is the spatial structure of the population: the average relatedness between a randomly selected organism and its randomly selected neighbor, where a "neighbor" is any other fox who benefits from an altruistic fox's restraint.  (I believe this is a derivation with different symbols, best one I could find online.)

So is the cost of restrained breeding sufficiently small, and the empirical benefit of less famine sufficiently large, compared to the empirical spatial structure of fox populations and rabbit populations, that the group selection argument can work?

The math suggests this is pretty unlikely.  In this simulation, for example, the cost to altruists is 3% of fitness, pure altruist groups have a fitness twice as great as pure selfish groups, the subpopulation size is 25, and 20% of all deaths are replaced with messengers from another group: the result is polymorphic for selfishness and altruism.  If the subpopulation size is doubled to 50, selfishness is fixed; if the cost to altruists is increased to 6%, selfishness is fixed; if the altruistic benefit is decreased by half, selfishness is fixed or in large majority.  Neighborhood-groups must be very small, with only around 5 members, for group selection to operate when the cost of altruism exceeds 10%.  This doesn't seem plausibly true of foxes restraining their breeding.

You can guess by now, I think, that the group selectionists ultimately lost the scientific argument.  The kicker was not the mathematical argument, but empirical observation: foxes didn't restrain their breeding (I forget the exact species of dispute; it wasn't foxes and rabbits), and indeed, predator-prey systems crash all the time.  Group selectionism would later revive, somewhat, in drastically different form—mathematically speaking, there is neighborhood structure, which implies nonzero group selection pressure not necessarily capable of overcoming countervailing individual selection pressure, and if you don't take it into account your math will be wrong, full stop.  And evolved enforcement mechanisms (not originally postulated) change the game entirely.  So why is this now-historical scientific dispute worthy material for Overcoming Bias?

A decade after the controversy, a biologist had a fascinating idea.  The mathematical conditions for group selection overcoming individual selection were too extreme to be found in Nature.  Why not create them artificially, in the laboratory?  Michael J. Wade proceeded to do just that, repeatedly selecting populations of insects for low numbers of adults per subpopulation.  And what was the result?  Did the insects restrain their breeding and live in quiet peace with enough food for all?

No; the adults adapted to cannibalize eggs and larvae, especially female larvae.

Of course selecting for small subpopulation sizes would not select for individuals who restrained their own breeding; it would select for individuals who ate other individuals' children.  Especially the girls.

Once you have that experimental result in hand—and it's massively obvious in retrospect—then it suddenly becomes clear how the original group selectionists allowed romanticism, a human sense of aesthetics, to cloud their predictions of Nature.

This is an archetypal example of a missed Third Alternative, resulting from a rationalization of a predetermined bottom line which produced a fake justification and then motivatedly stopped.  The group selectionists didn't start with clear, fresh minds, happen upon the idea of group selection, and neutrally extrapolate forward the probable outcome.  They started out with the beautiful idea of fox populations voluntarily restraining their reproduction to what the rabbit population would bear, Nature in perfect harmony; then they searched for a reason why this would happen, and came up with the idea of group selection; then, since they knew what they wanted the outcome of group selection to be, they didn't look for any less beautiful and aesthetic adaptations that group selection would be more likely to promote instead.  If they'd really been trying to calmly and neutrally predict the result of selecting for small subpopulation sizes resistant to famine, they would have thought of cannibalizing other organisms' children or some similarly "ugly" outcome—long before they imagined anything so evolutionarily outré as individual restraint in breeding!

This also illustrates the point I was trying to make in Einstein's Arrogance:  With large answer spaces, nearly all of the real work goes into promoting one possible answer to the point of being singled out for attention.  If a hypothesis is improperly promoted to your attention—your sense of aesthetics suggests a beautiful way for Nature to be, and yet natural selection doesn't involve an Evolution Fairy who shares your appreciation—then this alone may seal your doom, unless you can manage to clear your mind entirely and start over.

In principle, the world's stupidest person may say the Sun is shining, but that doesn't make it dark out.  Even if an answer is suggested by a lunatic on LSD, you should be able to neutrally calculate the evidence for and against, and if necessary, un-believe.

In practice, the group selectionists were doomed because their bottom line was originally suggested by their sense of aesthetics, and Nature's bottom line was produced by natural selection.  These two processes had no principled reason for their outputs to correlate, and indeed they didn't.  All the furious argument afterward didn't change that.

If you start with your own desires for what Nature should do, consider Nature's own observed reasons for doing things, and then rationalize an extremely persuasive argument for why Nature should produce your preferred outcome for Nature's own reasons, then Nature, alas, still won't listen.  The universe has no mind and is not subject to clever political persuasion.  You can argue all day why gravity should really make water flow uphill, and the water just ends up in the same place regardless.  It's like the universe plain isn't listening.  J. R. Molloy said:  "Nature is the ultimate bigot, because it is obstinately and intolerantly devoted to its own prejudices and absolutely refuses to yield to the most persuasive rationalizations of humans."

I often recommend evolutionary biology to friends just because the modern field tries to train its students against rationalization, error calling forth correction.  Physicists and electrical engineers don't have to be carefully trained to avoid anthropomorphizing electrons, because electrons don't exhibit mindish behaviors.  Natural selection creates purposefulnesses which are alien to humans, and students of evolutionary theory are warned accordingly.  It's good training for any thinker, but it is especially important if you want to think clearly about other weird mindish processes that do not work like you do.

If you don't mind me asking, roughly how long did it take to write, how long do you think it would have taken a year ago, and (assuming reading is already fast) what do you think are the most important factors that make writing speed go voom with frequent practice?

Am I right in thinking that you've now brought the OB audience to where you need them in order to start trying to talk about AI (or "optimizing processes" or whatever terminology is sufficiently abstract to prevent linguistically inferred misunderstanding)?

Well, actually, it seems to be a case where a simple "ceteris paribus" would have taken care of that. If someone writes something that is easily fixed with a "ceteris paribus" or by some other simple means, I try to avoid saying "wrong".

My priors are not what they were a week ago.  Thank you for the fascinating posts.

But the error isn't fixable simply by the addition of "all else being equal", because the important concepts that need to be addressed include the reality that some things are grossly unlikely to ever be equal.

There's a reason humans usually have only one child gestating at a time, even though it would be a simple matter biologically to have multiple fertilizations.

There's another reason the mouse gene that causes 90% of mouse sperm to carry a copy of itself in the heterozygous state and certain fetal/infant death in the homozygous doesn't cause ... (read more)

Caledonian, delaying reproduction in order to maximize an individual organism's lifetime output is not the same as foregoing reproduction to benefit the chances of other organisms.  The latter behavior is altruistic, the former behavior is not.  Williams discusses this while showing that observed cases of apparent reproductive restraint match very finely the requirements of individual optimization.

Now I've said before that I can't include all the fillips and caveats in a series of blog posts.  If you want to add a fillip in a comment, that's fine, but please don't assume that I'm ignorant.

I suggest reading the special issue of the Journal of Economic Behavior and Organization, January 2004, where the matter of multi-level evolution is dealt with at length, with some of the commentators evolutionary geneticists, mathematical ones at that, and at the highest level.  The conditions for higher level selection are laid out there.  Wynne-Edwards did not know these and was accurately put down by Williams in 1966.  They are the Crow-Hamilton-Price equations.  I suggest you read it, Eliezer, and, yes, I am the editor of the journal, the leading one in the world on evolutionary economics.

I thought I made it clear that I knew about the modern revival in multilevel selection.  Was this not clear enough?

Group selectionism would later revive, somewhat, in drastically different form - mathematically speaking, there is neighborhood structure, which implies nonzero group selection pressure not necessarily capable of overcoming countervailing individual selection pressure, and if you don't take it into account your math will be wrong, full stop.  And evolved enforcement mechanisms (not originally postulated) change the game entirely.

Barkley: got any explanations for why the supportable information in a genome should go as the inverse square of the mutation rate?

"Rationalisation of a predetermined bottom-line" is not always be a bad thing. It is common enough in Mathematics that you intuitively feel a result is right, and you work backwards from the result to see how you can prove it. The real mistake is if you do not take care in working it out backwards, and make wrong inferential steps in the chain. You may (legitimately) point out failures of this strategy, but there are also successes that you need to acknowledge.

Eliezer:  It's still not at all unusual to see serious biologists advocating magical thinking.  Evolutionary theory as conveyed in the undergraduate biology curriculum is extremely elementary, and it's easy to graduate without even mastering what is covered, not to mention without making single step inferences from it.  Most biologists know no more about modern evolutionary than that plus the results of reading and for the most part believing either Gould or Dawkins.  You can't assume that scientists are familiar with the sub-fields of their discipline, no... (read more)

Venu: You definitely can do that in Mathematics, but that's because reasoning about Mathematics has some special properties that most reasoning about the real world does not.

Maybe I will get back to you on that point, and maybe I will not.  I am about to leave town, and I spend 30 hours a week editing a journal, along with being a full professor of economics.  This is why I turned down Robin's invitation to become a co-blogger here.  Too damned busy.  This is not meant to be a copout or an escape.  I already spent a couple of hours I did not have last night digging through Gould again on your other posting.

I will note that the special issue I edited includes a wide variety of views and that there remain sharply contras... (read more)

No group selection? I believe the math in Eliezer's post is wrong. Here is how a hypothetical fox/rabbit population could evolve restrained breeding through group selection.

Picture a geographically isolated fox/rabbit population. At some level, this is guaranteed, simply because there's not an infinite amount of land on this planet to inhabit. Even if the entire planet was one continent with just rabbits and foxes, then that's the isolation geography. So at some point there won't be other foxes getting to eat the un-eated rabbits from the restrained fox po... (read more)

Something like this occurs with kangaroos, and some other species, which keep foetuses on the ready waiting for good times. They even re-absorb them when times are bad enough. But they breed very rapidly in good times and plagues regularly occur. 

What seems to have evolved is an adaptive reproduction strategy, not group selected forbearance.

Wiseman, you are not describing group selection. You are still describing individual selection, because the causally effective advantage is to the individual. The benefit to the group is a side-effect. Here is your description of the advantage, which you call the key: "because it will spend less energy developing fox fetuses that won't survive anyway." That is an advantage to the individual foxes.

I also have doubts about the specifics of your scenario, but I won't get into that.

Constant, It's group selection because the individual is essentially making a sacrifice to reproduce less, to benefit the group. It happens blindly, through normal evolution of selecting the individual, but how else do you expect it to happen?

Would "innovation" in genetic error correction, or changes to the proteins responsible for allowing greater or fewer mutations in DNA...

...would such "meta-changes" (changes to the mechanisms of DNA replication) be the basis for group selection?

If different groups had slightly different rules for their DNA replication, intuitively I could see that their competition would be best understood as group selection.

Consider two groups, both formed by mating of a single mother pregnant with a son, leading to two groups with slightly di... (read more)

Constant, It's group selection because the individual is essentially making a sacrifice to reproduce less, to benefit the group. It happens blindly, through normal evolution of selecting the individual, but how else do you expect it to happen?

As I pointed out, the benefit to the group is a side-effect. In your scenario the fox survives because of a direct benefit to the fox. As for "how else" "I" expect it to happen, it's not about what I expect (since I am not advocating group selection), it's about what group selection is. As Wikipedi... (read more)

Wiseman, you need to put your scenario into mathematical terms, or write a simulation, or something. It's too easy to imagine some foxes and rabbits breeding and scurrying about, and convince yourself that something is possible.
In any case the situation you described is not "group selection", but good old-fashioned gene-level selection. In this case it's selection for genes that lead to an optimal breeding rate.

(Oops, I didn't refresh for a while and I see you beat me to the critique, Constant.)

Believe me, I fully see the obvious, but false, contradiction that you point out. Please understand I considered that when I first wrote my example.

It is ONLY a benefit to the individual because it's also a benefit to the group. Under ANY OTHER circumstances, a fox would do better for itself, and only itself, to reproduce more. But because the other foxes, the group, are around, the individual fox has to evolve for selection pressure not just from the non-fox enviroment, but the fox-group enviroment.

The benefit to the group is not a side effect, i... (read more)

Wiseman, I still disagree but am not going to pursue it.

This may be a stupid question but... what about kin selection? How did that develop? Wouldn't something like group selection have had to have happened at some point for kin selection to end up showing up in the first place?

ie, imagine a couple families/clans/whatever of some species. one happens to have a member that has "magic gene(s) of kin selection juju", and the other... doesn't.

Let's say eventually in the former, sometimes members having that gene get to breed just often enough so that the gene/complex/whatever starts spreading around throu... (read more)

Wiseman, you haven't shown that it really is beneficial to reproduce less in the scenario that you are describing. Yes, a smaller group will consume less food - but if there are six foxes, then the probability than at least one of them will survive can very well be higher than if there is only one. The group that reproduces less will still be outbred by the one that reproduces more, so the faster-breeding one could on average have more surviving members.

This might not be the case in situations where food is extremly scarce, but it should be so in situation... (read more)

Kaj, fast breeding does not just incur a cost on the cubs, but on the mothers developing the cub fetuses. No matter the dearth of rabbits/food, as long as it's less than the amount needed to sustain the current fox population, the less energy and time spent by a fox mother developing unnecessary fetuses, the less likely she will die before child birth. You can't just calculate the raw probability of cubs surviving by saying "Each cub has X% chance of surviving, therefore the more cubs, the greater total chance that some will survive". A cub is ta... (read more)

Psy-Kosh, kin selection means that you help those who are closely related to you, which helps spread your genes since those who are related to you are more likely to carry your genes. It's beneficial to breed, since (in sexual reproduction) your children share 50% of your genes. It's likewise beneficial to help your siblings, since they, too, share 50% of your genes. Hamilton's rule states that an allele for altruistic behavior will spread if the behavior it causes obeys the equation Br > C, where r is the relatedness between the actor and recipient, B ... (read more)

Kaj: Ah, thanks. Then I guess I was a bit unclear as to what counted as group selection. ie, I thought a family would count as a "group" for these purposes.

I'll try to quickly program a rough model for it to see what sort of numbers it produces (though I'm no evolutionary biologist).

Never mind. I tried it, but realized that I had to resort too much to guesswork for it to be of any use. (Plus it's getting too late for me to really think about the model.)

Ok Kaj, I agree fast-breeders will at some points overwhelm slow/restrained breeders, at times where food is plentiful and greater than the amount needed to sustain the current fox population. But as long as that breeding goes unrestrained, the ecosystem enters a state which there exists less fox food than needed. As soon as that happens, restrained breeders have an inherint advantage because they waste less energy developing innevitably unviable fetuses. The important thing about this rule is it applies to any situation where they is less food than needed... (read more)

Wiseman, you are not giving an example of group selection. You are imagining one single group (or two if we split the rabbits and foxes apart) over a long period of time. With group selection there are multiple groups, some of which die out on their own or get squashed/absorbed by other groups or the groups increase in size and split apart at different rates. For the rabbits/foxes example we could imagine multiple populations all separated and say that in all instances where breeding was not restrained, they overpopulated and died out, leaving only the ones that did restrain. However, all those populations would be vulnerable to the overbreeding mutation suddenly appearing, so it would not be a good explanation.

TGGP, your description of what group selection is is not in contradiction with mine. I merely described one isolated group, but the concept can apply to more than one of course. Imagine two groups of foxes and rabbits, one in which restraint is developed and selected for because of the greater health of their youth in times of famine, and one in which restraint is not in any gene, in which case the health of that population is generally lower than the restrained group, but still alive because it is not competing with any internal restrained-breeding indivi... (read more)

Barkley:  The mathematical population geneticists were defending multi-level evolution, at least in principle under the right conditions.

How on earth could a mathematical population geneticist do anything else?  In principle under the right conditions, you can create group selection in a laboratory and observe the results.  Price's Equation in its various forms is a logical tautology.  The question is whether the tautology has nontrivial empirical content: are group selection pressures tiny trivial things easily overwhelmed by individual selection pressure... (read more)

So repeat the logic, only substitute small, interrelated, relatively isolated groups of foxes for the individuals in the previous examples.

Populations can be the unit of selection just as individual organisms can.

Eliezer, I don't need to make assumptions about what you do and do not know when you make statements like "Obviously, selection on the level of the individual won't produce individual ... (read more)

Dude, trying to gain an evolutionary advantage by "restraint in breeding" is like trying to get rich by overpaying your income tax. Hey, every extra dollar you give the IRS is one dollar removed from the national debt, which should improve the economy... and give you as an individual some utterly microscopic imperceptible benefit, w00t!

No, it's more like putting your money into prudent long-term investments instead of buying lottery tickets.  Trying to pump out as many offspring as possible is an extraordinarily bad strategy, which is why so few species ever attempt it.  Even the ones that starve to death while guarding their tens of thousands of fertilized eggs don't try it.

Everything Wiseman is describing is happening at the level of the gene, not the population.

Imagine there is a gene for breeding rate  - different variants of the gene give rise to different breeding rates (1, 2, .... offspring per year, let's say). A fox that has a high-rate allele of the gene will spend more energy on breeding than on caring for existing offspring, while the reverse is true with a fox that has a low-rate allele.

Given the natural fluctuations of food availability over the long term, there is going to be an optimal range of breeding rates. ... (read more)

You can alter the question slightly to permit a very limited form of group selection - you have to have completely isolated genomes, to start with, and a high level of mutative cost between the two groups.  (I/e, mammalian versus octopus eyes - refinement guarantees the two groups can't crossover or mutate to adapt the other's characteristics.)  If selective pressure favours one of the two characteristics, one group will be effectively "selected out."

The genetic variance doesn't even have to be defined - it could just be a selective tendency agai... (read more)

Here are some Gene Expression posts on group selection. It is of course as Eliezer said, an empirical matter, but given the variation within populations compared to that between populations, it doesn't seem especially likely.

Group Selection (oh no not again!)
Defining Group Selection: Price's Equation
Group selection, the paramters
Group Selection can work, just... (this features a model from Henry Harpending that would result in group selection, but the assumptions made may not be probable)

I've heard that E.O. Wilson is trying to wreck the consensus on gr... (read more)

Would the observed instances of Lamarkian inheritance change the debate re: group selection?
http://www.newstarget.com/020068.html

Enforce?  You don't need to enforce something that's build into organism's biology - and in the scenario you describe, their reduced rat... (read more)

I agree that ultimately the empirical issue will be more important than this model versus that model.  I am not going to get into the debate about the specific math of your model as others have already done so.  If you really think you have a strong and new result, submit it to my journal.  The referees will be some of the top mathematical population geneticists in the world.

McCabe was the third coauthor on the piece with Smith and Houser of GMU in the Jan. 2004 JEBO special issue that took the hardest pro-Dawkins line.  So, when he says &... (read more)

Rosser:  I am not going to get into the debate about the specific math of your model as others have already done so.

There's only one equation in this post and it's a standard one.  Were you referring to the Speed Limit post?  I already put all original math in that post into abeyance pending further investigation.

I'm reasonably certain the McCabe I was quoting isn't your McCabe.

I suppose I have a unique professional perspective on how tragic the class of warped thinking revealed in old-style group selectionism is likely to be.  ("You can get all these... (read more)

"Once you are dealing with hominids, which may be the most important example, indeed "enforcement" may well be important. There is a growing lit on how reciprocal altruism ultimately depends on punishment of free riders, that is, enforcement."

That sounds to me like an example of an "Evolution Fairy".

Really?  I'd thought that was generally understood - that was the whole point of Tit for Tat, after all, that it could both reward cooperative behavior and punish defection.  One without the other is useless:  kindness without cruelty is weak, cruelty without kindness self-destructs.

This might be a bit off-topic but I have a post that discusses misunderstanding Darwinism and how irrelevant what pleases us is to the evolutionary process, the distinction between natural and artificial selection and the issue of social interaction. It's mostly about that weird kid who shot up his school in Finland though.

Glad you liked the links Barkley. I wish I could have found the link on Trivers I was half-recalling though. Here is a link on E. O. Wilson and group selection.

Your distinction between altruism and the more general "group-friendly" is useful and relevant.

Regarding artificial selection it is worth remembering that this was one of the major examples that Darwin himself emphasized in Origin of the Species, the efficacy and effect of efforts at artificial breeding and selection by humans of both plants and animals.

In the brief period of time since I last commented two new good posts on group selection, E.O. Wilson and how it does not gel with our aesthetic/moral preferences have appeared.

'Would "innovation" in genetic error correction, or changes to the proteins responsible for allowing greater or fewer mutations in DNA...'

'...would such "meta-changes" (changes to the mechanisms of DNA replication) be the basis for group selection?'

If they can't interbreed, then you get selection like that between two different clones of bacteria. Either the better species survives, or they both survive in their own ecological niches.

If they can interbreed then you might get evolution by group selection but it isn't the way to bet. You'... (read more)

TGGP, Steve Sailer's post seems to me to confuse executing adaptations versus maximizing fitness:  "The good news is that conquering land really doesn't pay these days, so peace has become, from a group-selectionist point of view, more rational than in the past."  So what?  Modern humans will go on executing the conquest adaptation.

I wish I could have found the link on Trivers I was half-recalling though.

Could it be something like this exchange between Trivers and the authors of "Unto Others". Some of the comments from Trivers are priceless.

Caledonian is right, it's not a "fillip" to point out that reproductive restraint can evolve by individual selection in the sense of K-selection, not in the sense of altruism. To be fair, several recent articles in favor of group selection also talk about "reproductive restraint" and mean altruism, but that doesn't IMO excuse it. Any adaptation leading to late reproduction and less offspring in, say, elephants, must have looked like "reproductive restraint" at some point (although not necessarily at the level of numbers of gra... (read more)

Sadly, I do not have a reference currently, or I would have put the scientific name of the gene variant in question.

What I recall - which may or may not be accurate - is that the gene has a minor negative effect on the overall reproduction of heterozygous males, but not enough to matter on the short scale during which it spreads through the population.

Windy, group selection has been hypothesized to be necessary or sufficient in this case almost from the time the gene was first observed.

Presumably other genes could counteract its effects for an alternative method to prevent extinction. Such genes would be weakly selected while the t allele was rare and very strongly selected when it was common. Strong founder effect.

theoretical study:

https://lirias.kuleuven.be/handle/123456789/41135

I too remember a description of a small reduction in survival of heterozygous individuals, which doesn't nearly balance the increase in survival of the gene. And I too don't have a link handy for that. 

T gene is one scientific name of the variant - or rather "t haplotype". Geneticists are not as anal about names as taxonomists...

Wiseman's misunderstanding of group selection demonstrates why this would have been an important distinction to make.

Windy, the point you referred to from Caledonian is not different than my own, so clearly it is you who is misunderstanding something here.

I "get" what group selection is, as you know, at the high level it's not a difficult concept. But my point in an earlier argument is that the idea of group selection can logically only mean one thing, and it is not the idea that somehow the group can flourish while the individuals are slowly dyi... (read more)

Windy, the point you referred to from Caledonian is not different than my own, so clearly it is you who is misunderstanding something here.

Your scenario is plausible, it's just not group selection. It's K selection. Just because "group" is mentioned in the scenario doesn't make it group selection.

Your definition also makes every adaptation that rescues a group from extinction an example of group selection. What's special about reproductive restraint? Antibiotic resistance is group selection, since otherwise that population would go extinct. Indus... (read more)

Oh, and here's some data on fox reproduction. What would you expect X and Y to be before checking the actual data?

-Of the X to X+1 cubs born to an average fox litter, an average of Y to Y+1 survive the first year.

Windy, according to my logic, yes, to a certain degree all adaptations contribute to some sort of group survival, thus negating the importance of drawing the distinction between group and individual/K selection as some sort of fundamental difference in the mechanics of evolution. 

That doesn't mean I'm saying 'group selection' is not a valid area of study, it still needs to be resolved how some adaptations which seem detrimental to the individual end up being good for the individual by proxy of the being good for the group. This is not so much a redefinitio... (read more)

Two questions 

1) Which equation in the D.S. Wilson paper are referring to with your C/B < Fst equation formula relates to the  paper, this look more like Hmailton's equation which Wilson is, indirectly, criticizing and trying to show that this (kin selection) is a sub-set of multi-level selection. Where are the two levels of selection in this equation which is the key basis for modern group selection formulations? 

2) Why not use a criticism of group selection based on claims that are currently being made rather than a discredited scenario (Wy... (read more)

Eliezer's report of Wade's study is not completely accurate. From the link, emphasis mine:

[...] and if you don't take it into account your math will be wrong, full stop.

And... I just now realized that "full stop" is functionally equivalent to "period."

[...] and if you don't take it into account your math will be wrong, period.

"Full stop" says the same thing but avoids the negative reaction that "period" brings. Clever. It was bugging me for the last few times I saw it but I didn't figure out why until this article.

EDIT: Haha, this got downvoted? I guess I didn't see that coming. Ah well. It'll prob... (read more)

This is just a nitpick: according to The Other Wiki democratic constitutions are older than English kings, the most egregious example being The Solonian Constitution after reform by Cleisthenes, which codified Athenian "democracy". Yes, I know, semantics.

Yudkowsky, is this where your Babyeating aliens from Three Worlds Collide come from?

See my post about an experimental validation of group selection among nightshades.

Suppose an organism of an A genotype emits pheromons depressing development of female reproductive organs in receptive organisms of same population (with an aa genotype), and so gains resources for its own reproduction during a given season, and then during the next season it doesn't emit the pheromon (through some environmental regulation/...) and the homozygotes of the population get a chance to reproduce...
Does this count as group selection? It would be still the same species, since the A can receive sperm from any genotype, and use of resources can be... (read more)

Reminds me of one of the early AI research projects using some variety of optimization algorithm to try to "learn" the ability to solve a wide variety of problems in a single program.  Genetic algorithm I think, random mutation and cross-pollination of the programs between the best performers, that kind of thing.

After a while, they noticed that one of the lines that had developed, while not the best at any of the test problems, was second-best at all of them.

Yet when they tried to make it the base of all their next generation...  it didn't work..... (read more)



Fake Optimization Criteria

I've previously dwelt in considerable length upon forms of rationalization whereby our beliefs appear to match the evidence much more strongly than they actually do.  And I'm not overemphasizing the point, either.  If we could beat this fundamental metabias and see what every hypothesis really predicted, we would be able to recover from almost any other error of fact.

The mirror challenge for decision theory is seeing which option a choice criterion really endorses.  If your stated moral principles call for you to provide laptops to everyone, does that really endorse buying a $1 million gem-studded laptop for yourself, or spending the same money on shipping 5000 OLPCs?

We seem to have evolved a knack for arguing that practically any goal implies practically any action.  A phlogiston theorist explaining why magnesium gains weight when burned has nothing on an Inquisitor explaining why God's infinite love for all His children requires burning some of them at the stake.

There's no mystery about this.  Politics was a feature of the ancestral environment.  We are descended from those who argued most persuasively that the good of the tribe meant executing their hated rival Uglak.  (We sure ain't descended from Uglak.) 

And yet... is it possible to prove that if Robert Mugabe cared only for the good of Zimbabwe, he would resign from its presidency?  You can argue that the policy follows from the goal, but haven't we just seen that humans can match up any goal to any policy?  How do you know that you're right and Mugabe is wrong?  (There are a number of reasons this is a good guess, but bear with me here.)

Human motives are manifold and obscure, our decision processes as vastly complicated as our brains.  And the world itself is vastly complicated, on every choice of real-world policy.  Can we even prove that human beings are rationalizing—that we're systematically distorting the link from principles to policy—when we lack a single firm place on which to stand?  When there's no way to find out exactly what even a single optimization criterion implies?  (Actually, you can just observe that people disagree about office politics in ways that strangely correlate to their own interests, while simultaneously denying that any such interests are at work.  But again, bear with me here.)

Where is the standardized, open-source, generally intelligent, consequentialist optimization process into which we can feed a complete morality as an XML file, to find out what that morality really recommends when applied to our world?  Is there even a single real-world case where we can know exactly what a choice criterion recommends?  Where is the pure moral reasoner—of known utility function, purged of all other stray desires that might distort its optimization—whose trustworthy output we can contrast to human rationalizations of the same utility function?

Why, it's our old friend the alien god, of course!  Natural selection is guaranteed free of all mercy, all love, all compassion, all aesthetic sensibilities, all political factionalism, all ideological allegiances, all academic ambitions, all libertarianism, all socialism, all Blue and all Green.  Natural selection doesn't maximize its criterion of inclusive genetic fitness—it's not that smart.  But when you look at the output of natural selection, you are guaranteed to be looking at an output that was optimized only for inclusive genetic fitness, and not the interests of the US agricultural industry.

In the case histories of evolutionary science—in, for example, The Tragedy of Group Selectionism—we can directly compare human rationalizations to the result of pure optimization for a known criterion.  What did Wynne-Edwards think would be the result of group selection for small subpopulation sizes?  Voluntary individual restraint in breeding, and enough food for everyone.  What was the actual laboratory result?  Cannibalism.

Now you might ask:  Are these case histories of evolutionary science really relevant to human morality, which doesn't give two figs for inclusive genetic fitness when it gets in the way of love, compassion, aesthetics, healing, freedom, fairness, et cetera?  Human societies didn't even have a concept of "inclusive genetic fitness" until the 20th century.

But I ask in return:  If we can't see clearly the result of a single monotone optimization criterion—if we can't even train ourselves to hear a single pure note—then how will we listen to an orchestra?  How will we see that "Always be selfish" or "Always obey the government" are poor guiding principles for human beings to adopt—if we think that even optimizing genes for inclusive fitness will yield organisms which sacrifice reproductive opportunities in the name of social resource conservation?

To train ourselves to see clearly, we need simple practice cases.

Evolution does not stop on the genetic level but continues on the <a href="a href="http://www.jame5.com/?p=23">cognitive level allowing for a far higher complexity and speed. As a result group selection becomes intuitively obvious although on the cognitive level members of weaker groups have of cause in principle the chance to change their minds aka evolve their beliefs before physical annihilation.

"If we can't see clearly the result of a single monotone optimization criterion"

We can project where ever increasing fitness leads up to and it is up to us to make sure we will have a place in such a future.

I think the problem with trying to come up with a concrete definition of morality is the only real problems are ones without real solutions. In science we can solve previously unknown problems because we're constantly building on newly discovered knowledge. But with morality the basic situations have existed mostly unchanged for most of our evolution and we don't have any real advantage over previous generations, thus any problem worth solving is there because we can't solve it.

For instance you're never going to get a leader who's complete moral argument for governing is
"I should lead this country because I randomly murder people in horrible ways". Any leader like that will never gain enough supporters to form a government, sure there are leaders who essentially lead in that fashion but they always have some idealist justification for why they should lead.

Thus you can't set down laws like "Always be selfish" or "Always obey the government" since if it's not completely obvious and universal you wouldn't be interested in that question.

However you can set down a moral law like "Don't torture a thousand people to death to achieve the same amount of satisfaction you'd get from eating a strawberry unless there are an unbelievably contrived set of extenuating circumstances involved, probably something involving the number 3^^^3". However, one would hope that's already part of your moral code...

We have reasons to think this step will never be easy.
If you imagine that this file, like most files, is something like version 2.1.8, who is going to make the decision to make this version "count", instead of waiting to see what comes out of the tests underway in version 2.1.9? By what moral critera will we decide upon a standard morality file?  Of course, Nietzsche also foresaw this problem, and Dennett points out that it's still a big problem despite how much we've learned about what humans are, but he does not proffer a solution to it. Do we just want the utility function currently in vogue to win out? When will we be satisfied we've got the right one?

Aaron Luchko, I argue that morality can be universally defined. You can find my thoughts in my paper on friendly AI theory? Would love to hear your comments.

Somehow the links in my earlier comment got messed up.

For the link behind 'cognitive evolution' see: http://www.jame5.com/?p=23
For the link behind 'make sure we will have a place' see: http://www.jame5.com/?p=17

The thing about post-humanity is that it will not have humanity in it.  It's up to us to make sure that post-humanity comes into existence.  This necessarily involves the obsolescence of human beings.

The future we must build necessarily cannot have a place for us in it.  That's the point!  The acorn does not survive the creation of the oak.

Quote “it is up to us to make sure we will have a place in such a future”

Quote “The thing about post-humanity is that it will not have humanity in it. It's up to us to make sure that post-humanity comes into existence. This necessarily involves the obsolescence of human beings.
The future we must build necessarily cannot have a place for us in it. That's the point! The acorn does not survive the creation of the oak.”

You’re kidding. Post-history is fiction,  and history is well and alive. Post-humanity as you describe it, is okay for science fiction. If you want to read something intelligent about post-humanism, please read  Katherine Hayles: The Human in the Posthuman.
Moravec with his fantasies of  extracts of a grey collective brain mass welded together in a post-human orgy of whisper and thought(lessness) makes me weep. His is a truly religiously motivated afterlife fantasy. And yours has got some mystical/mythical aspects, too. Oaks?!?!

Caledonian, yes - I agree 100% - the tricky part is getting to post humanity - avoiding a non-friendly AI. That would be a future where we have a place in the sense that we will have evolved further.

gutzperson, today you are gutzperson - tomorrow you are post-gutzperson yesterday - ensuring your continued existence in that sense will lead to your eventual transcendence. Same for everyone else - just don't extinguish that strand.

Let's say I am super-gutzperson, beyond post- and past.
I am all for utopia. I am all for AI and whatever will come. I am also for co-existence. I am amazed about a species that so happily prepares for their own extinction or replacement. Would you like to test post-evolution on mice and replace them with post-mice?
I actually love my body and would like future generations of humans to be able to enjoy this too.
As Hayles says in so many words, post-human does not mean without humans. This was my message to Caledonian.

Stefan Pernar said: "I argue that morality can be universally defined."

As Eliezer points out, evolution is blind, and so 'fitness' can have as a side-effect what we would intuitively consider unimaginable moral horrors (much worse than parasitic wasps and cats playing with their food).  I think if you want to define 'the Good' in the way you do, you need to either explain how such horrors are to be avoided, or educate the common intuition.

Caledonian, sorry - do you mean that humanity needs to be superseded?

Gray Area, did you read my paper on friendly AI yet? I must be sounding like a broken record by now ;-)

I justify my statement 'that is good what increases fitness' with the axiomatic belief of 'to exist is preferable over not to exist'

The phenomena created by evolution that seem like horrors to us (parasitic wasps) must be that particular wasp's pinnacle of joy. It is a matter of perspective. I am not saying: eat crap - millions of flies can't be wrong! I am taking the human perspective - not that of a wasp or a fly or of random horror inducing entity but can understand other entities points of view and see the general principle - what increases fitness of an entity is good for that entity. Generally put: that is good what increases fitness.

So should I compare my every action with what natural selection/Alien God tells me I should do?

If I'm following you Eliezer, I should be thinking 'the Alien God tells me I should counter this argument with a right hook to the chops. My rationality tells me I shouldn't. Whither this difference? Is it a bias; rationalisation, false justification; or is it some ethereal, abstract entity known as 'morality'? To whom should I listen, and why?'

Should I internalise the disinterested Alien God so that I can see reality 'for what it truly is', or so that I'm more likely to pass my genes on? Or both?

Caledonian: Posthumanity can easily be humanity plus X, where X is some conglomeration of augmentations, backups, and - later - full replacements. This is a "ship of Theseus". Humanity can easily survive the total replacement and augmentation of its parts because humanity is, at root, the myriad of terminal values that we inherit and learn. You can take the mind out of the meat, but you can't take the meat out of the mind.

I expect I will live through a continuity of mind to age 1000 and beyond.

I do not expect the 1000 year old me will look or feel recognizably like unmodified humanity except as a deliberate effort.

What is the point of this post? I seem to have missed it entirely. Can anyone help me out?

The mirror challenge for decision theory is seeing which option a choice criterion really endorses.  If your stated moral principles call for you to provide laptops to everyone, does that really endorse buying a $1 million gem-studded laptop for yourself, or spending the same money on shipping 5000 OLPCs?

Is the point that predicting the end result of particular criterion is difficult because bias gets in the way? And, because it is difficult, start small with stuff like gene fitness and work up to bigger problems like social ethics?

Where is the pure moral reasoner [...] whose trustworthy output we can contrast to human rationalizations of the same utility function? [...] Why, it's our old friend the alien god, of course!  Natural selection is guaranteed free of all mercy, all love, all compassion, all aesthetic sensibilities, all political factionalism, all ideological allegiances, all academic ambitions, all libertarianism, all socialism, all Blue and all Green.

Or... is the point that natural selection is a great way to expose the biases at work in our ethics choice criterion?

I am not tracking on something here. This is a summary of the points in the post as I see them:

We are unable to accurately study how closely the results of our actions match our own predictions of those results.

The equivalent problem in decision theory is that we are unable to take a set of known choice criteria and predict which choice will be made given a particular environment. In other words, we think we know what we would/should do in event X but we are wrong.

We possess the ability to predict any particular action from all possible choice criteria.

Is it possible to prove that a particular action does or does not follow from certain choice criteria, thereby avoiding our tendency to predict anything from everything?

We need a bias free system to study that allows us to measure our predictions without interfering with the result of the system.

Natural selection presents a system whose only "goal" is inclusive genetic fitness. There is no bias.

Examples show that our predictions of natural selection reveal biases in ourselves. Therefore, our predictions were biased.

To remove our bias with regards to human ethics, we should use natural selection as a calibration tool.

I feel like the last point skipped over a few points. As best as I can tell, these belong just before the last point:

When our predictions of the bias-proof system are accurate, they will be predictions without bias.

Using the non-biased predictors we found to study the bias-proof system, we can study other systems with less bias.

Using this outline, it seems like the takeaway is, "Don't study ethics until after you studied natural selection because there is too much bias involved in studying ethics."

Can someone tell me if I am correct? A simple yes or no is cool if you don't feel like typing up a whole lot. Even, "No, not even close," will give me more information than I have right now.

Seems about right.  Note: "To train ourselves to see clearly, we need simple practice cases."

The mention of music and evolution sent me off on a tangent, which was to wonder why human brains have a sense of music. A lot of music theory makes mathematical sense (the overtone series), but it seems odd from an evolution standpoint that musicianship was a good allele to have.

I believe the current theory is that musical talent was a sexual selection criteria that 'blew up'. Good rhythm, a good singing voice, and an ability to remember complex rhythm were originally linked to timing and muscle coordination, and so helped to signal for hunting fitness; and to intelligence, and so helped to signal for the ability to navigate the pack's social landscape. But once sexual selection for a trait begins, that trait can take on a life of its own, leading to things like peacocks' tails and lyre bird's mating calls.

This article from 2005 says that while there are some different theories about the evolution of music, there is not enough evidence yet to reach a conclusion. http://www.cns.nyu.edu/~jhm/mcdermott_hauser_mp.pdf 

In another article, Geoffrey F. Miller explained that Darwin hypothesized that hominids might have included some music in their courtship, similar to birdsong, before the development of language. Darwin's theory is described pretty clearly in the refrain of "Who Put the Bomp," but you can also google the article.

G. F. (2000). Evolution of human music through sexual selection.   In N. L. Wallin, B. Merker, & S. Brown (Eds.), The origins of music, MIT Press, pp. 329-360.

You might like the "simple practice cases" in my recently published book, Darwinian Agriculture.  Has natural selection favored solar tracking by leaves because it increases photosynthesis, or because it decreases the photosynthesis of competitors?  What sex ratio (in reindeer, say) is favored by natural selection, and what sex ratio maximizes meat production from a given amount of lichen?  Why do rhizobial bacteria provide their legume hosts with nitrogen, if healthier plants will indirectly help other rhizobia infecting the same plant -- their most-likely competitors for the next host?  

So what are the forces at play in this scenario? Evolution will tend toward optimizing the replication of anything that replicates; the environment consists of inanimate objects and other entities that evolution is tending to optimize; each entity is optimized at an individual level despite interactions with other replicating entities. There is no foresight. Evolution will show no favoritism among the various replicating entities.

Gene fragments, genes, organelles, cells, individuals, family, and society are all replicating entities, and all can be selected for -- though selection for each of the components occurs first and more often, and entirely uninterested in higher levels of selection. Information encoded in neural networks is also a replicating entity.

Consider for example a human: ~3.2 billion base pairs of DNA, comprising ~25,000 genes, on 23 chromosomes, and all the previous mostly doubled to make a diploid cell. Mendelian reproduction serves to enforce some cooperation of the various genes. Early differentiation of cells into reproductive and somatic cells serves to enforce cooperation at the cell level; somatic cells won't reproduce indefinitely, but can assist the reproduction of the gamete cells. These mechanisms work pretty well, though despite their severity there are exceptions -- for example meiotic drive and retrotransposons allow genes to cheat Mendelian reproduction, and transmissible cancer as seen devastating the Tasmanian devils shows cells can successfully go rouge. Social enforcement mechanisms exist, but are mild compared to the aforementioned methods.

Humans also contain information stored in the brain, which can be modified and transmitted (though a proper model of that would be like creating an artificial general intelligence). Ideas are not tied to the genes, and are transmitted independently of the genes of the humans holding them -- so why shouldn't there be ideas that act in opposition to the genes of the human holding them? It would be quite the achievement for evolution to produce humans immune to ideas harmful to their genes, while still keeping the enormously useful capability to generate and transmit ideas.

As a side note, consider the search space of evolution. The request, "Find the strand of DNA size 3.2 billion base pairs in length, that is optimal for reproduction in [this environment]" consists of a search space of over 4^3,200,000,000. (And the actual search space is indefinitely larger.) Even an entity with access to the combined resources of the entire universe isn't going to be able to look through that search space.

Personally I think the Inquisitor has a much better case than the Phlogiston theorist.  

If humans have an immortal soul, then saving that soul from an eternity of torment would easily justify nearly anything temporarily inflicted on the mortal body in the same manner that saving someone's life from a burst appendix justifies slicing open their belly.  While brutal, the Inquisitor is self-consistent.  Or, at least, he could be.

Magnesium gaining weight when burned, however, has to be special-cased away to fit with Phlogiston theory.  There aren't really any coherent explanations for it that don't boil down to "Magnesium doesn't count."

Still, it's a good example of the lengths to which people will go to justify their own preferred courses of action.  The Inquisition was, after all, largely political rather than religious, concerned with rooting the last of the Moorish sympathizers out of Spain.






A Human's Guide to Words

This page was imported from the LessWrong 1.0 Wiki (wiki.lesswrong.com) for historical completeness. The modern reader is directed to view the modern Sequence.

A series on the use and abuse of words; why you often can't define a word any way you like; how human brains seem to process definitions. First introduces the Mind projection fallacy and the concept of how an algorithm feels from inside, which makes it a basic intro to key elements of the LW zeitgeist.

A guide to this sequence is available at 37 Ways That Words Can Be Wrong.




The Parable of the Dagger

Once upon a time, there was a court jester who dabbled in logic.

The jester presented the king with two boxes.  Upon the first box was inscribed:

"Either this box contains an angry frog, or the box with a false inscription contains an angry frog, but not both."

"Either this box contains gold and the box with a false inscription contains an angry frog, or this box contains an angry frog and the box with a true inscription contains gold."

And the jester said to the king:  "One box contains an angry frog, the other box gold; and one, and only one, of the inscriptions is true."

The king opened the wrong box, and was savaged by an angry frog.

"You see," the jester said, "let us hypothesize that the first inscription is the true one.  Then suppose the first box contains gold.  Then the other box would have an angry frog, while the box with a true inscription would contain gold, which would make the second statement true as well.  Now hypothesize that the first inscription is false, and that the first box contains gold.  Then the second inscription would be—"

The king ordered the jester thrown in the dungeons.

A day later, the jester was brought before the king in chains, and shown two boxes.

"One box contains a key," said the king, "to unlock your chains; and if you find the key you are free.  But the other box contains a dagger for your heart, if you fail."

"Either both inscriptions are true, or both inscriptions are false."

The jester reasoned thusly:  "Suppose the first inscription is true.  Then the second inscription must also be true.  Now suppose the first inscription is false.  Then again the second inscription must be true. So the second box must contain the key, if the first inscription is true, and also if the first inscription is false.  Therefore, the second box must logically contain the key."

The jester opened the second box, and found a dagger.

"How?!" cried the jester in horror, as he was dragged away.  "It's logically impossible!"

"It is entirely possible," replied the king.  "I merely wrote those inscriptions on two boxes, and then I put the dagger in the second one."

And if the king wanted to be particularly nasty the other box would also contain a dagger :)

No, If the king REALLY wanted to be a dick, he would have put the key and the dagger in the same box, and then said "one box contains a key, and one box contains a dagger."

And if the king wanted to be particularly nasty the other box would also contain a dagger

No, that the king specified couldn't happen.  One of the morals of the parable is that the king didn't lie.

What, it doesn't count as a lie if it's in writing? That's a hell of a system of contract law they've got in this allegorical kingdom.

I have a different answer to this than what has been given so far :

It's a question of implicit conventions. The king's challenge follows and mimics the jester's challenge. In the jester's challenge, the jester makes a statement about the truth value of the inscriptions on the boxes. By doing this, he sets the precedent that the inscriptions on the boxes are part of the game and do not engage the honesty of the game maker. The inscriptions can be true of false, and it's part of the challenge to guess what is each one. Only the jester's own words engage his honesty. If he lied, the challenge would be rigged.

The king mimics the jester's setup, but makes no statement about the truth value of the inscriptions on the boxes. That difference should have sounded suspicious to the jester. He should have asked the king if the statements were logical. The king could have lied, but at that point if the king was ready to lie then he'd probably kill the jester even if he found the key.

It's a dressed up version of "This sentence is a lie".  It's only self referential, so it's truth value can't be determined in any meaningful, empirical sense.

Jester should've remembered the primary rule of logic:
Don't make somebody look like an idiot if they can kill you.

I'm having some trouble with the logic here. I wonder if the parable got a bit garbled.

"You see," the jester said, "let us hypothesize that the first inscription is the true one."

The first inscription says, "Either this box contains an angry frog, or the box with a false inscription contains an angry frog, but not both." Now we are hypothesizing that this is the true one. Therefore "the box with a false inscription" means "the second box". So, "Either the 1st box contains an angry frog, or the 2nd box ... (read more)

The simplest way to solve the jester's puzzle is to make a table of the four cases (where the frog is, where the true inscription is), then determine for each case whether the inscriptions are in fact true or false as required for that case. (All the while making la-la-la-can't-hear-you noises at any doubts one might have about whether self-reference can be formalised at all.) The conclusion is that the first box has the frog and the true inscription. That assumes that the jester was honest in stating his puzzle, but given his shock at the outcome of the king's puzzle, that appears to be so.

But can self-reference be formalised? How, for example, do two perfect reasoners negotiate a deal? In general, how can two perfect reasoners in an adversarial situation ever interpret the other's words as anything but noise?

"Are you the sort of man who would put the poison into his own goblet or his enemy's? Now, a clever man would put the poison into his own goblet because he would know that only a great fool would reach for what he was given. I am not a great fool so I can clearly not choose the wine in front of you...But you must have known I was not a great fool; you would have counted on it, so I can clearly not choose the wine in front of me." ...etc.

Or consider a conversation between an FAI that wants to keep the world safe for humans, and a UFAI that wants to turn the world into paperclips.

We note that the king did not say one thing the jester did: "... one, and only one, of the inscriptions is true."

Unlike the jester's riddle, the king never claimed there was any correlation between the contents of the boxes and the inscriptions on those boxes.  The jester merely assumed that there was.

The jester assumed that the inscriptions on the boxes were either true or false, and nothing else.

In the explanation for the puzzle this is adapted from (Puzzle 70 in What is the Name of this Book?, in the "Portia's Casket's" chapter), Raymond Smullyan raises both points: "The suitor should have realized that without any information given about the truth or falsity of the sentences, nor any information given about the relation of their truth-values, the sentences could say anything, and the object (portrait or dagger, as the case may be) could be anywhere. Good heavens, I can take any number of caskets that I please and put an object in one of them and then write any inscriptions at all on the lids; these sentences won't convey any information whatsoever. So Portia was not really lying; all she said was that the object in question was in one of the boxes, and in each case it really was. ... Another way to look at the matter is that the suitor's error was to assume that each of the statements was either true or false."

The given puzzle (the boxes are labeled "the portrait is not in here" and "exactly one of these two statements is true", where the portrait is the desired object, is contrasted with an earlier problem, where there are two box... (read more)

If this material conditional is true, you should give me a hundred dollars. ;)

The King DID lie, because he wrote the inscriptions.  What is written on the inscriptions is inaccurate if the dagger is not in the second box.

Given that it's strongly implied, and logically necessary, that both inscriptions not be true, I don't think it could be considered a lie.

The simplest way to solve the jester's puzzle is to make a table of the four cases ... then determine for each case whether the inscriptions are in fact true or false as required for that case. The conclusion is that the first box has the frog and the true inscription.

If you do this, the case where the second inscription is true and the first box contains a frog is also consistent.

I must have edited this parable into an inconsistent state at some point - should've double-checked it before reprinting it.  I've rewritten the jester's explanation to make sense.

Of course, when he does, that will make it true, and without paradox, so he will be wrong. On the other hand, if he thinks it is true, it will be false, and without paradox, so he will be wrong.

So, the king put the dagger in the second box that he touched, without regard for whether the jester can find it - right? Is that what the last sentence means?

The last sentence is the King pointing out to the Jester that all the reasoning in the world is no good if it is based on false premises, in this case the false presumption was that the text on the boxes was truthful.

Ian, no, the jester didn't presume the text was true: he simply presumed the first inscription was either true or false, and the problem arose from this presumption.

In my example, on the other hand, the statement is actually true or false, but Eliezer can never know which (if he doesn't decide, then it is false, but he will never know this, since he will be undecided.)

I always thought that the statement "You can never know that this statement is true" illustrates the principle most clearly.

You're right, zzz. Proof, if I needed it, that I am not yet a perfect reasoner.

Caledonian: While Gödel formalised some sorts of self-reference, it's not clear to me how his work applies to puzzles like these, or to the question of how hostile perfect reasoners can communicate. Barwise and Etchemendy's "The Liar" has other approaches to the problem, but I don't think they solve it either.

Hostile reasoners are rarely interested in communicating with each other.  When they are, they use language - just like everyone else.

Oh, I get it, the other box couldn't contain a dagger as well, because the king explicitly said that only one box has a dagger in it. But he never claimed that the writings on boxes are in any way related to the contents of the boxes. Is that it? Or is it that if the "both are true or both are false" sign is false, basically anything goes?

This reminds me strongly of a silly russian puzzle. In the original it is about turtles, but I sort of prefer to translate it using bulls. So, three bulls are walking single file across the field. The first bull... (read more)

Sorry, don't you mean, "0 in front / 2 behind"?  (third bull is walking backwards)

Actually, the third bull is just straight up lying. (That's why Dmitriy called the puzzle silly.)

Using the jester's reasoning, it's possible to make him believe that the earth is flat by writing down
"either this inscription is true and the earth is flat, or this inscription is false and the earth is not flat, but not both" this makes an unflat earth logically impossible!

I wonder what this says about the law of the excluded middle,  I guess that it slides if self reference is involved.

"One box contains a key," said the king, "to unlock your chains; and if you find the key you are free.  But the other box contains a dagger for your heart, if you fail."

And the Jester opened both boxes, successfully finding (that is, not failing to find) the key. Of course, the King could declare "you know what I meant to say" and kill him anyway but that does change the intended moral somewhat.

Well, I'm certainly not going to object to that moral.

Nope. The dagger is only if he fails to find the key, NOT if he succeeds in finding the dagger.

A problem with self-reference which I find nearly as amusing but which is much more terse:

"This sentence is false, and Santa Claus does not exist."

I have created an exercise that goes with this post. Use it to solidify your knowledge of the material.

And the first box was inscribed: "Either both inscriptions are true, or both inscriptions are false." And the second box was inscribed: "This box contains the key."

Suppose the second inscription is false. In that case, the first inscription must also be false, in which case the king can put whatever he damn well pleases in the boxes.

Was there enough information around for the Jester to correctly determine the box? I guess he could have figured that the more obvious solution was the key being in the box labelled as having the key in it, and the king was mad at him, so that probably wasn't it.

So then the actual correct solution, per the king's description of events, would be to ignore the inscriptions and just open both boxes?

Since the King didn't say that he'd be killed if he found the dagger, only that the dagger would be employed if he failed to find the key. Opening both boxes means finding the key, therefore, open both boxes.

(bonus points for chutzpah if he opens the box with the knife first, says "cool! this will make opening the other box MUCH easier!" and then uses that to get the key out of the second box)

I suppose the message here is that though the inscriptions (literally) labeled the boxes as X and Y, this does not conform in reality. The words do not make it true, and the Jester made the mistake of presuming that his strict logic meant that reality has to follow the labels that were given. His last words, sadly, was “It's logically impossible!” One should reconsider calling things logical impossibilities, when they are occurring right in front of you. Who know what other logical impossibilities you were missing.

If I were man of literature, I would also ... (read more)

There are a lot of comments here that say that the jester is unjustified in assuming that there is a correlation between the inscriptions and the contents of the boxes. This is, in my opinion, complete and utter nonsense. Once we assign meanings to the words true and false (in this case, "is an accurate description of reality" and "is not an accurate description of reality"), all other statements are either false, true or meaningless. A statement can be meaningless because it describes something that is not real (for example, "This... (read more)

All of these comments on the jester wrongly assuming the box inscriptions related to the world seem overwrought to me.  I created this account just to make this point (and because this site looks amazing!):

The jester's only mistake was discounting the possibility of both inscriptions being false.

That's it...the inscriptions (both) 'being false'.  Not 'pertaining to the real world', not 'having truth values'...just 'being false'.

He figured out that it could not be the case that both inscriptions were true---so far so good.  He then assumed that it must be t... (read more)

...but could not the Jester rattle the boxes before opening one, and then update his beliefs upon that evidence? I mean, it would not be much to go by, but it's better than nothing...
'But Sire, whatever I find, you lose a Jester! What can ever reconcile you to such a lamentable tragedy?'
'A goblet from your skull?'
'In that case, the important thing for me is not to find the dagger, for which the best choice is not to choose any box.'
'Then you fail by default.'
'Then take the box with the dagger, since I failed by default, and I shall pick the other one.'

Regarding the correlation between inscriptions and contents being merely assumed: are the spoken claims any different? I don't see them being called into question the same way.

Assume not that it is true or false, assume that it's a paradox (i.e. both true and false), and from that it follows that the king didn't lie.

But, still, that's not the only moral of the story. A moral of the story is also that we shouldn't start by assuming some statements are either true or false, and then see what that implies about the referents, unless those statements are /entangled with their referents/. If statements aren't entangled with their referents, then no logical reasoning from these statements can tell you anything about the referents.

The king wrote "This box contains the key." on the 2nd box, before putting the dagger in. Did the second box contain the key as well as the dagger?

I can't speak for Eliezer's intentions when he wrote this story, but I can see an incredibly simple moral to take away from this. And I can't shake the feeling that most of the commenters have completely missed the point.

For me, the striking part of this story is that the Jester is shocked and confused when they drag him away. "How?!" He says "It's logically impossible". The Jester seems not to understand how it is possible for the dagger to be in the second box. My explanation goes as follows, and I think I'm just paraphrasing the king here.

1- If a king has two boxes and a means to write on them, then he can write any damn thing on them that he wants to.
2- If a king also has a dagger, then he can place that dagger inside one of the two boxes, and he can place it in whichever box he decides to place it in.

That's it. That's the entire explanation for how the dagger could "possibly" be inside the second box. It's a very simple argument, that a five year old could understand, and no amount of detailed consideration by a logician is going to stop this simple argument from being true.

The jester, however, thought it was impossible for the dagger to be in th... (read more)

"Either both inscriptions are true, or both inscriptions are false."

If this statement is true then the second box must hold the key by the jester's reasoning.  However if this statement is false then it doesn't require that the second statement be true.  In his testing the jester negated only half of the statement at a time.  If this statement is entirely false then it could simply mean that the true-false values of the statements on either box have no relationship to each other.  Which did indeed... (read more)

I tried to reason through the riddles, before reading the rest and I made the same mistake as the jester did. It is really obvious in hindsight; I thought about this concept earlier and I really thought I had understood it. Did not expect to make this mistake at all, damn.

I even invented some examples on my own, like in the programming language Python a statement like print("Hello, World!") is an instruction to print "Hello, World!" on the screen, but "print(\"Hello, World!\")" is merely a string, that represents the first string, it's completely inert. (in an interactive environment it would display "print("Hello, World!")" on the screen, but still not "Hello, World!"). 

Edit: I think I understand what went wrong with my reasoning. Usually, distinguishing a statement from a representation of a statement is not difficult. To get a statement from a representation of a statement you must interpret the representation once. And this is rather easy, for example, when I'm reading these essays, I am well aware that the universe doesn't just place these statements of truth into my mind, but instead, I'm reading what Eliezer wrote down and I must interpret it. It is always "Eliezer writ... (read more)

Is the existence of such situations an argument for intuitionistic logic?

Solution (in retrospect this should've been posted a few years earlier):

let
'Na' = box N contains angry frog
'Ng' = N gold
'Nf' = N's inscription false
'Nt' = N's inscription true

consistent states must have 1f 2t or 1t 2f, and 1a 2g or 1g 2a

then:

1a 1t, 2g 2f => 1t, 2f
1a 1f, 2g 2t => 1f, 2t
1g 1t, 2a 2f => 1t, 2t
1g 1f, 2a 2t => 1f, 2f



The Parable of Hemlock

"All men are mortal.  Socrates is a man.  Therefore Socrates is mortal."
        — Aristotle(?)

    Socrates raised the glass of hemlock to his lips...
    "Do you suppose," asked one of the onlookers, "that even hemlock will not be enough to kill so wise and good a man?"
    "No," replied another bystander, a student of philosophy; "all men are mortal, and Socrates is a man; and if a mortal drink hemlock, surely he dies."
     "Well," said the onlooker, "what if it happens that Socrates isn't mortal?"
     "Nonsense," replied the student, a little sharply; "all men are mortal by definition; it is part of what we mean by the word 'man'. All men are mortal, Socrates is a man, therefore Socrates is mortal.  It is not merely a guess, but a logical certainty."
     "I suppose that's right..." said the onlooker. "Oh, look, Socrates already drank the hemlock while we were talking."
     "Yes, he should be keeling over any minute now," said the student.
     And they waited, and they waited, and they waited...
     "Socrates appears not to be mortal," said the onlooker.
     "Then Socrates must not be a man," replied the student.  "All men are mortal, Socrates is not mortal, therefore Socrates is not a man.  And that is not merely a guess, but a logical certainty."

The fundamental problem with arguing that things are true "by definition" is that you can't make reality go a different way by choosing a different definition.

You could reason, perhaps, as follows:  "All things I have observed which wear clothing, speak language, and use tools, have also shared certain other properties as well, such as breathing air and pumping red blood. The last thirty 'humans' belonging to this cluster, whom I observed to drink hemlock, soon fell over and stopped moving.  Socrates wears a toga, speaks fluent ancient Greek, and drank hemlock from a cup.  So I predict that Socrates will keel over in the next five minutes."

But that would be mere guessing.  It wouldn't be, y'know, absolutely and eternally certain.  The Greek philosophers—like most prescientific philosophers—were rather fond of certainty.

Luckily the Greek philosophers have a crushing rejoinder to your questioning.  You have misunderstood the meaning of "All humans are mortal," they say.  It is not a mere observation.  It is part of the definition of the word "human".  Mortality is one of several properties that are individually necessary, and together sufficient, to determine membership in the class "human".  The statement "All humans are mortal" is a logically valid truth, absolutely unquestionable.  And if Socrates is human, he must be mortal: it is a logical deduction, as certain as certain can be.

But then we can never know for certain that Socrates is a "human" until after Socrates has been observed to be mortal.  It does no good to observe that Socrates speaks fluent Greek, or that Socrates has red blood, or even that Socrates has human DNA.  None of these characteristics are logically equivalent to mortality.  You have to see him die before you can conclude that he was human.

(And even then it's not infinitely certain.  What if Socrates rises from the grave a night after you see him die?  Or more realistically, what if Socrates is signed up for cryonics?  If mortality is defined to mean finite lifespan, then you can never really know if someone was human, until you've observed to the end of eternity—just to make sure they don't come back.  Or you could think you saw Socrates keel over, but it could be an illusion projected onto your eyes with a retinal scanner.  Or maybe you just hallucinated the whole thing...)

The problem with syllogisms is that they're always valid.  "All humans are mortal; Socrates is human; therefore Socrates is mortal" is—if you treat it as a logical syllogism—logically valid within our own universe.  It's also logically valid within neighboring Everett branches in which, due to a slightly different evolved biochemistry, hemlock is a delicious treat rather than a poison.  And it's logically valid even in universes where Socrates never existed, or for that matter, where humans never existed.

The Bayesian definition of evidence favoring a hypothesis is evidence which we are more likely to see if the hypothesis is true than if it is false.  Observing that a syllogism is logically valid can never be evidence favoring any empirical proposition, because the syllogism will be logically valid whether that proposition is true or false.

Syllogisms are valid in all possible worlds, and therefore, observing their validity never tells us anything about which possible world we actually live in.

This doesn't mean that logic is useless—just that logic can only tell us that which, in some sense, we already know.  But we do not always believe what we know.  Is the number 29384209 prime?  By virtue of how I define my decimal system and my axioms of arithmetic, I have already determined my answer to this question—but I do not know what my answer is yet, and I must do some logic to find out.

Similarly, if I form the uncertain empirical generalization "Humans are vulnerable to hemlock", and the uncertain empirical guess "Socrates is human", logic can tell me that my previous guesses are predicting that Socrates will be vulnerable to hemlock.

It's been suggested that we can view logical reasoning as resolving our uncertainty about impossible possible worlds—eliminating probability mass in logically impossible worlds which we did not know to be logically impossible.  In this sense, logical argument can be treated as observation.

But when you talk about an empirical prediction like "Socrates is going to keel over and stop breathing" or "Socrates is going to do fifty jumping jacks and then compete in the Olympics next year", that is a matter of possible worlds, not impossible possible worlds.

Logic can tell us which hypotheses match up to which observations, and it can tell us what these hypotheses predict for the future—it can bring old observations and previous guesses to bear on a new problem.  But logic never flatly says, "Socrates will stop breathing now."  Logic never dictates any empirical question; it never settles any real-world query which could, by any stretch of the imagination, go either way.

Logic stays true, wherever you may go,
So logic never tells you where you live.

Is this a problem of logic or of definitions? If one remembers to reason about the objects themselves, instead of the words of the definition, then you don't have the problem where you've created a simplified model of something right off the bat (dropping half the information).

This is an area where AIs will have an advantage over us, because they should be able to reason about objects directly without having to compress them in to a definition first.

The linguistic tradition is testament to the fact that we don't usually reason about the objects. 

You have to see him die before you can conclude that he was human.

Given the story of Croesus and Solon, I think many ancient Greeks would have been quite comfortable with that.

If we accept that hemlock would kill any mortal, and someone consumes hemlock, and they don't die, either they aren't mortal, it wasn't actually hemlock, they didn't actually consume it, or we were wrong about hemlock being lethal.

But complaining about defined 'truths' is silly.  It's not as though the word 'man' has some objective meaning written down in the high heavens by the meaning-granting deity himself.  We can use it to mean whatever we please.  But when we do so, we must always remember that our application of the word to reality isn't necessarily correct.  So we define 'man' to, among other things, be a mortal entity.  But asserting that a person is a man is just that - an assertion, and one that can be incorrect.

Definitions cannot be incorrect.  They can only be inconsistent, either with other definitions or themselves.

Yes, the probability that the Socrates syllogism would be valid, given that Socrates is mortal, is the same as the probability that it would be valid given that he immortal.

On the other hand, the probability that "I observe a valid syllogism for the conclusion that Socrates is mortal, starting from statements that I believe to be true," given that Socrates is mortal, is not the same as its probability given that he is immortal-- at least if your beliefs have more than zero correlation with reality. So observing a valid syllogism for some conclusion from statements that you believe to be true is indeed Bayesian evidence that the conclusion is true.

This is an important point, because Eliezer seems to have misled himself in the past by noticing the first point but not the second point, for example in his use of these parables in arguing against Robin Hanson regarding disagreement.

What is the easiest way to get a RSS with ONLY the overcomingbias posts that more narrowly discuss BIAS in a way that is engaged with the literature, thereby filtering out the many posts that do NOT and that instead do try to reinvent philosophical wheels without caring about the preexisting relevant literature or terminology? Seriously. I like the gems but I can't justify the time it takes me to see to wade through all the other posts in the RSS to get to the gems. You guy's should do like other high volume blogs and offer some niche RSS channels, like a "best bias posts of the week" one.

Tom, I'm well aware that the point above is not original, but I don't think I can be accused of reinventing the wheel, just re-explaining it.  The post above looks pretty literature-informed to me - it says "logically valid" rather than "logically true" and talks about impossible possible worlds.  I didn't use the phrase "problem of induction", but then I didn't exactly set out to signal academic in-ness because that would get in the way of explaining.  This blog is directed at a wider audience at least half the time, according to its policy.  I'm not sure how else you think this post should have been written.

Logic is always conditional. If the premises are true then the conclusion is true. That means we could reach the wrong conclusion with false premises.

Eliezer, are you saying we should stop or diminish our use of logic? Should I eat hemlock because I might be wrong about it's lethality?

You mean by those last two lines that logic offer's no 'grounding' to reality and only empirical probability does?  Since truth does not depend upon us, what does it depend upon? Well, the truth depends on circumstance if utilizing probability theory and empiricism. Since their is no absolute way of knowing their is also no absolute way of knowing how unlucky or lucky our circumstances are in favoring truth.

Sure, reality is non-dependent. But the nature of our circumstances are very dependent...upon that which we cannot measure. Our position in the universe.

And caledonian, if you were arguing with a theist you would have lost by now.

Since no one seems to grasp what you intended to convey, this post clearly wasn't adequate to your purpose... assuming that was your purpose.

You have to be careful where you put your nails, lest you rip reality.

Eliezer,
My post was more harsh than I on reflection would have wanted it to be. Let me say some positive things to balance that. I find the productivity of the bloggers here quantitatively and qualitatively really impressive. You post a lot of fresh, inspiring and provoking stuff. I like your engaged way of writing.

Still, I look to this blog for posts on bias, not philosophy in general. So I want to stick to my intended main (and only constructive) point: please implement some more limited RSS feeds. Specifically, a feed that includes all and only posts on bias aimed at academic folks. Or perhaps, to make it even more narrow, only such posts that you the team of bloggers judge to be of extra high quality.

If the blog is targetted at several types of readers then it makes sense to offer a special RSS feed for each target type. Very likely, most academics reading your current RSS feed have a large number of other feeds that they also try to keep up with so helping such readers with the filtering would be great.

As a sideshow, I would note the death of Rasputin, whom some were not so certain was really a man either, although rather than a demi-god possibly like Socrates, some of those doubters thought that he was more like a demon, and I am also unaware of anybody getting involved in such a debate when he refused to die according to the usual causes.

In any case, he was killed by a group of tsarist nobles who were upset about his apparent control over Tsar Nikolai II and his family.  So, they invited him to dinner.  He was poisoned, he was shut, he was beaten and knifed.  None of this did the trick.  It required taking him outside and forcing him into an icy river where he presumably both drowned and froze to finally do him in.

I have created an exercise that goes with this post. Use it to solidify your knowledge of the material.

Firstly, there seems to be a confusion about the topic: are we talking about definitions or syllogisms? No one (certainly not Aristotle) will claim that definitions, or anything of the form “All humans are mortal” is logically valid. Only inferences can be valid, and definitions are not inferences. 

Secondly, there seems to be a confusion between logical validity and truth. No one has ever claimed that the validity of a syllogism can lend certainty or even support any given empirical claim. If the claim is the conclusion of a valid syllogism containing true premises, then it must be true, but it is not empirical. And the question of its certainty rests entirely on our certainty of the premises.

Lastly, whatever claims this post makes about Aristotle or people ‘of Aristotle’s time’ seem to be pretty unfounded. Aristotle’s views on logic, definitions, and necessity are pretty complex, and nothing of them is represented here. Aristotle certainly didn’t believe that everything falling under a definition has every attribute described in that definition. Aristotle’s definition for human being was probably “rational animal” and he did not think every human being was rational.

Here's a short story I remember once reading about a similar problem.

Thanks for writing this, it is what I really needed in my life. I've been struggling so much lately with what to believe and not believe concerning models of reality. 

It took me a while to fully understand your point in this post. I think that adding a obviously wrong example that’s identical in structure to "All men are mortal.  Socrates is a man.  Therefore Socrates is mortal.", will help. My example is “All chickens are mortal. Socrates is a chicken. Therefore, Socrates is mortal.” It’ll help show that the original example given in the post is wrong.



Words as Hidden Inferences

Suppose I find a barrel, sealed at the top, but with a hole large enough for a hand.  I reach in, and feel a small, curved object.  I pull the object out, and it's blue—a bluish egg.  Next I reach in and feel something hard and flat, with edges—which, when I extract it, proves to be a red cube.  I pull out 11 eggs and 8 cubes, and every egg is blue, and every cube is red.

Now I reach in and I feel another egg-shaped object.  Before I pull it out and look, I have to guess:  What will it look like?

The evidence doesn't prove that every egg in the barrel is blue, and every cube is red.  The evidence doesn't even argue this all that strongly: 19 is not a large sample size.  Nonetheless, I'll guess that this egg-shaped object is blue—or as a runner-up guess, red.  If I guess anything else, there's as many possibilities as distinguishable colors—and for that matter, who says the egg has to be a single shade?  Maybe it has a picture of a horse painted on.

So I say "blue", with a dutiful patina of humility.  For I am a sophisticated rationalist-type person, and I keep track of my assumptions and dependencies—I guess, but I'm aware that I'm guessing... right?

But when a large yellow striped feline-shaped object leaps out at me from the shadows, I think, "Yikes!  A tiger!"  Not, "Hm... objects with the properties of largeness, yellowness, stripedness, and feline shape, have previously often possessed the properties 'hungry' and 'dangerous', and thus, although it is not logically necessary, it may be an empirically good guess that aaauuughhhh CRUNCH CRUNCH GULP."

The human brain, for some odd reason, seems to have been adapted to make this inference quickly, automatically, and without keeping explicit track of its assumptions.

And if I name the egg-shaped objects "bleggs" (for blue eggs) and the red cubes "rubes", then, when I reach in and feel another egg-shaped object, I may think:  Oh, it's a blegg, rather than considering all that problem-of-induction stuff.

It is a common misconception that you can define a word any way you like.

This would be true if the brain treated words as purely logical constructs, Aristotelian classes, and you never took out any more information than you put in.

Yet the brain goes on about its work of categorization, whether or not we consciously approve.  "All humans are mortal, Socrates is a human, therefore Socrates is mortal"—thus spake the ancient Greek philosophers.  Well, if mortality is part of your logical definition of "human", you can't logically classify Socrates as human until you observe him to be mortal.  But—this is the problem—Aristotle knew perfectly well that Socrates was a human.  Aristotle's brain placed Socrates in the "human" category as efficiently as your own brain categorizes tigers, apples, and everything else in its environment:  Swiftly, silently, and without conscious approval.

Aristotle laid down rules under which no one could conclude Socrates was "human" until after he died.  Nonetheless, Aristotle and his students went on concluding that living people were humans and therefore mortal; they saw distinguishing properties such as human faces and human bodies, and their brains made the leap to inferred properties such as mortality.

Misunderstanding the working of your own mind does not, thankfully, prevent the mind from doing its work.  Otherwise Aristotelians would have starved, unable to conclude that an object was edible merely because it looked and felt like a banana.

So the Aristotelians went on classifying environmental objects on the basis of partial information, the way people had always done.  Students of Aristotelian logic went on thinking exactly the same way, but they had acquired an erroneous picture of what they were doing.

If you asked an Aristotelian philosopher whether Carol the grocer was mortal, they would say "Yes."  If you asked them how they knew, they would say "All humans are mortal, Carol is human, therefore Carol is mortal."  Ask them whether it was a guess or a certainty, and they would say it was a certainty (if you asked before the sixteenth century, at least).  Ask them how they knew that humans were mortal, and they would say it was established by definition.

The Aristotelians were still the same people, they retained their original natures, but they had acquired incorrect beliefs about their own functioning.  They looked into the mirror of self-awareness, and saw something unlike their true selves: they reflected incorrectly.

Your brain doesn't treat words as logical definitions with no empirical consequences, and so neither should you.  The mere act of creating a word can cause your mind to allocate a category, and thereby trigger unconscious inferences of similarity.  Or block inferences of similarity; if I create two labels I can get your mind to allocate two categories.  Notice how I said "you" and "your brain" as if they were different things?

Making errors about the inside of your head doesn't change what's there; otherwise Aristotle would have died when he concluded that the brain was an organ for cooling the blood.  Philosophical mistakes usually don't interfere with blink-of-an-eye perceptual inferences.

But philosophical mistakes can severely mess up the deliberate thinking processes that we use to try to correct our first impressions.  If you believe that you can "define a word any way you like", without realizing that your brain goes on categorizing without your conscious oversight, then you won't take the effort to choose your definitions wisely.

Incorrect.  It is not a misconception.  There are consequences of choosing to define a word that can lead to error if they are ignored, but that does not constrain the definition.

Also incorrect.  Mortality can be a trait possessed by all humans, yet not be needed to identify something as human.  If Socrates meets all the necessary criteria for identification as human, we do not need to observe his mortality to conclude that he is mortal.

It is a trivial objection to say that the definition of human might not reflect the nature of the world.  That is the case with all definitions:  we can label concepts as we please, but it requires justification to assert that the concepts are present in reality.

I think this is in the context of somebody insisting that Socrates is human so he must be mortal.  

If you are trying to prove mortality by claiming he's human, then all humans must be mortal for you to assume this.  

I agree, though, that, perhaps the statement was a little vague.

Replying loooong after the fact (as you did, for that matter) but I think that's exactly the problem that the post is talking about. In logical terms, one can define a category "human" such that it carries an implication "mortal", but if one does that, one can't add things to this category until determining that they conform to the implication.

The problem is, the vast majority of people don't think that way. They automatically recognize "natural" categories (including, sometimes, of unnatural things that appear similar), and they assign properties to the members of those categories, and then they assume things about objects purely on the bases of appearing to belong to that category.

Suppose you encountered a divine manifestation, or a android with a fully-redundant remote copy of its "brain", or a really excellent hologram, or some other entity that presented as human but was by no conventional definition of the word "mortal". You would expect that, if shot in the head with a high-caliber rifle, it would die; that's what happens to humans. You would even, after seeing it get shot, fall over, stop breathing, cease to have a visible pulse, and so forth, conclude that it is dead.. You probably wouldn't ask this seeming corpse "are you dead?", nor would you attempt to scan its head for brain activity (medically defining "dead" today is a little tricky, but "no brain activity at all" seems like a reasonable bar).

All of this is reasonable; you have no reason to expect immortal beings walking among us, or non-breathing headshot victims to be capable of speech, or anything else of that nature. These assumptions go so deep that it is hard to even say where they come from, other than "I've never heard of that outside of fiction" (which is an imperfect heurisitic; I learn of things I'd never heard about every day, and I even encountered some of the concepts in fiction before learning they really exist). Nobody acknowledges that it's a heuristic, though, and that can lead to making incorrect assumptions that should be consciously avoided when there's time to consider the situation.

@Caledonian2 said "If Socrates meets all the necessary criteria for identification as human, we do not need to observe his mortality to conclude that he is mortal.", but this statement is self-contradictory unless the implication "human" -> "mortal" is logically false. Otherwise, mortality itself is part of "the necessary criteria for identification as human".

You're absolutely right. You can define a word any way you like. Almost all definitions are useless or even anti-useful.

Eliezer said: "Your brain doesn't treat words as logical definitions with no empirical consequences, and so neither should you.  The mere act of creating a word can cause your mind to allocate a category, and thereby trigger unconscious inferences of similarity."

What alternative model would you propose? I'm not quite ready yet to stop using words that imperfectly place objects into categories. I'll keep the fact that categories are imperfect in mind.

I really don't mean this in a condescending way. I'm just not sure what new belief this line of reasoning is supposed to convey.

I think I would agree with Charlie Munger that more mistakes have been made from inferential ("run from the tiger") shortcuts than from the use of logic. Such shortcuts as proximity bias,  following perceived leaders, doing things because people around us are doing them,loving similar-looking people and hating different-looking people, and similar errors are most likely caused by evolutionary hard-wiring, not by philosophical ponderings. I have dedicated a section of my blog to Munger here:
http://www.blogger.com/posts.g?blogID=36218793&searchType=ALL&txtKeywords=&label

Now I reach in and I feel another egg-shaped object. ... So I say "blue"

Ah, an understandable mistake. Those of us paying attention know though that after all of those blue eggs the next egg almost certainly must be red.

Mathematics and probability theory are completely worthless. You never get out anything except what you put in!

On the other hand, some of us find it extremely useful to get out what we put it, even by mere logical reasoning.

I am distinct from my brain.  My brain does a lot of stuff without consulting me at all.

the brain uses holistic processing to bypass the logical process of identifying say a face which is not near as effective

Reactions to 500lb stripy feline things jumping unexpectedly come from pre-verbal categorisations(the 'low road', in Daniel Goleman's terms), so have nothing to do with word definitions.
The same is true for many highly emotionally charged categorisations (e.g. for a previous generation, person with skin colour different from mine....).
Words themselves do get their meanings from networks of associations.  The content of these networks can drift over time, for an individual as for a culture.  Words change their meanings.
A deliberate attempt to change the meaning of a word by introducing new associations (e.g. via the media) can be successful.  Changes in the meanings of political labels, or the associations with a person's name, are good examples.
Whether the direct amygdala circuit can be reprogramed is a different matter. Certainly not as easily as the neocortex.
If you lived in the  world of Calvin and Hobbes for six months,  would you start to instinctively see large stripy feline things jumping out at you unexpectedly as an invitation to play ?

I suppose I should add, for those who are really stuck in maths or formal logic, that changing the definition of a symbol in a formal system is not the same thing as changing the meaning of a word in a language.   In fact you can't, individually and as a decision of will, change the meaning of a word in a language.  It either changes, as per my previous comment, or it doesn't.

In fact you can't, individually and as a decision of will, change the meaning of a word in a language.

New phrases are coined constantly, and people change the meanings of existing words also: 'gay' being a good example as it's changed twice in recent history. Presumably there was some person that started that particular definition-shift, does that not count as "individually as a decision of will"?

The tiger, on the other hand, is a committed Platonist.

Our tendency to unconsciously draw inferences through inductive thought is a real problem.

The issue of word definitions is just a red herring.

We are very imprecise in this way because it is very rare that we split the sign into signified and signifier. If you know that a 'Tiger' thing can kill, it is perhaps best not to worry about the signification of the form and the entropy of its relations - its best to run.

I have created an exercise that goes with this post. Use it to solidify your knowledge of the material. 

I was reading Nietzsche and found something striking. Compare this, from Eliezer:

But when a large yellow striped feline-shaped object leaps out at me from the shadows, I think, "Yikes!  A tiger!"  Not, "Hm... objects with the properties of largeness, yellowness, stripedness, and feline shape, have previously often possessed the properties 'hungry' and 'dangerous', and thus, although it is not logically necessary, it may be an empirically good guess that aaauuughhhh CRUNCH CRUNCH GULP."

Innumerable beings who made inferences in a way different from ours perished; for all that, their ways might have been truer, Those, for example, who did not know how to find often enough what is "equal" as regards both nourishment and hostile animals– those, in other words, who subsumed things too slowly and cautiously– were favored with a lesser probability of survival than those who guessed immediately upon encountering similar instances that they must be equal. [ . . . ] The course of logical ideas and inferences in our brain today corresponds to a process and a struggle among impulses that are, taken singly, very illogical and unjust. We generally experience only the result of this struggle because this primeval mechanism now runs its course so quickly and is so well concealed. (The Gay Science, Section 111)

Nietzsche doesn't have a modern grasp of how evolution works, but his intuitions on cognition were far sharper than any of his contemporaries. That's partially why I think he still has something to offer.

Otherwise Aristotelians would have starved, unable to conclude that an object was edible merely because it looked and felt like a banana.

I kind-of doubt that Aristotelians saw many banana-like objects edible or otherwise, anyway. ;-)

I think this is exciting.  I'm going to start making my own words for groups of things.  I'm a java/.net programmer so I'm used to object-oriented so it's natural for me to group things that may be used again! 



Extensions and Intensions

"What is red?"
"Red is a color."
"What's a color?"
"A color is a property of a thing."

But what is a thing?  And what's a property?  Soon the two are lost in a maze of words defined in other words, the problem that Steven Harnad once described as trying to learn Chinese from a Chinese/Chinese dictionary.

Alternatively, if you asked me "What is red?" I could point to a stop sign, then to someone wearing a red shirt, and a traffic light that happens to be red, and blood from where I accidentally cut myself, and a red business card, and then I could call up a color wheel on my computer and move the cursor to the red area.  This would probably be sufficient, though if you know what the word "No" means, the truly strict would insist that I point to the sky and say "No."

I think I stole this example from S. I. Hayakawa—though I'm really not sure, because I heard this way back in the indistinct blur of my childhood.  (When I was 12, my father accidentally deleted all my computer files.  I have no memory of anything before that.)

But that's how I remember first learning about the difference between intensional and extensional definition.  To give an "intensional definition" is to define a word or phrase in terms of other words, as a dictionary does.  To give an "extensional definition" is to point to examples, as adults do when teaching children.  The preceding sentence gives an intensional definition of "extensional definition", which makes it an extensional example of "intensional definition".

In Hollywood Rationality and popular culture generally, "rationalists" are depicted as word-obsessed, floating in endless verbal space disconnected from reality.

But the actual Traditional Rationalists have long insisted on maintaining a tight connection to experience:

"If you look into a textbook of chemistry for a definition of lithium, you may be told that it is that element whose atomic weight is 7 very nearly. But if the author has a more logical mind he will tell you that if you search among minerals that are vitreous, translucent, grey or white, very hard, brittle, and insoluble, for one which imparts a crimson tinge to an unluminous flame, this mineral being triturated with lime or witherite rats-bane, and then fused, can be partly dissolved in muriatic acid; and if this solution be evaporated, and the residue be extracted with sulphuric acid, and duly purified, it can be converted by ordinary methods into a chloride, which being obtained in the solid state, fused, and electrolyzed with half a dozen powerful cells, will yield a globule of a pinkish silvery metal that will float on gasolene; and the material of that is a specimen of lithium."
        — Charles Sanders Peirce

That's an example of "logical mind" as described by a genuine Traditional Rationalist, rather than a Hollywood scriptwriter.

But note:  Peirce isn't actually showing you a piece of lithium.  He didn't have pieces of lithium stapled to his book.  Rather he's giving you a treasure map—an intensionally defined procedure which, when executed, will lead you to an extensional example of lithium.  This is not the same as just tossing you a hunk of lithium, but it's not the same as saying "atomic weight 7" either.  (Though if you had sufficiently sharp eyes, saying "3 protons" might let you pick out lithium at a glance...)

So that is intensional and extensional definition., which is a way of telling someone else what you mean by a concept.  When I talked about "definitions" above, I talked about a way of communicating concepts—telling someone else what you mean by "red", "tiger", "human", or "lithium".  Now let's talk about the actual concepts themselves.

The actual intension of my "tiger" concept would be the neural pattern (in my temporal cortex) that inspects an incoming signal from the visual cortex to determine whether or not it is a tiger.

The actual extension of my "tiger" concept is everything I call a tiger.

Intensional definitions don't capture entire intensions; extensional definitions don't capture entire extensions.  If I point to just one tiger and say the word "tiger", the communication may fail if they think I mean "dangerous animal" or "male tiger" or "yellow thing".  Similarly, if I say "dangerous yellow-black striped animal", without pointing to anything, the listener may visualize giant hornets.

You can't capture in words all the details of the cognitive concept—as it exists in your mind—that lets you recognize things as tigers or nontigers.  It's too large.  And you can't point to all the tigers you've ever seen, let alone everything you would call a tiger.

The strongest definitions use a crossfire of intensional and extensional communication to nail down a concept.  Even so, you only communicate maps to concepts, or instructions for building concepts—you don't communicate the actual categories as they exist in your mind or in the world.

(Yes, with enough creativity you can construct exceptions to this rule, like "Sentences Eliezer Yudkowsky has published containing the term 'huragaloni' as of Feb 4, 2008".  I've just shown you this concept's entire extension.  But except in mathematics, definitions are usually treasure maps, not treasure.)

So that's another reason you can't "define a word any way you like":  You can't directly program concepts into someone else's brain.

Even within the Aristotelian paradigm, where we pretend that the definitions are the actual concepts, you don't have simultaneous freedom of intension and extension.  Suppose I define Mars as "A huge red rocky sphere, around a tenth of Earth's mass and 50% further away from the Sun".  It's then a separate matter to show that this intensional definition matches some particular extensional thing in my experience, or indeed, that it matches any real thing whatsoever.  If instead I say "That's Mars" and point to a red light in the night sky, it becomes a separate matter to show that this extensional light matches any particular intensional definition I may propose—or any intensional beliefs I may have—such as "Mars is the God of War".

But most of the brain's work of applying intensions happens sub-deliberately.  We aren't consciously aware that our identification of a red light as "Mars" is a separate matter from our verbal definition "Mars is the God of War".  No matter what kind of intensional definition I make up to describe Mars, my mind believes that "Mars" refers to this thingy, and that it is the fourth planet in the Solar System.

When you take into account the way the human mind actually, pragmatically works, the notion "I can define a word any way I like" soon becomes "I can believe anything I want about a fixed set of objects" or "I can move any object I want in or out of a fixed membership test".  Just as you can't usually convey a concept's whole intension in words because it's a big complicated neural membership test, you can't control the concept's entire intension because it's applied sub-deliberately.  This is why arguing that XYZ is true "by definition" is so popular.  If definition changes behaved like the empirical nullops they're supposed to be, no one would bother arguing them.  But abuse definitions just a little, and they turn into magic wands—in arguments, of course; not in reality.

Alternatively, if you asked me "What is red?" I could point to a stop sign, then to someone wearing a red shirt, and a traffic light that happens to be red, and blood from where I accidentally cut myself, and a red business card, and then I could call up a color wheel on my computer and move the cursor to the red area.  This would probably be sufficient,

Ah, so that's what "red" is!  Man, that has stumped me for SO long.  It all makes sense now!  Red is the set: {some stop sign, some guy, some traffic light, some blood on Eliezer_Yudkowsky's body, a business card, and a cursor on a portion of Eliezer_Yudkowsky's screen}

the part about the "truly strict". well that doesnt actually clarify it either.. 

Silas, that's actually a pretty good way to capture some of the major theories about color -- ostensive definition for a given color solves a lot of problems.

But I wish Eliezer had pointed out that intensional definitions allow us to use kinds of reasoning that extensional definitions don't ... how do you do deduction on an extensional definition?

Also, extensional definitions are harder to interpersonally communicate using.  I can wear two shirts, both of which I would call "purple," and someone else would call one "mauve" and the other "taupe" (or something like that -- I'm not even sure what those last two colors are).  Whereas if we'd defined the colors on wavelengths of light, well, we know what we're talking about.  It's harder to get more overlap between people on extensional rather than intensional definitions.

Mauve is a light grayish purple, reasonably likely to appear in the sky soon after sunset. Taupe is some sort of brown. I was bewildered by the top example at the wikipedia article-- it's much darker than what I think of as taupe. It turns out (page down a ways) that what I had in mind was sandy taupe-- the Crayola version.

Silas: red is not the set, but what all of those things have in common.  The set would be most effective if you presented a sequence of examples that was different in every way except in color.  To be extra sure of getting the point across, you could present examples that are exactly the same, except in color, and then say one was "red" and the other was "not red" - a whole educational philosophy has been built up out of this (look up Siegfried Engelmann and Direct Instruction). Of course this method of communication assumes that the audience is sighted, not colorblind, understands the concept of "same" and "different", etc.

I think Silas brings up a fair point.  Ostensive definition in isolation can be pretty darn hard.  It has to compete with every other likely usage-interpretation.

These last couple of posts on definitions have been very good.

Another definitional strategy prone to abuse is coinage or creation of neologisms, sometimes used to sneak assumptions into a debate that would require significant support otherwise.

For one example, I have noticed the use of the term 'technoscience' or 'technoscientific' in rhetoric concerning science and technology. The use of this term is striking given the pretty obvious differences between science and technology as domains and activities in the real world. One must be making a very imprecise point for it to apply equally well to both science and technology in one breath. Use of this term might be nothing more than a symptom of this imprecision, but can also be thought of as stipulating an unsupported conclusion in itself. That is, anyone meeting the argument on its terms implicitly agrees that technology and science are identical for purposes of reasoning about them.

Wow, this is the most response I've ever gotten to an Overcoming_Bias comment O.o

My point was just, as Benquo noted, that definition that way (extensive) competes with every other conceivable interpretation.  The success of such definitions in conveying the meaning suggests sufficient common understanding between the people to rule out the infinity of ("obviously" ridiculous) solutions, and therefore that the describer hasn't actually excluded all the wrong answers.  But, that was close enough to Eliezer_Yudkowsky's point in the rest of the post, so, go fig.

I just mentioned it because his post reminded me of a passage I recently read in Steven Pinker's The Stuff of Thought, where he mentions an exchange between a child and his father, showing that parental corrections do not suffice to define (rule out all wrong-sounding syntax) all of the rules we naturally use when speaking languages.

child: I turned the raining off.
father: You mean, you turned the sprinkler off?
child: I turned the raining off of the sprinkler.

For some reason, I'm reminded of the passage from the opening of Augustine's Confessions -- in the true spirit of autobiography, he describes how he learned words and ideas as an infant by being shown extensional definitions: 

The temptation to create a Wikipedia article for "Sentences Eliezer Yudkowsky has published containing the term 'huragaloni' as of Feb 4, 2008" is very strong, but I will resist.

"Trying to learn Chinese from a Chinese/Chinese dictionary".
I first tried to learn Chinese from Children book. I learned "thatched cottage" before "house"... funny when speaking with my Chinese friends.

It's easy to teach a dog what words mean, provided the dog has some interest you can quickly show in the thing meant.

I wrote out on a napkin, one day when she was two, all the words and phrases that my Doberman Susie definitely knew in context, and came up with 200.

All of them were for things that involved her somehow.  The most direct naming of things was for toys ; but commands and so forth, and the ever-versitile ``fetch the ...'' where ... is something fetchable, provided a link to lots of items you could name.  Her interest was then in fetching,
and indirectly to the name of the thing.

People are no different.  To teach what red is, you need some interest in red.

I once saw a person from Korea discover, much to her surprise, that pennies are not red.  She had been able to speak English for a while and could correctly identify a stop sign or blood as red, and she had seen plenty of pennies before discovering this.

In Korea they put the color of pennies and the color of blood in the same category and give that category a Korean name.

And in Hungarian they put the colour of stop signs and the colour of blood in different categories.

Pretty late on this, but just in case, a few of points:

someone's already sort of mentioned this, but your first example (defining "red"), is by ostension, not by extension. Defining something by extension, especially something like "red", would require pointing out an infinite number of things.

You were probably just careles in your choice of words, but "the neural pattern (in my temporal cortex) that inspects an incoming signal from the visual cortex to determine whether or not it is a tiger" is a good example of Betty Crocker's Theory of Microwave Cooking (cf. http://books.google.ca/books?id=9JGOmd66jGsC&pg=PA121&lpg=PA121&dq=churchland+betty+crocker+microwave&source=bl&ots=5JDuIkAIe6&sig=6KK3pE7xUE12U5O5C5DKaP2gz_c&hl=en&ei=HRsbS46YDsWKlQf7_rm6BA&sa=X&oi=book_result&ct=result&resnum=1&ved=0CA0Q6AEwAA#v=onepage&q=&f=false

your final point about redefining words "any way I like" being the same as changing/reassigning beliefs is exactly right...our words can only "mean" our intensions of them, and since we can't/don't communicate intensions, the chain ends there.

An important algorithm for attempting to translate extensional definition into intensional definition is Mitchell's version spaces:

S.I. Hayakawa is mentioned in this article instead of Alfred Korzybski, but the Intensional vs. Extensional distinction was one of the fundamental distinctions of AK, along with The Map is Not the Territory, The Word is not the Thing, etc.

To give an "extensional definition" is to point to examples, as adults do when teaching children.  The preceding sentence gives an intensional definition of "extensional definition", which makes it an extensional example of "intensional definition".

Correction for future note:  The extensional definition is the complete set of objects obeying a definition.  To define a thing by pointing out some examples (without pointing out all possible examples) has the name "ostensive definition".  H/t @clonusmini on Twitter.  Original discussion in "Language in Thought and Action" here.

"you only communicate maps to concepts, or instructions for building concepts—you don't communicate the actual categories as they exist in your mind or in the world."

Really? I've always defined definition as either the sorting algorithm between, or description of the boundary between, two categories, yes-thing and not-thing.

Of course you're not giving me your neuronal arrangement, but you ought to be giving me one of two things that any agent, on any substrate, can use to sort every possible thing into yes-thing and not-thing, the same way you do.

If, after receiving a "definition", I (and any/every rational agent) am not able to apply the algorithm or description of the boundary between, and sort everything into yes-thing and not-thing the same way as you do, then what you've given me isn't really a definition (by my definition).

Using this definition of definition cuts down lots of useless (or anti-useful) definitions people try to give. I find that bad definitions are at the root of most stupid disagreements, both on the internet and IRL.

I find myself always struggling with these concepts, coming back to this post, kinda-sorta understanding it, but still rather confused. Some questions and comments:

The concept of “extensional“ and “intentional” definitions is a traditional distinction in philosophy and logic.

The preceding sentence gives an intensional definition of "extensional definition", which makes it an extensional example of "intensional definition".

This is really elegant. Worth taking a beat to digest

Soon the two are lost in a maze of words defined in other words, the problem that Steven Harnad once described as trying to learn Chinese from a Chinese/Chinese dictionary.

Of course, it turned out that LLMs do this just fine, thank you.

I don't doubt that LLMs could do this, but has this exact thing actually been done somewhere?

I've not read the paper but something like https://arxiv.org/html/2402.19167v1 seems like the appropriate experiment.

I don't think LLMs do the equivalent of that. It's more like, learning Chinese from a Chinese/Chinese dictionary stapled to a Chinese encyclopedia.

It is not obvious to me that using a Chinese/Chinese dictionary, purged of example sentences, would let you learn, even in theory, even things a simple n-grams or word2vec model trained on a non-dictionary corpus does and encodes into embeddings. For example, would a Chinese/Chinese dictionary let you plot cities by longitude & latitude? (Most dictionaries do not try to list all names, leaving that to things like atlases or gazetteers, because they are about the language, and not a specific place like China, after all.)

Note that the various examples from machine translation you might think of, such as learning translation while having zero parallel sentences/translations, are usually using corpuses much richer than just an intra-language dictionary.



Similarity Clusters

Once upon a time, the philosophers of Plato's Academy claimed that the best definition of human was a "featherless biped".  Diogenes of Sinope, also called Diogenes the Cynic, is said to have promptly exhibited a plucked chicken and declared "Here is Plato's man."  The Platonists promptly changed their definition to "a featherless biped with broad nails".

No dictionary, no encyclopedia, has ever listed all the things that humans have in common.  We have red blood, five fingers on each of two hands, bony skulls, 23 pairs of chromosomes—but the same might be said of other animal species.  We make complex tools to make complex tools, we use syntactical combinatorial language, we harness critical fission reactions as a source of energy: these things may serve out to single out only humans, but not all humans—many of us have never built a fission reactor.  With the right set of necessary-and-sufficient gene sequences you could single out all humans, and only humans—at least for now—but it would still be far from all that humans have in common.

But so long as you don't happen to be near a plucked chicken, saying "Look for featherless bipeds" may serve to pick out a few dozen of the particular things that are humans, as opposed to houses, vases, sandwiches, cats, colors, or mathematical theorems.

Once the definition "featherless biped" has been bound to some particular featherless bipeds, you can look over the group, and begin harvesting some of the other characteristics—beyond mere featherfree twolegginess—that the "featherless bipeds" seem to share in common.  The particular featherless bipeds that you see seem to also use language, build complex tools, speak combinatorial language with syntax, bleed red blood if poked, die when they drink hemlock.

Thus the category "human" grows richer, and adds more and more characteristics; and when Diogenes finally presents his plucked chicken, we are not fooled:  This plucked chicken is obviously not similar to the other "featherless bipeds".

(If Aristotelian logic were a good model of human psychology, the Platonists would have looked at the plucked chicken and said, "Yes, that's a human; what's your point?")

If the first featherless biped you see is a plucked chicken, then you may end up thinking that the verbal label "human" denotes a plucked chicken; so I can modify my treasure map to point to "featherless bipeds with broad nails", and if I am wise, go on to say, "See Diogenes over there?  That's a human, and I'm a human, and you're a human; and that chimpanzee is not a human, though fairly close."

The initial clue only has to lead the user to the similarity cluster—the group of things that have many characteristics in common.  After that, the initial clue has served its purpose, and I can go on to convey the new information "humans are currently mortal", or whatever else I want to say about us featherless bipeds.

A dictionary is best thought of, not as a book of Aristotelian class definitions, but a book of hints for matching verbal labels to similarity clusters, or matching labels to properties that are useful in distinguishing similarity clusters.

A nit: people with polydactyly or trisomies are still human.  But that supports the larger point.  See also George Lakoff's Women, Fire, and Dangerous Things which develops a prototype model of categorization.

Sorry, newbie here. I assume that once you've fleshed our your similarity cluster, your initial clue may also be happily proven false, right?

I'm thinking of, say, amputees, or, ahem, furries, neither of which would match your clue, but both of which can be recognised (perhaps with some difficulty in the latter case) as humans, once you've gathered enough information to fill out your cluster. 

Also a newbie... but I'd gather that each of the "sign-post" characteristics strongly increase the probability that the subject is a human. So, if you look for "things that are bipedal and featherless" - you have a strong likelihood of finding a human... ie it doesn't necessarily mean that if a thing doesn't have that characteristic, that it isn't human ie A->Human doesn't mean that ~A->~Human though if you find ~A then Human has lowered probability. I reckon you can probably sum across the cluster and as long as it has a good percentage of the signalling characteristics - you'd have a high chance of Human.

As to furries and plucked chickens. I'd assume that a temporary-characteristic shouldn't be taken as a permanent characteristic. eg a plucked chicken is temporarily un-feathered (and not by its own choice either!). Normally (for that chicken) it is feathered... the opposite is the case for furries ;)

I'd assume that a temporary-characteristic shouldn't be taken as a permanent characteristic.

It was never specified that humans are something that stay human. Once you notice that, you'd start using "was a human" and "will be a human" as criteria. The plucked chicken clearly wasn't a human before, and will most likely go into another obviously non-human state soon, so it doesn't fit well as a human. The homo sapiens with the feathered suit used to be an obvious example, and soon will be again, so it fits well as a human.

It is strange to see a common machine learning algorithm explained philosophically rather than mathematically.



Typicality and Asymmetrical Similarity

Birds fly.  Well, except ostriches don't.  But which is a more typical bird—a robin, or an ostrich?

Which is a more typical chair:  A desk chair, a rocking chair, or a beanbag chair?

Most people would say that a robin is a more typical bird, and a desk chair is a more typical chair.  The cognitive psychologists who study this sort of thing experimentally, do so under the heading of "typicality effects" or "prototype effects" (Rosch and Lloyd 1978).  For example, if you ask subjects to press a button to indicate "true" or "false" in response to statements like "A robin is a bird" or "A penguin is a bird", reaction times are faster for more central examples.  (I'm still unpacking my books, but I'm reasonably sure my source on this is Lakoff 1986.)  Typicality measures correlate well using different investigative methods—reaction times are one example; you can also ask people to directly rate, on a scale of 1 to 10, how well an example (like a specific robin) fits a category (like "bird").

So we have a mental measure of typicality—which might, perhaps, function as a heuristic—but is there a corresponding bias we can use to pin it down?

Well, which of these statements strikes you as more natural:  "98 is approximately 100", or "100 is approximately 98"?  If you're like most people, the first statement seems to make more sense.  (Sadock 1977.)  For similar reasons, people asked to rate how similar Mexico is to the United States, gave consistently higher ratings than people asked to rate how similar the United States is to Mexico.  (Tversky and Gati 1978.)

And if that still seems harmless, a study by Rips (1975) showed that people were more likely to expect a disease would spread from robins to ducks on an island, than from ducks to robins.  Now this is not a logical impossibility, but in a pragmatic sense, whatever difference separates a duck from a robin and would make a disease less likely to spread from a duck to a robin, must also be a difference between a robin and a duck, and would make a disease less likely to spread from a robin to a duck.

Yes, you can come up with rationalizations, like "Well, there could be more neighboring species of the robins, which would make the disease more likely to spread initially, etc.," but be careful not to try too hard to rationalize the probability ratings of subjects who didn't even realize there was a comparison going on.  And don't forget that Mexico is more similar to the United States than the United States is to Mexico, and that 98 is closer to 100 than 100 is to 98.  A simpler interpretation is that people are using the (demonstrated) similarity heuristic as a proxy for the probability that a disease spreads, and this heuristic is (demonstrably) asymmetrical.

Kansas is unusually close to the center of the United States, and Alaska is unusually far from the center of the United States; so Kansas is probably closer to most places in the US and Alaska is probably farther.  It does not follow, however, that Kansas is closer to Alaska than is Alaska to Kansas.  But people seem to reason (metaphorically speaking) as if closeness is an inherent property of Kansas and distance is an inherent property of Alaska; so that Kansas is still close, even to Alaska; and Alaska is still distant, even from Kansas.

So once again we see that Aristotle's notion of categories—logical classes with membership determined by a collection of properties that are individually strictly necessary, and together strictly sufficient—is not a good model of human cognitive psychology.  (Science's view has changed somewhat over the last 2350 years?  Who would've thought?)  We don't even reason as if set membership is a true-or-false property:  Statements of set membership can be more or less true.  (Note:  This is not the same thing as being more or less probable.)

One more reason not to pretend that you, or anyone else, is really going to treat words as Aristotelian logical classes.
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Seeing as how Alaska is in the United States, I would say this makes it unusually close.

Has it been established that people who prefer "98 is approximately 100" to "100 is approximately 98" or "Mexico is like the US" to "the US is like Mexico" do so because, e.g., they think 98 is nearer to 100 than vice versa? It seems to me that "approximately 100" and "like the US" have an obvious advantage over "approximately 98" and "like Mexico": 100 is a nice-round-number, one that people are immediately familiar with the rough size of and that's easy to calculate with; the US is a nation everyone knows (or thinks they do).

I bet there really is a bias here, but that observation doesn't strike me as very good evidence for it. The rival explanations are too good. (The example about disease in ducks and robins is much better.)

g, as far as I can tell, what you described is a bias. Misapplied heuristic. Answering the wrong question.

What?  No.  It's not even vaguely reasonable to say that a transfer of a disease between two species is equally likely either way.

The differences between gray and red squirrels make it entirely certain that a particular disease will pass from gray to red, but not red to gray - grays carry the virus responsible in their DNA and are immune to it, but it kills reds.

Now, if you could show that people had a strong tendency to always assume that it would be easier to pass disease from something quite like the stereotypical example of a category to a non-stereotypical example than the other way around, you'd have something.  As it is, you only have an anecdote.

Your comments seem to me to increasingly be of the "gotcha" variety that focus on noncrucial details.  There's value to keeping posters honest but you're on the slippery slope of irrelevancy.  JMHO.

They're necessary to the arguments being made, which are necessary to the generation of conclusions.

If pointing out errors in the arguments isn't 'relevant' enough, what exactly would be?

The "errors" in the arguments are not relevant.
When surveying people who aren't disease biologists, it doesn't matter if there are specific one-way paths in the cutting edge research, what matters are the processes that inform the decisions. In the absence of any biological information, there's no indication to tilt the scales one way or another. If these people were saying 'well, robins have gene XYZZY which causes etc.', but they aren't, they're functioning on categories as they don't have any real information on cross-species disease. Accidental cancellation is not an example of a lack of bias.

If all gray squirrels hold this "disease" DNA, and are completely unaffected by it, it doesn't seem any more a disease than mitochondria or stomach flora. If there are gray squirrels without it, and they can contract it from red squirrels, then the disease does indeed pass both ways even though gray squirrels are asymptomatic.

Pointing out why an error in an element of the argument matters would be relevant.

The errors are relevant.  So what if the person who mentions an error doesn't have the capacity to deduce the relevancy?  It's still possible that someone on here will deduce the relevancy.

Your post, by contrast, as well as Bob3's just above, are making the assumption that the only argument to be found is the one that was stated.  Caledonian2 is right, and if you weren't focused on the irrelevancy of his argument, you might have been able to find the relevancy of his point.

Granted, Caledonian2 did his best to find an argument fitting his idea, and the argument he picked isn't necessarily relevant.  He probably did this because of the scientific bias of this message board, where I myself have previously succumbed to the fear that I need to have a valid argument to back up my point, lest others attack me for not having one.  But none of that diminishes the potential relevancy of his idea

Thanks for the stuff on typicality, interesting.  Just as a side thought, I suspect this  has a bearing on Robin's recent post on complexity in political discourse.  If one 'plank' of a candidate's position becomes 'typical' of his whole set of ideas, then that gives strength and coherence to Candidate X as a concept.

Tiiba, I don't think what I described is a bias, but perhaps I didn't explain it well. I'm proposing that in phrases like "X is approximately Y" and "X is like Y", the connectives are not intended to be taken as symmetrical relations like "differs little from"; rather, they mean something like "If you want to know about X, it may be useful to think about Y instead". And I don't see anything wrong with that, as such.

Let me give an analogy from a field where bias is quite effectively eliminated: pure mathematics. Mathematicians have various notations they use to express relationships of the form "this function is bigger than that one for large x". One of them, written something like "f ~ g", means "the ratio f/g tends to 1 in whatever limiting case we're interested in" (n -> oo, x -> 0, whatever). This really is a symmetrical relation; f ~ g if and only if g ~ f. But if you ask mathematicians which of "x^3+17x^2-25x+1 ~ x^3" and "x^3 ~ x^3+17x^2-25x+1" is more natural then I bet they'll quite consistently go for the former.

Now, if you want to call it a "bias" every time some term that looks symmetrical is used asymmetrically as a matter of convention or convenience, fair enough. I'd prefer to reserve "bias" for cases where the asymmetrical usage actually causes, or is a symptom of, error. As I say, I'm sure there's plenty of error caused by typicality heuristics; but I don't see that the asymmetry in the use of phrases like "is like" is, or indicates, an error.

(What "wrong question" do you think is being answered here?)

Kansas is unusually close to the center of the United States, and Alaska is unusually far from the United States;

anon & Eliezer, I think there's a 'the centre of' missing there. Easy typo to make.

Caledonian's comments are increasingly annoying/irrelevant, taking cheap shots against Eliezer's posts and adding no useful information. There should be a way to filter his trollish comments.

They can moderate comments, but Cal occasionally makes a (cantankerously phrased) good point, so I doubt that they will.

Ah, but we're dealing with people who call everything even incidentally related to the subject 'evidence' and suggest that it should change the outcome of a Bayesian evaluation.

The statement about how disease transmission from one species to another should be just as likely as the reverse is simply logically wrong, period.  Now, the post could have made a statement that we had no reason to presume the relationship would be of any particular form, and thus people should have favored one as much as the other - but that's not what was said.

Furthermore, one datapoint does not suffice to demonstrate a tendency.  Citing multiple examples is necessary for even an informal claim to be taken seriously.

Furthermore, this is part of a tendency on the part of the authors to make incredibly sloppy, poorly-supported, and often necessarily invalid or factually incorrect arguments.  I am willing to cut reasonable people some slack, especially since everyday language is so imprecise, but a pattern of serious error burns through the grace leeway very rapidly.

Caledonian: I am afraid I have to agree with Bob, Sean and Pyramid Head.  Contrary to what you just said, you have not cut Eliezer the slack that every reader should cut every author before publishing a critical comment.

Were you hurt in a lasting way by someone Eliezer reminds you of?  Someone, say, with a grand program to change the world?  Someone claiming extremely high intelligence?  Someone with many lectures on the right way to think?

I hate to say this, but technically 98 is closer to 100 than 100 is to 98.  The difference between 98 and 100 is (100-98)/100 or 2%.  The difference between 100 and 98 is (98-100)/98 or 2.04%.  True, the difference between is only 2, but the percentage differences are, um, different.  With this idea in mind, is this a type of bias that can carry over to other comparisons? (e.g. Mexico could theoretically be closer to the US (politics, standard of living, etc.) than the US is to Mexico (currency, language, etc.))  Or have I missed something important here?

You could check for that bias by also trying 100 vs 102.

I'm guessing people would agree with "100 is approximately 102" less often than "102 is approximately 100".

When you count percentages, you always count percentages of something. In this case you count percentages of 100 in one case, and percentages of 98 in the other, which explains why you get different numbers

I'd assume we can do other experiments to find this out... maybe they've been done? Instead of {98,100}, try all pairs of two numbers from 90-110 or something?

Lee, I'm confident that you'd find that "97 is approximately 100" seems more natural to most people than "100 is approximately 99". As for the percentage differences, (1) why should the percentage difference be the thing to focus on rather than the absolute difference, and (2) why do it that way around? (Only, I think, because of the effect I mentioned above: when you say "X is approximately Y" you're implicitly suggesting Y as a standard of comparison, because it's useful for that purpose one way or another.)

Lee, you're confusing the map with the territory, to borrow Eli's phrasing. Percentages are just a convenient way to label the ratio, or difference, between values, but they are not precisely the difference, just an arbitrary representation.

Lee, if we're going to talk technically, then "percentage difference" is technically not a valid measure of distance or "closeness", because distance is something that happens in a metric space, and a metric has to be symmetrical.

Also, I think you'd find subjects saying that "102 is approximately 100" sounds more natural than "100 is approximately 102".

I think in certain contexts it makes sense to think about the closeness of two quantities in terms of percentage difference. For example, let's say we're not just talking about the numbers 98 and 100, but the rates 98 mph and 100 mph. When we talk about speed, what we're actually interested in is usually not the speed itself but rather the amount of time it takes to cover a certain distance when traveling that speed. 

So in this context, it makes sense to say that 98 mph is about 100 mph to the same degree that 980 mph is about 1000 mph--because they have the same marginal relation in the time required to cover a certain distance at those speeds.

But the relation you're describing is itself percentage-based! If you go from the rates to, say, the time it takes to cover a distance of 100 miles, then you get (roughly) 102 and 100 hours in the first case, and 10.2 and 10 hours in the second case. These only have the same relation if we use percentage differences or ratios to think about how close two times are.

I thought that iemnitable was trying to justify the use of ratios when comparing speeds (as an example), and I pointed out that this requires us first to justify the use of ratios when comparing times.

Ah; I got a different impression from the great-grandparent. I agree with your point in the parent.

I was thinking of it more like: if there's a certain place I can get to in (roughly) 102 hours going 98 mph, and I want to get there in 100 hours, I need to speed up to 100 mph. Similarly, if there's a another place that I can get to in roughly 102 hours going 980 mph, and I want to get to that place in 100 hours, I need to speed up to 1000 mph.

I kind of wanted to clarify that in the original post but I hadn't really thought of a good way to express it at the time.

Furthermore, I think that your interpretation of the example even makes it more clear that it makes sense to think of it in terms of a ratio. In the first case, you've sped up by 2 mph and gotten a gain of about 2 hours, straightforward enough. But in the second case, you've sped up by 20 mph, and only gotten a gain of about 0.2 hours. Here's where I think most people's intuition is probably screaming "whaaaaaaat!?"

But if we think of it in terms of the ratios, then everything fits together nicely again and the screaming intuition voice shuts up. Plus the math we have to do to get to the right answer is a lot easier.

(Incidentally, Eliezer's original objection can be resolved by taking logs. Suddenly although the ratios 102/100 and 100/102 are not symmetrical, log(102/100) and log(100/102) are.)

An approximation is something less accurate than the original. 100 looks less accurate because it looks like it's been rounded to the hundreds column.

I'm suggesting that you ask yourself "does this really matter?" before you post.  You've made contributions to past threads but now we get comments like "a tendency on the part of the authors to make incredibly sloppy, poorly-supported, and ..." that signal an attack dog mentality.  Why is "incredibly" part of this sentence?  Does it add anything except flame?  Do you really find the "errors" you comment on incredible?

You may care more about the methods than the conclusions but, personally, I visit OB more for the questions than the answers.

Sorry to highjack the thread but I think that increased civility warrants attention.

And I am curious about something, Caledonian: can you name 3 authors you consider less biased or more likely to make valid arguments than Eliezer is?  The reason I ask is, I am curious whether you think most authors' arguments are incredibly sloppy (which is how you describe Eliezer's arguments).

In the sense of 'nearly unable to believe them'?  Yes.  I am flabbergasted that rudimentary errors are made by people with a reputation for great intelligence.

In this post, on this topic alone, Eliezer presumed that: 1) the prototype model is correct, 2) that robins are closer to the prototype than ducks, 3) the reason people thought a disease transfer would be more likely from robins to ducks was because of this, 4) the same pattern applies generally, and 5) that is also because of how we reason from generalities to specifics.  All of these things are assumptions, none of which were given even the sketchiest support within this post.

Quite a lot of people here seem to be giving Our Hosts so much benefit of the doubt that they're filling in holes in their arguments for them.  I mean, really, what is it with you people?  The point is to overcome biases, not wallow in them.

May I just say that I'm enjoying the fact that you're actually taking the time to explain your thoughts in greater depth than you have typically done to date. It was clear that you have a high opinion of your own intelligence, but I was finding it difficult to form my own opinion on the value of your comments based on your previous rather telegraphic style.

Cal, the whole point of the post is to introduce the idea of the prototype model versus Aristotelian model of cognition. The stated purpose of the blog is to be at least 50% accessible to the public, and the posts are headed toward amalgamation into a popular book, not a technical book. The point wasn't to rigorously support or defend the prototype model as such -- I would imagine that that has been done in many other places (maybe Eli could post some sources for your research). The point here was to expose it to a larger audience.

In the light of the larger audience, the bird prototype doesn't have to be defined with any particular level of technical accuracy -- robins versus ducks is true a priori; it's accessible to an average reader. It would hurt the overall work to beat that horse, because it's not aimed at a professional, it's not a dissertation, it's an explanation aimed at the lowest common denominator.

My point is that you're missing the point here, Cal. Rip apart falsity here, by all means, but don't think you're the only reader who realizes that it's perfectly plausible that a robin could spread a disease to a duck but not visa versa -- I realize that, and I bet most of the people who read the post also realized that, but it's ridiculous to think that a statistically significant proportion of the population, randomly selected to answer a question like that, would have any knowledge of the specific disease pathways between robins and ducks that would skew the results in any given way. Even if by some magical coincidence, enough people even realized there COULD be different pathways, there is no reason to expect that knowledge to skew the results toward one bird over another, without further explanation. Clearly there is a bias at work. If you don't think the evidence points toward the bias Eli was talking about, then explain why and offer a different hypothesis.

You keep saying we're blind to the errors and biases written here, but I think you don't realize that everyone sees most of what you post, but we choose not to post it, because we don't want to be pedantic. We're trying to digest the meat of the information, and we understand who the intended audience is.

He cites five papers that fairly well establish the prototype model within the domain of this discussion. If you don't like this sort of "presumption", and don't offer any sort of counter argument before calling it an "incredibly sloppy mistake", you've gone beyond the point of reasonable discussion.

2) that robins are closer to the prototype than ducks,

This is indeed the general finding, at least for Americans and presumably many other groups.

3) the reason people thought a disease transfer would be more likely from robins to ducks was because of this,

Can you give a good reason why the general public would think this? Can you support it non-anecdotally with high school biology that everyone remembers? Can you even defend more thoroughly the gray/red squirrel "disease" without hedging your definitions of disease?

This was the finding when performed with numbers, states, and cities. Quick, describe the properties of the set {birds, numbers, states, cities}, and why the pattern doesn't apply outside of here.

The "errors" in the argument do little to diminish the fact that people, when given the option, favored robins over ducks. It's unlikely a "robin bias" exists.

"Why is Eliezer's audience not concerned with finding or even looking for his errors in reasoning and argument?"

The torture vs dust specks discussions showed that there are quite a number of people here who would like to show that Eliezer is wrong, on the occasions when they believe that he is.

However, it isn't helpful to look at every post and start by saying, "What's wrong with that?" Start by seeing what's right, and you're much more likely to see what's wrong.

"It is always, always more important to look for what has gone wrong than to recognize what is correct."

Yes - as long as you are attacking the main thrust of the argument, not some insignificant side issue. People have a right to be annoyed when others constantly ignore the main part of what they are saying on instead pick on them for getting some triviality wrong.

And this medium is not an academic volume, it's more informal than that, so people will publish incomplete thoughts and/or grasping attempts to understand new things, and posts should be read in that context, not as if you are critiquing a journal article.

If people were perfectly rational, it wouldn't matter much whether you first looked for what was right or for what was wrong.

The problem is this: empirically it turns out that when people first look for what is wrong with something, they tend to distort it. If they first look for what is right, they get a better view of it, and so are better able to judge what is wrong.

One reason for the above (the empirical fact), perhaps, might be that understanding and seeing truth are closely related; it has even been argued that in order to understand something, we have to accept it in some way, and only as a secondary step apply skepticism to it. So if the skepticism is applied in advance, it will impede understanding.

That's a very interesting finding. Can I get a source?

Given that y'all allowed Caledonian to succeed in derailing the conversation, I'm surprised that none of you pointed out that Caledonian's original 'objection' - "It's not logically necessary for ducks' and robins' disease transmissions to be symmetrical!" - was explicitly pointed out by me in the original text.  Did you reread the original article?  Or did you unwittingly take Caledonian's word for what I had or had not said, assuming that if he attacked me at point X, I must be there defending at point X?

Anyway, if you allow Caledonian to derail another thread, I will withdraw my lone objection (among the Overcoming Bias editors) to banning him.  You're not doing him any favor by responding to his trolls.

That's probably because that wasn't my original point.

My original point - which was the first three sentences of my very first post in this thread - is as follows:  "What? No. It's not even vaguely reasonable to say that a transfer of a disease between two species is equally likely either way."

The point is correct.  We would in fact expect it to be quite likely for any disease transfer to function far more effectively in one direction than equally well in both.

The reason favoring a robin->duck transfer over a duck->robin transfer is irrational is that we have no justification for saying which way the preferential transfer would occur.  That was the correct point which you should have made, instead of the incorrect one that you did.

none of you pointed out that Caledonian's original 'objection' - "It's not logically necessary for ducks' and robins' disease transmissions to be symmetrical!" - was explicitly pointed out by me in the original text

I noticed, went back to your post to check my recollection and would have pointed it out, but my memory is not good enough to eliminate the possibility that you changed the post after Caledonian's erroneous criticism.

Comments on this page by Bob, Sean, Pyramid Head, Eliezer and I all present a common description of Caledonian's behavior: he raises objections that do not contribute anything because they are either trivial and ought to be corrected silently by the reader in the normal process of blog reading or are not valid at  all.  Not all his objections are this way, but more than half of them are.  Also, the shrillness of his objections and his generalizations from those objections have caused me to go back and check the original post not only on this page but on many other pages, and I am a little angry that I wasted my time that way.  My guess is that other people feel the same way.  Also, I worry that his continuing this way will encourage other sloppy shrill comments from other individuals with the result that the comments on this blog will become less worth reading.

To prevent the perception that I am ignoring contrary evidence, I point out that in one
recent exchange Caledonian retracted an invalid objection to something Eliezer wrote.  I hope he learns to do that more often.  Of course the ideal would be for him to do it silently before posting the original objection.

To summarise :
A storm in a teacup between a pot and a kettle.

Perhaps you should get a blog of your own, Caledonian. Or you could e-mail me at aljaynock AT hotmail DOT com and I'll make you a contributing author at my blog.

That's very kind of you, TGGP.  But I suspect dealing with the positive feedback loop of commentators' 'creative' interpretations would be terminally exhausting for both of us.

You always have the option of disabling comments and/or pingbacks for any post, although of course you can't do anything about meanies at Overcoming Bias saying nasty things over there.

Eliezer, you've been going on concerning talking about things as if people considered them Aristotelian classes, but isn't it also the case that people don't think of things in a Bayesian sense? Shouldn't it be enough simply to say that essentialism is a faulty way to look at the world?

On a completely different note about ducks vs. robins (pretending the above flame war didn't happen): I can't say whether average folks would make this connection, but it seems to me that robins sit in trees and don't walk around on the ground very often, whereas ducks tend to hang out on the ground (or in the water). Since robin droppings (a typical disease vector) would work their way to the ground, whereas duck droppings would just stay there, it seems like robins would be more likely infect ducks. Again, I don't KNOW this to be the case, but that's not the point--the point is that this belief (whether or not it's true) immediately popped into my head when reading the question, and therefore would have skewed my own answer.

But I'm also willing to accept that I think about these kinds of things way more than the average person, so my own answer (or prejudice?) may not be at all relevant. :)

On Mexico vs. the US: Here I'm not quite convinced that this is the same phenomenon--though it certainly is an asymmetric comparison, I'm not convinced that it's because one is a more "typical" country, unless I misunderstand the definitions. I'd say that each country has a set of generalized qualities that it's known for: The U.S. may be known for "freedom", "opportunity", "multicultural", whereas when you think of Mexico you think of "poverty", "don't drink the water", "warm beaches." I'm speaking in broad generalities of subject's potential perceptions on both counts; please no one take offense.

When you're comparing the first to the second, (my hypothesis is that) you look for similarities in the first to the generalities in the second, so Mexico->US means you're looking for freedom, opportunity, and multicultural aspects of Mexico, all of which exist to some degree, whereas US->Mexico you're looking for poverty, poor water, and warm beaches in the US (in my brief example), which don't fit nearly as well (though all three exist, of course).

This may be your exact point, but it feels different than the other examples, in that the others refer to the compared object's distance from an archetypal category (100 is a round number, robins are more like "bird" than ducks). Is it that the US is simply familiar because the subjects are here? What happens then when you ask Americans about Mexico vs. Canada or Canada vs. Mexico? I would bet there's a similar asymmetry to the answers, for the reasons I gave. But that's just a guess.

The statement “x approximately equals 98” and the statement “x approximately equals 100” will likely be interpreted in different ways. I'd normally interpret the former to mean that x is likely between 97.5 and 98.5, and unlikely to be less than 96 or more than 100; whereas I'd usually interpret the latter more broadly (e.g. between 90 and 110). In particular, if the latter was rephrased to “x approximately equals 10^2”, I wouldn't object to it being used to mean something as vague as “x is very likely to be somewhere between 30 and 300”.

"For similar reasons, people asked to rate how similar Mexico is to the United States, gave consistently higher ratings than people asked to rate how similar the United States is to Mexico."

Rips (1975) showed that people were more likely to expect a disease would spread from robins to ducks on an island, than from ducks to robins.  Now this is not a logical impossibility, but in a pragmatic sense, whatever difference separates a duck from a robin and would make a disease less likely to spread from a duck to a robin, must also be a difference between a robin and a duck, and would make a disease less likely to spread from a robin to a duck.

Alas, the same argument shows that diseases are equally likely to spread from Spaniards to native Americans as the other way around.  However, that turned out to be completely wrong: the Spaniards had an extended symbiosis with domestic animals, and had developed immunity to most of their diseases - while the native Americans had no such symbiosis with large animals.  They were vulnerable to the germs the Spaniards brought with them, without their germs causing the Spaniards any problems.

The flaw in the argument is that a difference involving a host with a full pathogen reservoir is asymmetric - it makes the pathogens spread away from the reservoir, but not towards it.

Reasonable, but wouldn't such reasoning make Duck->Robin much more likely than Robin->Duck, since ducks seem to migrate further than robins (which at least in America don't go further south than Florida)  --  the exact opposite of what people said?

Maybe you know something they don't.  Or maybe they know something you don't...

I disagree with collective intelligences all the time. Problem?

Not a problem, provided you turn out to be right and the "collective intelligences" wrong more often than not. Do you?

I think I do. My calibration is pretty good so far, and that's on many collectively sourced predictions like Intrade.

It seems to me that diseases would be more likely to spread from robins to ducks than from ducks to robins.
The reason I am thinking this is the case is that robins fly around more than ducks, and ducks rest in water.
This means that ducks are fairly likely to come in contact with traces of past robins, but robins are unlikely to come in contact with traces of past ducks.

The idea that the spread of disease between species is equally likely not only ignores differences in immunity, as Caledonian2 said; it also assumes direct contact between the species.  Indirect contact, but contrast, can be one-way.

Even the concept of Alaska being far and Kansas being close is easily explained by calling into question the wording of the question in the experiment.  Kansas is close to Alaska, compared to the average of everywhere else.  Alaska however, is far from Kansas, compared to the average of the rest of the US.  It's definitely a bias as a result of categorization, but it's not because of the properties of the categories.  It instead seems to be a bias in how the question is interpreted: in which category the question refers to.  And this, obviously, is a result of contextual inference making.  Kansas is in a different context than Alaska.

"98 is closer to 100 than 100 is to 98"

Geometrically, this is literally true. I would like to see if the same applies for how close 98 is to 100 vs 100 to 101. I suspect we get the same result, but for me, at least, it "feels" different. My innate comparison is multiply/divide, then add/subtract, then other things. I bet I'm more likely to add/subtract weird multiples of 12 and 24 and 100 (like 3, 6, 8, and 25), and more likely to multiply/divide "round" numbers like 1, 5, 10, 20, 100.



The Cluster Structure of Thingspace

The notion of a "configuration space" is a way of translating object descriptions into object positions.  It may seem like blue is "closer" to blue-green than to red, but how much closer?  It's hard to answer that question by just staring at the colors.  But it helps to know that the (proportional) color coordinates in RGB are 0:0:5, 0:3:2 and 5:0:0.  It would be even clearer if plotted on a 3D graph.

In the same way, you can see a robin as a robin—brown tail, red breast, standard robin shape, maximum flying speed when unladen, its species-typical DNA and individual alleles.  Or you could see a robin as a single point in a configuration space whose dimensions described everything we knew, or could know, about the robin.

A robin is bigger than a virus, and smaller than an aircraft carrier—that might be the "volume" dimension.  Likewise a robin weighs more than a hydrogen atom, and less than a galaxy; that might be the "mass" dimension.  Different robins will have strong correlations between "volume" and "mass", so the robin-points will be lined up in a fairly linear string, in those two dimensions—but the correlation won't be exact, so we do need two separate dimensions.

This is the benefit of viewing robins as points in space:  You couldn't see the linear lineup as easily if you were just imagining the robins as cute little wing-flapping creatures.

A robin's DNA is a highly multidimensional variable, but you can still think of it as part of a robin's location in thingspace—millions of quaternary coordinates, one coordinate for each DNA base—or maybe a more sophisticated view that .  The shape of the robin, and its color (surface reflectance), you can likewise think of as part of the robin's position in thingspace, even though they aren't single dimensions.

Just like the coordinate point 0:0:5 contains the same information as the actual HTML color blue, we shouldn't actually lose information when we see robins as points in space.  We believe the same statement about the robin's mass whether we visualize a robin balancing the scales opposite a 0.07-kilogram weight, or a robin-point with a mass-coordinate of +70.

We can even imagine a configuration space with one or more dimensions for every distinct characteristic of an object, so that the position of an object's point in this space corresponds to all the information in the real object itself.  Rather redundantly represented, too—dimensions would include the mass, the volume, and the density.

If you think that's extravagant, quantum physicists use an infinite-dimensional configuration space, and a single point in that space describes the location of every particle in the universe.  So we're actually being comparatively conservative in our visualization of thingspace—a point in thingspace describes just one object, not the entire universe.

If we're not sure of the robin's exact mass and volume, then we can think of a little cloud in thingspace, a volume of uncertainty, within which the robin might be.  The density of the cloud is the density of our belief that the robin has that particular mass and volume.  If you're more sure of the robin's density than of its mass and volume, your probability-cloud will be highly concentrated in the density dimension, and concentrated around a slanting line in the subspace of mass/volume.  (Indeed, the cloud here is actually a surface, because of the relation VD = M.)

"Radial categories" are how cognitive psychologists describe the non-Aristotelian boundaries of words.  The central "mother" conceives her child, gives birth to it, and supports it. Is an egg donor who never sees her child a mother?  She is the "genetic mother".  What about a woman who is implanted with a foreign embryo and bears it to term?  She is a "surrogate mother".  And the woman who raises a child that isn't hers genetically?  Why, she's an "adoptive mother".  The Aristotelian syllogism would run, "Humans have ten fingers, Fred has nine fingers, therefore Fred is not a human" but the way we actually think is "Humans have ten fingers, Fred is a human, therefore Fred is a 'nine-fingered human'."

We can think about the radial-ness of categories in intensional terms, as described above—properties that are usually present, but optionally absent.  If we thought about the intension of the word "mother", it might be like a distributed glow in thingspace, a glow whose intensity matches the degree to which that volume of thingspace matches the category "mother".  The glow is concentrated in the center of genetics and birth and child-raising; the volume of egg donors would also glow, but less brightly.

Or we can think about the radial-ness of categories extensionally.  Suppose we mapped all the birds in the world into thingspace, using a distance metric that corresponds as well as possible to perceived similarity in humans:  A robin is more similar to another robin, than either is similar to a pigeon, but robins and pigeons are all more similar to each other than either is to a penguin, etcetera.

Then the center of all birdness would be densely populated by many neighboring tight clusters, robins and sparrows and canaries and pigeons and many other species.  Eagles and falcons and other large predatory birds would occupy a nearby cluster.  Penguins would be in a more distant cluster, and likewise chickens and ostriches.

The result might look, indeed, something like an astronomical cluster: many galaxies orbiting the center, and a few outliers.

Or we could think simultaneously about both the intension of the cognitive category "bird", and its extension in real-world birds:  The central clusters of robins and sparrows glowing brightly with highly typical birdness; satellite clusters of ostriches and penguins glowing more dimly with atypical birdness, and Abraham Lincoln a few megaparsecs away and glowing not at all.

I prefer that last visualization—the glowing points—because as I see it, the structure of the cognitive intension followed from the extensional cluster structure.  First came the structure-in-the-world, the empirical distribution of birds over thingspace; then, by observing it, we formed a category whose intensional glow roughly overlays this structure.

This gives us yet another view of why words are not Aristotelian classes: the empirical clustered structure of the real universe is not so crystalline.  A natural cluster, a group of things highly similar to each other, may have no set of necessary and sufficient properties—no set of characteristics that all group members have, and no non-members have.

But even if a category is irrecoverably blurry and bumpy, there's no need to panic.  I would not object if someone said that birds are "feathered flying things".  But penguins don't fly!—well, fine.  The usual rule has an exception; it's not the end of the world.  Definitions can't be expected to exactly match the empirical structure of thingspace in any event, because the map is smaller and much less complicated than the territory.  The point of the definition "feathered flying things" is to lead the listener to the bird cluster, not to give a total description of every existing bird down to the molecular level.

When you draw a boundary around a group of extensional points empirically clustered in thingspace, you may find at least one exception to every simple intensional rule you can invent.

But if a definition works well enough in practice to point out the intended empirical cluster, objecting to it may justly be called "nitpicking".

But if a definition works well enough in practice to point out the intended empirical cluster, objecting to it may justly be called "nitpicking".

You should probably put in a disclaimer excepting mathematics from this -- assuming that you agree it should be excepted. (That is, assuming you agree that "Aristotelian" precision -- what mathematicians call "rigor" -- is appropriate in mathematics.)

Mathematics is largely already excepted from the above discussion - this post is talking about empirical clusters only ("When you draw a boundary around a group of extensional points empirically clustered in thingspace"), and mathematics largely operates in a priori truths derived from axioms. For example, no one needs to do a study of triangles to see whether their angle all do, indeed, add up to 180 degrees - when that's not part of the definition of triangles, it follows from the other definitions and axioms.

What's interesting about "Thingspace" (I sometimes call it "orderspace") is that it flattens out all the different combinations of properties into a mutually exclusive space of points. An observable "thing" in the universe can't be classified in two different points in Thingspace. Yes you can have a range in Thingspace representing your uncertainty about the classification (If you're a mere mortal you always have this error bar) but the piece-of-universe-order you are trying to classify is in ideal terms only one point in the space.

IMO this could explain the way we deal with causality. Why do we say effects have only one cause? Where does the Principle of Sufficient Reason come from? The universe is  not actually quantized in pieces that have isolated effects on each other. However, causes and effects are "things", they are points in Thingspace and as "things" they actually represent aggregates, bunches of variable values that when recognized as a whole have, by definition, unique cause-effect relationships with other "things". I see causality as arrows from one area of thing space to another. Some have tried to account for causality with complex Bayesian networks based on graph theory that are hard to compute. But I think applying causality to labeled clusters in Thingspace instead of trying to apply it to entangled real values seems simpler and more accurate. And you can do it at different levels of granularity to account for uncertainty. The space is then most useful classified hierarchically into an ontology. Uncertainty about classification is then represented by using bigger, vaguer, all encompassing clusters or "categories" in the Thingspace and high level of certainty is represented by a specified small area.

I once tried (and pretty much failed) to create a novel machine learning algorithm based on a causality model between hierarchical EM clusters. I'm not sure why it failed. It was simple and beautiful but I had to use greedy approaches to reduce complexity which might have broken my EM-algorithm. Well at least it (just barely) got me a masters degree. I still believe in my approach and I hope someone will figure it out some day. I've been reading and questioning the assumptions underlying all of this lately and specially pondering the link between the physical universe and probability theory and I got stuck at the problem of the arrow of time which seems to be the unifying principle but which also seems not that well understood. A well... maybe in another life.

Why would more uncertainty = bigger cluster? Wouldn't uncertainty be expressed by using smaller clusters?  I.e. if you're uncertain about a cluster you fall-back on a smaller subset of things that you are more certain pertain to that classification?

If we find a category that has a very tight cluster, such that for that category it's reasonably straightforward to define that cluster, and only a tiny handful of distant outliers that seem to only shakily fit with the rest of the category, than it may be wise in some cases to conciously redefine that category in terms of the explicit definition that represents the tight cluster, and maybe use a different category, or a broader one, to represent or include those outliers.

I sense these 6 essays on cognitive semantics are going to bring us back to transhumanism sooner or later.  As of right now,  whatever the radial distance from the prototype, and except on the Island of Dr Moreau, you are DEFINITELY human or definitely not, definitely a bird or definitely not.
Pluto is DEFINITELY a pla......   whoops.

Are "number of sides", "IQ", "age", and "font" all dimensions?

And what are the points in thingspace? It sounds like they include anything that is somewhat "mother" and anything that is somewhat "robin". (And I should think thingspace is a point in thingspace too.)

I think this post makes some good points, the main one, for me, being that words are centers of (indefinitely extending) clusters rather than boundaries of sets. But I think the notion of thingspace rests on shaky foundations: it assumes the world is broken down into things and those things have attributes.

I think thingspace is meant to be an abstraction. 
It's just a map to help us think about categorisation of objects.

Thingspace seems rather like cladistics, in which you come up with groups of characteristics and then work out trees of evolutionary descent. Note that this originated in studying the evolution of life on Earth and piecing together the Tree of Life, but is applicable anywhere an evolutionary process can work, e.g. linguistic evolution. Without necessarily going as far as the actual sorting stuff into trees, cladistics may be useful in helping conceptualise thingspace and distance in thingspace.

A thought I recently had: Shouldn't we be interested in "anti-clusters" too? ie, regions of comparatively low density compared to the surroundings/Patterns of stuff that tends to conspicuously fail to happen compared to what would be otherwise expected.

This essay reminds me of Samuel Delany saying that the word "the" seems like a gray ellipse to him, and each adjective modifies the ellipse.

does thingspace remain static?  that is; would definitional/structural changes within the space correspond to a folding or reorienting of the space where the clusters become reorganized? 

You could give relatively simple verbal intensional definitions to try and lead someone to the bird cluster, yes. But if you had someone who wasn't practically accessible through those verbal communications, how would you do it?

You'd have to show extensional examples, positives and negatives, and indicate the value of each example by some clear and consistent signal.

You couldn't give all possible extensional examples, so you would have to select some. And you couldn't give them all at once, so you'd have to present them in a particular order.

What is the theory for finding optimized selections and orderings of examples for leading the learner to the cluster? How does that theory extend to the more complicated case where you have to communicate the subtypes within the "bird" cluster?

This is one of the many things that the Theory of Direct Instruction that's presented in Engelmann and Carnine's text Theory of Instruction: Principles and Applications addresses. [They call it a "multi-dimensional non-comparative concept" (non-comparative" meaning the value of any example is absolute rather than relative to the last), or "noun" for short.]

And of course, if you had to select and order the presentation of simple verbal definitions/descriptions as examples themselves, the theory would also have application.

Please see here for a clarification of what "someone who wasn't practically accessible through those verbal communications" means, and a more concrete example of teaching the higher-order class 'vehicles' and sub-classes.

Hi there, fairly new here to LW. I'm reading through the sequences in order. went through map and territory and mysterious answers to mysterious questions. Now going through this 37 ways words can be wrong sequence, as its recommended before i delve into reductionism.

Its been said several times that LW tries to cater to a broad audience, but i find myself lost here. I have not extensively studied physics, only having done 1 year of engineering so far, and the physics references here are pretty much unintelligible to me. I don't know what configuration space is, or quaternary coordinates, or thingspace, or what strings are being referred to. I find myself struggling to grasp this post. 

EDIT: I've read through this a few times. I still have almost no idea on most of the math, but I'm guessing the "moral" of this post is basically "don't become overly obsessed with definitions"?

Reading Eliezers quantum physics sequence should help with configuration spaces and thingspaces, probably some other physics references aswell.

The Aristotelian syllogism would run, "Humans have ten fingers, Fred has nine fingers, therefore Fred is not a human" but the way we actually think is "Humans have ten fingers, Fred is a human, therefore Fred is a 'nine-fingered human'."

It's not important to your central claim, but this is the strawmanniest thing since Straw Man came to Straw Town.

No; most philosophers today do, I think, believe that the alleged humanity of 9-fingered instances *homo sapiens* is a serious philosophical problem.  It comes up in many "intro to philosophy" or "philosophy of science" texts or courses.  Post-modernist arguments rely heavily on the belief that any sort of categorization which has any exceptions is completely invalid.

A robin's DNA is a highly multidimensional variable, but you can still think of it as part of a robin's location in thingspace—millions of quaternary coordinates, one coordinate for each DNA base—or maybe a more sophisticated view that .

I guess there was a misformatted link in there or something?

One small (hopefully not too obvious) addition: the cluster-nature of thing-space is dependent on the distance function, and there is no single obviously corrent one.  Is a penguin more like an eagle or a salmon?  Depends on what you mean by "more like".  It's perfectly reasonable to say "right now, the most useful concept of 'more like' is 'last common ancestor' so penguins are more like eagles and 'birds' is a cluster' and then as your needs change to say "right now, the most useful concept of 'more like' is similarity of habitat so penguins are more like salmon and 'sealife' is a cluster."

clusters can overlap, and the word "more like" uses different clusters of clusters depending on context

Before reading this article, I had already been using this visualization technique to think of probability densities. I wonder how common that is? Probably happened because of exposure to statistics.

"Humans have ten fingers, Fred has nine fingers, therefore Fred is not a human" but the way we actually think is "Humans have ten fingers, Fred is a human, therefore Fred is a 'nine-fingered human'."

What I actually thought reading this was: "Frodo is a nine-fingered Hobbit"...

I'm glad to see Eliezer addressed this point.  This post doesn't get across how absolutely critical it is to understand that {categories always have exceptions, and that's okay}.  Understanding this demolishes nearly all Western philosophy since Socrates (who, along with Parmenides, Heraclitus, Pythagoras, and a few others, corrupted Greek "philosophy" from the natural science of Thales and Anaximander, who studied the world to understand it, into a kind of theology, in which one dictates to the world what it must be like).

Many philosophers have recognized that Aristotle's conception of categories fails; but most still assumed that that's how categories must work in order to be "real", and so proving that categories don't work that way proved that categorizations "aren't real".  They them became monists, like the Hindus / Buddhists / Parmenides / post-modernists.  The way to avoid this is to understand nominalism, which dissolves the philosophical understanding of that quoted word "real", and which I hope Eliezer has also explained somewhere.

I found some criticism of this post on a RationalWiki talk page.

For another example, "Clusters in Thingspace" has a number of issues. Most simply, it seriously undersells Aristotle's ability to handle a nine-fingered person. Certainly, if you make 'has ten fingers' part of the definition of human, then you will be able to infer that a person without ten fingers is not a human; nobody, though, has ever seriously put forward such a proposal. For Aristotle's part, he would simply say that having a certain number of fingers is not an essential property of being human (and so should not be factored into the definition). Yudkowsky is also wrong to say that the coordinate point (0,0,5) contains the same information as the HTML color blue. To the contrary, the coordinate point by itself contains no information; it can contain color information only when paired with some interpretation function I (in the case of HTML, the software provides this function). As for where else these ideas can be found, philosophers have been working on conceptual vagueness intensely since the mid-20th century, and cluster concepts were a relatively early innovation. The philosophical literature also has the benefit of being largely free of nebulous speculations about cognition and needless formalism (and the discussion of configuration space here is needless formalism, since Yudkowsky is drawing only qualitative conclusions and the practical constraints on constructing a configuration space even for robins alone are severe). The literature also uses terminology in the ordinary way familiar to everybody engaging these issues professionally (compare Yudkowsky's muddled understanding of intension) and avoids the invention of needless terms like "thingspace", which mainly achieve the isolation of LessWrong from the external literature (whose relative richness and rigor would doubtlessly benefit them far more than the Sequences, the works of a single, self-aggrandizing amateur). That's not to say that there's no good ideas in the article, only that it is unoriginal, muddled, imprecise, and parochial.

https://rationalwiki.org/wiki/Talk:LessWrong#EA_orgs_praising_AI_pseudoscience_charity._Is_it_useful.3F

Most of this just seems to be nitpicking lack of specificity of implicit assumptions which were self-evident (to me), the criticism regarding "blue" pretty much depends on whether the html blue also needs an interpreter(Eg;human brain) to extract the information. 

The lack of formality seems (to me as a new user) a repeated criticism of the sequences but, I thought that was also a self-evident assumption (maybe I'm just falling prey to the expecting short inferential distance bias) I think Eliezer has mentioned 16 years ago here:

"This blog is directed at a wider audience at least half the time, according to its policy. I'm not sure how else you think this post should have been written." 

I personally find sequences to be useful aggregator of various ideas I seem to find intriguing at the moment...

As for where else these ideas can be found, philosophers have been working on conceptual vagueness intensely since the mid-20th century, and cluster concepts were a relatively early innovation. The philosophical literature also has the benefit of being largely free of nebulous speculations about cognition and needless formalism ... The literature also uses terminology in the ordinary way familiar to everybody engaging these issues professionally ... and avoids the invention of needless terms like "thingspace", which mainly achieve the isolation of LessWrong from the external literature.


I think there's some validity to this critique. I read The Cluster Structure of Thingspace (TCSOTS) and was asking myself "isn't this just talking about the problem of classification?" And classification definitely doesn't require us to treat 'birdness' or 'motherhood' as a discrete, as if a creature either has it or doesn't. Classification can be on a spectrum, with a score for 'birdness' or 'motherhood' that's a function of many properties. 

I welcome (!!) making these concepts more accessible to those who are unfamiliar with them, and for that reason I really enjoyed TCSOTS.But it also seems like there'd also be a lot of utility in then tying these concepts to the fields of math/CS/philosophy that are already addressing these exact questions. These ideas presented in The Cluster of Thingspace are not new; not even a little - so why not use them as a jumping-off-point for the broader literature on these subjects, to show how researchers in the field have approached these issues, and the solutions they've managed to come up with? 

See: Fuzzy Math, Support Vector Machines, ANNs, Decision Trees, etc. 

So: I think posts like this would have a stronger impact if tied into the broader literature that already covers the same subjects. The reader who started the article unfamiliar with the subject would, at the end, have a stronger idea of where the field stands, and they would also be better resourced for further exploring the subject on their own. 

Note: this is probably also why most scientific papers start with a discussion of previous related work. 

I do agree that a lot of seqeunces pages would benefit a lot from having discussion of previous work or at least stating what these ideas are called in the mainstream, but I feel Yudkowskys neologisms are just... better. Among the examples of similar concepts you mentioned, I definitely felt Yudkowsky was hinting at them with the whole dimensions thing, but I think "thingspace" is still a useful word and not even that complicated; if it was said in a conversation with someone familiar with ANNs I feel they would get what it meant. (Unlike a lot of other Yudkowskisms usually parroted around here, however...)

Should probably link to Extensions and Intensions; not everyone reads these posts in order.



Disguised Queries

Imagine that you have a peculiar job in a peculiar factory:  Your task is to take objects from a mysterious conveyor belt, and sort the objects into two bins.  When you first arrive, Susan the Senior Sorter explains to you that blue egg-shaped objects are called "bleggs" and go in the "blegg bin", while red cubes are called "rubes" and go in the "rube bin".

Once you start working, you notice that bleggs and rubes differ in ways besides color and shape.  Bleggs have fur on their surface, while rubes are smooth.  Bleggs flex slightly to the touch; rubes are hard.  Bleggs are opaque; the rube's surface slightly translucent.

Soon after you begin working, you encounter a blegg shaded an unusually dark blue—in fact, on closer examination, the color proves to be purple, halfway between red and blue.

Yet wait!  Why are you calling this object a "blegg"?  A "blegg" was originally defined as blue and egg-shaped—the qualification of blueness appears in the very name "blegg", in fact.  This object is not blue.  One of the necessary qualifications is missing; you should call this a "purple egg-shaped object", not a "blegg".

But it so happens that, in addition to being purple and egg-shaped, the object is also furred, flexible, and opaque.  So when you saw the object, you thought, "Oh, a strangely colored blegg."  It certainly isn't a rube... right?

Still, you aren't quite sure what to do next.  So you call over Susan the Senior Sorter.

    "Oh, yes, it's a blegg," Susan says, "you can put it in the blegg bin."
    You start to toss the purple blegg into the blegg bin, but pause for a moment.  "Susan," you say, "how do you know this is a blegg?"
    Susan looks at you oddly.  "Isn't it obvious?  This object may be purple, but it's still egg-shaped, furred, flexible, and opaque, like all the other bleggs.  You've got to expect a few color defects.  Or is this one of those philosophical conundrums, like 'How do you know the world wasn't created five minutes ago complete with false memories?'  In a philosophical sense I'm not absolutely certain that this is a blegg, but it seems like a good guess."
    "No, I mean..."  You pause, searching for words.  "Why is there a blegg bin and a rube bin?  What's the difference between bleggs and rubes?"
    "Bleggs are blue and egg-shaped, rubes are red and cube-shaped," Susan says patiently.  "You got the standard orientation lecture, right?"
    "Why do bleggs and rubes need to be sorted?"
    "Er... because otherwise they'd be all mixed up?" says Susan.  "Because nobody will pay us to sit around all day and not sort bleggs and rubes?"
    "Who originally determined that the first blue egg-shaped object was a 'blegg', and how did they determine that?"
    Susan shrugs.  "I suppose you could just as easily call the red cube-shaped objects 'bleggs' and the blue egg-shaped objects 'rubes', but it seems easier to remember this way."
    You think for a moment.  "Suppose a completely mixed-up object came off the conveyor.  Like, an orange sphere-shaped furred translucent object with writhing green tentacles.  How could I tell whether it was a blegg or a rube?"
    "Wow, no one's ever found an object that mixed up," says Susan, "but I guess we'd take it to the sorting scanner."
    "How does the sorting scanner work?" you inquire.  "X-rays?  Magnetic resonance imaging?  Fast neutron transmission spectroscopy?"
    "I'm told it works by Bayes's Rule, but I don't quite understand how," says Susan.  "I like to say it, though.  Bayes Bayes Bayes Bayes Bayes."
    "What does the sorting scanner tell you?"
    "It tells you whether to put the object into the blegg bin or the rube bin.  That's why it's called a sorting scanner."
    At this point you fall silent.
    "Incidentally," Susan says casually, "it may interest you to know that bleggs contain small nuggets of vanadium ore, and rubes contain shreds of palladium, both of which are useful industrially."
    "Susan, you are pure evil."
    "Thank you."

So now it seems we've discovered the heart and essence of bleggness: a blegg is an object that contains a nugget of vanadium ore.  Surface characteristics, like blue color and furredness, do not determine whether an object is a blegg; surface characteristics only matter because they help you infer whether an object is a blegg, that is, whether the object contains vanadium.

Containing vanadium is a necessary and sufficient definition: all bleggs contain vanadium and everything that contains vanadium is a blegg: "blegg" is just a shorthand way of saying "vanadium-containing object."  Right?

Not so fast, says Susan:  Around 98% of bleggs contain vanadium, but 2% contain palladium instead.  To be precise (Susan continues) around 98% of blue egg-shaped furred flexible opaque objects contain vanadium.  For unusual bleggs, it may be a different percentage: 95% of purple bleggs contain vanadium, 92% of hard bleggs contain vanadium, etc.

Now suppose you find a blue egg-shaped furred flexible opaque object, an ordinary blegg in every visible way, and just for kicks you take it to the sorting scanner, and the scanner says "palladium"—this is one of the rare 2%.  Is it a blegg?

At first you might answer that, since you intend to throw this object in the rube bin, you might as well call it a "rube".  However, it turns out that almost all bleggs, if you switch off the lights, glow faintly in the dark; while almost all rubes do not glow in the dark.  And the percentage of bleggs that glow in the dark is not significantly different for blue egg-shaped furred flexible opaque objects that contain palladium, instead of vanadium.  Thus, if you want to guess whether the object glows like a blegg, or remains dark like a rube, you should guess that it glows like a blegg.

On one hand, you'll throw the object in the rube bin no matter what else you learn.  On the other hand, if there are any unknown characteristics of the object you need to infer, you'll infer them as if the object were a blegg, not a rube—group it into the similarity cluster of blue egg-shaped furred flexible opaque things, and not the similarity cluster of red cube-shaped smooth hard translucent things.

The question "Is this object a blegg?" may stand in for different queries on different occasions.

If it weren't standing in for some query, you'd have no reason to care.

Is atheism a "religion"?  Is transhumanism a "cult"?  People who argue that atheism is a religion "because it states beliefs about God" are really trying to argue (I think) that the reasoning methods used in atheism are on a par with the reasoning methods used in religion, or that atheism is no safer than religion in terms of the probability of causally engendering violence, etc...  What's really at stake is an atheist's claim of substantial difference and superiority relative to religion, which the religious person is trying to reject by denying the difference rather than the superiority(!)

But that's not the a priori irrational part:  The a priori irrational part is where, in the course of the argument, someone pulls out a dictionary and looks up the definition of "atheism" or "religion".  (And yes, it's just as silly whether an atheist or religionist does it.)  How could a dictionary possibly decide whether an empirical cluster of atheists is really substantially different from an empirical cluster of theologians?  How can reality vary with the meaning of a word?  The points in thingspace don't move around when we redraw a boundary.

But people often don't realize that their argument about where to draw a definitional boundary, is really a dispute over whether to infer a characteristic shared by most things inside an empirical cluster...

While the advisory against using a dictionary to resolve such arguments are true, a lot of arguments stem from confusion or disagreement over the meaning of words. Based on the work I've done in philosophy, this type of disagreement probably covers 50% of philosophical debates, with about 2% of the participants in such debates admitting that that is what they disagree about.

For example, "Most atheists believe in the divinity of Christ" could be resolved easily without recourse to the empirical world. If I believe that it is possible for someone to be an atheist and believe in the divinity of Christ, then I am using atheist to mean something very different from its actual meaning.

As you wrote earlier, using words invokes connotations regardless of whether a newly assigned definition merits the same connotations. Some on the far left have defined "racism" to mean "is White and lives in the USA." Appealing to a dictionary is useful in an argument with such a person because it prevents them from using a very charged word inappropriately. Similar tricks occur with "fascism," "freedom," "democracy," and many other such words.

In colloge, I led a book discussion group about ethics.  Most participants had read the book.

Everyone in the group agreed that ethics and morals were different.

They even agreed on HOW they were different (internal/personal vs group/societal, arrived at vs proscribed, philosophical vs legal).

They REFUSED to agree, however, on what term referred to which distinction.

Based on the work I've done in philosophy, this type of disagreement probably covers 50% of philosophical debates, with about 2% of the participants in such debates admitting that that is what they disagree about.
Someone remind me against why I'm supposed to take philosophy seriously.

Because if no one takes philosophy seriously, the philosophers will have nothing at all.

Will you take that away from them?  They have so little as it is.

Is atheism a "religion"?  Is transhumanism a "cult"?

That doesn't answer the question "Is a fœtus a person", it just supplies a definition of "person", which may or may not be relevant to any given query.

Suppose my real query is "Can a fœtus talk?"  Now, just because I choose to define "person" in such a way that most "person"s can talk, and in such a way that a fœtus classes as a "person", that doesn't make the probability that a fœtus can talk any different to if I'd defined "person" differently.

The whole point of these examples of disguised queries is that if you find yourself trying to answer them, you're doing it wrong.

People who argue that atheism is a religion "because it states beliefs about God" are really trying to argue (I think) that the reasoning methods used in atheism are on a par with the reasoning methods used in religion, or that atheism is no safer than religion in terms of the probability of causally engendering violence, etc...

Or they're applying a Fully General Counterargument without actually trying to make any substantive point, or realizing that they should be?

Atheists may not believe in God, but I think they mostly adhere to the 10 commandments.

I think you're just trying to say that atheists follow moral expectations of modern Christian-influenced culture, but taken literally, the statement's nonsense.

The first 4 are blatantly ignored, 6 is famously problematic, 9 and 10 are mostly ignored (via gossip, status seeking, greed and so on) and finally 7 and 8  might be typically obeyed, but minor theft (especial anonymous) is common and adultery has at least 10% base rates. 

How is this a "mostly adhered"? (Obviously, Christians and atheists don't really differ in their behavior here.)

Summary: Aristotelianism considered harmful; Hilbert Space is the new industry standard.

Basically, this is pragmatism in a nutshell -- right?

Excellent post, however,
"But people often don't realize that their argument about where to draw a definitional boundary, is really a dispute over whether to infer a characteristic shared by most things inside an empirical cluster..."
Indeed so, but there are other aspects. Humans also have obsessions with
(a) how far your cluster is from mine (kinship or the lack of it)
(b) given one empirical cluster, how can I pick a characteristic, however minor, which will allow me to split it into 'us vs them' (Robber's Cave).
So when you get to discussing whether an uploaded human brain is part of the cluster 'human', those are the considerations which will be foremost.

Or more concisely: sharp distinctions regarding fuzzy concepts are meaningless.

My favorite example is, Is a fetus a person?
Yes, but it's still okay to murder them.

Micha Gertner has an interesting essay on pragmatism & economics here.

What's really at stake is an atheist's claim of substantial difference and superiority relative to religion

Often semantics matter because laws and contracts are written in words. When "Congress shall make no law respecting an establishment of religion", it's sometimes advantageous to claim that you're not a religion, or that your enemy is a religion. If churches get preferential tax treatment, it may be advantageous to claim that you're a church.

Often semantics matter because laws and contracts are written in words.

I'm having problems with the word "is" in your description.

Rolf, have you been reading Unqualified Reservations?

This was a really clarifying post for me. I had gotten to the point of noticing that "What is X?" debates were really just debates over the definition of X, but I hadn't yet taken the next step of asking why people care about how X is defined. 

I think another great example of a disguised query is the recurring debate, "Is this art?" People have really widely varying definitions of "art" (e.g., some people's definition includes "aesthetically interesting," other people's definition merely requires "conceptually interesting") -- and in one sense, once both parties explain how they use the word "art," the debate should resolve pretty quickly.

But of course, since it's a disguised query, the question "Is this art?" should really be followed up with the question "Why does it matter?" As far as I can tell, the disguised query in this case is usually "does this deserve to be taken seriously?" which can be translated in practice into, "Is this the sort of thing that deserves to be exhibited in a gallery?" And that's certainly a real, non-semantic debate. But we can have that debate without ev... (read more)

I like this post because it shows the usefulness of one of my favourite questions to answer a question with: "What's it for?" What use do you have for the answer to your question?

When I have discussions of the philosophical kind, I have learned that it often pays of to start with defining the words being used: For example, I recall one discussion where I defined Evil as a shorthand for "all corporations and institutions that try to compete by opposing the existence and legitimacy of competitors and newcomers instead of by trying to offer a better product, like Microsoft", and one other discussion where I defined Evil as "Working for Sauron or Saruman or Morgoth", i.e very different. I would never (that is, I try... (read more)

I run the Less Wrong meetup group in Palo Alto. After we announced the events at Meetup.com, we often get a lot of guests who are interested in rationality but who have not read the LW sequences.  I have an idea for a introductory session where we have the participants do a sorting exercise. Therefore, I am interested in getting 3D printed versions of rubes, bleggs and other items references in this post.

Does anyone have any thoughts on how to do this cheaply? Is there sufficient interest in this to get a kickstarter running? I expect that these items may be of interest to other Less Wrong meetup groups,  and possibly to CFAR workshops and/or schools? 



Neural Categories

In Disguised Queries, I talked about a classification task of "bleggs" and "rubes".  The typical blegg is blue, egg-shaped, furred, flexible, opaque, glows in the dark, and contains vanadium.  The typical rube is red, cube-shaped, smooth, hard, translucent, unglowing, and contains palladium.  For the sake of simplicity, let us forget the characteristics of flexibility/hardness and opaqueness/translucency.  This leaves five dimensions in thingspace:  Color, shape, texture, luminance, and interior.

Suppose I want to create an Artificial Neural Network (ANN) to predict unobserved blegg characteristics from observed blegg characteristics.  And suppose I'm fairly naive about ANNs:  I've read excited popular science books about how neural networks are distributed, emergent, and parallel just like the human brain!! but I can't derive the differential equations for gradient descent in a non-recurrent multilayer network with sigmoid units (which is actually a lot easier than it sounds).

Then I might design a neural network that looks something like this:

Network 1 is for classifying bleggs and rubes.  But since "blegg" is an unfamiliar and synthetic concept, I've also included a similar Network 1b for distinguishing humans from Space Monsters, with input from Aristotle ("All men are mortal") and Plato's Academy ("A featherless biped with broad nails").

A neural network needs a learning rule.  The obvious idea is that when two nodes are often active at the same time, we should strengthen the connection between them—this is one of the first rules ever proposed for training a neural network, known as Hebb's Rule.

Thus, if you often saw things that were both blue and furred—thus simultaneously activating the "color" node in the + state and the "texture" node in the + state—the connection would strengthen between color and texture, so that + colors activated + textures, and vice versa.  If you saw things that were blue and egg-shaped and vanadium-containing, that would strengthen positive mutual connections between color and shape and interior.

Let's say you've already seen plenty of bleggs and rubes come off the conveyor belt.  But now you see something that's furred, egg-shaped, and—gasp!—reddish purple (which we'll model as a "color" activation level of -2/3).  You haven't yet tested the luminance, or the interior.  What to predict, what to predict?

What happens then is that the activation levels in Network 1 bounce around a bit.  Positive activation flows luminance from shape, negative activation flows to interior from color, negative activation flows from interior to luminance...  Of course all these messages are passed in parallel!! and asynchronously!! just like the human brain...

Finally Network 1 settles into a stable state, which has high positive activation for "luminance" and "interior".  The network may be said to "expect" (though it has not yet seen) that the object will glow in the dark, and that it contains vanadium.

And lo, Network 1 exhibits this behavior even though there's no explicit node that says whether the object is a blegg or not.  The judgment is implicit in the whole network!!  Bleggness is an attractor!! which arises as the result of emergent behavior!! from the distributed!! learning rule.

Now in real life, this kind of network design—however faddish it may sound—runs into all sorts of problems.  Recurrent networks don't always settle right away:  They can oscillate, or exhibit chaotic behavior, or just take a very long time to settle down.  This is a Bad Thing when you see something big and yellow and striped, and you have to wait five minutes for your distributed neural network to settle into the "tiger" attractor.  Asynchronous and parallel it may be, but it's not real-time.

And there are other problems, like double-counting the evidence when messages bounce back and forth:  If you suspect that an object glows in the dark, your suspicion will activate belief that the object contains vanadium, which in turn will activate belief that the object glows in the dark.

Plus if you try to scale up the Network 1 design, it requires O(N2) connections, where N is the total number of observables.

So what might be a more realistic neural network design?

[image: Blegg2]
In this network, a wave of activation converges on the central node from any clamped (observed) nodes, and then surges back out again to any unclamped (unobserved) nodes.  Which means we can compute the answer in one step, rather than waiting for the network to settle—an important requirement in biology when the neurons only run at 20Hz.  And the network architecture scales as O(N), rather than O(N2).

Admittedly, there are some things you can notice more easily with the first network architecture than the second.  Network 1 has a direct connection between every two nodes.  So if red objects never glow in the dark, but red furred objects usually have the other blegg characteristics like egg-shape and vanadium, Network 1 can easily represent this: it just takes a very strong direct negative connection from color to luminance, but more powerful positive connections from texture to all other nodes except luminance.

Nor is this a "special exception" to the general rule that bleggs glow—remember, in Network 1, there is no unit that represents blegg-ness; blegg-ness emerges as an attractor in the distributed network.

So yes, those N2 connections were buying us something.  But not very much.  Network 1 is not more useful on most real-world problems, where you rarely find an animal stuck halfway between being a cat and a dog.

(There are also facts that you can't easily represent in Network 1 or Network 2.  Let's say sea-blue color and spheroid shape, when found together, always indicate the presence of palladium; but when found individually, without the other, they are each very strong evidence for vanadium.  This is hard to represent, in either architecture, without extra nodes.  Both Network 1 and Network 2 embody implicit assumptions about what kind of environmental structure is likely to exist; the ability to read this off is what separates the adults from the babes, in machine learning.)

Make no mistake:  Neither Network 1, nor Network 2, are biologically realistic.  But it still seems like a fair guess that however the brain really works, it is in some sense closer to Network 2 than Network 1.  Fast, cheap, scalable, works well to distinguish dogs and cats: natural selection goes for that sort of thing like water running down a fitness landscape.

It seems like an ordinary enough task to classify objects as either bleggs or rubes, tossing them into the appropriate bin.  But would you notice if sea-blue objects never glowed in the dark?

Maybe, if someone presented you with twenty objects that were alike only in being sea-blue, and then switched off the light, and none of the objects glowed.  If you got hit over the head with it, in other words.  Perhaps by presenting you with all these sea-blue objects in a group, your brain forms a new subcategory, and can detect the "doesn't glow" characteristic within that subcategory.  But you probably wouldn't notice if the sea-blue objects were scattered among a hundred other bleggs and rubes.  It wouldn't be easy or intuitive to notice, the way that distinguishing cats and dogs is easy and intuitive.

Or:  "Socrates is human, all humans are mortal, therefore Socrates is mortal."  How did Aristotle know that Socrates was human?  Well, Socrates had no feathers, and broad nails, and walked upright, and spoke Greek, and, well, was generally shaped like a human and acted like one.  So the brain decides, once and for all, that Socrates is human; and from there, infers that Socrates is mortal like all other humans thus yet observed.  It doesn't seem easy or intuitive to ask how much wearing clothes, as opposed to using language, is associated with mortality.  Just, "things that wear clothes and use language are human" and "humans are mortal".

Are there biases associated with trying to classify things into categories once and for all?  Of course there are.  See e.g. Cultish Countercultishness.

"blegg-ness emerges as an attractor in the distributed network."
Is this a useful application of the concept of emergence?

Emergence isn't, on its own, bad. It's just generally unhelpful. That doesn't mean it's wrong; my consciousness is in fact emergent from neurons firing. It just doesn't tell me anything extra. If instead, you said something like, "I've got a detailed model of the brain, that simulates the neurons, and through (insert technical explanation here) my model shows consciousness emerging as a property made up of smaller elements", nobody would complain. Emergence is only a bad explanation if it's the only explanation given.

Completely agreed. I think the word emergence is only bad because it's used badly. 

"A emerges from B" could reformulated as "There is a causal relationship between B and A" and as such it's also obvious that the description of the causal relationship is missing. 

I think the misuse is also about (But notice the difference) people struggling with attempts of understanding a hierarchy of information in the sense that you have two overlapping models... One, say M1, reduced - in the sense of reductionism - to smaller components and the other, say M2, which contains a more general abstract system. So the struggle which I'm referring to is the inability to effectively grasp the relationship between the two models M1 and M2, and then insteading of admitting you either can't explain it or you don't understand it, you just say "M2 is emergent from M1. " Which can be correct, in the sense that "if M1 is true then it follows that M2 is true" - "Though I can't quite explain why"

I think Yudkowsky's pointing out the futility of emergence as a substite for magic is spot on in many cases. 

Emergence isn't helpful by itself, but it is helpful in context. For example, if you say that consciousness is emergent from neurons firing, it doesn't describe how it does it, but it does exclude other positions - "Consciousness doesn't exist", "Consciousness is a basic feature of the world and doesn't emerge from anything, it's just there", and "Consciousness emerges from something other than neurons".

The primary categorisation is "Threat / Not a threat", and the main categorisation bias is "Better safe than sorry".
You'll find that many of your specific categorisation biases are particular examples of that.   Examples are : nervousness about your Great Thing being a cult, Asch experiment situations where you have to join the group or stick out from it.
Diagram 1b has 'Threat' written all over it.....

I like this post. By the way, another argument that people always get into over the definition of a word is sports. Is nascar a sport? Is figure skating?

Also, in learning theory, how to define a reflex is of big debate. Is jealousy a reflex? Can you think of any reason to care? Seriously, I'm wondering.

1) Using the Blegg/Rube example would it be reasonable to suggest that the reaction to a purple egg would be different had it occured 20 years of working on the machine with no anomalies, than if it was the first off of the conveyor belt ... or the fith etc? What would be a threshold between casual acceptance and dumbfounded confusion?

2) The concept of neural pathways strengthening with usage and heightening connections through multiple observations leads to the question: At birth are our neural pathways all of equal "strength" and if not have we established yet what pre-existing configurations we are born with? (Is there an ultimate human "priori" with which we all start off or are there genetic differences, and if so are there any general constants?) Apart from an unlucky few am I right in saying that at birth there is a ready-made connection between sharp teeth/claws/aggresive noises and fear regardless of the occurence of previous observations or not?

I've been thinking lots about thingspace cluster stuff the past few days, and I remembered a thought I had a while back:

In actual reality, network 2 is not just easier to deal with, more efficient, etc, but would actually be more likely to reflect the actual underlying reality.

I mean, consider the pattern of correlations, the thingspace clusters represented in network 1. Generally such correlations don't just pop up out of nowhere, right? Correlation is not the same thing as causation, but it does at least suggest that some sort of causation link is present (most likely common cause in a case like this, right?)

In this sort of case, I'd think "There's probably some sort of actual physical process that produces bleggs, and some other process that produces rubes. That is, some process that produces things that have a high probability of being blue, egg shaped, etc etc etc... and similar for red cube shaped etc etc... Possibly distinct geological processes?"

So in that sense, the naive bayes network, with the implicit "but is it ACTUALLY a blegg?" style question would seem to reflect something legitimate, not just a name for the cluster. Specifically, such a question would translate to something like "which of, say, two distinct physical processes produced this?"

"it requires O(N²) connections" <- better use Ω(N²), i.e. big Omega instead of big O

This sequence reminds me of Deleuze and Guatarri so much that it's totally crazy.

The metaphors and explanations are like cousins of each other.

Is there somewhere where I could learn how to interpret these models of neural networks? I think this article may have been written when it was safer to assume that readers knew these things.

"And lo, Network 1 exhibits this behavior even though there's no explicit node that says whether the object is a blegg or not.  The judgment is implicit in the whole network!!  Bleggness is an attractor!! which arises as the result of emergent behavior!! from the distributed!! learning rule."

The judgement is implicit on the network, which has a certain number of nodes, denoting certain characteristics. 

This is EXACTLY the same principle as looking things up in a dictionary. You look up the definition (the characteristics that are taken into account for forming that group), and then once you have the defining criteria, it is an emergent property. 

Bleggness is not an inherent quality of the object itself. Bleggness is an inherent quality of the characteristics that were pre-defined into the network. 

Just like the network on the right: The characteristics of a human are predefined, entered into the network, and then the network calculates whether you are a human or not, in accordance with the given definition. 

Revisiting this with the advantage of more neuroscience knowledge, it's likely this isn't how the brain does things. It's more likely (going mostly off secondary literature e.g. Jeff Hawkins) that the cortex is more like a sparsely-connected version of network 1. In that picture, our brains treat "blegg/rube" (or rather, linguistic associations that function like 'thinking about the word blegg') as just another part of the cortex that can activate other parts, and be activated in turn.

Back in 2008, it was a common intuition that for neural networks (artificial or natural) to work well, the neurons had to assemble to form hierarchical logical circuits. Sort of the network 2 side of the dichotomy. "It's more efficient!" they said. But a lot of those intuitions have had to be unlearned. I place a major sea change in 2015, with the ResNet paper. ResNets (networks that default to only lightly massaging the data at each layer) make perfect sense if you think about flow and gradients in activation-space, but no sense if you think the NN should be implementing human-intuition-scale logical circuits.

The lesson of this post is of course still right, and still valuable, but the background assumptions about brains and other neural networks are dated.

I think I'd vote for: "Network 2 for this particular example with those particular labels, but with the subtext that the central node is NOT a fundamentally different kind of thing from the other five nodes; and also, if you zoom way out to include everything in the whole giant world-model, you also find lots of things that look more like Network 1. As an example of the latter: in the world of cars, their colors, dents, and makes have nonzero probabilistic relations that people can get a sense for ("huh, a beat-up hot-pink Mercedes, don't normally see that...") but it doesn't fit into any categorization scheme."

Hm, now I'm not sure if I've gotten things wrong :)

So a few things I think might clarify what I'm thinking, and I guess loosely argue for it:

Unless Blegg HQ isn't localized, in which case one would be interpreting the diagram more figuratively - maybe even as a transition diagram between what thoughts predominate?

Okay, I just googled this and got the absolutely flooring quote "Removal of approximately the anterior half of the right frontal lobe in a third case was not associated with any noticeable alteration, neurological or psychological."

I think we’re mostly talking past each other, or emphasizing different things, or something. Oh actually, I think you’re saying “the edges of Network 1 exist”, and I’m saying “the edges & central node of Network 2 can exist”? If so, that’s not a disagreement—both can and do exist. :)

Maybe we should switch away from bleggs/rubes to a real example of coke cans / pepsi cans. There is a central node—I can have a (gestalt) belief that this is a coke can and that is a pepsi can. And the central node is in fact important in practice. For example, if you see some sliver of the label of an unknown can, and then you’re trying  to guess what it looks like in another distant part of the can (where the image is obstructed by my hand), then I claim the main pathway used by that query is probably (part of image) → “this is a coke can” (with such-and-such angle, lighting, etc.) → (guess about a distant part of image). I think that’s spiritually closer to a Network 2 type inference.

Granted, there are other cases where we can make inferences without needing to resolve that central node. The Network 1 edges exist too! Maybe that’s all you’re saying, in which case I agree. There are also situations where there is no central node, like my example of car dents / colors / makes.

Separately, I think your neuroanatomy is off—visual object recognition is conventionally associated with the occipital and temporal lobes (cf. “ventral stream”), and has IMO almost nothing to do with the prefrontal cortex. As for a “region where "the blegg neurons"…are, such that if they get killed you (selectively) lose the ability to associate the features of a blegg with other features of a blegg”: if you’re just talking about visual features, then I think the term is “agnosia”, and if it’s more general types of “features”, I think the term is “semantic dementia”. They’re both associated mainly with temporal lobe damage, if I recall correctly, although not the same parts of the temporal lobe.

Separately, I think your neuroanatomy is off—visual object recognition is conventionally associated with the occipital and temporal lobes (cf. “ventral stream”)

Well, object recognition is happening all over :P My neuroanatomy is certainly off, but I was more thinking about integrating multiple senses (parietal lobe getting added to the bingo card) with abstract/linguistic knowledge.

Maybe we should switch away from bleggs/rubes to a real example of coke cans / pepsi cans. There is a central node—I can have a (gestalt) belief that this is a coke can and that is a pepsi can. And the central node is in fact important in practice. For example, if you see some sliver of the label of an unknown can, and then you’re trying  to guess what it looks like in another distant part of the can (where the image is obstructed by my hand), then I claim the main pathway used by that query is probably (part of image) → “this is a coke can” (with such-and-such angle, lighting, etc.) → (guess about a distant part of image). I think that’s spiritually closer to a Network 2 type inference.

Yeah, filling in one part of the coke can image based on distant parts definitely seems like something we should abstract as Network 2. I think part of why this is such a good example is because the leaf nodes are concrete pieces of sensory information that we wouldn't expect to be able to interact without lots of processing.

If we imagine the leaf nodes as more processed/abstract features that are already "closer together," I think the Network 1 case gets stronger.



How An Algorithm Feels From Inside

"If a tree falls in the forest, and no one hears it, does it make a sound?"  I remember seeing an actual argument get started on this subject—a fully naive argument that went nowhere near Berkeleyan subjectivism.  Just:

"It makes a sound, just like any other falling tree!"
"But how can there be a sound that no one hears?"

The standard rationalist view would be that the first person is speaking as if "sound" means acoustic vibrations in the air; the second person is speaking as if "sound" means an auditory experience in a brain.  If you ask "Are there acoustic vibrations?" or "Are there auditory experiences?", the answer is at once obvious.  And so the argument is really about the definition of the word "sound".

I think the standard analysis is essentially correct.  So let's accept that as a premise, and ask:  Why do people get into such an argument?  What's the underlying psychology?

A key idea of the heuristics and biases program is that mistakes are often more revealing of cognition than correct answers.  Getting into a heated dispute about whether, if a tree falls in a deserted forest, it makes a sound, is traditionally considered a mistake.

So what kind of mind design corresponds to that error?

In Disguised Queries I introduced the blegg/rube classification task, in which Susan the Senior Sorter explains that your job is to sort objects coming off a conveyor belt, putting the blue eggs or "bleggs" into one bin, and the red cubes or "rubes" into the rube bin.  This, it turns out, is because bleggs contain small nuggets of vanadium ore, and rubes contain small shreds of palladium, both of which are useful industrially.

Except that around 2% of blue egg-shaped objects contain palladium instead.  So if you find a blue egg-shaped thing that contains palladium, should you call it a "rube" instead?  You're going to put it in the rube bin—why not call it a "rube"?

But when you switch off the light, nearly all bleggs glow faintly in the dark.  And blue egg-shaped objects that contain palladium are just as likely to glow in the dark as any other blue egg-shaped object.

So if you find a blue egg-shaped object that contains palladium, and you ask "Is it a blegg?", the answer depends on what you have to do with the answer:  If you ask "Which bin does the object go in?", then you choose as if the object is a rube.  But if you ask "If I turn off the light, will it glow?", you predict as if the object is a blegg.  In one case, the question "Is it a blegg?" stands in for the disguised query, "Which bin does it go in?".  In the other case, the question "Is it a blegg?" stands in for the disguised query, "Will it glow in the dark?"

Now suppose that you have an object that is blue and egg-shaped and contains palladium; and you have already observed that it is furred, flexible, opaque, and glows in the dark.

This answers every query, observes every observable introduced.  There's nothing left for a disguised query to stand for.

So why might someone feel an impulse to go on arguing whether the object is really a blegg?

This diagram from Neural Categories shows two different neural networks that might be used to answer questions about bleggs and rubes.  Network 1 has a number of disadvantages—such as potentially oscillating/chaotic behavior, or requiring O(N2) connections—but Network 1's structure does have one major advantage over Network 2:  Every unit in the network corresponds to a testable query.  If you observe every observable, clamping every value, there are no units in the network left over.

Network 2, however, is a far better candidate for being something vaguely like how the human brain works:  It's fast, cheap, scalable—and has an extra dangling unit in the center, whose activation can still vary, even after we've observed every single one of the surrounding nodes.

Which is to say that even after you know whether an object is blue or red, egg or cube, furred or smooth, bright or dark, and whether it contains vanadium or palladium, it feels like there's a leftover, unanswered question:  But is it really a blegg?

Usually, in our daily experience, acoustic vibrations and auditory experience go together.  But a tree falling in a deserted forest unbundles this common association.  And even after you know that the falling tree creates acoustic vibrations but not auditory experience, it feels like there's a leftover question:  Did it make a sound?
 
We know where Pluto is, and where it's going; we know Pluto's shape, and Pluto's mass—but is it a planet?

Now remember:  When you look at Network 2, as I've laid it out here, you're seeing the algorithm from the outside.  People don't think to themselves, "Should the central unit fire, or not?" any more than you think "Should neuron #12,234,320,242 in my visual cortex fire, or not?"

It takes a deliberate effort to visualize your brain from the outside—and then you still don't see your actual brain; you imagine what you think is there, hopefully based on science, but regardless, you don't have any direct access to neural network structures from introspection.  That's why the ancient Greeks didn't invent computational neuroscience.

When you look at Network 2, you are seeing from the outside; but the way that neural network structure feels from the inside, if you yourself are a brain running that algorithm, is that even after you know every characteristic of the object, you still find yourself wondering:  "But is it a blegg, or not?"

This is a great gap to cross, and I've seen it stop people in their tracks.  Because we don't instinctively see our intuitions as "intuitions", we just see them as the world.  When you look at a green cup, you don't think of yourself as seeing a picture reconstructed in your visual cortex—although that is what you are seeing—you just see a green cup.  You think, "Why, look, this cup is green," not, "The picture in my visual cortex of this cup is green."

And in the same way, when people argue over whether the falling tree makes a sound, or whether Pluto is a planet, they don't see themselves as arguing over whether a categorization should be active in their neural networks.  It seems like either the tree makes a sound, or not.

We know where Pluto is, and where it's going; we know Pluto's shape, and Pluto's mass—but is it a planet?  And yes, there were people who said this was a fight over definitions—but even that is a Network 2 sort of perspective, because you're arguing about how the central unit ought to be wired up.  If you were a mind constructed along the lines of Network 1, you wouldn't say "It depends on how you define 'planet'," you would just say, "Given that we know Pluto's orbit and shape and mass, there is no question left to ask."  Or, rather, that's how it would feel—it would feel like there was no question left—if you were a mind constructed along the lines of Network 1.

Before you can question your intuitions, you have to realize that what your mind's eye is looking at is an intuition—some cognitive algorithm, as seen from the inside—rather than a direct perception of the Way Things Really Are.

People cling to their intuitions, I think, not so much because they believe their cognitive algorithms are perfectly reliable, but because they can't see their intuitions as the way their cognitive algorithms happen to look from the inside.

And so everything you try to say about how the native cognitive algorithm goes astray, ends up being contrasted to their direct perception of the Way Things Really Are—and discarded as obviously wrong.

For what it's worth, I've always responded to questions such as "Is Pluto a planet?" in a manner more similar to Network 1 than Network 2. The debate strikes me as borderline nonsensical.

While "reifying the internal nodes" must indeed be counted as one of the great design flaws of the human brain, I think the recognition of this flaw and the attempt to fight it are as old as history.  How many jokes, folk sayings, literary quotations, etc. are based around this one flaw?   "in name only," "looks like a duck, quacks like a duck," "by their fruits shall ye know them," "a rose by any other name"...  Of course, there wouldn't be all these sayings if people didn't keep confusing labels with observable attributes in the first place -- but don't the sayings suggest that recognizing this bug in oneself or others doesn't require any neural-level understanding of cognition?

Reality does not consist of concepts, reality is simply reality.  Concepts are how we describe reality.  They are like words squared, and have all the same problems as words.

Looking back from a year later, I should have said, "Words are not the experiences they represent."

As for "reality," well it's just a name I give to a certain set of sensations I experience. I don't even know what "concepts" are anymore - probably just a general name for a bunch of different things, so not that useful at this level of analysis.

Well, is "Pluto is a planet" the right password, or not? ;)

Don't the sayings suggest that recognizing this bug in oneself or others doesn't require any neural-level understanding of cognition?

Clearly, bug-recognition at the level described in this blog post does not so require, because I have no idea what the biological circuitry that actually recognizes a tiger looks like, though I know it happens in the temporal lobe.

Given that this bug relates to neural structure on an abstract, rather than biological level, I wonder if it's a cognitive universal beyond just humans? Would any pragmatic AGI built out of neurons necessarily have the same bias?

Again, very interesting.
A mind composed of type 1 neural networks looks as though it wouldn't in fact be able to do any categorising, so wouldn't be able to do any predicting, so would in fact be pretty dumb and lead a very Hobbesian life....

I've always been vaguely aware of this, but never seen it laid out this clearly - good post. The more you think about it, the more ridiculous it seems. "No, we can know whether it's a planet or not! We just have to know more about it!"

Scott, you forgot 'I yam what I yam and that's all what I yam'.

At risk of sounding ignorant, it's not clear to me how Network 1, or the networks in the prerequisite blog post, actually work.  I know I'm supposed to already have superficial understanding of neural networks, and I do, but it wasn't immediately obvious to me what happens in Network 1, what the algorithm is.  Before you roll your eyes, yes, I looked at the Artificial Neural Network Wikipedia page, but it still doesn't help in determining what yours means.

Silas, the diagrams are not neural networks, and don't represent them.  They are graphs of the connections between observable characteristics of bleggs and rubes.

Eliezer:  "We know where Pluto is, and where it's going; we know Pluto's shape, and Pluto's mass - but is it a planet?  And yes, there were people who said this was a fight over definitions..."

It was a fight over definitions.  Astronomers were trying to update their nomenclature to better handle new data (large bodies in the Kuiper belt).  Pluto wasn't quite like the other planets but it wasn't like the other asteroids either.  So they called it a dwarf-planet.  Seems pretty reasonable to me.
http://en.wikipedia.org/wiki/Dwarf_planet

billswift: Okay, if they're not neural networks, then there's no explanation of how they work, so I don't understand how to compare them all.  How was I supposed to know from the posts how they work?

Silas, billswift, Eliezer does say, introducing his diagrams in the Neural Categories post :
"Then I might design a neural network that looks something like this:"

The keywords you need are "Hopfield network" and "Hebbian learning". MacKay's book has a section on them, starting on page 505.

Silas, see Naive Bayes classifier for how an "observable characteristics graph" similar to Network 2 should work in theory.  It's not clear whether Hopfield or Hebbian learning can implement this, though.

To put it simply, Network 2 makes the strong assumption that the only influence on features such as color or shape is whether the object is a a rube or a blegg.  This is an extremely strong assumption which is often inaccurate; despite this, naive Bayes classifiers work extremely well in practice.

I was wondering if anyone would notice that Network 2 with logistic units was exactly equivalent to Naive Bayes.

To be precise, Naive Bayes assumes that within the blegg cluster, or within the rube cluster, all remaining variance in the characteristics is independent; or to put it another way, once we know whether an object is a blegg or a rube, this screens off any other information that its shape could tell us about its color.  This isn't the same as assuming that the only causal influence on a blegg's shape is its blegg-ness - in fact, there may not be anything that corresponds to blegg-ness.

But one reason that Naive Bayes does work pretty well in practice, is that a lot of objects in the real world do have causal essences, like the way that cat DNA (which doesn't mix with dog DNA) is the causal essence that gives rise to all the surface characteristics that distinguish cats from dogs.

The other reason Naive Bayes works pretty well in practice is that it often successfully chops up a probability distribution into clusters even when the real causal structure looks nothing like a central influence.

The essential idea is that network 1 can be trained on a target pattern, and after training, it will converge to the target when initialized with a partial or distorted version of the target. Wikipedia's article on Hopfield networks has more.

Both types of networks can be used to predict observables given other observables. Network 1, being totally connected, is slower than network 2. But network 2 has a node which corresponds to no observable thing. It can leave one with the feeling that some question has not been completely answered even though all the observables have known states.

Silas, let me try to give you a little more explicit answer. This is how I think it is meant to work, although I agree that the description is rather unclear.

Each dot in the diagram is an "artificial neuron". This is a little machine that has N inputs and one output, all of which are numbers. It also has an internal "threshold" value, which is also a number. The way it works is it computes a "weighted sum" of its N inputs. That means that each input has a "weight", another number. It multplies weight 1 times input 1,... (read more)

I think the standard analysis is essentially correct.  So let's accept that as a premise, and ask:  Why do people get into such an argument?  What's the underlying psychology?

I think that people historically got into this argument because they didn't know what sound was.  It is a philosophical appendix, a vestigial argument that no longer has any interest.

The extra node in network 2 corresponds to assigning a label, an abstract term to the thing being reasoned about. I wonder if a being with a network-1 mind would have ever evolved intelligence. Assigning names to things, creating categories, allows us to reason about much more complex things. If the price we pay for that is occasionally getting into a confusing or pointless argument about "is it a rube or a blegg?" or "does a tree falling in a deserted forest make a sound?" or "is Pluto a planet?", that seems like a fair price to pay.

I tend to resolve this sort of "is it really an X?" issue with the question "what's it for?" This is similar to making a belief pay rent: why do you care if it's really an X?

I'm a little bit lazy and already clicked here from the reductionism article, is the philosophical claim that of a non-eliminative reductionism? Or does Eliezer render a more eliminativist variant of reductionism? (I'm not implying that there is a contradiction between quoted sources, only some amount of "tension".)

Most of this is about word-association, multiple definitions of worlds, or not enough words to describe the situation.

In this case, a far more complicated Network setup would be required to describe the neural activity. Not only would you need the Network you have, but you would also need a second (or intermediate) network connecting sensory perceptions with certain words, and then yet another (or extended) network connecting those words with memory and cognitive associations with those words in the past. You could go on and on, by then also including the ... (read more)

So.. is this pretty much a result of our human brains wanting to classify something? Like, if something doesn't necessarily fit into a box that we can neatly file away, our brains puzzle where to classify it, when actually it is its own classification... if that makes sense?

If a tree falls in a forest, but there's nobody there to hear it, does it make a sound?  Yes, but if there's nobody there to hear it, it goes "AAAAAAh."

Except that around 2% of blue egg-shaped objects contain palladium instead.  So if you find a blue egg-shaped thing that contains palladium, should you call it a "rube" instead?  You're going to put it in the rube bin—why not call it a "rube"?

But when you switch off the light, nearly all bleggs glow faintly in the dark.  And blue egg-shaped objects that contain palladium are just as likely to glow in the dark as any other blue egg-shaped object.

So if you find a blue egg-shaped object that contains palladium, and you ask "Is it a b

There is a good quote by Alan Watts relating to the first paragraphs.

Problems that remain persistently insoluble should always be suspected as questions asked in the wrong way.

I personally prefer names to be self-explanatory. Therefore, in this example I would consider a "blegg" to be a blue egg, regardless of its other qualities, and a "rube" to be a red cube, regardless of its other qualities. I suspect many other people  would have a similar intuition.

This article argues to the effect that the node categorising an unnamed category over 'Blegg' and 'Rube' ought to be got rid of, in favour of a thought-system with only the other five nodes. This brings up the following questions. Firstly, how are we to know which categorisations are the ones we ought to get rid of, and which are the ones we ought to keep? Secondly, why is it that some categorisations ought to be got rid of, and others ought not be?

So far as I can see, the article does not attempt to directly answer the first question (correct me if I am m... (read more)

I doubt I'd be able to fully grasp this if I had not first read hpmor, so thanks for that. Also, eggs vs ovals.

Yeah, you could tell about your gender, sex, sexual orientation and gender role... but are you a boy or are you a girl???

Of course, the latter question isn't asking about something observable.

On one notable occasion I had a similar discussion about sound with somebody and it turned out that she didn't simply have a different definition to me-- she was, (somewhat curiously) a solipsist, and genuinely believed that there wasn't anything if there wasn't somebody there to hear it-- no experience, no soundwaves, no anything. 

I see no significant difference between your 2 models. Sure, the first one feels more refined.. but at the end, each node of it is still a "dangling unit".. and for example the units should still try to answer.. "Is it blue? Or red?"

So for me, I'd still say that the answers depend on the questioner's definition. Each definition is again an abstract dangling unit though..

"Given that we know Pluto's orbit and shape and mass, there is no question left to ask." 

I'm sure it's completely missing the point, but there was at least one question left to ask, which turned out to be critical in this debate, i.e. “has it cleared its neighboring region of other objects?"

More broadly I feel the post just demonstrates that sometimes we argue, not necessarily in a very productive way, over the definition, the defining characteristics, the exact borders, of a concept. I am reminded of the famous quip "The job of philosophers is first to create words and then argue with each other about their meaning." But again - surely missing something... 

The audio reading of this post [1] mistakenly uses the word hexagon instead of pentagon; e.g. "Network 1 is a hexagon. Enclosed in the hexagon is a five-pointed star".

[1] [RSS feed](https://intelligence.org/podcasts/raz); various podcast sources and audiobooks can be found [here](https://intelligence.org/rationality-ai-zombies/)



Disputing Definitions

I have watched more than one conversation—even conversations supposedly about cognitive science—go the route of disputing over definitions.  Taking the classic example to be "If a tree falls in a forest, and no one hears it, does it make a sound?", the dispute often follows a course like this:

If a tree falls in the forest, and no one hears it, does it make a sound?

Albert:  "Of course it does.  What kind of silly question is that?  Every time I've listened to a tree fall, it made a sound, so I'll guess that other trees falling also make sounds.  I don't believe the world changes around when I'm not looking."

Barry:  "Wait a minute.  If no one hears it, how can it be a sound?"

In this example, Barry is arguing with Albert because of a genuinely different intuition about what constitutes a sound.  But there's more than one way the Standard Dispute can start.  Barry could have a motive for rejecting Albert's conclusion.  Or Barry could be a skeptic who, upon hearing Albert's argument, reflexively scrutinized it for possible logical flaws; and then, on finding a counterargument, automatically accepted it without applying a second layer of search for a counter-counterargument; thereby arguing himself into the opposite position.  This doesn't require that Barry's prior intuition—the intuition Barry would have had, if we'd asked him before Albert spoke—have differed from Albert's.

Well, if Barry didn't have a differing intuition before, he sure has one now.

Albert:  "What do you mean, there's no sound?  The tree's roots snap, the trunk comes crashing down and hits the ground. This generates vibrations that travel through the ground and the air. That's where the energy of the fall goes, into heat and sound.  Are you saying that if people leave the forest, the tree violates conservation of energy?"

Barry:  "But no one hears anything.  If there are no humans in the forest, or, for the sake of argument, anything else with a complex nervous system capable of 'hearing', then no one hears a sound."

Albert and Barry recruit arguments that feel like support for their respective positions, describing in more detail the thoughts that caused their "sound"-detectors to fire or stay silent.  But so far the conversation has still focused on the forest, rather than definitions.  And note that they don't actually disagree on anything that happens in the forest.

Albert:  "This is the dumbest argument I've ever been in.  You're a niddlewicking fallumphing pickleplumber."

Barry:  "Yeah?  Well, you look like your face caught on fire and someone put it out with a shovel."

Insult has been proffered and accepted; now neither party can back down without losing face.  Technically, this isn't part of the argument, as rationalists account such things; but it's such an important part of the Standard Dispute that I'm including it anyway.

Albert:  "The tree produces acoustic vibrations.  By definition, that is a sound."

Barry:  "No one hears anything.  By definition, that is not a sound."

The argument starts shifting to focus on definitions.  Whenever you feel tempted to say the words "by definition" in an argument that is not literally about pure mathematics, remember that anything which is true "by definition" is true in all possible worlds, and so observing its truth can never constrain which world you live in.

Albert: "My computer's microphone can record a sound without anyone being around to hear it, store it as a file, and it's called a 'sound file'. And what's stored in the file is the pattern of vibrations in air, not the pattern of neural firings in anyone's brain.  'Sound' means a pattern of vibrations."

Albert deploys an argument that feels like support for the word "sound" having a particular meaning. This is a different kind of question from whether acoustic vibrations take place in a forest—but the shift usually passes unnoticed.

Barry:  "Oh, yeah?  Let's just see if the dictionary agrees with you."

There's a lot of things I could be curious about in the falling-tree scenario. I could go into the forest and look at trees, or learn how to derive the wave equation for changes of air pressure, or examine the anatomy of an ear, or study the neuroanatomy of the auditory cortex.  Instead of doing any of these things, I am to consult a dictionary, apparently.  Why?  Are the editors of the dictionary expert botanists, expert physicists, expert neuroscientists?  Looking in an encyclopedia might make sense, but why a dictionary?

Albert:  "Hah!  Definition 2c in Merriam-Webster:  'Sound:  Mechanical radiant energy that is transmitted by longitudinal pressure waves in a material medium (as air).'"

Barry:  "Hah!  Definition 2b in Merriam-Webster: 'Sound:  The sensation perceived by the sense of hearing.'"

Albert and Barry, chorus:  "Consarned dictionary!  This doesn't help at all!"

Dictionary editors are historians of usage, not legislators of language. Dictionary editors find words in current usage, then write down the words next to (a small part of) what people seem to mean by them.  If there's more than one usage, the editors write down more than one definition.

Albert:  "Look, suppose that I left a microphone in the forest and recorded the pattern of the acoustic vibrations of the tree falling.  If I played that back to someone, they'd call it a 'sound'!  That's the common usage!  Don't go around making up your own wacky definitions!"

Barry:  "One, I can define a word any way I like so long as I use it consistently.  Two, the meaning I gave was in the dictionary.  Three, who gave you the right to decide what is or isn't common usage?"

There's quite a lot of rationality errors in the Standard Dispute.  Some of them I've already covered, and some of them I've yet to cover; likewise the remedies.

But for now, I would just like to point out—in a mournful sort of way—that Albert and Barry seem to agree on virtually every question of what is actually going on inside the forest, and yet it doesn't seem to generate any feeling of agreement.

Arguing about definitions is a garden path; people wouldn't go down the path if they saw at the outset where it led.  If you asked Albert (Barry) why he's still arguing, he'd probably say something like: "Barry (Albert) is trying to sneak in his own definition of 'sound', the scurvey scoundrel, to support his ridiculous point; and I'm here to defend the standard definition."

But suppose I went back in time to before the start of the argument:

(Eliezer appears from nowhere in a peculiar conveyance that looks just like the time machine from the original 'The Time Machine' movie.)

Eliezer:  "I am a traveler from the future!  Hear my words!  I have traveled far into the past—around fifteen minutes—"

(There is a pause of mixed confusion and expectancy.)

Eliezer:  "Do you think that 'sound' should be defined to require both acoustic vibrations (pressure waves in air) and also auditory experiences (someone to listen to the sound), or should 'sound' be defined as meaning only acoustic vibrations, or only auditory experience?"

Albert:  "Well... I don't see why it would matter.  You can pick any definition so long as you use it consistently."

Eliezer:  "Personally I'd say that if the issue arises, both sides should switch to describing the event in unambiguous lower-level constituents, like acoustic vibrations or auditory experiences.  Or each side could designate a new word, like 'alberzle' and 'bargulum', to use for what they respectively used to call 'sound'; and then both sides could use the new words consistently.  That way neither side has to back down or lose face, but they can still communicate.  And of course you should try to keep track, at all times, of some testable proposition that the argument is actually about.  Does that sound right to you?"

Eliezer:  "To preserve your friendship against a contingency you will, now, never know.  For the future has already changed!"

(Eliezer and the machine vanish in a puff of smoke.)

Albert:  "Oh, yeah:  If a tree falls in the forest, and no one hears it, does it make a sound?"

Barry:  "It makes an alberzle but not a bargulum.  What's the next question?"

This remedy doesn't destroy every dispute over categorizations.  But it destroys a substantial fraction.

"Abortion is murder because it's evil to kill a poor defenseless baby."

I am so sick of arguing with people who's definition of the issue constitutes 99% of their argument, and who aren't willing to acknowledge that their definition needs consensus before their point is even meaningful let alone valid.

Like you say - most of the time an argument is completely settled once/if everyone agrees one the terms being used.

I would say that if it is evil to kill a poor defenseless unborn baby, then murder should probably be defined to include abortion. The problem is when people say "It's evil to kill a poor defenseless baby because abortion is murder."

The problem is that it begs the question - using "unborn baby" defines it into the same ethical category as a born baby, different only in location.  When you dig down enough, usually that's the point at dispute - is the thing growing in a womb entitled to rights in the manner of a (born) baby, or is it not so entitled.

There are some property-rights thinkers who do hold that it is the location that matters, i.e. the baby is trespassing on the mother's womb, and she's entitled to use deadly force to remove it, but that's not the usual argument.

Upvoted entirely for using "begs the question" correctly.

But, to respond to the comment -- there is also the position that the extent to which we should act to prevent my life from ending depends significantly on the costs of sustaining my life and who bears those costs, and since the cost equation typically changes significantly for an 35-week-old fertilized egg and a 45-week-old fertilized egg, it's reasonable to reach different conclusions about what acts are justified in those two cases. 

And one can adopt that position whether the 35-week-old fertilized egg is called an "unborn baby," a "fetus", a "uterine growth", a "upcoming blessed event", a "little leech," or whatever. (All of which are terms I've heard pregnant women use to describe their fertilized egg at various stages of gestation. 

The same principle suggests that we don't treat a 45-week-old fertilized egg the same as a thousand-week-old fertilized egg.

But I agree with your implicit point that many thinkers on the subject, as well as many speakers on the subject who may or may not be doing much thinking at the time they speak, respond primarily to the connotations of those terms.

Upvoted entirely for using "begs the question" correctly.

Ha, did you really praise the proper use of an ancient expression in the midst of a definition debate?

(Sorry about posting this 4 years later, I just had to get that out.)

Suppose I order a blegg from a mail-order catalog. As it turns out, the object I received is blue and is furry, but it is cube-shaped, does not glow in the dark, and contains neither vanadium nor palladium. I am disappointed and attempt to return the object, claiming that it is not, in fact, a blegg. The seller refuses to give me a refund or exchange the object for another. Annoyed, I decide to take the seller to court.

(This is why arguments over definitions have real-world consequences.)

Sorry, just... no. I realize it's been four years, but I had to create an account just to register my disapproval. The question remains, what did you want from the blegg? Vanadium or Palladium? Its glow-in-the-dark property? A gestalt effect arising from the combination of certain salient features? What does any of this have to do with consensus-based definitions?

I find it quite interesting that despite the two above posts having very strongly contradictory points they both a large number of upvotes are are both at 100% positive (15 and 8 at the time of writing). I wonder whether the community's opinion has shifted over the years, or whether lw voters just think both points are well put and are very reluctant to downvote things based on disagreeing with a point.

I think it's very much a case of well-put arguments.

I can certainly see how pragmatically, definitions can clearly matter. Heck, we have laws that are very picky about them, because we need a very specific set of rules so that crinimals/those falsely accused are clearly in one category or another, and to make the law above debate.

At the same time, asking whether something is against the law, whether it fits into the category of "murder" for example, is simly arguing whether it is case considered worthy, by those who wrote the law, of punishment.

Both arguments are very well explained by the two comments.

I hope you'll forgive me for creating an account two years later after you created one four years later.

If the catalog offered a "blegg" for sale, with no further information, then the definition of "blegg" itself would very much be an important issue in the ensuing lawsuit. If "blegg" generally means something that contains vanadium and is egg-shaped, but the one sold and delivered is neither, then the actual definition would be important in determining whether the buyer was scammed. The question is not "what did you want from the blegg", it's "what is a blegg, and is that what was sent by the company".

If I order a "bicycle" from a catalog and the product comes with one triangular wheel and no seat, then it very much matters that the commonly used definition of "bicycle" is "a conveyance with two round wheel and a place to sit", and that would be a valid basis for suing the fraudulent company. It doesn't matter "what I want from" the bicycle. I might want a convenient mode of human-powered transportation, or I might want a frame of welded metal. But the fact is the company did not deliver what was advertised.

Since we have been debating this topic regularly for 11 years, I'll chime in to keep it going.

I do not disagree that definitions have real-world consequences, and I don't think EY was ever trying to imply in his writings that they do not. Of course, if you compress meaning down into an word that stands for multiple characteristics, what characteristics are included in a particular use-case become important when two humans must achieve business together using those definitions. 

However, no one is cheated by an ebay seller and is still intellectually confused afterward about the fact -- I mean the fact itself -- that the seller has left out pertinent information. When the one says that the seller sold a blegg that was not a blegg, they are actually asserting that the seller's item did not include important characteristics of bleggness and thus they were cheated. They grasp the problem in the same instant.

If I buy a microwave at an estate sale, I take it home and make sure the electronics aren't fried. If the estate sale organizers tried the microwave and found that it did not work, but sold it anyway and then refused to refund, they are committing fraud by implying a characteristic that was not present, of which they were fully aware. If an Amazon seller sends me a book and it is blindingly obvious that it was stolen (middle school library markings that have not even been crossed out or perhaps marked as a textbook exclusively for an overseas market), then I'm not confused about why I am mad. The item included a detrimental characteristic that was not specified in the listing. (The same essential problem -- added or subtracted characteristics -- in both cases, but this second one is not actually a definition problem -- a stolen book is still fully a "book.")

It is very easy and intuitive for me to think these things about items I have spent my money on, and if a judge ruled that the car I bought online at full market value for a running car was delivered without a motor, but I'm still on the hook for paying full price, "Because the ad never claimed it had a motor or could run," I would not only spend years griping, but all my friends would probably agree I had been cheated by both the seller and the judge.

The point about rationality literature is not particularly to point out where the world and our mental models meet and agree. It's to point out where the world and our mental models clash and break down, and our mental models win (incorrectly), like when we ask, "But is it a blegg!?" not for the sake of a real world dispute, but because the blue, fuzzy, etc. thing can't be gotten out of our mind until we have labeled it and put it to rest.

In other words, you are right but not particularly useful.

Using different words to describe the same thing can produce a dispute where there is none, yes.  But people also tend to use the same word to refer to totally different things, sometimes as a means of artificially avoiding conflict.  Equivocation can be a powerful teaching tool and rhetorical device, but more often it serves as a way to lie plausibly, both to others and to oneself.

Meaningful communication is possible only when people are discussing the same ideas, and ensuring that everyone involved maps the same concepts onto the same words is necessary to bring that about.

Without concern for the proper use of words, language becomes useless.

Would I win the lawsuit?  This is why arguments over definitions have real-world consequences.

Technically, that's not so much an argument over a definition, as an argument over cognitive history:  The seller's expectation of your expectation of what you would get in the mail; and the application of the law to those expectations.

I did mention that the remedy is not universal.  If people have already taken actions, based on their previous communications, then the consequences are already set in motion - you can't go back in time and use the remedy.

Abortion is murder because it's evil to kill a poor defenseless baby.

Another time you can't just generate new words is when a category boundary like "person" or "human" or "baby" makes a direct appearance in your utility function.

People can agree about all the facts but argue about what the word means, which question is an empirical one.  People don't know what their criteria are for something being a sound, and can only offer aspects that seem to count for it or against it.  You  have to try the argument and see if you can see it that way.

Perhaps in the end you can bring out what a sound is.

See Cavell on chairs, op cit. and derivatively Wittgenstein.

The people arguing are not making a mistake; the cognitive scientist is.

Without concern for the proper use of words, language becomes useless.

A valid point, as long as you're careful that language work for you and not vice versa. The moment you find the expression of your concept being stifled by grammar or vocabulary or tradition, find another way. Invent a new word; define it using comparison, differentiation, pictures, hand signals, noises. Language should bend to incorporate reality; otherwise the tail is wagging the dog. Language has enormous power to make our world, hence the sort of typical argument Eliezer discusses. But we should never lose sight of the fact that it is our tool, and any rules should be enabling rather than restrictive - clarity of communication is the goal.

This is why I advocate the adoption of logical language(s). Those in the tradition of Loglan, for example, share vocabularies and grammars designed such that  context can be made irrelevant given appropriate sentence construction (some other ambiguity reducing features as well), and tools to easily make temporary (ie: until end of conversation) extensions to their vocabularies where the base is insufficient while generally behaving like natural language.

And yet as far as I'm aware, it's impossible to infer the place structure or semantics of a predicate. This is a massive problem in Lojban (who knows or cares if it's in Loglan -- the language is kept as a trade secret, after all).

E.g., I could print pamphlets defining 'klama' as standard 'se klama' and it would take a while for anyone to notice the difference.

Suppose you and random other English speakers were abducted by aliens and accelerating out of the solar system on their ship. You strongly suspect you will never be able to go back, and get to work on building a new society.

You are the smartest person in the group and convince everyone that language is important. They agree to reform the language, but aren't capable of constructing or learning a new one, and aren't interested in teaching their children one. What simple reforms might be a good idea?

It will no longer be correct to say that something is (a color or similar property). One must say it "seems" a color, as well as to whom. Not "Snow is white", rather, "Snow seems white to me".

"Rationalize" will be replaced by a word with a different root.

"It will no longer be correct to say that something is (a color or similar property). One must say it "seems" a color, as well as to whom. Not "Snow is white", rather, "Snow seems white to me"."

I´d say this is not needed, when people say "Snow is white" we know that it really means "Snow seems white to me", so saying it as "Snow seems white to me" adds length without adding information.

My first fixes to english would be to unite spoken and written english with same letters always meaning same sounds, and getting rid of adding "the" to places where it does not add information (where sentence would mean same even without "the").

I´d say this is not needed, when people say "Snow is white" we know that it really means "Snow seems white to me", so saying it as "Snow seems white to me" adds length without adding information.

Ah, but imagine we're all-powerful reformists that can change absolutely anything! In that case, we can add a really simple verb that means "seems-to-me" (let's say "smee" for short) and then ask people to say "Snow smee white". 

Of course, this doesn't make sense unless we provide alternatives. For instance, "er" for "I have heard that", as in "Snow er white, though I haven't seen it myself" or "The dress er gold, but smee blue."

It isn't possible for someone to consistently assert "X is true, but X doesn't seem true to me".  And it isn't possible for someone to consistently assert "X seems true to me, but X is false".  [1] So even though "seems to me" and "is" are not logically the same thing, no human being can separate them and we have no need for a special word to make it convenient to separate them.

[1] Of course they can assert that if we use a secondary meaning for 'seems' such as "superficially appears to be", but that's not the meaning of 'seems' in question here.

A quarter of the worlds languages mark evidentiality at a grammer level. Indo-European languages like English don't do this but other languages do. 

No.  First, you must check to confirm that your concept is potentially expressible.  Some 'concepts' are self-contradictory and cannot be further talked about for that reason.  There is nothing more than can be said about "the encounter of an immovable object with an irresistible force" beyond that it is invalid.  Trying to find another way either leads to the eventual recognition that nothing else can be expressed, or (more likely) ends in our using language as a screen to prevent the incompatibility from entering our awareness.

I would just like to tell you I very much enjoyed this post. I love debate but find they often go awry in ways such as above. More like this. Or, can you post links to others like this from before?

Just to say - I recognise this comment was left several years ago... and probably before the sequence page was written, but for those who follow after, you can follow along here:

http://lesswrong.com/lw/od/37_ways_that_words_can_be_wrong/

...the encounter of an immovable object with an irresistible force...

Reread me Caledonian - this is a problem with logic; not a problem with language. You had no problem expressing it verbally, so it's not the kind of thing I'm talking about.

Is this a problem with logic or a linguistic expression of a paradox?

Language (systems) can never be precise, only as precise as possible. At its best it is about the least misunderstanding; misunderstanding being inherent. Approximation comes into my mind.
It is about agreements (also the breaking of these) and closed circuit situations. At its best it is about more or less successful feedback loops.

1)  There are still people who insist that if we can talk about it, it must be real.

2)  Logic is just language used very, very precisely.  Reinventing language in an attempt to make one's point may be useful, even necessary, but it tends to be a means to disguise contradictions in logic by hiding them within unfamiliar terms and usages.

Language is enabling only because it is restrictive.  Remove the restrictions and you lose the meaning.  Logic is a tool that we cannot command, only obey.

Eliezer said that another time you can't just generate new words is when a category boundary like "person" or "human" or "baby" makes a direct appearance in your utility function.

Which gently suggests that when defining a utility function that might remain in force for billions of years, one should prefer functions that do not have category boundaries.

I would be happy to exhibit functions of that sort that have the property that even after an explosion of engineered intelligence, the humans probably retain enough expected utility to keep them flourishing and protected from exploitation although they probably do not retain enough expected utility to cause the majority of the future light cone's space, time, matter, free energy and other resources to be devoted to them.

If only everybody would search for more clarity in communication.

I think in the  words I speak in to create logic in my mind.  So not only does using a words with fuzzy definitions, exaggerating  or twisting sentences affect my ability to communicate clearly, it affects my ability to think clearly.

Barry and Albert could have avoided argument if they saw being proven wrong as something that should be celebrated because their mind has been raised to a new level of understanding.  Rather than a defeat. Then their focus would have been on understanding each other rather than defending their position.

So is this what that dispute was? I always thought it was more of a solipsism thing, but that doesn't make much sense because then the question should be "Does the tree actually fall, or is it up when you first see it, down later on, and nonexistent in between?"

One way to get around the argument on semantics would be to replace "sound" by its definition.

Albert:  "Hah!  Definition 2c in Merriam-Webster:  'Sound:  Mechanical radiant energy that is transmitted by longitudinal pressure waves in a material medium (as air).'"

Barry:  "Hah!  Definition 2b in Merriam-Webster: 'Sound:  The sensation perceived by the sense of hearing.'"

Albert: "Since we cannot agree on the definition of sound and a third party might be confused if he listened to us, can you reformulate your question, replacing the word sound by its definition."

Barry: "OK. If a tree falls in the forest, and no one hears it, does it cause anyone to have the sensation perceived by the sense of hearing?"

Yes, that's exactly what happens in a reasonable dialog, at the point where people realze they are thinking of the same thing in different ways.  The trick is recognizing what that difference is so you can expand on it and compare.  It happens fairly quickly and easily in most cases when both people are mostly focused on inquiry.  If they are arguing their own position, they are unlikely to be looking for the difference, they are probably looking for ways to deconstruct the other person's terms and find fallacies in their logic or problems with their evidence.  They will resort to arguing for their own definitions.  

When you end up in a game of duelling definitions, one valuable strategy is to ask the purpose of the definition.  It serves a rhetorical purpose to use one definition vs. another in an explanation or question.  If emphasizes different things.  This is an important pragmatist principle coming from the slant that words are tools for thinking.    

Q:  Why bring the perceiver into the picture when talking about sound?  What purpose does that serve?  

A:  The reason I define sound as something perceived is to distinguish the dark, silent physical world of wavelengths and vibrations and strings from the one constructed in human experience to operate on the world.  I care about the human experience, not what is going on with atoms.  

This exposes a great deal of the relevant conceptual background and current focus of each person so you know what they are arguing about and might be able to either collaborate more effectively, learn something from each other, or else identify that you aren't talking about the same thing at all.  Rather than just fighting over which definition is better.

Well-done definition debates are still possible. But they're about the comparative usefulness of conceptualizing X in a certain way Y as opposed to a different way Z, and vice versa. Well done definitional debates can actually be really interesting though, although they don't crop up too much.

'' Component display theory  M. D. Merrill’s Component Display Theory (CDT) is a cognitive matrix that focuses on the interaction between two dimensions: the level of performance expected from the learner and the types of content of the material to be learned. Merrill classifies a learner’s level of performance as: find, use, remember, and material content as: facts, concepts, procedures, and principles. The theory also calls upon four primary presentation forms and several other secondary presentation forms. The primary presentation forms include: rules, examples, recall, and practice. Secondary presentation forms include: prerequisites, objectives, helps, mnemonics, and feedback. A complete lesson includes a combination of primary and secondary presentation forms, but the most effective combination varies from learner to learner and also from concept to concept. Another significant aspect of the CDT model is that it allows for the learner to control the instructional strategies used and adapt them to meet his or her own learning style and preference. A major goal of this model was to reduce three common errors in concept formation: over-generalization, under-generalization and misconception.''

On the one hand I understand many reasons for words. What words are for. You notice something, someone names it for you, you look up the word, you connect it to a definition, and voila, you have gained knowledge. Because you know at least some of it´s properties and perhaps also common purposes, from the defintion.

On the other hand I understand why arguing over defintions obviously is pointless in above mentioned example and the examples from How an Algorithm Feels From Inside. 

Here is my problem. I have never bothered arguing definitions for the sake of it. I use them in a meaningful context. Or so I THINK. Could someone give me some more every day examples of where this may not be the case? If I can connect this to something more concrete (something I can relate to), I might be able to really understand the issue.

Let's try it the other way: what are some examples of cases where you find yourself using definitions in what you think, but are not sure, is a meaningful context?

So, all arguments which do not make different predictions are extensionally equal, but are not intensional. From the Wikipedia page:

Consider the two functions f and g mapping from and to natural numbers, defined as follows:

To find f(n), first add 5 to n, then multiply by 2.

These functions are extensionally equal; given the same input, both functions always produce the same value. But the definitions of the functions are not equal, and in that intensional sense the functions are not the same.

If albert said he possesed an unwatched video of the tree falling and then made a bet with barry about whether the video will have the sound I think it is unlikely Barry would bet on a silent video, even hypothetically.

I believe some of what is described here was called "philosophical nonsense" by Rudolph Carnap:

"According to Carnap, philosophical propositions are statements about the language of science; they aren’t true or false, but merely consist of definitions and conventions about the use of certain concepts"

--  https://en.wikipedia.org/wiki/Rudolf_Carnap#Philosophical_work 

"nonsense results from the use of language outside the limits of a language-game or linguistic framework; the task of the critic of philosophy is to point out when and how philosophers have transgressed the limits of their linguistic system"

--  https://www.taylorfrancis.com/books/e/9780203449400/chapters/10.4324/9780203449400-18

Although the framing/context here is slightly different; Argument from philosophical nonsense?



Feel the Meaning

When I hear someone say, "Oh, look, a butterfly," the spoken phonemes "butterfly" enter my ear and vibrate on my ear drum, being transmitted to the cochlea, tickling auditory nerves that transmit activation spikes to the auditory cortex, where phoneme processing begins, along with recognition of words, and reconstruction of syntax (a by no means serial process), and all manner of other complications.

But at the end of the day, or rather, at the end of the second, I am primed to look where my friend is pointing and see a visual pattern that I will recognize as a butterfly; and I would be quite surprised to see a wolf instead.

My friend looks at a butterfly, his throat vibrates and lips move, the pressure waves travel invisibly through the air, my ear hears and my nerves transduce and my brain reconstructs, and lo and behold, I know what my friend is looking at.  Isn't that marvelous?  If we didn't know about the pressure waves in the air, it would be a tremendous discovery in all the newspapers:  Humans are telepathic!  Human brains can transfer thoughts to each other!

Well, we are telepathic, in fact; but magic isn't exciting when it's merely real, and all your friends can do it too.

Think telepathy is simple?  Try building a computer that will be telepathic with you.  Telepathy, or "language", or whatever you want to call our partial thought transfer ability, is more complicated than it looks.

But it would be quite inconvenient to go around thinking, "Now I shall partially transduce some features of my thoughts into a linear sequence of phonemes which will invoke similar thoughts in my conversational partner..."

So the brain hides the complexity—or rather, never represents it in the first place—which leads people to think some peculiar thoughts about words.

As I remarked earlier, when a large yellow striped object leaps at me, I think "Yikes!  A tiger!" not "Hm... objects with the properties of largeness, yellowness, and stripedness have previously often possessed the properties 'hungry' and 'dangerous', and therefore, although it is not logically necessary, auughhhh CRUNCH CRUNCH GULP."

Similarly, when someone shouts "Yikes!  A tiger!", natural selection would not favor an organism that thought, "Hm... I have just heard the syllables 'Tie' and 'Grr' which my fellow tribe members associate with their internal analogues of my own tiger concept, and which they are more likely to utter if they see an object they categorize as aiiieeee CRUNCH CRUNCH help it's got my arm CRUNCH GULP".

[image: Blegg4_4] Considering this as a design constraint on the human cognitive architecture, you wouldn't want any extra steps between when your auditory cortex recognizes the syllables "tiger", and when the tiger concept gets activated.

Going back to the parable of bleggs and rubes, and the centralized network that categorizes quickly and cheaply, you might visualize a direct connection running from the unit that recognizes the syllable "blegg", to the unit at the center of the blegg network.  The central unit, the blegg concept, gets activated almost as soon as you hear Susan the Senior Sorter say "Blegg!"

Or, for purposes of talking—which also shouldn't take eons—as soon as you see a blue egg-shaped thing and the central blegg unit fires, you holler "Blegg!" to Susan.

And what that algorithm feels like from inside is that the label, and the concept, are very nearly identified; the meaning feels like an intrinsic property of the word itself.

The cognoscenti will recognize this as yet another case of E. T. Jaynes's "Mind Projection Fallacy".  It feels like a word has a meaning, as a property of the word itself; just like how redness is a property of a red apple, or mysteriousness is a property of a mysterious phenomenon.

Indeed, on most occasions, the brain will not distinguish at all between the word and the meaning—only bothering to separate the two while learning a new language, perhaps.  And even then, you'll see Susan pointing to a blue egg-shaped thing and saying "Blegg!", and you'll think, I wonder what "blegg" means, and not, I wonder what mental category Susan associates to the auditory label "blegg".

Consider, in this light, the part of the Standard Dispute of Definitions where the two parties argue about what the word "sound" really means—the same way they might argue whether a particular apple is really red or green:

Albert: "My computer's microphone can record a sound without anyone being around to hear it, store it as a file, and it's called a 'sound file'. And what's stored in the file is the pattern of vibrations in air, not the pattern of neural firings in anyone's brain.  'Sound' means a pattern of vibrations."

Barry:  "Oh, yeah?  Let's just see if the dictionary agrees with you."

Albert feels intuitively that the word "sound" has a meaning and that the meaning is acoustic vibrations.  Just as Albert feels that a tree falling in the forest makes a sound (rather than causing an event that matches the sound category).

sound.meaning == auditory experiences
forest.sound == false

myBrain.FindConcept("sound") == concept_AuditoryExperience
concept_AuditoryExperience.match(forest) == false

Which is closer to what's really going on; but humans have not evolved to know this, anymore than humans instinctively know the brain is made of neurons.

Albert and Barry's conflicting intuitions provide the fuel for continuing the argument in the phase of arguing over what the word "sound" means—which feels like arguing over a fact like any other fact, like arguing over whether the sky is blue or green.

You may not even notice that anything has gone astray, until you try to perform the rationalist ritual of stating a testable experiment whose result depends on the facts you're so heatedly disputing...

Albert and Barry's different usages of the  word 'sound' are both perfectly testable.
Once they've taken the reasonable and sufficient step of looking 'sound' up in a dictionary, and having identified the two (out of many) possible meanings they were using, then one can go off and test for the presence of pressure waves in the air, while the other tests for auditory perceptions in the humans  (and/or other animals doted with hearing) nearest to the event.
They can later compare their results and Albert will say 'there was sound according to the definition that I was using (Webster : sound(1) 1a), while Barry can happily agree while saying there wasn't, according to the definition that he was using (Webster : sound(1) 1b).
Having got that over, they will go off for a beer at the nearest bar and have a good laugh over that time-travelling guy's not even knowing how to use a dictionary....

It would certainly facilitate communication, though, if people could agree on what words mean rather than having personal definitions. No doubt it's unrealistic to expect everyone to agree on precisely where the boundary between yellow and orange lies, but tigers aren't even a yellowish orange.

The words stand for abstractions and abstractions suffer from the abstraction uncertainty principle i.e. an abstraction cannot be simultaneously, very useful/widely applicable and very precise. The more useful a word is, the less precise it will be and vise versa. Dictionary definitions are a compromise - They never use the most precise definitions even when such are available (e.g. for scientific terms) because such definitions are not useful for communication between most users of the dictionary. For example, If we defined red to be light with a frequency of exactly 430THz, it would be precise but useless but if were to define it as a range then it will be widely useful but will almost certainly overlap with the ranges for other colours thus leading to ambiguity.
(I think EY may even have a wiki entry on this somewhere)

Yelsgib, for "feels that" you may also read "falsely believes that" or "mistakenly intuits that".  I am claiming that words do not have meanings, but, rather, labels associate to concepts (cognitive patterns that can (among other things) perform membership tests).

If labels associate to concepts, what does the label "word" associate to?

You should be very careful when using terms like "falsely believes that" when referring to the way people are thinking. "False" as a label only has an association in the context of "verifiable fact." This places the onus on you to show that the claim "words have meanings" lies in the context of "verifiable fact." You must show that an entity is claiming implicitly or explicitly that the assertion "words have meanings" is "true" (a.k.a. consistent with the axioms of the context in which it is expressed). My claim would be that the statement "words have meanings" is actually the basis of a context - that the claim is "hollow" in the sense that the axioms of math are "hollow" (neither true nor false) but that it is useful in the very same sense - we can generate a set of deductively consistent (and more "powerful") claims from the claim.

I hope you'll forgive my constant use of quotes - I use them when I fear that my definition of a word might significantly vary from yours. I also hope that you'll forgive my somewhat idiosyncratic use of language - I expect that we are coming at the question of human intelligence from at least slightly different intellectual backgrounds.

Is it sad that I mentally replaced 'forest.sound == false' with '!forest.sound'?

The easy solution is just to realize that words are labels and nothing more - end of story. It's just that that's quite a hard lesson to internalize.

I am new to this wiki (first post even) so I might be missing something, but is it really that hard a lesson to process? If I called a monkey a garp it'd still be exactly the same creature, therefore words are labels and have no meaning of themselves. Quite a simple train of thought. And I can't think of a single emotional reason why anyone wouldn't want to adopt this belief, since most people don't care about words. Right?

I am going to assume that by now you've read enough of the Sequences to recognize your possible hindsight bias, in your post.

In any case, merely saying that "words are labels" is akin to the guessing the teacher's password; people have said it for ages (e.g., "a rose by any other name" from Romeo and Juliet), yet most people (in my opinion) do not truly understand it.

Korzybski is particularly good on The Word is Not the Thing and Consciousness of Abstracting, which resolves these kinds of issues immediately.

Well, you describe language somewhat as if it were designed for communication. If, as Chomsky et al. argue, it was not, if it is a thought machine with communication hastily and inconveniently added later, then:

1)it is a bad - no, really bad - idea to try and teach computers speak language the way humans do - they should do better and probably start with a different (functional) architecture;

2)sound 2b and sound 2c may have a different underlying structure which is simply compressed by the hasty externalization (aka communication) module.



The Argument From Common Usage

Part of the Standard Definitional Dispute runs as follows:

Albert:  "Look, suppose that I left a microphone in the forest and recorded the pattern of the acoustic vibrations of the tree falling.  If I played that back to someone, they'd call it a 'sound'!  That's the common usage!  Don't go around making up your own wacky definitions!"

Barry:  "One, I can define a word any way I like so long as I use it consistently.  Two, the meaning I gave was in the dictionary.  Three, who gave you the right to decide what is or isn't common usage?"

Not all definitional disputes progress as far as recognizing the notion of common usage.  More often, I think, someone picks up a dictionary because they believe that words have meanings, and the dictionary faithfully records what this meaning is.  Some people even seem to believe that the dictionary determines the meaning—that the dictionary editors are the Legislators of Language.  Maybe because back in elementary school, their authority-teacher said that they had to obey the dictionary, that it was a mandatory rule rather than an optional one?

Dictionary editors read what other people write, and record what the words seem to mean; they are historians.  The Oxford English Dictionary may be comprehensive, but never authoritative.

But surely there is a social imperative to use words in a commonly understood way?  Does not our human telepathy, our valuable power of language, rely on mutual coordination to work?  Perhaps we should voluntarily treat dictionary editors as supreme arbiters—even if they prefer to think of themselves as historians—in order to maintain the quiet cooperation on which all speech depends.

The phrase "authoritative dictionary" is almost never used correctly, an example of proper usage being the Authoritative Dictionary of IEEE Standards.  The IEEE is a body of voting members who have a professional need for exact agreement on terms and definitions, and so the Authoritative Dictionary of IEEE Standards is actual, negotiated legislation, which exerts whatever authority one regards as residing in the IEEE.

In everyday life, shared language usually does not arise from a deliberate agreement, as of the IEEE.  It's more a matter of infection, as words are invented and diffuse through the culture.  (A "meme", one might say, following Richard Dawkins thirty years ago—but you already know what I mean, and if not, you can look it up on Google, and then you too will have been infected.)

Yet as the example of the IEEE shows, agreement on language can also be a cooperatively established public good.  If you and I wish to undergo an exchange of thoughts via language, the human telepathy, then it is in our mutual interest that we use the same word for similar concepts—preferably, concepts similar to the limit of resolution in our brain's representation thereof—even though we have no obvious mutual interest in using any particular word for a concept.

We have no obvious mutual interest in using the word "oto" to mean sound, or "sound" to mean oto; but we have a mutual interest in using the same word, whichever word it happens to be.  (Preferably, words we use frequently should be short, but let's not get into information theory just yet.)

But, while we have a mutual interest, it is not strictly necessary that you and I use the similar labels internally; it is only convenient.  If I know that, to you, "oto" means sound—that is, you associate "oto" to a concept very similar to the one I associate to "sound"—then I can say "Paper crumpling makes a crackling oto."  It requires extra thought, but I can do it if I want.

Similarly, if you say "What is the walking-stick of a bowling ball dropping on the floor?" and I know which concept you associate with the syllables "walking-stick", then I can figure out what you mean.  It may require some thought, and give me pause, because I ordinarily associate "walking-stick" with a different concept.  But I can do it just fine.

When humans really want to communicate with each other, we're hard to stop!  If we're stuck on a deserted island with no common language, we'll take up sticks and draw pictures in sand.

Albert's appeal to the Argument from Common Usage assumes that agreement on language is a cooperatively established public good.  Yet Albert assumes this for the sole purpose of rhetorically accusing Barry of breaking the agreement, and endangering the public good.  Now the falling-tree argument has gone all the way from botany to semantics to politics; and so Barry responds by challenging Albert for the authority to define the word.

A rationalist, with the discipline of hugging the query active, would notice that the conversation had gone rather far astray.

Oh, dear reader, is it all really necessary?  Albert knows what Barry means by "sound".  Barry knows what Albert means by "sound".  Both Albert and Barry have access to words, such as "acoustic vibrations" or "auditory experience", which they already associate to the same concepts, and which can describe events in the forest without ambiguity.  If they were stuck on a deserted island, trying to communicate with each other, their work would be done.

When both sides know what the other side wants to say, and both sides accuse the other side of defecting from "common usage", then whatever it is they are about, it is clearly not working out a way to communicate with each other.  But this is the whole benefit that common usage provides in the first place.

Why would you argue about the meaning of a word, two sides trying to wrest it back and forth?  If it's just a namespace conflict that has gotten blown out of proportion, and nothing more is at stake, then the two sides need merely generate two new words and use them consistently.

Yet often categorizations function as hidden inferences and disguised queries.  Is atheism a "religion"?  If someone is arguing that the reasoning methods used in atheism are on a par with the reasoning methods used in Judaism, or that atheism is on a par with Islam in terms of causally engendering violence, then they have a clear argumentative stake in lumping it all together into an indistinct gray blur of "faith".

Or consider the fight to blend together blacks and whites as "people".  This would not be a time to generate two words—what's at stake is exactly the idea that you shouldn't draw a moral distinction.

But once any empirical proposition is at stake, or any moral proposition, you can no longer appeal to common usage.

If the question is how to cluster together similar things for purposes of inference, empirical predictions will depend on the answer; which means that definitions can be wrong.  A conflict of predictions cannot be settled by an opinion poll.

If you want to know whether atheism should be clustered with supernaturalist religions for purposes of some particular empirical inference, the dictionary can't answer you.

If you want to know whether blacks are people, the dictionary can't answer you.

If everyone believes that the red light in the sky is Mars the God of War, the dictionary will define "Mars" as the God of War.  If everyone believes that fire is the release of phlogiston, the dictionary will define "fire" as the release of phlogiston.

There is an art to using words; even when definitions are not literally true or false, they are often wiser or more foolish.  Dictionaries are mere histories of past usage; if you treat them as supreme arbiters of meaning, it binds you to the wisdom of the past, forbidding you to do better.

Though do take care to ensure (if you must depart from the wisdom of the past) that people can figure out what you're trying to swim.

Very sensible. I never could understand why people made such a fuss about whether the tree made a sound or not. (The best answer I saw was a cartoon of the fallen tree saying quietly to itself, "Oh, shit.")

Perhaps this also has relevance to the classic omnipotence paradox - "Can an omnipotent being (or God) create a rock so heavy that that being can't lift it?" Since few people want to redefine omnipotence (if we did, we'd soon want another word that meant what "omnipotent" used to), the answer is simple: the omnipotent being will be able to create such a rock, and then just lift it anyway, while still being unable to.

It doesn't make sense, but the thing is, it doesn't have to. The words "omnipotent", "rock", "heavy", "can't", still mean what we understand them to mean. And we understand pretty well what "paradox" means, too. A paradox is obviously a problem for human reason, but would be no problem at all for divine omnipotence.

Well, the "does a tree make a sound when it falls in the forest with nobody there to hear it?" question is really about a different issue than this matter of what is the truth-value of dictionary definitions of words.  When Bishop Berkeley posed that original question and said "no," he was asserting an idealistic philosophical perspective that I doubt few of the readers of this blog are particularly sympathetic with, although a lot of mathematician readers are probably bigger Platonists than they might be willing to admit (Did you "discover" that proof?).

Regarding dictionaries and common usage and Caterpillar assertions of "I can make a word mean whatever I want it to mean," well, certainly dictionaries do ultimately simply report reasonably common usages, with the possibility of these simply expanding for any given word.  Most of the time these new usages simply evolve in spontaneous and oddly linked ways through similarities between the newer and the older usages.

Things get a bit odd when we have consciously made changes of meaning a la the Caterpillar.  Sometimes these are ironic or hip or whatever, often playing off or against an established meaning ironically.  This can lead to confusion if the new meaning gets added on with the older ones, especially if the new meaning is somehow logically or factually at odds with older meanings.  This means that users of the word will have to be careful about contexty and audience, if they wish to avoid confusion.  Sometimes this is conscious, such as "bad" meaning "really coolly good," although I doubt that usage has made it to the OED, if it ever will.  Others with deeper historical roots are mysteries.  Thus, why do both "inflammable" and "flammable" mean the same thing?  And then we have words that have evolved to mean just the opposite of their original meaning, such as "pretty," whose Old English root, "praetig," apparently meant more like "ugly," although I may be slightly off on that one.  But, such cases are definitely out there.  Should the original person to use some form of "pretty" to mean what it does today have been punished, and why did his or her listeners go along with such an extreme change of meaning (which probably happened sort of gradually anyway)?

Words are used within our minds because we don't have the computational resources to duplicate association-bundles every time we want to think about something.  It's far cheaper to use pointer variables.  We bind a reference to the bundle to a much simpler name and then store the name in memory instead.

As for the omnipotence-with-rocks argument, the solution is to recognize that the question is nonsense because the concepts it uses are self-contradictory.  What happens when an immovable object meets an irresistible force?

"As for the omnipotence-with-rocks argument, the solution is to recognize that the question is nonsense because the concepts it uses are self-contradictory. What happens when an immovable object meets an irresistible force?"

Well said. The question is no different in principle to asking, "What happens when a number is both 2 and not 2 at the same time?"

Or, Can an omnipotent being create a black calico cat?

When an irresistible force meets an immovable object, it goes through without leaving a hole.

AFAIK, "flammable" is a shortening of "inflammable," which confused some people -- they thought the "in-" part was a prefix of negation.  Consequently, some people might have employed insufficient caution around large fuel containers marked "inflammable."  Most people seem to more easily understand "flammable" as meaning burnable, by analogy with "flame," than "inflammable" by analogy with "to inflame."

Specifically, what Berkeley was asserting was that the existence of the acoustic vibrations (although I don't think he knew that they were vibrations) was dependent upon  the existence of the auditory experience.  It wasn't an argument about definitions at all!  It was a peculiar kind of solipsism which, as Rosser guessed, I have little sympathy with.

Thanks for the correction r.e. "inflammable" and "flammable."  Of course you are right.  Not a contradiction between those two.

Because the sense in which this question is being used as an example here is not the real question that bishop Berkeley had in mind.

It's really a question about epistemology.  It's related to the "grue" paradox, which is a bit easier to explain.  The grue paradox first notes that ordinarily we have good reason to believe that certain things (grass, green paint, copper flames) are green and will continue to be green after (say) 1 January 2009.  It then notes that every piece of evidence we have supporting that belief also supports the belief that these things are "grue", which is defined as being green before 2009 and being blue after that date.  On the face of it, we should be equally confident that green paint etc will be blue after 2009.

Much has been written, but the important point is that nobody has ever experienced 2009 (except you lurkers who read posts from previous years.  Just change 2009 to a date that's still in your future, or have they forgotten how to do that in the future?)

A similar condition applies with Berkeley's paradox.  Tautologically, nobody has ever heard a tree fall that nobody heard.  (Planting a tape recorder or radio transmitter and listening to that counts as hearing it)  So when we guess that the falling tree makes a sound, we are extrapolating.  There is no way to test that extrapolation, so how can it be justified?

I recommend David Deutsch's Four threads of reality for some intelligent and not too wordy comments on how, among other interesting topics he covers.

FYI all: I originally touched on the point that the classic sense of the falling-tree argument is Berkeleyan, but, as noted, I've seen the argument get started without wandering anywhere near Berkeley.  Or the problem of induction.  "Fully naive", I said.

A dictionary is vastly more than a "history of past usage." It is a cultural touchstone. This may not be apparent to those without high degree of mobility, but the existence of dictionaries (and especially inter-language dictionaries) is critical to the ability of complete strangers (even in the cultural sense) to interact. I think we universally underestimate the extent to which our culture enables our "meaningful" interaction.

Your last sentence is right on the mark - we can start inventing all sorts of new definitions but we need to be very careful that we don't stray too far into our own language. We might corrode our ability to interact meaningfully with life-giver "society."

I have noted a very large number of multi-meaning words in english - note, interestingly, that Japanese has multiple kanji representations of words with similar, but not equivalent, meanings and same readings - e.g. 見るvs.観る both being read "miru" and the first meaning "to see" (e.g. to see a tree) with the second meaning "to watch" (e.g. to watch a movie).

By this point the intellectual community (and especially the philosophical) is sufficiently diffuse that very very important words (e.g. "context," "content," "concept," "abstraction") have lost their meaning or become tremendously blurred.

Your point that the fight to define a word is really the fight to assert a moral position/worldview/what-have-you is extremely interesting. I hadn't thought about it that way.

It immediately brings to mind the question of "how do we define definition?" which is infinitely interesting. If we define "definition" then we must necessarily be doing so in a context that is removed from the context in which we are defining "definition." This immediately implies that there is no universal sense in which words can be "defined" but that there are infinite senses in which words can be "defined." When two entities conflict on a definition they are both thinking in contexts which are removed from the context in question (e.g. the characters thinking about the tree are arguing about the correct procedure for creating a common-usage definition). But most people do not think in this meta-context often which is why they have woefully underdeveloped vocabularies and theories w/r/t it. Thus, frustration. Thus, anger. But it's just a silly tree!

To respond to Caledonian's question: "What happens when an immovable object meets an irresistible force?"

The result will be to rename one of the two.
I'd bet on the immovable object to "win" merely on a hunch that maximum inertia beats maximum momentum.
(I'm only half kidding, though I have no proof or even a plausible hypothesis to support my bald-faced assertion.)

You're close, I think, to what would happen if there really was an immovable object about to be struck by an unstoppable force.

If such an event were ever to occur, and we could study it, we'd get to find out whether an immovable object is truly immovable, and whether an unstoppable force is truly unstoppable.

My guess is that they would cancel each other out - the immovable object would move, and the unstoppable force would stop.  Like a rocket sled hitting a concrete wall.  Wall goes bust, sled stops moving.

The other option lies in the reason the two are immovable or unstoppable - if an unstoppable force is unstoppable because it does not interact with matter, then the immovable object remains unmoved and the unstoppable force remains unstopped.

In truth it's a silly contradiction with the lack of information posed in the question, and, as Caledonian said, as such it is almost pointless to think about.  The best answer you can come up with is "I don't know".

Though do take care to ensure (if you must depart from the wisdom of the past) that people can figure out what you're trying to swim.

I'm surprised that translation between languages isn't mentioned as a more simple example of where misinterpretation of meaning can arise.

Additionally, most people will now be aware of the variation in symbolic meaning between cultures (ie finishing all food on your plate being a compliment in some countries, and a sign that you weren't given enough food in others).

It's almost as if there is a requirement to have a constant reality-check process operating within the mind to ring alarm bells if the received response is against expectation. If this were operating effectively within both members of the tree-falling arguement they would more rapidly discover the arguement lay in the meaning of the word "noise" and not a failure of logical processing.

Why would you argue about the meaning of a word, two sides trying to wrest it back and forth?

I understand dictionary just keep track of how people in a culture use a word. But many people including me, consider that ,we should use dictionaries to know "how a word was used until now" and keep using it that way, instead of creating your own language, which is how humans work now. 
Now you live in a world with as many languages as people speak, and while you can't really change that, you can definitely highly reduce the differences. That could be achieved by using a pilar of reference. 
Why is this not the most productive position? 

THis kind of needs a reference to the thing that periodically comes up in social justice circles, where, for example, 'sexism' has a different definition, specifically including only gender discrimination by the more powerful gender against the less powerful one. Infortunately, this sometimes results in every possible word to describe prejudice being redefined. 

Quick note - the sentence "If you want to know whether blacks are people, the dictionary can't answer you," in comparison to the sentence "Or consider the fight to blend together blacks and whites as 'people'," unnecessarily normalizes whites as people (though, historically, that is how the fight felt from the white perspective). I don't know if you should change this, but I just wanted to point it out. 

I think most of the conflict escalates from the dichotomy that arises when two conflicting definitions are lumped together. It wouldn't be so hard to argue about trees in a forest and sound if the arguers made up their own words and associated definitions. E.g. "When a tree falls in a forest it makes a WASAD" and "When a tree falls in a forest it does not make a FORFAN". No contradiction there.

I find it strange why humans find it difficult to accept that words have no absolute meaning. Furthermore, why is it that when both parties are already aware that the other has a different definiton, they instead choose to start a political argument on who "has the right definition" rather than change the word and continue the original topic?

It so happens that Eliezer offers a possible answer in this very sequence.

Of course, one or both parties may know this answer and choose a more political/rhetorical approach in the hope of changing someone's behavior, not their factual beliefs.

There is descriptive linguistics and prescriptive linguistics (and that applies, in particular, to lexicography); but to make sense, to create rules people will not immediately and fully ignore (merely somewhat in some relatively rare cases as the language changes), prescriptive linguistics feeds on descriptive linguistics to prescribe something not too different (which does not say "the same"). Thus to create a dictionary which will unify common usage you need to describe common usage first - not to be too astray.

Unfortunately, in English tradition this is also blurred by having no usual distinction between prescriptive grammars (and lexicons) and style guides.



Empty Labels

Consider (yet again) the Aristotelian idea of categories.  Let's say that there's some object with properties A, B, C, D, and E, or at least it looks E-ish.

Fred:  "You mean that thing over there is blue, round, fuzzy, and—"
Me: "In Aristotelian logic, it's not supposed to make a difference what the properties are, or what I call them.  That's why I'm just using the letters."

Next, I invent the Aristotelian category "zawa", which describes those objects, all those objects, and only those objects, which have properties A, C, and D.

Me:  "Object 1 is zawa, B, and E."
Fred:  "And it's blue—I mean, A—too, right?"
Me:  "That's implied when I say it's zawa."
Fred:  "Still, I'd like you to say it explicitly."
Me:  "Okay.  Object 1 is A, B, zawa, and E."

Then I add another word, "yokie", which describes all and only objects that are B and E; and the word "xippo", which describes all and only objects which are E but not D.

Me:  "Object 1 is zawa and yokie, but not xippo."
Fred:  "Wait, is it luminescent?  I mean, is it E?"
Me:  "Yes.  That is the only possibility on the information given."
Fred:  "I'd rather you spelled it out."
Me:  "Fine:  Object 1 is A, zawa, B, yokie, C, D, E, and not xippo."
Fred:  "Amazing!  You can tell all that just by looking?"

Impressive, isn't it?  Let's invent even more new words:  "Bolo" is A, C, and yokie; "mun" is A, C, and xippo; and "merlacdonian" is bolo and mun.

Pointlessly confusing?  I think so too.  Let's replace the labels with the definitions:

"Zawa, B, and E" becomes [A, C, D], B, E
"Bolo and A" becomes [A, C, [B, E]], A
"Merlacdonian" becomes [A, C, [B, E]], [A, C, [E, ~D]]

And the thing to remember about the Aristotelian idea of categories is that [A, C, D] is the entire information of "zawa".  It's not just that I can vary the label, but that I can get along just fine without any label at all—the rules for Aristotelian classes work purely on structures like [A, C, D].  To call one of these structures "zawa", or attach any other label to it, is a human convenience (or inconvenience) which makes not the slightest difference to the Aristotelian rules.

Let's say that "human" is to be defined as a mortal featherless biped.  Then the classic syllogism would have the form:

All [mortal, ~feathers, bipedal] are mortal.
Socrates is a [mortal, ~feathers, bipedal].
Therefore, Socrates is mortal.

The feat of reasoning looks a lot less impressive now, doesn't it?

Here the illusion of inference comes from the labels, which conceal the premises, and pretend to novelty in the conclusion.  Replacing labels with definitions reveals the illusion, making visible the tautology's empirical unhelpfulness.  You can never say that Socrates is a [mortal, ~feathers, biped] until you have observed him to be mortal.

There's an idea, which you may have noticed I hate, that "you can define a word any way you like".  This idea came from the Aristotelian notion of categories; since, if you follow the Aristotelian rules exactly and without flaw—which humans never do; Aristotle knew perfectly well that Socrates was human, even though that wasn't justified under his rules—but, if some imaginary nonhuman entity were to follow the rules exactly, they would never arrive at a contradiction.  They wouldn't arrive at much of anything: they couldn't say that Socrates is a [mortal, ~feathers, biped] until they observed him to be mortal.

But it's not so much that labels are arbitrary in the Aristotelian system, as that the Aristotelian system works fine without any labels at all—it cranks out exactly the same stream of tautologies, they just look a lot less impressive.  The labels are only there to create the illusion of inference.

So if you're going to have an Aristotelian proverb at all, the proverb should be, not "I can define a word any way I like," nor even, "Defining a word never has any consequences," but rather, "Definitions don't need words."

You seem to be under the impression that Aristotle was a nominalist about definitions. To my knowledge, that is false. Most of the Posterior Analytics is devoted to showing how definitions can be discovered. He does not believe they are simply arbitrary tags. From where in his corpus are you deriving this interpretation?

I am not talking about nominalism at all, actually; nor Aristotle's notion of horismos which is often translated as "definition" but better translated as "essence".

Rather, I am speaking about the Aristotle-influenced view (still held by many Traditional Rationalists today) of what we would call "categories" or "definitions", in terms of individually necessary and together sufficient properties for membership; and of what may be inferred from these by way of what we would call "syllogisms".  (Aristotle's sullogismos being more properly translated as "deduction".)

In particular, it is the idea of categorization-based inference as a matter of logically valid deduction, that has given rise to the notion of being able to define a term "any way you like"; this is an Aristotelian notion but not necessarily Aristotle's notion.

I should note that, being unwilling to put up with Aristotle's writing style, my understanding of his work is derived from secondary sources such as the Stanford Encyclopedia of Philosophy.  Sorry, but seriously, bleah.

Anyone who did not understand the above comment, my advice is not to bother.

Here the illusion of inference comes from the labels, which conceal the premises, and pretend to novelty in the conclusion.

Surely you aren't suggesting that Aristotelian categorization is useless?  Assigning arbitrary labels to premises is the only way that humans can make sense of large formal systems - such as software programs or axiomatic deductive systems.  OTOH, trying to reason about real-world things and properties in a formally rigorous way will run into trouble whether or not you use Aristotelian labels.

I have to agree with anonymous.  Having read your discussions of "true-by-definition" and arguments about labels for the past couple of weeks, I wonder what ax you are grinding against Aristotle.  Who is making the claim that logical inference yields empirically significant inferences?  Why do you see the lack of empirically significant inferences as some kind of point against Aristotelian syllogism?
Aristotle was one of the first, if not the first, to attempt to formalize reasoning.  Sometimes when I read these posts, I feel like your are failing to distinguish between an inference and an induction.  As Hume argues (forcefully, in my opinion), induction based on empirical observations can never be certain.  I don't take this as a point against induction, but rather as a caution against those who use it thoughtlessly.
Finally, the fact that logical inference can never yield an empirically significant result may not be equivalent to saying that logical inference is pointless.  Unlike the classic proof of socrates' mortality, there are many tautologies that are not obviously tautological.  The most famous of these may be "If A is a formal system that allows the development of arithmetic , then there is no set of axioms, B, such that all true statements in A are provable from B."  This is a hasty statement of Goedel's incompleteness theorem.  This statement is tautological, but does that make it an unimpressive inference?  This is a tautology that has been extremely empirically helpful, if only insofar as it freed up the time of those struggling to prove the completeness of arithmetic.

I don't think mortal is included in the definition of human.

All [~feathers, bipedal] are mortal.
Socrates is a [~feathers, bipedal].
Therefore, Socrates is mortal.

Which is at least a little bit more interesting than you've indicated.

Compare also Mill's discussion of finding out that diamonds are combustible from "A System of Logic"

I should have phrased that as saying that I don't think Aristotle included mortal in the definition of human.

This wasn't actually about Aristotle's definition of a human.  It was about deducing items already given in the definitions of Aristotlian labels.

I believe Aristotle's actual definition of a human was [rational, animal].  The point Eliezer is making is that, given this definition, it's an empty argument to say "Socrates is human, all humans are animals, therefore Socrates is an animal."  This is blindingly obvious and completely unhelpful when you replace "human" with [rational, animal].

In other words, it sounds like a major insight, but that Socrates must be an animal if he is human is in the very definition of human.  It did not give you any new insight in any way if you already knew Aristotle's definition of animal.

There are other things you can deduce logically from these definitions, but it's dumb to deduce something that is already given in the definition.  That's the point.



Taboo Your Words

In the game Taboo (by Hasbro), the objective is for a player to have their partner guess a word written on a card, without using that word or five additional words listed on the card.  For example, you might have to get your partner to say "baseball" without using the words "sport", "bat", "hit", "pitch", "base" or of course "baseball".

As soon as I see a problem like that, I at once think, "An artificial group conflict in which you use a long wooden cylinder to whack a thrown spheroid, and then run between four safe positions."  It might not be the most efficient strategy to convey the word 'baseball' under the stated rules - that might be, "It's what the Yankees play" - but the general skill of blanking a word out of my mind was one I'd practiced for years, albeit with a different purpose.

Yesterday we saw how replacing terms with definitions could reveal the empirical unproductivity of the classical Aristotelian syllogism.  All humans are mortal (and also, apparently, featherless bipeds); Socrates is human; therefore Socrates is mortal.  When we replace the word 'human' by its apparent definition, the following underlying reasoning is revealed:

All [mortal, ~feathers, biped] are mortal;
 Socrates is a [mortal, ~feathers, biped];
 Therefore Socrates is mortal.

But the principle of replacing words by definitions applies much more broadly:

Albert:  "A tree falling in a deserted forest makes a sound."
 Barry:  "A tree falling in a deserted forest does not make a sound."

Clearly, since one says "sound" and one says "not sound", we must have a contradiction, right?  But suppose that they both dereference their pointers before speaking:

Albert:  "A tree falling in a deserted forest matches [membership test: this event generates acoustic vibrations]."
 Barry:  "A tree falling in a deserted forest does not match [membership test: this event generates auditory experiences]."

Now there is no longer an apparent collision—all they had to do was prohibit themselves from using the word sound. If "acoustic vibrations" came into dispute, we would just play Taboo again and say "pressure waves in a material medium"; if necessary we would play Taboo again on the word "wave" and replace it with the wave equation.  (Play Taboo on "auditory experience" and you get "That form of sensory processing, within the human brain, which takes as input a linear time series of frequency mixes...")

But suppose, on the other hand, that Albert and Barry were to have the argument:

Albert:  "Socrates matches the concept [membership test: this person will die after drinking hemlock]."
 Barry:  "Socrates matches the concept [membership test: this person will not die after drinking hemlock]."

Now Albert and Barry have a substantive clash of expectations; a difference in what they anticipate seeing after Socrates drinks hemlock.  But they might not notice this, if they happened to use the same word "human" for their different concepts.

You get a very different picture of what people agree or disagree about, depending on whether you take a label's-eye-view (Albert says "sound" and Barry says "not sound", so they must disagree) or taking the test's-eye-view (Albert's membership test is acoustic vibrations, Barry's is auditory experience).

Get together a pack of soi-disant futurists and ask them if they believe we'll have Artificial Intelligence in thirty years, and I would guess that at least half of them will say yes.  If you leave it at that, they'll shake hands and congratulate themselves on their consensus.  But make the term "Artificial Intelligence" taboo, and ask them to describe what they expect to see, without ever using words like "computers" or "think", and you might find quite a conflict of expectations hiding under that featureless standard word.  Likewise that other term.  And see also Shane Legg's compilation of 71 definitions of "intelligence".

The illusion of unity across religions can be dispelled by making the term "God" taboo, and asking them to say what it is they believe in; or making the word "faith" taboo, and asking them why they believe it. Though mostly they won't be able to answer at all, because it is mostly profession in the first place, and you cannot cognitively zoom in on an audio recording.

When you find yourself in philosophical difficulties, the first line of defense is not to define your problematic terms, but to see whether you can think without using those terms at all.  Or any of their short synonyms.  And be careful not to let yourself invent a new word to use instead.  Describe outward observables and interior mechanisms; don't use a single handle, whatever that handle may be.

Albert says that people have "free will".  Barry says that people don't have "free will".  Well, that will certainly generate an apparent conflict.  Most philosophers would advise Albert and Barry to try to define exactly what they mean by "free will", on which topic they will certainly be able to discourse at great length.  I would advise Albert and Barry to describe what it is that they think people do, or do not have, without using the phrase "free will" at all.  (If you want to try this at home, you should also avoid the words "choose", "act", "decide", "determined", "responsible", or any of their synonyms.)

This is one of the nonstandard tools in my toolbox, and in my humble opinion, it works way way better than the standard one.  It also requires more effort to use; you get what you pay for.

"Nine innings and three outs" works much better to elicit "baseball".

Not for somebody unfamiliar with the details of the rules of how to play. I would have guessed cricket.

In fact, thinking about EY's definition - I think it fits better (for me) because I would be able to recognise a game of baseball after only watching a single game... even if I didn't have anybody around to explain the rules to me.

But that's not the rationalist's version of the game.  The rationalist's game involves seeing at a lower level of detail.  Not thinking up synonyms and keywords that weren't on the card.

Yeah, but when playing actual Taboo "rational agents should WIN" (Yudkowsky, E.) and therefore favour "nine innings and three outs" over your definition (which would also cover some related-but-different games such as rounders, I think). I suspect something like "Babe Ruth" would in fact lead to a quicker win.

None of which is relevant to your actual point, which I think a very good one. I don't think the tool is all that nonstandard; e.g., it's closely related to the positivist/verificationist idea that a statement has meaning only if it can be paraphrased in terms of directly (ha!) observable stuff.

Good point, especially since the most common words become devalued or politicized ("surge", "evil", "terror" &c.)
but...

Sounds interesting. We must now verify if it works for useful questions.

Could someone explain what FAI is without using the words "Friendly", or any synonyms?

Easy PK.  An optimization process that brings the universe towards the target of shared strong attractors in human high-level reflective aspiration.

In one class in high school, we were supposed to make our classmates guess a word using hand gestures. I drew letters in the air.

This strategy can't be that nonstandard, as it is the strategy I've always used when a conversation gets stuck on some word.  But now that I think about it, people usually aren't that interesting in following my lead in this direction, so it isn't very common either.

Then declaring the intention to create such a thing takes for granted that there are shared strong attractors.

What was that about the hidden assumptions in words, again?

1) Eliezer_Yudkowsky: Why wouldn't you just say "An artificial group conflict in which you use a long wooden cylinder to whack a thrown spheroid, and then run between four safe positions"?

To phrase brent's objection a little more precisely: Because people don't normally think of baseball in those terms, and you're constrained on time, so you have to say something that makes them think of baseball quickly.  Tom_Crispin's idea is much more effective at that. Or were you just trying to criticize baseball fans for not see... (read more)

The game is not over!
Michael Vassar said: "[FAI is ..] An optimization process that brings the universe towards the target of shared strong attractors in human high-level reflective aspiration."

For the sake of not dragging out the argument too much lets assume I know what an optimization process and a human is.

Whats are "shared strong attractors"? You cant use the words "shared", "strong", "attractor" or any synonyms.

What's a "high-level reflective aspiration"? You can't use the words "high-... (read more)

I'd have to agree with PK's protest.  This isn't Hasbro's version of the game; you're not trying to help someone figure out that you're talking about a "Friendly AI" without using five words written on a card.

Eliezer seems to want us to strike out some category of words from our vocabulary, but the category is not well defined.  Perhaps a meta-Taboo game is necessary to find out what the heck we are supposed to be doing without.
I'm not too bothered, grunting and pointing are reasonably effective ways of communicating.  Who needs words ?

FAI is: a search amongst potentials which will find the reality in which humans best prosper.

The hemlock example demonstrates tcpkac's point well. How do you decide to conclude that Albert and Barry expect different results from the same action? To me, it seems obvious that they should taboo the word hemlock, and notice that one correctly expects Socrates to die from a drink made from an herb in the carrot family, and the other correctly expects Socrates to be unharmed by tea made from a coniferous tree. But it's not clear why Eliezer ought to have the knowledge needed to choose to taboo the word hemlock.

Y'know, the 'Taboo game' seems like an effective way to improve the clarity of meaning for individual words - if you have enough clear and precise words to describe those particular words in the first place.

If there isn't a threshold number of agreed-upon meanings, the language doesn't have enough power for Taboo to work.  You can't improve one word without already having a suite of sufficiently-good words to work with.

The game can keep a language system above that minimum threshold, but can't be used to bootstrap the system above that threshold.  If you're just starting out, you need to use different methods.

Julian Morrison said: "FAI is: a search amongst potentials which will find the reality in which humans best prosper."
What is "prospering best"? You can't use "prospering", "best" or any synonyms.

I'll just chime in at this point to note that PK's application of the technique is exactly correct.

^^^^Thank you. However merely putting the technique into the "toolbox" and never looking back is not enough. We must go further. This technique should be used at which point we will either reach new insights or falsely the method. Would you care to illustrate what FAI means to you Eliezer?(others are also invited to do so)

Maybe the comment section of a blog isn't even the best medium for playing taboo. I don't know. I'm brainstorming of productive ways/mediums to play taboo(assuming the method itself leads to something productive).

Suppose you learn of a powerful way to steer the future into any target you choose as long as that target is specified in the language of mathematics or with the precision needed to write a computer program.  What target to choose?  One careful and thoughtful choice would go as follows.  I do not have a high degree of confidence that I know how to choose wisely, but (at least until I become aware of the existence of nonhuman intelligent beings) I do know that if there exists wisdom enough to choose wisely, that wisdom resides among the humans.  So, I will ... (read more)

Hollerith:  I do not have a high degree of confidence that I know how to choose wisely, but (at least until I become aware of the existence of nonhuman intelligent beings) I do know that if there exists wisdom enough to choose wisely, that wisdom resides among the humans. So, I will choose to steer the future into a possible world in which a vast amount of rational attention is focused on the humans...

and lo the protean opaque single thing was taken out of one box and put into another

PK:  Thank you. However merely putting the technique into the "toolb... (read more)

@Richard Hollerith: Skipping all the introductory stuff to the part which tries to define FAI(I think), I see two parts. Richard Hollerith said:

"This vast inquiry[of the AI] will ask not only what future the humans would create if the humans have the luxury of  [a)] avoiding unfortunate circumstances that no serious sane human observer would want the humans to endure, but also  [b)] what future would be created by whatever intelligent agents ("choosers") the humans would create for the purpose of creating the future if the humans had the lux... (read more)

You haven't invented Friendly AI.  You've created a name for a concept you can only vaguely describe and cannot define operationally.

Isn't just a bit presumptuous to conclude you're the first to teach the technique?

I'm not trying to under/over/middle-estimate you, only theories which you publicly write about. Sometimes I'm a real meanie with theories, shoving hot pokers into to them and all sorts of other nasty things. To me theories have no rights.

I know.  But come on, you don't think the thought would ever have occurred to me, "I wonder if I can define Friendly AI without saying 'Friendly'?"  It's not as if I invented the phrase first and only then thought to ask myself what it meant.

Moral, right, correct, wise, are all fine words for humans to use, but y... (read more)

re PK's (b): if we're tabooïng choose, perhaps we should replace it with a description of subjective expected utility theory. Taboo utility--and I find myself clueless.

My precis of CEV is not very good.  If I want to participate in the public discourse about it, I need to get better at writing descriptions of it that a backer of CEV would concede are full and fair.  It is probably easier to do that to SimplifiedFAI than to do it to the CEV document, so I'll put that on my list of things to do when I have time.

Consider the following optimization target: the future that would have come to pass if the optimization process did not come into existence -- which we will call the "naive future" -- modified in the following way.

The optimization process extrapolates the naive future until it can extrapolate no more or that future leads to the loss of Earth-originating civilization or a Republican presidential administration.  In the latter case (loss of civilization or Republican win) rewind the extrapolation to the lat... (read more)

Eliezer Yudkowsky said: It has an obvious failure mode if you try to communicate something too difficult without requisite preliminaries, like calculus without algebra. Taboo isn't magic, it won't let you cross a gap of months in an hour. 

Fair enough. I accept this reason for not having your explanation of FAI before me at this very moment. However I'm still in "Hmmmm...scratches chin" mode. I will need to see said explanation before I will be in "Whoa! This is really cool!" mode.

Really? That's your concept of how to steer the future of... (read more)

If you want the obedient AGI to do what you actually want, you'll have to play Taboo anyway.

One of the more obvious associations of "Friendly AI" is the concept of "User Friendly", in which a process, set of instructions, or device is structured in such a way that most users will be able to get the results they want intuitively and easily.  With the idea of "user friendly", we at least have real-life examples we can look at to better understand the concept.

When some people decided they wanted to identify the perfect voting method, they drew up a list of the desirable traits they wanted such a method to have in such a... (read more)

I think comment moderation is clearly desirable on this blog (to keep busy smart thoughtful people reading the comments) and I have absolutely no reason to believe that the moderators of this blog have done a bad job in any way, but it would be better if there were a way for a sufficiently-motivated participant to review the decisions of the moderators.  The fact that most blogs hosting serious public discourse do not provide a way is an example of how bad mainstream blogging software is.

The details of Youtube's way for a participant to review moderation d... (read more)

The idea that rational inquiry requires clear and precise definitions is hardly a new one.  And the idea that definitions of a word cannot simply reuse the word or its synonyms isn't new either - unless my elementary-school English teachers all spontaneously came up with it.

This is part of why people turn to dictionaries - sure, they only record usages, but they tend to have high-quality definitions that are difficult to match in quality without lots of effort.

We can only use this "technique" to convey concepts we already possess to people who la... (read more)

they tend to have high-quality definitions that are difficult to match in quality without lots of effort.

All well and good, and useful in their way. But still just a list of synonyms and definitions. You can describe 'tree' using other English words any which way you want, you're still only accounting for a miniscule fraction of the possible minds the universe could contain. You're still not really much closer to universal conveyance of the concept. Copy the OED out in a hundred languages; decent step in the right direction. To take the next big... (read more)

I'd really like to taboo, "probability," and, "event," when discussing intelligence.

Oh, yes, I forgot to mention one of the most important rules in Rationalist Taboo:

But of course, you can still point to an element of a mathematical formula and ask "What does this term apply to?  Answer without saying..."

Albert says that people have "free will".  Barry says that people don't have "free will".  Well, that will certainly generate an apparent conflict.  Most philosophers would advise Albert and Barry to try to define exactly what they mean by "free will", on which topic they will certainly be able to discourse at great length.  I would advise Albert and Barry to describe what it is that they think people do, or do not have, without using the phrase "free will" at all.  (If you want to try this at home, you should also 

The main restriction, of course, is time in live conversation. Of course, I'm sure time to process these thoughts decreases as you have more....

Consider a hypothetical debate between two decision theorists who happen to be Taboo fans:

A: It's rational to two-box in Newcomb's problem.
B: No, one-boxing is rational.
A: Let's taboo "rational" and replace it with math instead. What I meant was that two-boxing is what CDT recommends.
B: Oh, what I meant was that one-boxing is what EDT recommends.
A: Great, it looks like we don't disagree after all!

This is one of the nonstandard tools in my toolbox, and in my humble opinion, it works way way better than the standard one.

To bring out the role of pointlessness, it is worth noting that when faced with a potentially
verbal dispute we often ask: what turns on this?

Typically, a broadly verbal dispute is one that can be resolved by attending to
language and resolving metalinguistic differences over meaning. For example, these disputes can
sometimes be resolved by settling the facts about the meaning of key terms in our community...[

Broken Link: And see also Shane Legg's compilation of 71 definitions of "intelligence".

In fiction writing, this is known as Show Don't Tell. Instead of using all-encompassing, succing abstractions, to present the reader with predigested conclusion (Character X is a jerk, Place Y is scary, Character Z is afraid), it is encouraged to show the reader evidence of X's jerkiness, Y's scariness, or Z's fear, and leave it to them to infer from said evidence what is going on. Effectively, what one is doing is tabooing judgments and subjective perceptions such as "jerky", "scary" or "afraid", and replace them with a list of jerky actions, scary traits, and symptoms of fear.

I've first read this about two years ago and it has been an invaluable tool. I'm sure it has saved countless hours of pointless arguments around the world.

When I realise that an inconsistency in how we interpret a specific word is a problem in a certain argument and apply this tool, it instantly transforms arguments which actually are about the meaning of the word to make them a lot more productive (it turns out it can be unobvious that the actual disagreement is about what a specific word means). In other cases it just helps get back on the right track in... (read more)

I think one word that needs to be taboo-ed, especially in the context of being a victim to media advertising, is the word "FREE!!!" (Exclamation marks may or may not be present).

Replacing a word with a long definition is, in a way, like programming a computer and writing code inline instead of using a subroutine.

Do it too much and your program becomes impossible to understand.

If I were to say "I'll be out of work tomorrow because I'm going to an artificial group conflict in which you use a long wooden cylinder to whack a thrown spheroid, and then run between four safe positions", people will look at me as though I'm nuts.  And not just because people don't talk like that--but because there's a reason why people don't tal... (read more)

This method of elimination can be useful to both verbal disagreements (where the real debate is only over terminology) non-verbal disagreements (where parties fundamentally disagree about things themselves, and not just labels). Besides separating the two to clarify the real disagreement, it can also be usefully applied to one’s own internal dialogue.

However, how do we know when to apply this technique? With external debates, it is easy enough to suspect when a disagreement is only verbal, or when the terms argued over have constituent parts. These might b... (read more)

1. entity that regularly makes the acts of changing the owner of object of value from the other entities to self without providing any signal according to that the given other entity could have any reason to hypothesize such change in short term time horizon of its perceptual and cognitive activity.


2. relatively common state of a natural system of currently detecting an internal insufficiency of specific sources interpreting it as the threat to its existence or proper functioning and causing it to perform an attempt to compensate for it and deflect such th... (read more)

Following the suggestion here invokes such a pronounced and immediate effect on my mental state. In the free-will example, it’s as if my mind is stunned into silence.  If I cannot rephrase what I’m thinking, can I really know I’m thinking it? Or disturbingly, have I done any thinking at all?  

In either case, removing these words forces the thought process to be redone.  It is easy to speak in the way we’ve always spoke, and to think like we’ve always thought.  This is the path of least resistance, becoming increasingly frictionless each... (read more)

I came to lesswrong because of a The Noncentral Fallacy, and have been reading eagerly. I had similar thoughts, maybe from different angles, for 20 years or so, but I never managed to write them clearly and eloquently.

My take was that words have connotations, i.e. some emotional baggage that comes whenever they are uttered. E.g. "Democracy" is Good, and when arguing about changes to some policies, each side says their suggestion is more democratic, and in order to prove it they go at length to define what democracy is, and the argument turns to be about th... (read more)

POV: Definition of intelligence 

“. . . in its lowest terms intelligence is present where the individual animal, or human being, is aware, however dimly, of the relevance of his behaviour to an objective. Many definitions of what is indefinable have been attempted by psychologists, of which the least unsatisfactory are 1. the capacity to meet novel situations, or to learn to do so, by new adaptive responses and 2. the ability to perform tests or tasks, involving the grasping of relationships, the degree of intelligence being proportional to the complexity, or the abstractness, or both, of the relationship.” J. Drever

Have you heard of the language Toki Pona? It forces you to taboo your words by virtue of the language only containing 120-ish words. It was invented by a linguist named Sonja Lang who was depressed and wanted a language that would force her to break her thoughts into manageable pieces. I'm fluent in it and can confirm that speaking it can get rid of certain confusions like this, but it also creates other, different confusions. [mortal, not-feathers, biped] has 3 confusions in it while [human] only has 1. Tabooing a word splits the confusion into 3 pieces. ... (read more)



Replace the Symbol with the Substance

What does it take to—as in yesterday's example—see a "baseball game" as "An artificial group conflict in which you use a long wooden cylinder to whack a thrown spheroid, and then run between four safe positions"?  What does it take to play the rationalist version of Taboo, in which the goal is not to find a synonym that isn't on the card, but to find a way of describing without the standard concept-handle?

You have to visualize.  You have to make your mind's eye see the details, as though looking for the first time.  You have to perform an Original Seeing.

Is that a "bat"?  No, it's a long, round, tapering, wooden rod, narrowing at one end so that a human can grasp and swing it.

Is that a "ball"?  No, it's a leather-covered spheroid with a symmetrical stitching pattern, hard but not metal-hard, which someone can grasp and throw, or strike with the wooden rod, or catch.

Are those "bases"?  No, they're fixed positions on a game field, that players try to run to as quickly as possible because of their safety within the game's artificial rules.

The chief obstacle to performing an original seeing is that your mind already has a nice neat summary, a nice little easy-to-use concept handle.  Like the word "baseball", or "bat", or "base".  It takes an effort to stop your mind from sliding down the familiar path, the easy path, the path of least resistance, where the small featureless word rushes in and obliterates the details you're trying to see.  A word itself can have the destructive force of cliche; a word itself can carry the poison of a cached thought.

Playing the game of Taboo—being able to describe without using the standard pointer/label/handle—is one of the fundamental rationalist capacities.  It occupies the same primordial level as the habit of constantly asking "Why?" or "What does this belief make me anticipate?"

How could tabooing a word help you keep your purpose?

As you read this, some young man or woman is sitting at a desk in a university, earnestly studying material they have no intention of ever using, and no interest in knowing for its own sake.  They want a high-paying job, and the high-paying job requires a piece of paper, and the piece of paper requires a previous master's degree, and the master's degree requires a bachelor's degree, and the university that grants the bachelor's degree requires you to take a class in 12th-century knitting patterns to graduate.  So they diligently study, intending to forget it all the moment the final exam is administered, but still seriously working away, because they want that piece of paper.

Why are you going to "school"?  To get an "education" ending in a "degree".  Blank out the forbidden words and all their obvious synonyms, visualize the actual details, and you're much more likely to notice that "school" currently seems to consist of sitting next to bored teenagers listening to material you already know, that a "degree" is a piece of paper with some writing on it, and that "education" is forgetting the material as soon as you're tested on it.

Leaky generalizations often manifest through categorizations:  People who actually learn in classrooms are categorized as "getting an education", so "getting an education" must be good; but then anyone who actually shows up at a college will also match against the concept "getting an education", whether or not they learn.

Students who understand math will do well on tests, but if you require schools to produce good test scores, they'll spend all their time teaching to the test.  A mental category, that imperfectly matches your goal, can produce the same kind of incentive failure internally.  You want to learn, so you need an "education"; and then as long as you're getting anything that matches against the category "education", you may not notice whether you're learning or not.  Or you'll notice, but you won't realize you've lost sight of your original purpose, because you're "getting an education" and that's how you mentally described your goal.

To categorize is to throw away information.  If you're told that a falling tree makes a "sound", you don't know what the actual sound is; you haven't actually heard the tree falling.  If a coin lands "heads", you don't know its radial orientation.  A blue egg-shaped thing may be a "blegg", but what if the exact egg shape varies, or the exact shade of blue?  You want to use categories to throw away irrelevant information, to sift gold from dust, but often the standard categorization ends up throwing out relevant information too.  And when you end up in that sort of mental trouble, the first and most obvious solution is to play Taboo.

For example:  "Play Taboo" is itself a leaky generalization.  Hasbro's version is not the rationalist version; they only list five additional banned words on the card, and that's not nearly enough coverage to exclude thinking in familiar old words.  What rationalists do would count as playing Taboo—it would match against the "play Taboo" concept—but not everything that counts as playing Taboo works to force original seeing.  If you just think "play Taboo to force original seeing", you'll start thinking that anything that counts as playing Taboo must count as original seeing.

The rationalist version isn't a game, which means that you can't win by trying to be clever and stretching the rules.  You have to play Taboo with a voluntary handicap:  Stop yourself from using synonyms that aren't on the card.  You also have to stop yourself from inventing a new simple word or phrase that functions as an equivalent mental handle to the old one.  You are trying to zoom in on your map, not rename the cities; dereference the pointer, not allocate a new pointer; see the events as they happen, not rewrite the cliche in a different wording.

By visualizing the problem in more detail, you can see the lost purpose:  Exactly what do you do when you "play Taboo"?   What purpose does each and every part serve?

If you see your activities and situation originally, you will be able to originally see your goals as well.  If you can look with fresh eyes, as though for the first time, you will see yourself doing things that you would never dream of doing if they were not habits.

Purpose is lost whenever the substance (learning, knowledge, health) is displaced by the symbol (a degree, a test score, medical care).  To heal a lost purpose, or a lossy categorization, you must do the reverse:

Replace the symbol with the substance; replace the signifier with the signified; replace the property with the membership test; replace the word with the meaning; replace the label with the concept; replace the summary with the details; replace the proxy question with the real question; dereference the pointer; drop into a lower level of organization; mentally simulate the process instead of naming it; zoom in on your map.

"The Simple Truth" was generated by an exercise of this discipline to describe "truth" on a lower level of organization, without invoking terms like "accurate", "correct", "represent", "reflect", "semantic", "believe", "knowledge", "map", or "real".  (And remember that the goal is not really to play Taboo—the word "true" appears in the text, but not to define truth.  It would get a buzzer in Hasbro's game, but we're not actually playing that game.  Ask yourself whether the document fulfilled its purpose, not whether it followed the rules.)

Bayes's Rule itself describes "evidence" in pure math, without using words like "implies", "means", "supports", "proves", or "justifies".  Set out to define such philosophical terms, and you'll just go in circles.

And then there's the most important word of all to Taboo.  I've often warned that you should be careful not to overuse it, or even avoid the concept in certain cases.  Now you know the real reason why.  It's not a bad subject to think about.  But your true understanding is measured by your ability to describe what you're doing and why, without using that word or any of its synonyms.

This link is now dead; the Wayback Machine says the text was this:

Very little of what goes on among human beings, very little of what
goes on in so limited an activity as a game, is merely conventional (done
solely for convenience).  In baseball, it is merely conventional for the
home team to take the field first or for an umpire to stand behind the
catcher rather than behind the pitcher (which might be safer).  In the former
instance it is convenient to have such a matter routinely settled
one way or the other; in the latter instance it must have been more
convenient for the task at hand, e.g., it permits greater accuracy in calling
pitches, and positions an official so that he is on top of the plays at home
plate and faces him so that his line of sight crosses those of the other umpires.
More or less analogous advantages will recommend, say, the Gerber
convention in bridge.  But it can seem that really all of the rules of a game,
each act it consists of, is conventional.  There is no necessity in permitting
three strikes instead of two or four; in dealing thirteen cards rather than
twelve or fifteen. -- What would one have in mind here?  That two or four
are just as good?  Meaning what?  That it would not alter the essence
of the game to have it so?  But from what position is this supposed to
be claimed?  By someone who does or does not know what "the essence of the
game" is? -- e.g., that it contains passages which are duels between pitcher
and batter, that "getting a hit," "drawing a walk," and "striking a batter
out" must have certain ranges of difficulty.  It is such matters that the
"convention" of permitting three strikes is in service of.  So a justification
for saying that a different practice is "just as good" or "better" is that it is
found just as good or better (by those who know and care about the activity).
But is the whole game in service of anything?  I think one may say : It
is in service of the human capacity, or necessity, for play; because what
can be played, and what play can be watched with that avidity, while not
determinable a priori, is contingent upon the given capacities for human
play, and for avidity.  (It should not be surprising that what is necessary
is contingent upon something.  Necessaries are means.)  It is perhaps not
derivable from the measurements of a baseball diamond and of the average
velocities of batted basseballs and of the average times human beings
can run various short distances, that 90 feet is the best distance for
setting up an essential recurrent crisis in the structure of a baseball game, e.g., at
which the run and the throw to first take long enough to be followed lucidly,
and are often completed within a familiar split second of one another;
but seeing what happens at just these distances will sometimes
strike one as a discovery of the a priori.  But also of the utterly
contingent.  There is no necessity that human capacities should train to just
these proportions; but just these proportions reveal the limits of those
capacities.  Without those limits, we would not have knowsn the possibilities.

The game of baseball is often played with an aluminum bat.

One of the problems with replacing a word with an expanded description of its meaning is the human tendency to shorten or simplify definitions, leaving out relevant detail in the interests of minimizing effort.  When these restricted descriptions are substituted for the original meaning of the word, peculiar things can happen.

Vision may be the strongest tool for getting past abstraction for most people, but I recommend putting the other parts of sensory experience on the list, too.

I wonder what the takeup would be on a university that promised it would NOT give exams, NOT award certificates, and NOT even publically confirm you ever studied there. But in all other regards it would teach you through two degrees and a PhD, if you could manage the work.

Your publications, of course, would stand on their own merit.

Hmm. In a certain sense, is these sufficient conditions to actually define an organization with boundaries?

I don't think many of us have ever seen the outside of that university. :-P

There are colleges that let you watch the lectures online for free.

I wonder what the takeup would be on a university that promised it would NOT give exams, NOT award certificates, and NOT even publically confirm you ever studied there. But in all other regards it would teach you through two degrees and a PhD, if you could manage the work.

Even I might go to a university like that, in the expectation that the other professors and students would be far enough above the norm to make it worth it.  Though strictly private exams are important; they tell me how well I'm doing.  And it would also need to not have some ridiculous system of course prerequisites, because I'm not going to waste that time.  Also, why assume that this university is going to teach only to the PhD level?

Being currently subject to a system of ridiculous and often inaccurate course prerequisites, I think that the correct model is to list what concepts (depending on the school and department, listing texts that students are expected to be familiar with or courses they are expected to have taken may be appropriate) students are expected to know before taking the course in question - they can choose to ignore the prerequisites if they so desire.

The only reason I see for "hard" prerequisites (it is mandatory to take course A before course B) is safety courses (I don't know if this is ubiquitous, but at my university, there is a safety course that permits access to the student shop and (I think) is a prerequisite for all courses that require use of the machine shop - this is far more efficient than, say, every course that requires it taking time to give students safety training (as this would grow redundant for students taking large numbers of these courses)

Well, I think that if you are to be true to the message here, you should go even if the students and professors themselves are not above the norm, since the culture of addressing the original purpose directly would have merit in its own right. Unless you believe this expenditure of time isn't worth the while without the bundled social benefits of having a degree.

As for the PhD level, I think that after that the teaching part is nearly gone, and the service the institution can provide is mostly providing a productive environment and tools to conduct research.

On a different note, calling a ball a spheroid isn't really tabooing it, it's just a synonym.

(This should not necessarily be taken as an endorsement of the opinions expressed there - just an endorsement of the way he's using Taboo.)

Or you'll notice, but you won't realize you've lost sight of your original purpose, because you're "getting an education" and that's how you mentally described your goal.

Exactly, yet words themselves - even if you expand them out to be one level more precise - are still just rough categorizations. Taboo involves communication, but what about when thinking on your own? If it's only for your own self, you can just think of a baseball game (visualize it, etc.). A picture is worth (at least) a thousand words.

a "degree" is a piece of paper with some writing on it, 

More relevantly in my own life, a degree is a tag attached to my name that changes the way a variety of real-world sorting algorithms (e.g., employers) evaluate it.

Replacing the symbol with what it signifies? In CS terms, this is "beta reduction", no?

An interesting analogy. Extending that, what we want to explicitly avoid is simple alpha reduction (where we simply replace one variable with another (unbound) variable). Extending the analogy to cover eta reduction is probably a bit of a stretch, or at least I can't see a meaningful way to do so.

A good article, but what I really miss here is that you don´t explain what words and symbols are useful for. You should mention it quick in every post in the sequence, or at least link to an explanation. When I read, I agreed to what you said until a certain point.

Purpose is lost whenever the substance (learning, knowledge, health) is displaced by the symbol

Not always. One of the main points of nouns, what they are good for, is to INCLUDE a purpose and a context that comes with the word. A baseball isn´t just a physical substance, it is not just a round object made of a certain material. It is an object made for a certain purpose. It can be made in various ways, the word allows for variations. The word baseball means a ball that is made for use in the game of baseball. It is defined by it´s purpose (Agent Smith is badass) and can be improved and altered without losing it´s identity. If you had to explain what a baseball was every time a new model was being made and marketed, you would have a hard time. 

Often, the words about language were once metaphors, and their etymology focuses on that relational core. One word mentioned in the last chapter, the word "symbol," comes from an ancient Greek rook, "bol," which means "to throw". Combined with "sym" (which means "the same"), a symbol literally means "thrown as the same." When our minds throw words at us, those words appear to be much the same as the things to which they "refer".

—  Get Out of Your Mind and Into Your Life, Steven C Hayes



Fallacies of Compression

"The map is not the territory," as the saying goes.  The only life-size, atomically detailed, 100% accurate map of California is California.  But California has important regularities, such as the shape of its highways, that can be described using vastly less information—not to mention vastly less physical material—than it would take to describe every atom within the state borders.  Hence the other saying:  "The map is not the territory, but you can't fold up the territory and put it in your glove compartment."

A paper map of California, at a scale of 10 kilometers to 1 centimeter (a million to one), doesn't have room to show the distinct position of two fallen leaves lying a centimeter apart on the sidewalk.  Even if the map tried to show the leaves, the leaves would appear as the same point on the map; or rather the map would need a feature size of 10 nanometers, which is a finer resolution than most book printers handle, not to mention human eyes.

Reality is very large—just the part we can see is billions of lightyears across.  But your map of reality is written on a few pounds of neurons, folded up to fit inside your skull.  I don't mean to be insulting, but your skull is tiny, comparatively speaking.

Inevitably, then, certain things that are distinct in reality, will be compressed into the same point on your map.

But what this feels like from inside is not that you say, "Oh, look, I'm compressing two things into one point on my map."  What it feels like from inside is that there is just one thing, and you are seeing it.

A sufficiently young child, or a sufficiently ancient Greek philosopher, would not know that there were such things as "acoustic vibrations" or "auditory experiences".  There would just be a single thing that happened when a tree fell; a single event called "sound".

To realize that there are two distinct events, underlying one point on your map, is an essentially scientific challenge—a big, difficult scientific challenge.

Sometimes fallacies of compression result from confusing two known things under the same label—you know about acoustic vibrations, and you know about auditory processing in brains, but you call them both "sound" and so confuse yourself.  But the more dangerous fallacy of compression arises from having no idea whatsoever that two distinct entities even exist.  There is just one mental folder in the filing system, labeled "sound", and everything thought about "sound" drops into that one folder.  It's not that there are two folders with the same label; there's just a single folder.  By default, the map is compressed; why would the brain create two mental buckets where one would serve?

Or think of a mystery novel in which the detective's critical insight is that one of the suspects has an identical twin.  In the course of the detective's ordinary work, his job is just to observe that Carol is wearing red, that she has black hair, that her sandals are leather—but all these are facts about Carol.  It's easy enough to question an individual fact, like WearsRed(Carol) or BlackHair(Carol).  Maybe BlackHair(Carol) is false.  Maybe Carol dyes her hair.  Maybe BrownHair(Carol).  But it takes a subtler detective to wonder if the Carol in WearsRed(Carol) and BlackHair(Carol)—the Carol file into which his observations drop—should be split into two files.  Maybe there are two Carols, so that the Carol who wore red is not the same woman as the Carol who had black hair.

Here it is the very act of creating two different buckets that is the stroke of genius insight.  'Tis easier to question one's facts than one's ontology.

The map of reality contained in a human brain, unlike a paper map of California, can expand dynamically when we write down more detailed descriptions.  But what this feels like from inside is not so much zooming in on a map, as fissioning an indivisible atom—taking one thing (it felt like one thing) and splitting it into two or more things.

Often this manifests in the creation of new words, like "acoustic vibrations" and "auditory experiences" instead of just "sound".  Something about creating the new name seems to allocate the new bucket.  The detective is liable to start calling one of his suspects "Carol-2" or "the Other Carol" almost as soon as he realizes that there are two of them.

But expanding the map isn't always as simple as generating new city names.  It is a stroke of scientific insight to realize that such things as acoustic vibrations, or auditory experiences, even exist.

The obvious modern-day illustration would be words like "intelligence" or "consciousness".  Every now and then one sees a press release claiming that a research has "explained consciousness" because a team of neurologists investigated a 40Hz electrical rhythm that might have something to do with cross-modality binding of sensory information, or because they investigated the reticular activating system that keeps humans awake.  That's an extreme example, and the usual failures are more subtle, but they are of the same kind.  The part of "consciousness" that people find most interesting is reflectivity, self-awareness, realizing that the person I see in the mirror is "me"; that and the hard problem of subjective experience as distinguished by Chalmers.  We also label "conscious" the state of being awake, rather than asleep, in our daily cycle.  But they are all different concepts going under the same name, and the underlying phenomena are different scientific puzzles.  You can explain being awake without explaining reflectivity or subjectivity.

Fallacies of compression also underlie the bait-and-switch technique in philosophy—you argue about "consciousness" under one definition (like the ability to think about thinking) and then apply the conclusions to "consciousness" under a different definition (like subjectivity).  Of course it may be that the two are the same thing, but if so, genuinely understanding this fact would require first a conceptual split and then a genius stroke of reunification.

Expanding your map is (I say again) a scientific challenge: part of the art of science, the skill of inquiring into the world.  (And of course you cannot solve a scientific challenge by appealing to dictionaries, nor master a complex skill of inquiry by saying "I can define a word any way I like".)  Where you see a single confusing thing, with protean and self-contradictory attributes, it is a good guess that your map is cramming too much into one point—you need to pry it apart and allocate some new buckets.  This is not like defining the single thing you see, but it does often follow from figuring out how to talk about the thing without using a single mental handle.

So the skill of prying apart the map is linked to the rationalist version of Taboo, and to the wise use of words; because words often represent the points on our map, the labels under which we file our propositions and the buckets into which we drop our information.  Avoiding a single word, or allocating new ones, is often part of the skill of expanding the map.

you find some pretty ironic things when rereading 17-year-old blog posts, but this one takes the cake.

Was that an intentional example of a definitional mismatch?

"Expanding your map is (I say again) a scientific challenge: part of the art of science, the skill of inquiring into the world."

Unless you're doing original research, you could simply read about <subject you don't understand> until you realize that you have to use separate mental categories for the two distinct objects. Original discovery is far too time-consuming to bother with when you're just reworking old ground.

Original seeing is still a worthwhile skill to improve and maintain, even if you're not doing "original research".

Surprised you didn't note this as a fundamental skill gained (to some extent) in growing up. I'm reminded of the study in which two young kids were shown a ball being hidden under one of three cups. One of the kids was led out of the room, the ball switched to another cup, and the remaining kid asked where he thought the other kid believed the ball was. I think it's between the ages of three and four that kids gain the ability to create an additional, temporary, subjunctive bucket, which allows them to empathise with another mind.

I started reading this blog a few days ago and am particularly interested in your posts since you seem to be a modeler. This sort of thing appeals to me.

I agree that it is not a good idea to cram too much into one point/label. However, what are your thoughts regarding the necessity of doing this? This is a point which I have not seen you address.

What I would claim is that our own personal "definitions" for words correspond strongly to the computational structures related to those words (as I expect you would agree) - however it may be, and we should expect that it is, difficult to operate outside of our current computational structures. To bifurcate a definition (e.g. to split "phenomonological sound" into "systematic sound" and "experiential sound") might be extremely mentally taxing, it might bring the conversation to a halt. How easy is it to change the map, in your opinion?

I am also somewhat wary of the recent trends in your thinking. In particular, all of your examples refer to very specific phenomena, very simple phenomena. Can you give an example of how you think that we apply/should apply (is there a should in here somewhere?) decoupling in order to disambiguate in very high-order contexts? E.g. let's say we're talking about a difficult-to-pin-down-but-easy-to-use term like "post-modernism?" Is there any way to talk about such a thing without developing a definition with someone? The dictionary definition would obviously be worthless, but so would pretty much any definition that we can come up with.

What about words that "can't be defined"? (e.g. "art")

I have many more questions for you, but I'll end here.

You seem like you might actually think somewhat clearly about the world, which is rare indeed. I really do appreciate the clarity and thoughtfulness of your posts, I'm merely trying to bring up points pertinent to my current and past interests and (hopefully) open up your eyes to potential gaps in your thinking.

What about words that "can't be defined"? (e.g. "art")

If you can't think of any unifying features of a category, but you still want to use it, you could go about listing members:
"Art"
Includes (for all known English-speaking humans):

If the effect of knowing what "art" is (although that one's common-usage definition can be articulated in terms  of features) is understanding what English-speakers mean when they say it, then a list-based definition is as effective, though not as efficient, as a feature based one. (You can make up for not knowing what criterion someone uses with a bit of Bayesian updating: The probability that Alice will call a Jackson Pollock piece "art" is greater if she called Léger's "Railway Crossing" "art" than if she did not)

It's worth being a little careful when talking about "list-based" as opposed to "feature-based" definitions, because it's easy to confuse those ideas with the more standard ideas of extensional and intentional definitions.

E.g., an extensional definition of "art" doesn't allow new works of art to be recognized as belonging to the set, and is therefore clearly not what English speakers mean when they say "art", but if I'm understanding what you mean by "list-based" here the same objection doesn't apply.  What you seem to to be talking about here is an intentional definition where the defining properties are not explicitly articulable, and where knowledge of them is transmitted by analysis of prototypical examples and non-examples.

That works a bit better, at least for the art example.
A better example of where you'd best "define" a set by memorising all of it's members might be the morality of a particular culture. For instance, some African tribes consider it evil to marry someone whose sibling has the same first name as oneself. Not only is it hard to put into words, in English or Ju|'hoan, a definition of "bad" (or |kàù) which would encompass this, but one couldn't look at a bunch of other things that these tribes consider bad and infer that one shouldn't marry someone who has a sibling who share's one's first name. Better to just know that that's one of the things that is said to |kàù in that culture.

Sure. Though even in cases like that, humans have a way of generalizing these sorts of things -- that is, of inferring an intensional definition which they extend, rather than treating the set strictly extensionally. It would not surprise me if after a few generations such a community came to consider marrying someone whose parent has the same first name as oneself to be |kàù, for example.

If I recall correctly, they actually do. It falls under their incest taboo. So "bad" in any culture could probably be defined by a list of generalised principals which don't necessarily share any characteristics other than being labelled as "bad".

Paul McCarthy did a video/performance in the 1970s where he punches his own nose (face).
So it is art, isn't it?

Only in a staged boxing match - since when is a hittee an 'audience'? And is a punch supposed to create a reaction or, say, disable the hittee?. I agree that the nature of the reaction needs further definition - or arson in a theatre must be art:)

Going back to the definition of art by Doug S.
A reaction by the audience is not necessarily a definition for art. A reaction by an audience can be achieved by many means. See post by Richard Hollerith. I fear that a definition of art that is audience oriented conforms more or less  to a definition favoured by public bodies like arts councils, governments and everybody who gives money to the arts. There are numerous studies about art and audiences. Similar to television ratings that make us belief that something is good television because it is watched by zillions, audience reaction (ratings) are used to define if something is (good or bad) art.
By the way, many artists have created art because they enjoyed doing so, and many of them (think about painters) did not necessarily think about the reaction of an audience when they created their works.

I now Taboo the word 'art'.  Does anyone still think they have a point to make?

Reality is very large - just the part we can see is billions of lightyears across.

a poster above has already noted the irony here: the term 'reality' is just as susceptible to equivocal use as is 'sound' or 'art'.**

what is reality, after all, if not 'the part we can see'?  (by 'see' i am of course including all means of detection, from literal sensory awareness to circumstantial inference.)  indeed, it's dicey to posit the existence of any 'reality' independent of our own consciousness.  as richard dawkins has said, even the most seemingly incontrovertible truths - like the heat of the desert and the hardness of rocks - are only so because of our own evolutionary adaptations.  i.e., we feel rocks as hard only because our brains have created 'hardness' as a way of rationalizing our quantum interactions with rocks.

on a separate note, it's amazing how much bigger northern california (and that means northern california - the cold part with the big trees) looks when one flips the map of california so that south faces up.  (i will not commit the fallacy of referring to this orientation as 'upside down'.)

**er, sorry, i meant 'that which is deemed to have value unrelated to practical utility'

Reality is very large - just the part we can see is billions of lightyears across.  But your map of reality is written on a few pounds of neurons, folded up to fit inside your skull.  I don't mean to be insulting, but PUNY HUMAN, YOU CANNOT CONTAIN REALITY WITHIN YOUR TINY BRAIN

...a team of neurologists investigated a 40Hz electrical rhythm...

For the sake of the blook; neuroscientists, not neurologists.
Words can be wrong.

Great post!  There is also the non-discrete aspect of compression: information loss.  English has, according to some dictionaries, over a million words.  It's unlikely we store most of our information in English.  Probably there is some sort of dimension reduction, like PCA.  There is in any case probably lossy compression.  This means people with different histories will use different frequency tables for their compression, and will throw out different information when encoding a verbal statement.  I think you would almost certainly find that if you measure word use frequency for different people, then cluster the word use distributions, some clusters would correspond to ideologies.  The interesting question is which comes first, the ideology, or the word usage frequency (caused by different life experiences).



Categorizing Has Consequences

Among the many genetic variations and mutations you carry in your genome, there are a very few alleles you probably know—including those determining your blood type: the presence or absence of the A, B, and + antigens.  If you receive a blood transfusion containing an antigen you don't have, it will trigger an allergic reaction.  It was Karl Landsteiner's discovery of this fact, and how to test for compatible blood types, that made it possible to transfuse blood without killing the patient.  (1930 Nobel Prize in Medicine.)  Also, if a mother with blood type A (for example) bears a child with blood type A+, the mother may acquire an allergic reaction to the + antigen; if she has another child with blood type A+, the child will be in danger, unless the mother takes an allergic suppressant during pregnancy.  Thus people learn their blood types before they marry.

Oh, and also: people with blood type A are earnest and creative, while people with blood type B are wild and cheerful.  People with type O are agreeable and sociable, while people with type AB are cool and controlled. (You would think that O would be the absence of A and B, while AB would just be A plus B, but no...)  All this, according to the Japanese blood type theory of personality.  It would seem that blood type plays the role in Japan that astrological signs play in the West, right down to blood type horoscopes in the daily newspaper.

This fad is especially odd because blood types have never been mysterious, not in Japan and not anywhere.  We only know blood types even exist thanks to Karl Landsteiner.  No mystic witch doctor, no venerable sorcerer, ever said a word about blood types; there are no ancient, dusty scrolls to shroud the error in the aura of antiquity.  If the medical profession claimed tomorrow that it had all been a colossal hoax, we layfolk would not have one scrap of evidence from our unaided senses to contradict them.

There's never been a war between blood types.  There's never even been a political conflict between blood types.  The stereotypes must have arisen strictly from the mere existence of the labels.

Now, someone is bound to point out that this is a story of categorizing humans.  Does the same thing happen if you categorize plants, or rocks, or office furniture?  I can't recall reading about such an experiment, but of course, that doesn't mean one hasn't been done.  (I'd expect the chief difficulty of doing such an experiment would be finding a protocol that didn't mislead the subjects into thinking that, since the label was given you, it must be significant somehow.)  So while I don't mean to update on imaginary evidence, I would predict a positive result for the experiment:  I would expect them to find that mere labeling had power over all things, at least in the human imagination.

You can see this in terms of similarity clusters: once you draw a boundary around a group, the mind starts trying to harvest similarities from the group.  And unfortunately the human pattern-detectors seem to operate in such overdrive that we see patterns whether they're there or not; a weakly negative correlation can be mistaken for a strong positive one with a bit of selective memory.

You can see this in terms of neural algorithms: creating a name for a set of things is like allocating a subnetwork to find patterns in them.

You can see this in terms of a compression fallacy: things given the same name end up dumped into the same mental bucket, blurring them together into the same point on the map.

Or you can see this in terms of the boundless human ability to make stuff up out of thin air and believe it because no one can prove it's wrong.  As soon as you name the category, you can start making up stuff about it.  The named thing doesn't have to be perceptible; it doesn't have to exist; it doesn't even have to be coherent.

And no, it's not just Japan:  Here in the West, a blood-type-based diet book called Eat Right 4 Your Type was a bestseller.

Any way you look at it, drawing a boundary in thingspace is not a neutral act.  Maybe a more cleanly designed, more purely Bayesian AI could ponder an arbitrary class and not be influenced by it.  But you, a human, do not have that option.  Categories are not static things in the context of a human brain; as soon as you actually think of them, they exert force on your mind.  One more reason not to believe you can define a word any way you like.

ponders Just a thought for a possilbe start to a reasonable protocol for such an experiment:

Maybe something like having the subjects themselves create the categories instead of giving it to them? What I mean is this: You'd have, some set of plants (or whatever objects) and a group of test subjects. Then have each subject independantly produce a category. That is, tell them to select X plants at random and give a made up name to that group.

Several possible ways to deal with those that have been assigned to multiple categories. One way may be to remove each such entity. Other would simply be to give those a name somehow constructed from the names of the categories they're made of. Alternately, invent a new artificial category, like the "2 cat" category, the "3 cat" category, etc...

(This is just a bit if a fuzzy idea, not a full experimental protocol or anything, just a notion of a starting point for one)

Nice article, marred by the inaccurate presentation of maternal-fetal immune reaction. Most severe allergic reactions to the child have to do with Rhesus type, not ABO type. ABO reactions are rarely serious, and could only occur in a type O mother, because it's type Os who have the anti-A and anti-B antibodies in their blood serum. Irrelevant sidenote: they made a similar mistake on 'House' recently.

"Or you can see this in terms of the boundless human ability to make stuff up out of thin air and believe it because no one can prove it's wrong."

Suppose that, on a tour of a Mad Scientist's Lab (tm), you see an object apparently floating in midair. You walk around it, and you determine that there are no structural supports, hidden wires, or air currents holding it up. And it's still, say, 1900, well before magnetic levitation and so forth are well known. The two alternatives you've expounded on before are:

Is there another alternative that has a better chance of finding the correct explanation?

Declare the matter a mystery beyond your ability to solve. Find some physicists, and ask them if it's beyond present-day physics. If it is, let them do science. Very little is beyond science. They'll work it out eventually. It might not be present day anymore, but they'll work it out.

3rd alternative: analyse more and/or try to gather more evidence before proposing any solution/theory to the mystery.

As Eliezer wrote:
http://lesswrong.com/lw/ka/hold_off_on_proposing_solutions/

I thought Mr. McCabe was suggesting that holding off has a tendency to blur into worshiping the mystery.  If so, I think the solution may just be to be extra special careful not to do that.

The ideas you're touching on in this and related posts are probably the most important and most overlooked because they're not all that "sexy." These are the kinds of errors made in nearly every utterance and nearly every thought.

Does the same thing happen if you categorize plants, or rocks, or office furniture?  I can't recall reading about such an experiment

IIRC, there were experiments which showed that native speakers of languages with grammatical genders tend to assign stereotypical-man-like features to objects the noun for which is grammatically masculine and stereotypical-woman-like features to objects the noun for which is grammatically feminine.

"Thus people learn their blood types before they marry"

"Thus people aware of this problem learn their blood types before they deliberately attempt to conceive"

unless it was a statement designed to provoke exactly this analysis. ;)

I think the oddness of this fad can be described by its link to the "science" literary genre.

I heard about this theory a few years ago, and looked it up on the internet, where i promptly found out it was just a myth. however at first i believed it. And i had a decent reason to do so.

I didn't know a lot about genetics (not that i do now lol). It seemed entirely reasonable that the genetics that determined your blood type would at least give a predisposition for a persons personality to slide in a certain direction from the norm.

This myths popularity can probably be explained by its believability. Only people doing further research would find out its a myth. Most would likely believe it on the spot and be satisfied because it sounds like something that came from doctors and scientists.

It may be that the original myth came about because of someone LOOKING for differences between labelled groups, but honestly it kind of makes sense to do this when those labels represent physical differences in genetics. 

Theres a good reason human pattern-recognition runs in overdrive. Its damn useful.

As long as you're not trying to force yourself to find similarities, but just looking (even if its just for curiosity), I don't see the problem with trying to find similarities between different groups (labelled or otherwise). After all, so often, those similarities exist, and are very interesting. Especially where humans and psychology are concerned, if that kind of thing tickles your fancy as it does mine.

"The stereotypes must have arisen strictly from the mere existence of the labels."
Actually, there is an interesting history to where these (completely bogus) stereotypes came about. Wikipedia has an article on this that explains the historic roots of this fad in racism and politics. For example, Japan had a political conflict with Taiwan, and someone noticed that Taiwanese people are predominantly type O. He therefore argued that "Taiwanese rebelliousness" was genetically determined and that blood type was a marker of this. Clearly this is pattern recognition gone wild, but there was an actual political agenda motivating this false pattern recognition. Therefore, the blood type fad did not originate "strictly from the mere existence of the labels." Of course it is possible that the fad has persisted long after the original political agendas have been forgotten (although I am speculating here) and this meme has taken on a life of its own so to speak. 



Sneaking in Connotations

Yesterday, we saw that in Japan, blood types have taken the place of astrology—if your blood type is AB, for example, you're supposed to be "cool and controlled".

So suppose we decided to invent a new word, "wiggin", and defined this word to mean people with green eyes and black hair—

        A green-eyed man with black hair walked into a restaurant.
       "Ha," said Danny, watching from a nearby table, "did you see that?  A wiggin just walked into the room.  Bloody wiggins.  Commit all sorts of crimes, they do."
        His sister Erda sighed.  "You haven't seen him commit any crimes, have you, Danny?"
       "Don't need to," Danny said, producing a dictionary.  "See, it says right here in the Oxford English Dictionary.  'Wiggin.  (1)  A person with green eyes and black hair.'  He's got green eyes and black hair, he's a wiggin.  You're not going to argue with the Oxford English Dictionary, are you?  By definition, a green-eyed black-haired person is a wiggin."
       "But you called him a wiggin," said Erda.  "That's a nasty thing to say about someone you don't even know.  You've got no evidence that he puts too much ketchup on his burgers, or that as a kid he used his slingshot to launch baby squirrels."
        "But he is a wiggin," Danny said patiently.  "He's got green eyes and black hair, right?  Just you watch, as soon as his burger arrives, he's reaching for the ketchup."

The human mind passes from observed characteristics to inferred characteristics via the medium of words.  In "All humans are mortal, Socrates is a human, therefore Socrates is mortal", the observed characteristics are Socrates's clothes, speech, tool use, and generally human shape; the categorization is "human"; the inferred characteristic is poisonability by hemlock.

Of course there's no hard distinction between "observed characteristics" and "inferred characteristics".  If you hear someone speak, they're probably shaped like a human, all else being equal.  If you see a human figure in the shadows, then ceteris paribus it can probably speak.

And yet some properties do tend to be more inferred than observed. You're more likely to decide that someone is human, and will therefore burn if exposed to open flame, than carry through the inference the other way around.

If you look in a dictionary for the definition of "human", you're more likely to find characteristics like "intelligence" and "featherless biped"—characteristics that are useful for quickly eyeballing what is and isn't a human—rather than the ten thousand connotations, from vulnerability to hemlock, to overconfidence, that we can infer from someone's being human.  Why?  Perhaps dictionaries are intended to let you match up labels to similarity groups, and so are designed to quickly isolate clusters in thingspace.  Or perhaps the big, distinguishing characteristics are the most salient, and therefore first to pop into a dictionary editor's mind.  (I'm not sure how aware dictionary editors are of what they really do.)

But the upshot is that when Danny pulls out his OED to look up "wiggin", he sees listed only the first-glance characteristics that distinguish a wiggin:  Green eyes and black hair.  The OED doesn't list the many minor connotations that have come to attach to this term, such as criminal proclivities, culinary peculiarities, and some unfortunate childhood activities.

How did those connotations get there in the first place?  Maybe there was once a famous wiggin with those properties.  Or maybe someone made stuff up at random, and wrote a series of bestselling books about it (The Wiggin, Talking to Wiggins, Raising Your Little Wiggin, Wiggins in the Bedroom). Maybe even the wiggins believe it now, and act accordingly.  As soon as you call some people "wiggins", the word will begin acquiring connotations.

But remember the Parable of Hemlock: If we go by the logical class definitions, we can never class Socrates as a "human" until after we observe him to be mortal.  Whenever someone pulls a dictionary, they're generally trying to sneak in a connotation, not the actual definition written down in the dictionary.

After all, if the only meaning of the word "wiggin" is "green-eyed black-haired person", then why not just call those people "green-eyed black-haired people"?  And if you're wondering whether someone is a ketchup-reacher, why not ask directly, "Is he a ketchup-reacher?" rather than "Is he a wiggin?"  (Note substitution of substance for symbol.)

Oh, but arguing the real question would require work. You'd have to actually watch the wiggin to see if he reached for the ketchup.  Or maybe see if you can find statistics on how many green-eyed black-haired people actually like ketchup.  At any rate, you wouldn't be able to do it sitting in your living room with your eyes closed.  And people are lazy.  They'd rather argue "by definition", especially since they think "you can define a word any way you like".

But of course the real reason they care whether someone is a "wiggin" is a connotation—a feeling that comes along with the word—that isn't in the definition they claim to use.

Imagine Danny saying, "Look, he's got green eyes and black hair.  He's a wiggin!  It says so right there in the dictionary!—therefore, he's got black hair.  Argue with that, if you can!"

Doesn't have much of a triumphant ring to it, does it?  If the real point of the argument actually was contained in the dictionary definition—if the argument genuinely was logically valid—then the argument would feel empty; it would either say nothing new, or beg the question.

It's only the attempt to smuggle in connotations not explicitly listed in the definition, that makes anyone feel they can score a point that way.

It is very insensitive to refer to people using the W word the way you do.

Finally someone has come up with a word for those awful people.

If there's one thing I hate about wiggins, it's how they use their military genius to utterly destroy their enemies, be they small children or hive-minded bug-eyed monsters.

I just now understood why Eliezer Yudkowsky chose Harry Potter for his character with such qualities, he's a typical Wiggin!

Mainly I see categories as useful only as "shorthand", and then only along very particular vectors.

For example, one category that includes people like me (at least along one particular axis) is "female".  To me, all this really means is that I'm physiologically configured in a particular way that influences what kinds of bathrooms I can use and what kinds of doctors I need to see.  In that respect, "female" is a useful and descriptive category.

But in other respects, it isn't at all useful.  As a youngster I went through a phase of "not seeing myself as female" -- not because I hated my physical form (I don't) but because everything that people seemed to associate with "females" didn't fit me.  As a female, I was expected (by my surrounding culture) to like pink things, to want to wear dresses, to prefer "domestic" games to construction toys or computers.  I was also expected to have certain kinds of social skills I didn't have, as well as certain cognitive tendencies.  Etc.  So my initial reaction was to wonder whether or not I was a "real girl" in the first place.

Eventually, though, my brain did a sort of flip and I realized that the problem wasn't that I was "inauthentically female", but that people were taking the things about me that were actually female (e.g., aspects of my physiology) and using those things as a basis for assuming a whole bunch of other things.  And my reaction was one of indignance at that point: why can't a Real Girl play with the spaceship Lego and wear pants on special occasions (instead of annoying, uncomfortable dresses)?

So, I'm quite familiar with the phenomenon described in this post.  It's actually kind of surprising to learn (as I have fairly recently) that many people actually memorize a category definition and then attempt to force-fit reality into it, rather than just gathering a lot of data over time and then (when necessary for the sake of practicality or shorthand) applying category-labels to some members of that data set along particular specified vectors.

In other words, if I'm applying for a job, the fact that I have ovaries shouldn't be a factor (unless the job happens to be something like "egg donor", but that's not something I really see myself getting into).  But if I suddenly start experiencing weird abdominal pain, the fact that I have ovaries (and other female internals) becomes pertinent information.  The category is context-specific and I think a lot of problems come in when people try to "universalize" categories across all contexts and along all vectors.

AnneC:  Mainly I see categories as useful only as "shorthand", and then only along very particular vectors.

All thinking is done in shorthand - the brain can't actually contain a 1:1 map of the universe - but some hands are much shorter than others; and I quite agree that there's no point in trying to make someone match the average (or mere stereotype) of the female-human cluster if you already have access to more detailed information about her than that.

What you're objecting to isn't so much the shortcut, it seems to me, as the way-too-short, much-shorter-than-necessary cut.  "Playing with spaceship Lego" isn't an atomically detailed description of you either, but it's more information than "female (human)".

there's no point in trying to make someone match the average (or mere stereotype) of the female-human cluster if you already have access to more detailed information about her than that.

I would say that there's little to no point in trying to make someone match the average/stereotype about someone even if you don't have access to more detailed information about her than that.  Or, at the very least, people should be capable of maintaining awareness of the information that someone is female without their connotations of what "female" means blocking their ability to take in new data about that person.

As an engineer, I've come across an unsettling number of assumptions that "engineering needs women because they're so much better at multitasking and working in groups" -- e.g., my presence in engineering is welcomed on the basis of supposed "positives" that I don't actually provide.  So while patting themselves on the back for earning Diversity Points, some folks are simultaneously holding female engineers responsible for providing the Wanted Stereotypical Ability.  And meanwhile, the real (and useful) abilities that J. Random Engineer Who Happens To Be Female might provide get ignored, or not believed to exist until the engineer in question performs a sufficient number of Extraordinary Superhero Feats to get branded "The Exception".

What you're objecting to isn't so much the shortcut, it seems to me, as the way-too-short, much-shorter-than-necessary cut. "Playing with spaceship Lego" isn't an atomically detailed description of you either, but it's more information than "female (human)".

Yes, exactly.  I remember always feeling kind of weird as a kid because I tended to identify more with male characters in stories (because I had more in common with them interest-wise and personality-wise), and yet, I knew I supposedly belonged to a category called "female".  Hence, I really liked it when I came across "tomboy" characters or girls who were good at math and science (like Meg Murry from "A Wrinkle In Time"), because reading about those characters gave me a bit of a "cognitive dissonance vacation".  I know some people dismiss the impact of fiction on culture, but since fiction is both a thing that culture both produces and is influenced by, I have always appreciated it when authors can successfully manage to realistically portray a character that subverts particular stereotypes -- such works can have the curious effect of reassuring particular segments of the population that yes, they do, in fact, exist.

Also, this post makes me think of this entry in the TV Tropes wiki: "You Know What They Say About X" (a corollary of which could be Positive Discrimination)

I would say that there's little to no point in trying to make someone match the average/stereotype about someone even if you don't have access to more detailed information about her than that.

Oh... sorry for assuming that you're vulnerable to hemlock, then; I shouldn't have assumed that without feeding you some.

Perhaps you mean that, in characteristics where humans are known to vary, one should suspend judgment / assume the default probability distribution, rather than assuming the person is known to be average?

Sorry for what seems like nitpicking, but this kind of quiet background categorization is necessary to human cognition.  I'm not trying to say "Don't categorize" but rather, "Since you have no choice but to categorize, do it right."  You can just visualize someone saying, "Oh, I have no choice to assume that Anne's a female" and then assuming that you, I don't know, own 20 pairs of shoes, when this is not so much forbidden categorization as bad categorization - if you say "Anne is a member of the 'likes spaceship Lego' class", that's also categorization, but it's more detailed categorization, and it screens off any default (stereotypical?) inferences one might make from the now superseded, higher-level 'female human' category.  But I'm still licensed to assume you've got red blood, because that aspect of the 'female human' category hasn't been overridden.

Again, I think it's import to see the kind of categorization you dislike as 'inept categorization', including attempts to infer from the category things that have already been observed and hence ought properly to be screened off; rather than 'forbidden categorization'.  As you know, "AnneC" itself is a category, since you are not exactly the same person at different times; and a category on a high level of abstraction, because people change quite a bit.

Sorry for what seems like nitpicking, but this kind of quiet background categorization is necessary to human cognition. I'm not trying to say "Don't categorize" but rather, "Since you have no choice but to categorize, do it right." You can just visualize someone saying, "Oh, I have no choice to assume that Anne's a female" and then assuming that you, I don't know, own 20 pairs of shoes, when this is not so much forbidden categorization as bad categorization - if you say "Anne is a member of the 'likes spaceship Lego' class", that's also categorization, but it's more detailed categorization, and it screens off any default (stereotypical?) inferences one might make from the now superseded, higher-level 'female human' category. But I'm still licensed to assume you've got red blood, because that aspect of the 'female human' category hasn't been overridden.

Exactly. One thing that I've found helps, is to remember to pick up and put down categories based on what particular decision I'm trying to make.

For example, let's say I'm going to plan a group outing to see a cool sci-fi movie, and I need to decide whether to invite Anne along. (Let's say I only have 8 tickets, and I want to maximize the chances that the other 7 tickets go to the seven of my friends who will most enjoy the movie, because I'm that kind of maximizer. To further constrain, let's say the outing's going to be a surprise, so I can't just call up Anne and ask her; I have to go on facts I know about her.) 

If I know that Anne is female, but don't know anything about whether she likes spaceship Legos or not, then that's actually relevant information, and indicates that she might need to go lower down on my list. (This isn't a chauvanism thing; it's just a bare fact that females in our culture tend to not like cool sci-fi movies as much as guys. If I don't like that, I can do something about it, but the moment of deciding how to allocate movie tickets is not the optimal time to do something, given the kind of optimizer I am.)

Now, if I know that Anne likes spaceship Legos, but not that Anne is female, that indicates that they need to go higher on my list. "Liking spaceship Legos" and "liking cool sci-fi movies" tend to correlate pretty strongly.

Now, if I know that Anne likes spaceship Legos, AND I know that Anne is female, that actually places them higher on my list than merely knowing that they like spaceship Legos, even though knowing that Anne is female by itself would place them lower on my list than not knowing. Because my stereotype of "female AND likes spaceship Legos", as a sub-class, happens to contain cached information about how the "likes spaceship Legos" and "likes sci-fi movies" data happen to clump together inside the "female" super-class.

One of the things that Bayesian analysis has been helping me with, is learning how to back-propagate new information about a particular sub-class into its containing super-class, and then how to forward-propagate the update to the super-class into its remaining sub-classes.

Perhaps you mean that, in characteristics where humans are known to vary, one should suspend judgment / assume the default probability distribution, rather than assuming the person is known to be average?

Yes.  I put notions like "humans are generally vulnerable to Death by Hemlock" in a different class than notions like "Girls don't like science".  For one thing, the stakes are a lot higher in the former case: you don't harm a female by not assuming she doesn't like science, but you might kill a human by feeding them hemlock under the assumption that you "need more data".  There's plenty of empirical data on the effects of hemlock poisoning in entities you'd likely classify as "human" (for the purpose of this exercise), after all, and it seems pretty clear that hemlock ingestion is much more hazardous than not being subjected to the assumption that you hate science because you have a uterus.

Again, I think it's import to see the kind of categorization you dislike as 'inept categorization', including attempts to infer from the category things that have already been observed and hence ought properly to be screened off; rather than 'forbidden categorization'.

So if we have 100 pieces of information about phenomenon A, then we have 100 separate, weaker or stronger, potential categorisations, each with its own set of potential, weaker or stronger, inferences.   All legit. and above board, nothing sneaky about it.
One could imagine the interactions of these 100 sets of inferences as a multi-dimensional interference pattern, with some nodes glowing brightly as inferences re-inforce, others vanishing completely.
The 101st piece of information will bring its own potential categorisation and an additional set of potential inferences.
The alternative, I suppose, is just buying a whole truckload of hemlock and going round paying calls on all my friends......

Agree, agree, agree, but the fact that we do it so much tells its own story. Big, clumsy categorisation must be a good strategy for not getting eaten by a tiger or finding the herds of woolly mammoth. [Ponders]

AnneC, I am russian, but I hate cold weather, I don't play chess well and I cannot hold my liquor nearly as well as I should to fit the stereotype. I am fairly sure though, that statistically speaking, russians are more tolerant to cold and can drink more, simply as a result of natural selection and percentage of people playing reasonable chess is bigger for historical reasons. You have mentioned, how much pressure you felt when child, to fit in with "female" stereotypes, so wouldn't it be reasonable to assume, that due to this pressure, percent of girls who actually like science might be less then percent of boys who like science? Boys, who are frequently even encouraged to like science/engineering activities. Intuitively though, I think, that correlation between "girls" and "don't like science" is smothered into irrelevancy by the "people" and "don't like science" correlation.

Speaking of shortcuts and connotations, it always amazed me, that a single person might "always give money to homeless people" and "hate bums" :)

I started writing a post called 'smuggling in connotations' and then I remembered that this post existed. :)

Wow, I've been calling this "Argument by Insinuation."   It's certainly in widespread use and deserves a name.

I note that the smuggled connotations usually aren't emotionally neutral.  Smuggling in "negative connotations" rather than just connotations.  It's similar to ad hominem, but aimed at your opponent's position rather than at their person.  Does applying negative labels sway an audience more powerfully than revealing flaws in an argument?  If so, then even more persuasive is to employ subtle smears: smuggled connotations.

Also, perhaps the above example would be clearer if applied to concepts rather than people: remove any conflation with group stereotyping or race bigotry.

It is very easy to forget where the actual difference is located: Imagine for example that in some group, on average, boys are 5% more interested in science, that is a fairly useless piece of information if the spread within both girls and boys is very large. I belive humans (only featherless ones though), on average, are to quick to try to derive answers from to little data: in the example above, knowing that someone is a boy or girl has no practical bearing on whether they are likely to be scientists: One should conclude "not enough data" instead. Saying to ones brain that something "has this effect but only very weakly" very often lends the effect to much weight.

Why am I incapable of seeing green-eyed black-haired people in my mind's eye? Why do I always see black-eyed green-haired people?

I'm not sure how aware dictionary editors are of what they really do.

I can only offer a retelling of a retelling of a course on the subject, but the answer seems to be “somewhat”. They are taught to list hyperonyms and hyponyms of whatever it is they are trying to define, and then isolate the most typical ones. Of course, a perfect implementation of this idea alone is not the OED, it’s WordNet.

Apparently, the authors of the NIST Dictionary of Algorithms and Data Structures were quite aware of this approach as well.



Arguing "By Definition"

"This plucked chicken has two legs and no feathers—therefore, by definition, it is a human!"

When people argue definitions, they usually start with some visible, known, or at least widely believed set of characteristics; then pull out a dictionary, and point out that these characteristics fit the dictionary definition; and so conclude, "Therefore, by definition, atheism is a religion!"

But visible, known, widely believed characteristics are rarely the real point of a dispute.  Just the fact that someone thinks Socrates's two legs are evident enough to make a good premise for the argument, "Therefore, by definition, Socrates is human!" indicates that bipedalism probably isn't really what's at stake—or the listener would reply, "Whaddaya mean Socrates is bipedal?  That's what we're arguing about in the first place!"

Now there is an important sense in which we can legitimately move from evident characteristics to not-so-evident ones.  You can, legitimately, see that Socrates is human-shaped, and predict his vulnerability to hemlock.  But this probabilistic inference does not rely on dictionary definitions or common usage; it relies on the universe containing empirical clusters of similar things.

This cluster structure is not going to change depending on how you define your words.  Even if you look up the dictionary definition of "human" and it says "all featherless bipeds except Socrates", that isn't going to change the actual degree to which Socrates is similar to the rest of us featherless bipeds.

When you are arguing correctly from cluster structure, you'll say something like, "Socrates has two arms, two feet, a nose and tongue, speaks fluent Greek, uses tools, and in every aspect I've been able to observe him, seems to have every major and minor property that characterizes Homo sapiens; so I'm going to guess that he has human DNA, human biochemistry, and is vulnerable to hemlock just like all other Homo sapiens in whom hemlock has been clinically tested for lethality."

And suppose I reply, "But I saw Socrates out in the fields with some herbologists; I think they were trying to prepare an antidote.  Therefore I don't expect Socrates to keel over after he drinks the hemlock—he will be an exception to the general behavior of objects in his cluster: they did not take an antidote, and he did."

Now there's not much point in arguing over whether Socrates is "human" or not.  The conversation has to move to a more detailed level, poke around inside the details that make up the "human" category—talk about human biochemistry, and specifically, the neurotoxic effects of coniine.

If you go on insisting, "But Socrates is a human and humans, by definition, are mortal!" then what you're really trying to do is blur out everything you know about Socrates except the fact of his humanity—insist that the only correct prediction is the one you would make if you knew nothing about Socrates except that he was human.

Which is like insisting that a coin is 50% likely to be showing heads or tails, because it is a "fair coin", after you've actually looked at the coin and it's showing heads.  It's like insisting that Frodo has ten fingers, because most hobbits have ten fingers, after you've already looked at his hands and seen nine fingers.  Naturally this is illegal under Bayesian probability theory:  You can't just refuse to condition on new evidence.

And you can't just keep one categorization and make estimates based on that, while deliberately throwing out everything else you know.

Not every piece of new evidence makes a significant difference, of course.  If I see that Socrates has nine fingers, this isn't going to noticeably change my estimate of his vulnerability to hemlock, because I'll expect that the way Socrates lost his finger didn't change the rest of his biochemistry.  And this is true, whether or not the dictionary's definition says that human beings have ten fingers.  The legal inference is based on the cluster structure of the environment, and the causal structure of biology; not what the dictionary editor writes down, nor even "common usage".

Now ordinarily, when you're doing this right—in a legitimate way—you just say, "The coniine alkaloid found in hemlock produces muscular paralysis in humans, resulting in death by asphyxiation."  Or more simply, "Humans are vulnerable to hemlock."  That's how it's usually said in a legitimate argument.

When would someone feel the need to strengthen the argument with the emphatic phrase "by definition"?  (I.e. "Humans are vulnerable to hemlock by definition!")  Why, when the inferred characteristic has been called into doubt—Socrates has been seen consulting herbologists—and so the speaker feels the need to tighten the vise of logic.

So when you see "by definition" used like this, it usually means:  "Forget what you've heard about Socrates consulting herbologists—humans, by definition, are mortal!"

People feel the need to squeeze the argument onto a single course by saying "Any P, by definition, has property Q!", on exactly those occasions when they see, and prefer to dismiss out of hand, additional arguments that call into doubt the default inference based on clustering.

So too with the argument "X, by definition, is a Y!"  E.g., "Atheists believe that God doesn't exist; therefore atheists have beliefs about God, because a negative belief is still a belief; therefore atheism asserts answers to theological questions; therefore atheism is, by definition, a religion."

You wouldn't feel the need to say, "Hinduism, by definition, is a religion!" because, well, of course Hinduism is a religion.  It's not just a religion "by definition", it's, like, an actual religion.

Atheism does not resemble the central members of the "religion" cluster, so if it wasn't for the fact that atheism is a religion by definition, you might go around thinking that atheism wasn't a religion.  That's why you've got to crush all opposition by pointing out that "Atheism is a religion" is true by definition, because it isn't true any other way.

Which is to say:  People insist that "X, by definition, is a Y!" on those occasions when they're trying to sneak in a connotation of Y that isn't directly in the definition, and X doesn't look all that much like other members of the Y cluster.

Over the last thirteen years I've been keeping track of how often this phrase is used correctly versus incorrectly—though not with literal statistics, I fear.  But eyeballing suggests that using the phrase by definition, anywhere outside of math, is among the most alarming signals of flawed argument I've ever found.  It's right up there with "Hitler", "God", "absolutely certain" and "can't prove that".

This heuristic of failure is not perfect—the first time I ever spotted a correct usage outside of math, it was by Richard Feynman; and since then I've spotted more.  But you're probably better off just deleting the phrase "by definition" from your vocabulary—and always on any occasion where you might be tempted to say it in italics or followed with an exclamation mark.  That's a bad idea by definition!

Good post. So how do you usually respond to invalid "by definition" arguments? Is there any quick(but honest) way to disarm the the argument or is there too much inferential distance to cover?

"and a plucked chicken is, by definition, a human" communicates much without giving a sermon.

No, it doesn't, unless you've read this article / are familiar with Ancient Greek philosophy. People'll just stare at you and then back away slowly. You're expecting a short inferential distance.

Instead, briefly explain that story, ending with that conclusion. It should only take two or three, maybe four sentences.

Can you recall how Feynman used "by definition" correctly?

When someone says X is Y "by definition," the fundamental mistake they are making is thinking that the definition decides what belongs in a particular concept. No, the similarity between the objects relative to those around them (as recognized by our brain) is what decides.

The definition is just a reminder, a mental tool to help us keep the sets separate and organized within the context of our knowledge. Due to this, the definition can change as our knowledge grows, and we have the need to make finer separations. But the set doesn't change.

(Definitions also serve a role in human communication.)

Eliezer, I have been following your blog since a while now. I greatly appreciate your posts and am astounded at how you have the time and enthusiasm to keep writing such quality stuff so regularly.

I remember that I have gone through times where I found myself strongly convinced by person X's arguments but finally going to "person X had been wrong in so-and-so regard etc". For instance, you could put X as Ayn Rand.

I would have probably gone to deify you too, if not for the fact that you are trying your best to keep your readers from turning into blind followers and that you have an open comment system where interesting discussions follow your post, many of them opposing your arguments, and thus, allowing the reader to have a more rational understanding.

However, I have to constantly perform introspection to see if I have avoided the Happy Death Spiral.

Thanks, Sudeep!  I've always felt that it's okay to be imperfect, but not so imperfect that even other people notice.

But if you never try to do anything that feels impossible, you'll never grow - so keep trying to find my flaws!  Don't give up just because it seems futile!

You wouldn't feel the need to say, "Hinduism, by definition, is a religion!" because, well, of course Hinduism is a religion.  It's not just a religion "by definition", it's, like, an actual religion.

I've noticed that this recent series from Eliezer over the last two weeks has slowed things down. And while it's not the same breakneck pace of explanation, I think it really suits the subject matter to have it all laid out like that. That inferential gap can never be overestimated!

Godel, Escher, Bach just arrived on my desk at work - a second-hand copy from an eBay bookshop in the States. Looks terrifying!

Eliezer, I must admit I really don't get your problem with definitions. Or, more precisely, I can't get myself to share it.
It seems to me you attack definitions mainly because they enable malignant (and/or confused) arguers to do a bait-and-switch. Without defining what is being talked about, there is no obvious switching anymore, so that seems to be your solution. But to me that is like leaving an important variable unbound, which makes the whole argument underdefined and therefore practically worthless.
IMHO it is precisely because two people have a common conception of what they are talking about that they can communicate at all. Definitions help to make important key concepts sharply and clearly - uhm - defined. When someone uses a "definition" which makes little or no practical sense, just go and call 'em on that! When someone does a bait-and-switch, call 'em! But when people argue without defining what they're arguing about, what you gonna do?
Apart from that, both "I can define that thing any way I want." and "It's in the dictionary." have a smell of straw-men.
If someone goes "I can define that thing any way I want." then just insist on the exact same definition when they draw their conclusions - be a djinn! Don't give in to what they wish (or think) they had defined, but to what they did, and tread rickety would-be conclusions to shambles!
If someone goes "It's in the dictionary.", ah well... find someone else to talk to... =)

I'll second Frank Hirsch's comment and add one point.  I don't get this obsession with 'dictionary definitions' either.
An etymological dictionary is endlessly fascinating precisely because it shows you the evolution of thought processes, concepts, and word usages, in action.   Very much the opposite of the sort of table thumping that dictionaries are here supposed to give rise to.
Eliezer's examples seem to be taken from a pretty toxic discussion environment

I understand your point, but I do think there's a serious, deep-rooted bias here, which boils down to trying to fit reality into 'common usage' and mental categories. People slip up with this all the time, hence it's worthy of analysis and discussion.

Plus, if Eliezer was content to just disdainfully ignore the Ignorant Masses and talk to someone else, I don't imagine he'd be writing a blog entry here every day.

What do you think of, say, philosophers' endless arguments of what the word "knowledge" really means? This seems to me one example where many philosophers don't seem to understand that the word doesn't have any intrinsic meaning apart from how people define it.

If Bob sees a projection of an oasis and thinks there's an oasis, but there's a real oasis behind the projection that creates a projection of itself as a Darwinian self-defense mechanism, does Bob "know" there's an oasis? Presumably Eliezer would ask, "for what purpose do we want to answer the question?" However, many philosophers would prefer to unconstructively argue what semantics are "correct". So my personal experience is that I don't think Eliezer's attacking a straw man here.

A similar example in grammar: many people think usage of "ain't" is somehow objectively wrong, rather than being just an uncommon and frowned-upon dialect.

Eliezer objects to Aristotelian syllogisms, saying that (for example) concluding that a human is mortal is silly because mortality is part of the definition of human.

This is a mistake.  Mortality isn't part of the definition; it doesn't need to be.  The point is that mortality has been observed to always apply to entities that possess the necessary defining qualities of humanity.  This is a separate and distinct observation.

We don't need to see Socrates die to conclude that he was human.  "Socrates is human" and "All humans are mortal" are very different and independent inferences.  The data necessary for us to accept one as true have nothing to do with the data necessary for the other.

If we kept trying to kill Socrates, and failed despite meeting the conditions that we've found to normally kill people, we would then be confronted with an inconsistency, and would have to discard at least one of our prior assumptions.  We could abolish the idea that all humans are mortal, since this being we recognize as human seems to be immortal.  We could abolish the idea that Socrates is human.  Or we could abolish both.

Which option we choose has a lot to do with the relative strength of the supporting arguments for each assumption.

Ben, Rolf, no problem, I just thought that 'people who look at dictionnaries' was starting to be a category subject to sneaky connotations.. :)

I believe Eliezer is developing a kind of Bayesian Positivism.  He is attempting to describe a way of talking/thinking about things that is thoroughgoing, radically empirical, and thus grounded.  I think these posts on language and definitions are essential for what he is trying to do.  In this fashion, he should be able to cut through many of the Gordian Knots of philosophy.  If Eliezer succeeds, and if people take notice, this could be an important moment in the history of thought.

And why Bayesian Positivism?  Why now?  For what purpose?

Eliezer recognizes the necessity for clear thought in the light of the unique challenges facing us in the years to come. We are going to need to make complex judgments about matters of existential risk and a common ground will help us avoid a quagmire of unproductive discussions.

Rolf:
,,What do you think of, say, philosophers' endless arguments of what the word "knowledge" really means?''
I think meh!
,,This seems to me one example where many philosophers don't seem to understand that the word doesn't have any intrinsic meaning apart from how people define it.''
Well, if they like to do so, let 'em. At least they're off the streets. =)
What's worse is the kind of philosophers who flourish by sidestepping honest debate by complicating matters until nobody (including themselves) can possibly tell a left hand from a right foot anymore, and then go on to declare victory. Definitions belong to their toolset, too.
But are we going to argue against knifes because the malignant can hurt others with them, and the ignorant or plain unlucky even themselves? We need them to carve the turkey, so if we want turkey slices we'll just have to operate carefully. I, for one, want to keep my knife!
,,Presumably Eliezer would ask, "for what purpose do we want to answer the question?" However, many philosophers would prefer to unconstructively argue what semantics are "correct". So my personal experience is that I don't think Eliezer's attacking a straw man here.''
He is if he is going to spill the baby with the bath. He'd have to write "Careless/malignant use of definitions is bad." not just "Definitions are bad." (which is my perception).

The point is that mortality has been observed to always apply to entities that possess the necessary defining qualities of humanity.

Read this through. Necessary defining qualities? Your whole post implicitly assumes the existence of these magical qualities, which presumably reside somewhere just outside reality. Decide on these, then write it as 'mortality has always been observed to apply to entities that possess x, y and z'.

Frank - agreed; I think we're all on the same page here. The point is about human brains, not ideal minds. The problem with placing things in mental boxes (even thorough ones) is that we start thinking about the world in terms of boxes, not things; simply because of how our mental hardware is wired up. How about "Good definitions are still, by definition, limiting and compressed. Bad, careless definitions are really, really bad." Has a nice ring I think.

Really missed a metaphorical trick there. Should have gone with; 'Just because idiots using knives often cut themselves, doesn't mean they're not sharp enough to cut smart people too.'

Ben:
I think you're right, we are on the same page! =)
How about "Useful definitions will still be distorted by our mental mechanisms. Malignant and careless definitions are bad no matter what."?

I don't see Eliezer on a rampage against all definitions.  He even admits that argument "by definition" has some limited usefulness.

I think key is when we say X is-a Y "by definition", we are invoking a formal system which contains that definition.  The further inferences which we can then make as a result of this are limited to statements about category Y which are provable within the formal system that contains that definition.

Once we define something by definition, we've restricted ourselves to the realm bounded by that formal definition.  But in practice many people invoke some formal system in order to make a statement "by definition" and then go on to infer things about X, because it is-a Y, based on understandings/connotations of Y that have no basis in the formal system that was used to define X as a Y.

So let's say we have a locus of points X in a euclidian plain equidistant from some other point C in the plane.   Well in euclidian geometry, that's a circle by definition, and we can now make a bunch of geometric statements about X that legitimately derive from that definition.   But we can't go on to say that because it is "by definition" a circle, that it represents "a protected area in which ritual work takes place or the boundary of a sphere of personal power cast by Wiccans", or "a social group" or "The competition area for the shot put" or "an experimental rock-music band, founded in Pori, Finland in 1991" to throw out just things that are "circle"s by some definition I was able to find on the web.

In this case, the inference problem is terribly obvious, but often it is much less so, as  Eliezer has described for "sound".

The problem with arguing "by definition" from a typical natural language dictionary, is that such dictionaries are not formal systems at all, even though some of their definitions may be based on those in formal systems.  It is quite common for a word to have two different and conflicting common definitions, and both of them will end up in a dictionary.    I'm pretty sure that you could argue that a horse is a spoon, or that pretty much any X is equal to any Y "by definition" with some creative chaining up of dictionary "definitions".

Frank, I think I would say, not so much that definitions are useless, but that we should sharply distinguish between communication problems and single-player inference problems.  When people start violently arguing over their communication signals while they (a) understand what each other are trying to say and (b) are trying to do an inference that they could theoretically do as single players, something has gone wrong.

Hi, am back from the city, and a bit sleepy. I'll try my best with my comment. =)
Michael:
I was not so much commenting on this specific post as on the whole series. Your example seems to me to boil down to a case of bait-and-switch.
Eliezer:
,,When people start violently arguing over their communication signals while they (a) understand what each other are trying to say''
Here the problem is already at full swing, and it's the same as philosophers arguing about the "real" definition of X. As soon as you have managed to get your point across, any further insistance, or even "violent arguing" only shows lack of insight or sincerity.
,,and (b) are trying to do an inference that they could theoretically do as single players, something has gone wrong''
I see no problem about inferences as long as it's clear to everyone what the inference is about (and nobody tries to sneak a switch later).

No.  Would it have helped if I had put 'human' in quotes?

We refer to a particular category with the label 'human'.  The presence of certain properties is sufficient for us to assert that a thing is a member of the category.  Calling a thing by that label is an assertion that those defining properties are present.

We do not need to have mortality as one of those properties to observe that all the things we call 'human' are mortal.  If we find something that is a member of the category, but isn't mortal, then we need to adjust our assumptions.

Speaking as a mathematician (well a grad student) I can positively say I frequently see  'by definition' used in arguments and use it myself in a substantive valid fashion.  Sure, definitions don't support inductive inference but that doesn't mean they are always trivial.  Fermat's last theorem follow by definition from the definition of the integers but it's certainly not a trivial fact that it does so.  While rarely quite so complex arguments about philosophy, politics and other things can sometimes benefit from the nonobvious manipulation of definitions.

Also the notion of something following 'by definition' is of incredible use of rebutting a great deal of misguided philosophy.  Quite frequently in philosophy one will see an analysis of a concept like, life, knowledge, or morality claiming to be a explication of the term we use in everyday language.  However, it can be very useful to point out that no matter what the theoretical virtues of reducing 'moral good' to 'that which produces moral emotions in us' it's simply definitionally false.  To the extent that we have a coherent notion of 'moral good' the sense that it refers to interpersonal facts that are more than mere feelings is inseperable from the concept. The word might change meaning but a theory which says there is nothing more to morality than moral feelings is by definition claiming that there are no moral facts not offering a materialist account of them.

Ironically in making this point I'm somewhat agreeing with Eliezer.  The real benefit in using the definition like I did above was to combat the abuse of that definition in the original argument.  Definitions are dangerous in arguments but not because people are inclined to say 'by definition' when they mean 'damn right' but because they let the presenter shift the flaw in their reasoning far away from the controversial results.  Unless your used to evaluating complex mathematical arguments (and even then) a subtle flaw in a definition at the begining of an argument that has been forgotten by the time the conclusion is reached can be extremely misleading.  Worse it harnesses the social awkwardness of being pedantic and insisting on details and rigor before the person has been allowed to get into the meat of their ideas to squash your ability to find the flaws (obviously these are side effects not purposeful choices)

This post prompted me to survey the "Sent" folder of my email archives looking at how I use the phrase "by definition". I plead guilty to a few illegitimate uses of the sort covered in the post.

There is also at least one type of legitimate usage "outside of math", which I resort to fairly often. It consists of reminding my interlocutors of some consequences of the definition of a term that we have previously agreed on as a shorthand for some complex intension.

Interestingly, some of the oldest examples are from when I was playing the game of Nomic over email - the game consists of making changes to its own rules, usually by voting on change proposals, and a common type of move consists of making up a definition of this type within a rule, e.g. "A player's Loudness shall be defined as the number of emails they sent to the list in the past seven days." The legal effects of a definition contained in a rule are derived from its literal wording, as opposed to its intended meaning, so you can use "by definition" to straigthen out someone who is appealing to an intuitive, but wrong, understanding of a term so defined.

Other examples revolve around "terms of art", a word that has a special meaning in a given context. In Agile software development,  the term "velocity" has a technical definition, which is "the sum of the estimates originally assigned to all features which were fully implemented in the previous iteration". Novices sometimes overload that with other meanings, such as "how much work to plan for the next iteration", so they'll ask questions like "one of my developers is going to take a vacation next month, how much should I lower velocity" ? Then I might remind them that by definition velocity is something observed, not decided upon.

Re: "using the phrase by definition, anywhere outside of math, is among the most alarming signals of flawed argument I've ever found."

I can't say I've noticed.  What I do see is a lot of people arguing with one another without bothering to check that they are defining words in the same way.  So, IMO making definitions explicit often helps to resolve apparent disagreements.

When you say that something is so by definition, what you (most likely) actually mean is that something is so by default. If a human is defined as "a featherless biped"*, you can't say that Hermione, who has just had an unfortunate accident with Hedwig and a polyjuice potion, is no longer human because she's grown feathers. "A feathered biped" is only by default not human! 

*I don't think you'll ever find a definition like that in a dictionary. "homo: any living or extinct member of the family Hominidae characterized by superior intelligence, articulate speech, and erect carriage": If you're mentally disabled, stuttering, and hunch-backed, it doesn't mean that you aren't, by definition, human. You've got bad genes (or bad nurturing), but they're still Hominidae genes.

Would it be accurate, then, to say that any valid use of "by definition" can be replaced by "a fortiori"?

As in, "Socrates is a [mortal, featherless, biped].  Therefore a fortiori Socrates is mortal." is valid (though one might dispute the premise).  But "Socrates is a [featherless, biped].  Therefore a fortiori Socrates is mortal." is plainly obviously nonsense, even to people who think they can argue "by definition!".  The remaining problem, of course, being that not everyone accepts that a fortiori deserves the certainty that they have been claiming for by definition!.

(In classical logic, if A∧B, then a fortiori A.  In Bayescraft, P(A) >= P(A∧B) a fortiori)

Is The Feynman Lectures on Physics still worth reading?

Yes, even though some of the stuff there (e.g. about elementary particles) is outdated.

Not as a primary textbook, but as a supplemental text, exploring some of the ideas skipped or glossed over in the standard texts.

I was stumblin and I found this article, which I think graphically does a great job of making a similar point (although that point wasn't its explicit intention).

All of the graphs except 'tautology' limit the number of worlds you could be in. 

I disagree. Agreeing on term definitions beforehand would solve all of these problems: The definition of religion is not "something that answers theological questions," therefore the By Definition argument is ineffective for proving that atheism is a religion. (Incidentally, if that were the definition of religion, then atheism would be a religion.) For Hinduism, if someone tried to tell me that it was not a religion, I would necessarily use the definition of religion to prove them wrong. If Hinduism did not fit the definition of religion, it would not be a religion.

I love this series. Except, I have very particularly been in an argument where I said the phrase, "Hinduism is, by definition, a religion." Isn't agreement on common usage useful if you want to communicate efficiently? Maybe Wiggin shouldn't be used commonly, but one person defining Wiggin in a manner that contradicts the dictionary definition certainly doesn't do anyone any favors. And I think it's fine for common usage to define humans as mortal, as long as it consistently assumes that Socrates is inhuman when he goes on living forever. 

What you really seem to be complaining about here is the lack of ability to first AGREE on a definition, then stick to it when the definition is used against you. Quite frankly, given how you're referencing socrates without getting into plato's metaphysics (which deals exactly with your argument, trying to define what a person is given that physical characteristics can change.)

If I define a person as a being capable of building tools and using them... but you insist that only HUMANS can be a person, well that creates a categorical difference between our definitions. From your definition an extraterrestrial that comes in using a space ship isn't a person... by my definition many species of birds are also persons.

The underlying complaint here is that you THINK you made a good argument because you hold a different set of definitions than another person does. In real logic, establishing common definitions and beliefs is key... there is no way I am to know what YOU believe, hell you could disagree with everything I think you would agree with. There IS NO WAY for me to say "yep... I made a good argument because the only way  Eliezer Yudkowsky  can refute it is by deflecting and ignoring what I said... cause since it's obviously correct to me it must be obviously correct to everyone right? (And there are a large amount of people who actually believe in self-evident truth and don't recognize it as a fallacy)

Let me emphasize that a self-sealing argument (which is similar to what you're trying to argue) is a fallacy. If you agree a definition is correct, someone uses that definition against you to question your belief ("featherless chicken is a human" why not)  but the flow of logic is such that by the definition you agreed upon a featherless chicken does fit in with what a human is... then changing your definition ex post facto is using a logical fallacy.

A "by definition" argument is one of the strongest arguments you can make, in the socrates claim about a chicken is close enough (really sounds like we're about to get into plato's metaphysics) to be an obvious attempt to show a weakness in the definition from which if socrates honestly believed featherless chickens should be classified as humans then the accepted definition would have  supported the claim. Instead socrates  is clearly trying to point out that the definition is faulted and offers a point that both debaters would accept is false (a featherless chicken is not a human).

Sometimes people say: "Too much of X is bad for you". Well, that is true by the definition of "too much". You can use this to make the argument, that the actual important point that the person tries to convey is that it is possible, and probably not too hard and quite likely if you are not careful, to get so much that it is bad for you.



Where to Draw the Boundary?

Long have I pondered the meaning of the word "Art", and at last I've found what seems to me a satisfactory definition: "Art is that which is designed for the purpose of creating a reaction in an audience."

Just because there's a word "art" doesn't mean that it has a meaning, floating out there in the void, which you can discover by finding the right definition.


Wondering how to define a word means you're looking at the problem the wrong way—searching for the mysterious essence of what is, in fact, a communication signal.

Now, there is a real challenge which a rationalist may legitimately attack, but the challenge is not to find a satisfactory definition of a word.  The real challenge can be played as a single-player game, without speaking aloud.  The challenge is figuring out which things are similar to each other—which things are clustered together—and sometimes, which things have a common cause.

If you define "eluctromugnetism" to include lightning, include compasses, exclude light, and include Mesmer's "animal magnetism" (what we now call hypnosis), then you will have some trouble asking "How does electromugnetism work?"  You have lumped together things which do not belong together, and excluded others that would be needed to complete a set.  (This example is historically plausible; Mesmer came before Faraday.)

We could say that electromugnetism is a wrong word, a boundary in thingspace that loops around and swerves through the clusters, a cut that fails to carve reality along its natural joints.

Figuring where to cut reality in order to carve along the joints—this is the problem worthy of a rationalist.  It is what people should be trying to do, when they set out in search of the floating essence of a word.

And make no mistake: it is a scientific challenge to realize that you need a single word to describe breathing and fire.  So do not think to consult the dictionary editors, for that is not their job.

What is "art"?  But there is no essence of the word, floating in the void.

Perhaps you come to me with a long list of the things that you call "art" and "not art":

The Little Fugue in G Minor:  Art.
A punch in the nose:  Not art.
Escher's Relativity:  Art.
A flower:  Not art.
The Python programming language:  Art.
A cross floating in urine:  Not art.
Jack Vance's Tschai novels:  Art.
Modern Art:  Not art.

And you say to me:  "It feels intuitive to me to draw this boundary, but I don't know why—can you find me an intension that matches this extension?  Can you give me a simple description of this boundary?"

So I reply:  "I think it has to do with admiration of craftsmanship: work going in and wonder coming out.  What the included items have in common is the similar aesthetic emotions that they inspire, and the deliberate human effort that went into them with the intent of producing such an emotion."

Is this helpful, or is it just cheating at Taboo?  I would argue that the list of which human emotions are or are not aesthetic is far more compact than the list of everything that is or isn't art.  You might be able to see those emotions lighting up an fMRI scan—I say this by way of emphasizing that emotions are not ethereal.

But of course my definition of art is not the real point.  The real point is that you could well dispute either the intension or the extension of my definition.

You could say, "Aesthetic emotion is not what these things have in common; what they have in common is an intent to inspire any complex emotion for the sake of inspiring it."  That would be disputing my intension, my attempt to draw a curve through the data points.  You would say, "Your equation may roughly fit those points, but it is not the true generating distribution."

Or you could dispute my extension by saying, "Some of these things do belong together—I can see what you're getting at—but the Python language shouldn't be on the list, and Modern Art should be."  (This would mark you as a gullible philistine, but you could argue it.)  Here, the presumption is that there is indeed an underlying curve that generates this apparent list of similar and dissimilar things—that there is a rhyme and reason, even though you haven't said yet where it comes from—but I have unwittingly lost the rhythm and included some data points from a different generator.

Long before you know what it is that electricity and magnetism have in common, you might still suspect—based on surface appearances—that "animal magnetism" does not belong on the list.

Once upon a time it was thought that the word "fish" included dolphins.  Now you could play the oh-so-clever arguer, and say, "The list:  {Salmon, guppies, sharks, dolphins, trout} is just a list—you can't say that a list is wrong.  I can prove in set theory that this list exists.  So my definition of fish, which is simply this extensional list, cannot possibly be 'wrong' as you claim."

Or you could stop playing nitwit games and admit that dolphins don't belong on the fish list.

You come up with a list of things that feel similar, and take a guess at why this is so.  But when you finally discover what they really have in common, it may turn out that your guess was wrong.  It may even turn out that your list was wrong.

You cannot hide behind a comforting shield of correct-by-definition.  Both extensional definitions and intensional definitions can be wrong, can fail to carve reality at the joints.

Categorizing is a guessing endeavor, in which you can make mistakes; so it's wise to be able to admit, from a theoretical standpoint, that your definition-guesses can be "mistaken".

While we're staking out the new language, I want a word for red flowers, because I like red flowers, and that is much more important to me than their genotype or taxonomy.  Also, I want a special word for slightly-out-of-focus photos, which is a very important category for reasons I'm not at liberty to disclose.
The joints of reality are articulated in a rather large number of dimensions.   Carving it correspondingly is going to need one heck of a .... dictionary.

Just a small one, because I can't hold it:
You can't judge the usefulness of a definition without specifying what you want it to be useful for.
And now I'm off to bed... =)

True, but it strongly suggests that people who use the term believe there is a referent for it.  Sometimes there is none (eg "phlogiston" or "unicorn").  Sometimes the referent is so muddled or misunderstood that the term is has little use except to name the mistake (eg "free will", which seems to function as a means of grouping quite distinct concepts of subjective freedom together as if they were the same thing, or "qualia" whose referent is a subjective illusion)

But almost always it's worth asking what they think they mean by it.

@tcpkac, we sometimes call slightly-out-of-focus photos "blurries".  Hope that helps with your important secret project.  }:)

"I think it has to do with admiration of craftsmanship: work going in and wonder coming out.  What the included items have in common is the similar aesthetic emotions that they inspire, and the deliberate human effort that went into them with the intent of producing such an emotion."

Yeah, that's a lot like what I said. ;) It's not a perfect Aristotellian or mathematical definition, but it's about as good as any other phrase I can think of to point at the similarity cluster commonly called "art". Also, "art" is a word used to sneak in the connotation "worthy of respect and appreciation", as illustrated by a question like "Can [X] be art?" where X could be a video game, mathematical proof, programming language, newspaper editorial, photograph,  comic book, or anything else that some people admire and some don't.

Programming is the art of figuring out what you want so precisely that even a machine can do it.

Diplomacy is the art of saying "Nice Doggie" while you find a rock.

Politics is the art of looking for trouble, finding it everywhere, diagnosing it incorrectly, and applying the wrong remedies.

Leadership is the art of getting someone else to do something you want done because he wants to do it.

(Bonus points for finding a source for each of these quotes.)

"An artifact whose purpose is to be perceived and thereby produce in
its perceiver a positive experience of no direct practical value to
the perceiver."

"Artifact" here is meant in the sense of being appropriate for Daniel
Dennett's design stance.  It is not neccessarily tangible or
durable.

This is what's called a Genus-differentia definition, or
type-and-distinction definition.  "Artifact" is the type, the
rest is the distinction.

This lets me build on existing understandings about artifacts.  They
have a purpose, but they remain artifacts even when they are not
accomplishing that purpose.  They are constructed by human beings, but
this is a pragmatic fact about human ability and not a part of their
definition.

I avoided terms that make no definitional progress such as "beauty"
and "aesthetic".  Using them would just be passing the buck.

This definition seems to include birdsong.  Make of that what you
will.  One could reasonably say that birdsong is a fitness signal of
direct practical value to the intended perceiver, though.

Under this definition, throw-the-paint art is not so much excluded as
it is a marginal, failed, or not serious example, much the way that a
hammer (which is another type of artifact) constructed of two twigs
scotch-taped together at right angles is a failure as a hammer

(This would mark you as a gullible philistine, but you could argue it.)

I'd much rather be marked as a gullible philistine than be blind to the wonder of Joyce, Messiaen, and Rothko.

"You come up with a list of things that feel similar, and take a guess at why this is so."

Yes, I agree with this entirely. When we observe a scene, what we "automatically receive" on the perceptual level is: sight, sound, smell, touch, taste and similarity (in the form of a feeling). We are just automagically aware that two objects are similar, without going through any (conscious) logical steps to get that knowledge.

Whenever I think about AI design I model similarity as one of the senses.

I disagree with you (kind of). The fact that the word art exists does, in fact, imply that it has a meaning...for each individual who uses it.

There are no absolute classifiers. Even if there were, we could not know them. Our knowledge is necessarily defined in terms of our own experience and the computations we have performed on this experience.

It is useful to think of the "meaning" of a term as the way in which that term relates to more primitive terms. This is not necessarily a list (e.g. Post-modernism cannot be defined in terms of a list). This might be a deduction - a history of deduction - whatever. For instance, what is a good definition for "Post-Modernism?" Perhaps we must appeal to a large body of knowledge - the point is that the result, the "meaning," must be at minimum useful to perform computations (computations above and beyond classification, btw - a reason that meaning can include non-necessary information).

So can we justifiably ask the question "what is the meaning of art?"

Sure, but my claim is that this is a massively sugared/somewhat poorly expressed question rather than an assertion of the absolute existence of the term "art" and the absolute existence of its definition. The questions we might really be asking (perhaps in parallel) are:

What is the use of a definition of art?
What is a useful definition for art?
Can a single definition exist (which satisfied all of our classifications)?
Are our classifications wrong or strange?
What is my personal definition of art?
What is the context in which we are trying to define art?

The attempt to answer the question "what is the definition of X?" is often really the attempt to examine a deeper, more difficult to explain question. For instance, in the context of the example of "if no one hears a tree fall, does it make a sound" the question "what is the definition of sound?" can really be multiple questions (one or more of the questions above).

My claim is that people are not good enough at de-sugaring their own questions to actually attack them/think about them flexibly/precisely. Let me propose a simple mechanism which I think produces this phenomenon:

You have a conflict of definition (e.g. you and a friend disagree on whether Modern Art is in fact Art). On a computational level you might realize what the problem is. Perhaps you do not have a well-established context (since the definition of the term depends on context). Perhaps you have had significantly different experiences of things which "are modern art" in the sense of being culturally accepted as such. But in either case you are probably too inarticulate to explain exactly what the conflict is. Thus, you use the only tool available to you. You flail around and try to concoct a lingusitic expression of your conflict. You ask "well, what's your definition of ART then!?!"

I think that we perform this sort of operation a lot:

Well articulated intuition -> linguistic expression (loses resolution) -> poorly articulated intuition.

(another simple example of this phenomenon is an exasperated inarticulate man yelling "god, i hate women" - probably he does hate all women or claim anything general about women . He just doesn't have sufficient articulation to say "i am frustrated by my lack of success with women and do not understand them and therefore my frustration grows with each failed attempt at mating one - in addition, i experience a feeling of lack of self-worth which adds to my frustration and further confuses me." After he says "I hate women" he might actually believe he hates women since he re-translates his linguistic statement into feelings/belief.)

What are your thoughts on this phenomenon? I'd really like to know.

Do you think that a significant portion of the population harbors implicit or explicit delusions that words exist as absolutes and have definitions which also exist as absolutes? Or do you think something more complicated is going on? What, precisely, is the nature of the bias?

Tim, what would mark you as a gullible philistine is not just claiming that Modern Art is art, but also claiming that the Python programming language is not art - the combination of the two.

Well, I'm glad to hear that I'm off the hook, since I have no problem regarding Python as art (although I'm a Ruby man myself). That said: do you really mean that, given the set { Python, The Rite Of Spring, Beethoven's Ninth }, the natural joint is { Python, Rite } | { Ninth }, and that this is so obvious that people who disagree deserve to be called rude names? If so, why? If not, what do you mean?

Also, it's been a while since I read the Tschai books, but my recollection is that The Dying Earth is way better.

Speaking of Vance, he included the following musings on art and artifacts in one of his novels:

"Silence was absolute, save for the purl of water under the hull. At night a pair of large moons cast a serene light through the foliage in a manner which Maihac found almost dreamlike in its effect. He said as much to Bariano, who responded with a condescending shrug. "I am surprised to find you so enthusiastic. It is, after all, a mere trick of nature." [...] "It is simply that your aesthetic judgments are amorphous. It is naive to detect beauty where none has been specifically intended. The subject is large. Often you will notice an agreeable aspect of nature, effected by random or mathematical processes. It may be serene and congenial, but it is the work of chance and lacks the human afflatus. There is no pulse of positive creativity to infuse it with true beauty.""

Eliezer,
This is a bit naughty. TABOOing art on one thread and elaborating on art on this one.
In my experience, 'art' is used like a sponge. Everybody can do with it what they want. Squeeze it, make it woolly, throw it into your face, or talk about the art of science (a paradox!) for example, etc. etc.
I should know a bit about this. I am an artist and have taught art at universities for twenty years. There are as many definitions as there are water drops in Lake Victoria.
Quote: So I reply:  "I think it has to do with admiration of craftsmanship: work going in and wonder coming out.  What the included items have in common is the similar aesthetic emotions that they inspire, and the deliberate human effort that went into them with the intent of producing such an emotion."
Modern art does not have that much to do with craftsmanship anymore, more with concepts, context and 'everybody could be an artist' if ......  At the end, your home movies, put into the right context (a museum) with a good description why it is art, describing a concept of making home movies for audiences in museums, with shaky camera movements, out of focus (no craftsmanship needed) could be a piece of art. Recontextualisation is a keyword.

Oh yeah? Well let's see if the dictionary agrees with you.

the quality, production, expression, or realm, according to aesthetic principles, of what is beautiful, appealing, or of more than ordinary significance.

There, sorted. So, does anyone have anything to say on the concept, rather than the specific example Eliezer gave?

do you really mean that, given the set { Python, The Rite Of Spring, Beethoven's Ninth }, the natural joint is { Python, Rite } | { Ninth }

Depends on what you're trying to achieve with your categories. We can only judge how effective our [artificial] categories and their membership tests are at helping us to understand reality. It may look as though the universe makes its own categories, and we are simply trying to recognise them. But however intuitive this feels, we should resist it. Rare though it may be, this can screw with our reasoning; especially when we waste time searching fruitlessly for correlations because we think there should be one there somewhere.

I disagree. When I hear 'natural joint', I imagine the process a university professor uses to decide where the breakpoints between letter grades fall ("setting the curve") in such a way to minimize requests by students to change their letter grade. One way I have seen is to sort the grades, then look for large gaps in the distribution. "No one has a final grade between 86.6 and 87.9, so I'll set 87.9 as the minimum grade needed for an A." This gap in the distribution is a 'natural joint'.

Note that this way of dividing up concept-space is much less well-defined than a straightforward Voronoi-diagram-with-concept-prototypes-as-cell-centers, in the sense that it is more memory-intensive when explicitly computed. However, I also think it more accurately reflects the intuitive sort of categories that humans actually produce. 

That is, humans don't just ask "Is this thing more similar to the A prototype or the B prototype (with respect to the particular properties I am interested in)?" when trying to decide is something should be best called an A or a B, but rather, "Is this thing more similar to X and Y from category A or P and Q from category B (with respect to the particular properties I am interested in)?"  If X and Y are far from P and Q in concept space, there is a 'natural joint' between A and B.

This gap could close up if enough things are added to both A and B that there is an X in A and a P in B that are very close to one another; at this point we consider combining the categories into a single category, or seeking out new properties that further separate them. Sometimes, though, we have good reason to keep different categories to describe concepts that are hopelessly intermingled, and in this and only this case, I would agree that "There is no 'natural joint'."

P.S. Tim - that wasn't aimed as a correction of your argument, just an observation.

"You can't judge the usefulness of a definition without specifying what you want it to be useful for."

"Once upon a time it was thought that the word "fish" included dolphins.  Now you could play the oh-so-clever arguer, and say, "The list:  {Salmon, guppies, sharks, dolphins, trout} is just a list - you can't say that a list is wrong.  I can prove in set theory that this list exists.  So my definition of fish, which is simply this extensional list, cannot possibly be 'wrong' as you claim."

Or you could stop playing nitwit games and admit that dolphins don't belong on the fish list."

I totally see your point, but I think it's worth exploring why the "nitwit" set is plausible, and why you feel the best defense against a cheeky definition is is an ad hom.

In this instance, I think the answer is that you're drawing the boundary line for one reason, and they are being twitty and drawing the boundary line arbitrarily just because they think the rules of logic allow them to do so with impunity (ad hom away).

However, I can think of a legitimate reason to draw the boundary in the nitwit way: what if I want a label whose members are all creatures that live in water and use fins to propel themselves? That's a legitimate category, but it certainly isn't a boundary appropriate for the word "fish," which has taxonomical implications, as well as physiological implications more complex than "has fins."

It may be worth pointing out to the nitwit that he's drawn a logically valid boundary, but it's not the territory you're talking about. Allow him his Fishoids, but steer the conversation back to creatures who have gills and lay eggs. Ideally you can get away with convincing the nitwit to re label HIS category so you can use the real fish label to avoid confusion, but in the interests of continuing a productive conversation, you might consider relabeling the boundary you mean to something neutral ("Gill Creatures"), that your opponent won't be so comfortable changing arbitrarily.

Haven't read any of the comments, but this seems pretty relevant to what Kripke gets into in the last section of Naming and Necessity.

However, I'm too tired to read it again -- could someone comment on this?

the quality, production, expression, or realm, according to aesthetic principles, of what is beautiful, appealing, or of more than ordinary significance.

This definition has the advantage of eschewing the pointless essentialism of trying to decide whether any specific object "is" art. If you drive a nail with an unshaped rock, it's a tool, at least for the moment; if you get an aesthetic experience from something, it's art, at least for the moment.

In which case, "natural joint" is as good a category as any, no?

This has ruined my dreams of finding the true meaning of Christmas.

Psychoh, do not despair.  Remember : "The real challenge can be played as a single-player game, without speaking aloud.".
We are looking for the natural joints of reality, and that is a purely subjective assessment.  Every single pair of phenomena in the Universe can be the subject of a natural join if the difference in one of their attributes happens to be a salient division for you.
So draw the line around Christmas any way you want, just like you can draw the line around 'food things living in the sea' any way which is relevant to your way of fishing.
Just don't speak it aloud.

I think this is an important point but I don't think you take it far enough.  Language is for communication.  One use of language is communicating science.  It's not a scientific challenge to realize you need a single word to describe breathing and fire.  The words merely communicate the science; science has nothing to do with words or with "carving the world up" into words.  Indeed natural language often fails to communicate science; scientists have to rely on formalizations.

The next step is to apply this to all of human psychology and realize that no aspect of human psychology relates to the world in any way; it's convention all the way down.

If we reject the idea that the conventional meaning of words should restrict us, why is it a 'nitwit game' to call dolphins, fish?  'Fish' can mean whatever we like it to - just because the word is used in science to refer to things that aren't mammals doesn't mean we have to use it that way.

Caledonian, octopi have never been considered fish.

They are aquatic animals.  But that is irrelevant - the argument is being made with dolphins.  And that is irrelevant, because the point concerns why failing to use a word in the conventionally-accepted manner is suddenly a "nitwit game", not which word is used to make this curious argument.

Seeking the "real meanings" of words is neither useless nor futile.  The point is to recognize that definitions are not a matter of objective and universal truth but of societal labeling convention.  What we're seeking is a deeper, explicit understanding of that convention.

Go back a few thousand years and try telling a fisherman that dolphins aren't fish.  He'd look at you like you were a fool - which you of course would be.

The word, "fish", is not the real issue. What actually matters is that including dolphins in that category leads to making incorrect inferential predictions ("Salmon, guppies, sharks, and trout all lay eggs, so dolphins probably do too.") as well as weakening the ability to make correct ones ("Do trout have gills? Well, salmon do, but dolphins don't, so who knows.")

What kinds of properties is your "aquatic animals" category better at predicting? (And "living in water" doesn't count, because that's what you have to already know to see if something's in the category.)

Octopi were never considered fish but were always considered aquatic animals. They simply aren't fish and neither are dolphins. If I argue with a fisherman of a few thousand years ago I will have the more correct understanding because things have been learned about these animals in between the time he lived and I do.

First off, making any inferential predictions based solely on the fact that two things are in the same category is unwise.  Inferences are strong when they are founded in a wide and deep knowledge base.  They are always weak when founded on a single point, regardless of what that point is.  If we know nothing about the sorts of things that are included in 'aquatic animals' or the criteria that defines the category, having only two examples doesn't permit us to conclude much of anything about how similar those things are.

Secondly, if we try to make category-based inferences anyway, any categorical distinction lends itself to the errors you've mentioned.  Even two dolphins have many things that are different between them.  That is not a reason to refuse to have the category 'dolphin' or to place things in it.

Categories and labels are not supposed to be used to predict anything.  That is not their purpose or function, and not surprisingly, they are not well-suited for the task.  They are used to indicate that a specific set of similarities hold:  this set can include many different properties, or only a single one.  They say absolutely nothing about additional properties.  They're descriptions, and descriptions only.

When words permit us to make additional predictions about properties that we care about, we find those categorical distinctions more useful than others.  But useful is not the same as correct, and any correct distinction has an inherent usefulness.

"You cannot hide behind a comforting shield of correct-by-definition.  Both extensional definitions and intensional definitions can be wrong, can fail to carve reality at the joints.
"Categorizing is a guessing endeavor, in which you can make mistakes; so it's wise to be able to admit, from a theoretical standpoint, that your definition-guesses can be "mistaken"."

I agree heartily with most of this post, but it seems to go off the rails a bit at the end in the section I quote above.  Eliezer says intensional definitions (that is, categorizations based on the arbitrary highlighting of certain dimensions as salient) can be "wrong" (i.e. untrue) because they fail to carve reality at the joints.  But reality, in its full buzzing and blooming confusion, contains an infinite numbers of 'joints' along which it could be carved.  It is not at all clear how we could say that focusing one some of those joints is "true" while focusing on other joints is "false," since all such choices are based on similarly arbitrary conventions.

Now, it is certainly true that certain modes of categorization (i.e. the selection of certain joints) have allowed us to make empirical generalizations that would not otherwise have been possible, whereas other modes of categorization have not yielded any substantial predictive power.  But why does that mean that one categorization is "wrong" or "untrue"?  Better would seem to be to say that the categorization is "unproductive" in a particular empirical domain.

Let me make my claim more clear (and thus probably easier to attack): categories do not have truth values.  They can be neither true nor false.  I would challenge Eliezer to give an example of a categorization which is false in and of itself (rather than simply a categorization which someone then used improperly to make a silly empirical inference).

PH, my reply is contained in Mutual Information, and Density in Thingspace.

I have to disagree with this, TGGP.  "They simply aren't fish" is only a meaningful statement if you presuppose what 'fish' refers to in a particular way.

'Fish' is being used to refer to different concepts.  One of these concepts might be expressed in today's language as something like "streamlined aquatic vertebrate", so tuna, dolphins, and sharks would all count as 'fish'.  Octopi, turtles, and jellyfish wouldn't.  It's a matter of body structure.  The modern use of the word refers to a more specific biological concept that excludes dolphins, octopi, turtles, and jellyfish (despite the name), and possibly sharks too.  (I'd have to look that up.)

It's basically a translation issue.  If you told the fisherman that "dolphins aren't fish", he would understand 'fish' to refer to a very different concept than its reference for you.  By his concept, you would be wrong; by yours, he would be wrong.  The key is to recognize what his referred concept is and how it differs from yours.  You could explain that the word is used differently where you're from, explain how it's used, and possibly persuade the fisherman that your meaning is more useful than his.    But if you keep using a different language that merely appears similar, a different mapping of word-to-meaning, you will never communicate anything with the man.

Whenever we wish to use a different meaning for a word than the generally-accepted one, we must state that we're doing so and what the new meaning is, explicitly.  That is the only way we can hope to communicate with each other.

Your use of the word 'fish' is not more correct.  It is more specific.

Sharks are considered fish of a certain type, in that they have a "full cartilaginous skeleton," at least per Wikipedia. Contrast with bony fish (e.g., tuna, catfish). Also considered fish are stingrays and such. 

I would suppose that because we are more specific about the shark subset, we can safely make more assumptions on it. I've been told always that sharks were cold-blooded. According to that Wikipedia article, that is a false belief; most sharks are but some are not. 

I would agree that it is a translation issue, because that's what language lets people do when they talk/write/etc. But what about internally? What does it say now that I know some sharks (and therefore fish) are warm-blooded? I mean, besides getting pedantic and correct my daughter's teacher when that comes up. 

I would appear my previous definition of fish is wrong.

Fish, like reptiles are paraphyletic.  The cladistic revolutionaries want to abolish the category altogether, or reduce it to just the ray-finned fishes - excluding coelacanths, lungfish, the cartilaginous fish (sharks, rays, skates and chimaeras), and the cyclostomes (hagfish and lampreys).

The result is that some sources will use fish as equivalent to the monophyletic group actinopterygii and others use the traditional polyphyletic pisces.  Anytime you see a generalisation about fish that isn't true of sharks, there's a good chance that the original source was using fish to mean actinopterygii.

In many ways, it's a more useful classification - 96% of fish species are in actinopterygii, and there is an awful lot of anatomy that is shared by the actinopterygii but not by the rest of the fish.  If you're going to exclude cetaceans because they have more in common with land animals than with actinopterygii then why not exclude lungfish and coelacanths for the same reason?

I have no idea what you mean by modern art. "Modern" referring to the time of creation or to a loose collection of specific artistic movements thriving mostly in the first half of the 20th century? Neither makes much sense to me when declared non-art; the first seems to include everything contemporary while the second includes, for example, Picasso or Virginia Woolf. 

Modern-art is a specific type of art that was dominant between about 1860 to 1970'ish.  Famous modern-artists are Picasso, and Van Goh, among others.  It tends to be quirky and weird, but much more structured than simply splashing buckets of paint on a canvass.

A lot of people consider the vast majority of it to be trash.  It's telling that it can be difficult to distinguish between modern art created by truly talented painters like Picasso and a hack who couldn't paint a simple bowl of fruit.

But then, art is fuzzy and subjective, so modern-art is not entirely dead.

The definition of art begins to matter a lot when governments have bizarre laws that require spending public funds on it -- e.g. Seattle's SMC 20.32.030 "Funds for works of art" which states that "All requests for appropriations for construction projects from eligible funds shall include an amount equal to one (1) percent of the estimated cost of such project for works of art..."

Of course, the law doesn't even attempt to define what is and isn't "art".  They leave that up to the Office of Arts and Cultural Affairs... and I'm sure those folks spend PLENTY of time (also at public expense) debating exactly that question.

I think that Public_Heretic and Eielizer are actually having a disagreement about the definition of the word "Category".

If Eliezer says that a Category is "a label applied to a set of words that describe things which are similar", Then he is correct to say that a Category is "Wrong" or "not a proper category" if the words contained in the set do not describe things which are similar.

If Public_Heretic defines a Category as "a label applied to a set of words that describe things", then he is correct in saying that there can be no wrong or false categories, so long as the label is applied to a set of words.

I'm sure they would both agree to the point that a label applied to a set of words that describe things which are similar is more useful than a label applied to a set of words that describes things which are not similar.

Its hard for me to put it into words... but i have that feeling in the back of my head of something being wrong.

Maybe I'm a gullible philistine, because while i don't personally appreciate it, I do hold modern art to fall under the "art" category. Python, not so. Python is more of a tool it seems. You could say that a Python program could be art, and I would accept that. but the language itself doesn't seem to fit "art" as much as it does "tool". 

Now before you blame me of tossing around and manipulating definitions, I'm going by what i think is the current general understanding of those words. its quite useful following current understandings of words otherwise pizza quietly bucket decision.

Also, you call rationality an "art". I see where you're going with that, and i do agree that rationality can be thought of as an art. If I'm not mistaken, your idea behind this is to keep people from falling into the trap of thinking of it as a "method" or something similar, thereby making it a conditional tool, rather than a general style of approaching life.

But honestly it seems to me that saying modern art is not art is to make yourself a philistine. Saying the Python programming language is art feels like stretching the definition of art much like your example of stretching the definition of fish to include dolphins. Perhaps that statement was a jest or some sort of sarcasm i missed. If so i apologize.

Anyway, i'm not going to try to put what i think art means into words, as i either dont know enough words to do so, or simply cant think of them. But i do have the concept in my mind, and it feels like this post is violating this understanding, in a somewhat hypocritical manner.

I know this is six months out from your original post, but I figured I'd respond anyway.  Also, this is my first post, so forgive me if it's not of the quality expected.

It would appear you view the language as the tool and the products of the language as art, much like the paintbrush and the painting.  Would it be fair to say that most, if not all, nontrivial products of the language are to be considered art, at least by you?  If so, consider that Python is written in English and is nontrivial.  It's compilers/interpreters/implementations are written in other languages as well (C, RPython, &c.) and are also nontrivial.  I think with those ideas in mind it's easier to see the tool as a piece of art; it is as though the paintbrush itself is painted and carved.  The language is artfully crafted to be easily read and written.  So I think, using what I have interpreted to be your meaning of the word "art" and the way you group it, we have no pizza quietly bucket decision going on here.  Though you may still see this as a stretch of a boundary, it is how I see the concept of the Python language as an art.

Maybe this is covered in another post, but I'm having trouble cramming this into my brain, and I want to make sure I get this straight:

Consider a thingspace. We can divide the thingspace into any number of partially-overlapping sets that don’t necessarily span the space. Each set is assigned a word, and the words are not unique.

Our job is to compress mental concepts in a lossy way into short messages to send between people, and we do so by referring to the words. Inferences drawn from the message have associated uncertanties that depended on the characteristics we believe members of the sets to have, word redundancy, etc. 

In principle, we can draw whichever boundaries we like in thingspace (and, I suppose, they don’t need to be hard boundaries). But EY is saying that it’s wise to draw the boundaries in a way that "feels" right, which presumably means that the members have certain things in common. Then when we make inferences, the pdfs are sharply peaked (since we required that for set membership), and the calculation is simpler to do.

He also says that it’s possible to make a "mistake" in defining the sets. Does this result from the failure to be consistent in our definitions, a failure to assign uncertainties correctly, or a failure to define the sets in a wise way?

I think what I mean by "Aha, this the meaning of the word flooble" is:
"I use the word flooble in everyday life, and I feel comfortable with it. But until now I've never been able to 'play Taboo' with it. Now I can give a substantive definition of how I use it. This will be useful if I need to unpack my utterances for other people (or, conceivably, computers). Also, when people near me in 'language space' use the word flooble, we can compare definitions and possibly dissolve arguments."

So "the meaning" here isn't a definition of the word (all must bow to the mighty power of the definition), but a location of my language along the 'flooble-meaning' axis. To put it another way, the meaning that we "feel" is the one in our (individual) heads. Of course the word has little power if you can't use it for communication --- although we shouldn't underestimate its use in the internal monologue.

In all this, I realise other people may be located at other places along the "meaning-meaning" axis, and mean something else by "Aha, this is the meaning of..." but Doug S., in the comment you link, says:

I've come up with what is, to me, a satisfactory definition of "art"...

which is a more unpacked version of "meaning" than I usually manage.

The second point I want to make is about words being "wrong" --- saying "fish" and meaning to include dolphins, for example.

In a sense, I'm using the top of the post to argue with the bottom of it.

Wondering how to define a word means you're looking at the problem the wrong way—searching for the mysterious essence of what is, in fact, a communication signal.

You come up with a list of things that feel similar, and take a guess at why this is so.  But when you finally discover what they really have in common, it may turn out that your guess was wrong.  It may even turn out that your list was wrong.

We have two different uses of words here. Firstly, you have a communication signal, which means "When I say this word, I trust that it conjures a picture in your head which is broadly similar to mine." --- so, for example, you can say "go to the shops and get some fish" to your partner, and you know that they'll bring back, not just fish, but the right kind of fish --- or maybe the shop had no fish, so they got crab, or chicken. Of course, they wouldn't argue that they'd brought home fish, but the mental picture painted by the word was sufficient that you are happy with their purchase.

Secondly, you have an academic, informational label, which means "Things whose properties are generally correlated for some underlying reason, so that observations of a large set of these things carry evidence about all of these things." "Is a trout a fish? It has scales and gills, this is good evidence, so we'll accept that it's likely to be a fish. Therefore we guess that it lays eggs." Again, there is an underlying cultural assumption, but the scientific literature makes this explicit. We can actually test whether a dolphin is a (biological) fish, by looking at the properties written in the textbook.

These two uses of words are related, of course, but they are different. In the first case, all you can say about the "meaning" of the word is the dictionary-writer's approach --- roughly how are people using the word? Can we form a better indication of what they mean by it than a list? A use of the word can "fail" in the sense that the idea in the speaker's head hasn't been transmitted to the listener, but apportioning blame in this case is pretty pointless. If we must (in order to avoid the problem in the future, for example), I put the onus on the speaker to ensure that they use words which are appropriate to their current milieu and on the listener to use the milieu to interpret the words. If you have gone back in time and say "I eat fish" and someone presents you with unwanted dolphin-meat, that was your error. If they have come to the present (their future) and say "dolphins are my favourite fish", it's reasonable to update their vocabulary. In either case, adapting the outliers to the population is a reasonably low-cost way of doing business.

In the second use of a word, an authority really has defined the word to mean something, and a use of it can be "wrong" by not matching the definition. We can also ask "is the authority's definition helpful?" which I think is where you're going with "dolphins aren't fish, even if everyone thinks they are". If the textbooks define "fish" in such a way to include dolphins, and then we determine that dolphins don't fit into the same categories as other fish, it's worth taking them out of the category to avoid future confusion.

As a final remark, consider the use of the word "dairy [products]". A good way to start an argument is to ask if this classification includes eggs. (This is pertinent to me, since I'm allergic to both milk and eggs. I want to make sure people don't give me butter, so I say "no dairy products", and then I either say "or eggs" or "including eggs". Experience has shown that neither of these phrasings will avoid an argument.)

I think what I mean by "Aha, this the meaning of the word flooble" is:
"I use the word flooble in everyday life, and I feel comfortable with it. But until now I've never been able to 'play Taboo' with it. Now I can give a substantive definition of how I use it. This will be useful if I need to unpack my utterances for other people (or, conceivably, computers). Also, when people near me in 'language space' use the word flooble, we can compare definitions and possibly dissolve arguments."

So "the meaning" here isn't a definition of the word (all must bow to the mighty power of the definition), but a location of my language along the 'flooble-meaning' axis. To put it another way, the meaning that we "feel" is the one in our (individual) heads. Of course the word has little power if you can't use it for communication --- although we shouldn't underestimate its use in the internal monologue.

In all this, I realise other people may be located at other places along the "meaning-meaning" axis, and mean something else by "Aha, this is the meaning of..." but Doug S., in the comment you link, says:

I've come up with what is, to me, a satisfactory definition of "art"...

which is a more unpacked version of "meaning" than I usually manage.

The second point I want to make is about words being "wrong" --- saying "fish" and meaning to include dolphins, for example.

In a sense, I'm using the top of the post to argue with the bottom of it.

Wondering how to define a word means you're looking at the problem the wrong way—searching for the mysterious essence of what is, in fact, a communication signal.

You come up with a list of things that feel similar, and take a guess at why this is so.  But when you finally discover what they really have in common, it may turn out that your guess was wrong.  It may even turn out that your list was wrong.

We have two different uses of words here. Firstly, you have a communication signal, which means "When I say this word, I trust that it conjures a picture in your head which is broadly similar to mine." --- so, for example, you can say "go to the shops and get some fish" to your partner, and you know that they'll bring back, not just fish, but the right kind of fish --- or maybe the shop had no fish, so they got crab, or chicken. Of course, they wouldn't argue that they'd brought home fish, but the mental picture painted by the word was sufficient that you are happy with their purchase.

Secondly, you have an academic, informational label, which means "Things whose properties are generally correlated for some underlying reason, so that observations of a large set of these things carry evidence about all of these things." "Is a trout a fish? It has scales and gills, this is good evidence, so we'll accept that it's likely to be a fish. Therefore we guess that it lays eggs." Again, there is an underlying cultural assumption, but the scientific literature makes this explicit. We can actually test whether a dolphin is a (biological) fish, by looking at the properties written in the textbook.

These two uses of words are related, of course, but they are different. In the first case, all you can say about the "meaning" of the word is the dictionary-writer's approach --- roughly how are people using the word? Can we form a better indication of what they mean by it than a list? A use of the word can "fail" in the sense that the idea in the speaker's head hasn't been transmitted to the listener, but apportioning blame in this case is pretty pointless. If we must (in order to avoid the problem in the future, for example), I put the onus on the speaker to ensure that they use words which are appropriate to their current milieu and on the listener to use the milieu to interpret the words. If you have gone back in time and say "I eat fish" and someone presents you with unwanted dolphin-meat, that was your error. If they have come to the present (their future) and say "dolphins are my favourite fish", it's reasonable to update their vocabulary. In either case, adapting the outliers to the population is a reasonably low-cost way of doing business.

In the second use of a word, an authority really has defined the word to mean something, and a use of it can be "wrong" by not matching the definition. We can also ask "is the authority's definition helpful?" which I think is where you're going with "dolphins aren't fish, even if everyone thinks they are". If the textbooks define "fish" in such a way to include dolphins, and then we determine that dolphins don't fit into the same categories as other fish, it's worth taking them out of the category to avoid future confusion.

As a final remark, consider the use of the word "dairy [products]". A good way to start an argument is to ask if this classification includes eggs. (This is pertinent to me, since I'm allergic to both milk and eggs. I want to make sure people don't give me butter, so I say "no dairy products", and then I either say "or eggs" or "including eggs". Experience has shown that neither of these phrasings will avoid an argument.)

As a final remark, consider the use of the word "dairy [products]". A good way to start an argument is to ask if this classification includes eggs. (This is pertinent to me, since I'm allergic to both milk and eggs. I want to make sure people don't give me butter, so I say "no dairy products", and then I either say "or eggs" or "including eggs". Experience has shown that neither of these phrasings will avoid an argument.)

Really? If you say "no dairy products or eggs" people will argue? This seems to imply each of:

"Or", in casual conversation, is typically interpreted and meant as being, implicitly, exclusive (this is whence the 'and/or' construction). It's not how "or" is used in formal logic that they would misunderstand, but rather, whether you meant it in the formal-logic sense.

Also, now I'm curious. Do you just happen to be allergic to both milk and eggs, or are you allergic to something they both have in common?

If it's common to have an allergy to both, that would be a good reason to call them both dairy. Although I'm not sure it's good to use allergies as part of these definitions, since it's dangerous to have the imprecision of common definitions when dealing with allergies. If the only sensible thing to do is say that you're allergic to dairy and eggs, then defining dairy to include eggs just means you'll end up being redundant.

I propose a compromise.  We take dolphins from the fish list, and justly exchange it with Python on the other list.

Greetings ! I am new to your blog. Some articles of yours are truly enlighting me. However, there are posts like this which I clearly don't understand the point made. The conclusion here is that you can be mistaken at categorizing things :

"Categorizing is a guessing endeavor, in which you can make mistakes; so it's wise to be able to admit, from a theoretical standpoint, that your definition-guesses can be "mistaken". "

Such conclusion is obvious and given in almost any of your articles about words I've read so far. So... what's the point here anyway? To my opinion, the article doesn't answer to the title at all, and I read it twice.

Overall, I feel a huge lack of clarity in many of your articles or perhaps it's just me but most of the time I don't get the big picture. I'd like to understand more of you because I see that sometimes your ideas are very interesting.

Can the author or any of his readers explain to me what is he truly trying to say about definitions on this article and others, more than just "defining words are hard" and such trivial stuff please? I would gladly read you.

PS1: " A Human's Guide to Words " is quiet an inapropriate title for such an obscure/unclear serial of articles about words.

PS : I apologize for my never-to-be-perfect english.

What is wrong (if you don't try to match the real biological taxonomy of Pisces) with definition like "vertebrate constantly living in water" for "fish"? While true_fish and dolphins have some differences, they have the very common points that led to the unification in the first place.

EDIT: Had already expanded upon by Scott Alexander.

I feel the need to address the python vs. modern art thing too - if you just compare the extensional list of art against the intensional definition, you'll see that modern arts pass as arts (at least sometimes) while python definitely doesn't. Modern arts involve some work, are intended to inspire aesthetic emotions, and often do in some people experiencing them. Python, while being an elegant tool, was not (probably) designed with the primary intention of producing emotions, but rather with the intention of being a convenient tool to code.

Also, there is a legitimate quest of finding the "right definition" of a word, as in what concept it represents. Even if there is no class corresponding to it in reality (e.g. God) the existence of the word means some people treat it as a meaningful concept. If enough people use the same word with enough gravitas, and you want to talk to them about it, you will need to understand what their common ground of the idea is. Even if, as with free will, you arrive at the conclusion that there is no common ground to speak of. Not as interesting as carving reality, perhaps, but if you are somewhat interested in what other humans think, it does have merit.

That fish list was a pretty good historical example but I can give you a current example: what is a continent?



Entropy, and Short Codes

Suppose you have a system X that's equally likely to be in any of 8 possible states:

There's an extraordinarily ubiquitous quantity—in physics, mathematics, and even biology—called entropy; and the entropy of X is 3 bits.  This means that, on average, we'll have to ask 3 yes-or-no questions to find out X's value.  For example, someone could tell us X's value using this code:

So if I asked "Is the first symbol 1?" and heard "yes", then asked "Is the second symbol 1?" and heard "no", then asked "Is the third symbol 1?" and heard "no", I would know that X was in state 4.

Now suppose that the system Y has four possible states with the following probabilities:

Then the entropy of Y would be 1.75 bits, meaning that we can find out its value by asking 1.75 yes-or-no questions.

What does it mean to talk about asking one and three-fourths of a question?  Imagine that we designate the states of Y using the following code:

First you ask, "Is the first symbol 1?"  If the answer is "yes", you're done:  Y is in state 1.  This happens half the time, so 50% of the time, it takes 1 yes-or-no question to find out Y's state.

Suppose that instead the answer is "No".  Then you ask, "Is the second symbol 1?"  If the answer is "yes", you're done:  Y is in state 2.  Y is in state 2 with probability 1/4, and each time Y is in state 2 we discover this fact using two yes-or-no questions, so 25% of the time it takes 2 questions to discover Y's state.

If the answer is "No" twice in a row, you ask "Is the third symbol 1?"  If "yes", you're done and Y is in state 3; if "no", you're done and Y is in state 4.  The 1/8 of the time that Y is in state 3, it takes three questions; and the 1/8 of the time that Y is in state 4, it takes three questions.

(1/2 * 1) + (1/4 * 2) + (1/8 * 3) + (1/8 * 3)
= 0.5 + 0.5 + 0.375 + 0.375
= 1.75.

The general formula for the entropy of a system S is the sum, over all Si, of -p(Si)*log2(p(Si)).

For example, the log (base 2) of 1/8 is -3.  So -(1/8 * -3) = 0.375 is the contribution of state S4 to the total entropy:  1/8 of the time, we have to ask 3 questions.

You can't always devise a perfect code for a system, but if you have to tell someone the state of arbitrarily many copies of S in a single message, you can get arbitrarily close to a perfect code.  (Google "arithmetic coding" for a simple method.)

Now, you might ask:  "Why not use the code 10 for Y4, instead of 000?  Wouldn't that let us transmit messages more quickly?"

But if you use the code 10 for Y4 , then when someone answers "Yes" to the question "Is the first symbol 1?", you won't know yet whether the system state is Y1 (1) or Y4 (10).  In fact, if you change the code this way, the whole system falls apart—because if you hear "1001", you don't know if it means "Y4, followed by Y2" or "Y1, followed by Y3."

The moral is that short words are a conserved resource.

The key to creating a good code—a code that transmits messages as compactly as possible—is to reserve short words for things that you'll need to say frequently, and use longer words for things that you won't need to say as often.
 
 When you take this art to its limit, the length of the message you need to describe something, corresponds exactly or almost exactly to its probability.  This is the Minimum Description Length or Minimum Message Length formalization of Occam's Razor.

And so even the labels that we use for words are not quite arbitrary.  The sounds that we attach to our concepts can be better or worse, wiser or more foolish.  Even apart from considerations of common usage!

I say all this, because the idea that "You can X any way you like" is a huge obstacle to learning how to X wisely.  "It's a free country; I have a right to my own opinion" obstructs the art of finding truth.  "I can define a word any way I like" obstructs the art of carving reality at its joints.  And even the sensible-sounding "The labels we attach to words are arbitrary" obstructs awareness of compactness.  Prosody too, for that matter—Tolkien once observed what a beautiful sound the phrase "cellar door" makes; that is the kind of awareness it takes to use language like Tolkien.

The length of words also plays a nontrivial role in the cognitive science of language:

Consider the phrases "recliner", "chair", and "furniture".  Recliner is a more specific category than chair; furniture is a more general category than chair.  But the vast majority of chairs have a common use—you use the same sort of motor actions to sit down in them, and you sit down in them for the same sort of purpose (to take your weight off your feet while you eat, or read, or type, or rest).  Recliners do not depart from this theme.  "Furniture", on the other hand, includes things like beds and tables which have different uses, and call up different motor functions, from chairs.

In the terminology of cognitive psychology, "chair" is a basic-level category.

People have a tendency to talk, and presumably think, at the basic level of categorization—to draw the boundary around "chairs", rather than around the more specific category "recliner", or the more general category "furniture".  People are more likely to say "You can sit in that chair" than "You can sit in that recliner" or "You can sit in that furniture".

And it is no coincidence that the word for "chair" contains fewer syllables than either "recliner" or "furniture".  Basic-level categories, in general, tend to have short names; and nouns with short names tend to refer to basic-level categories.  Not a perfect rule, of course, but a definite tendency.  Frequent use goes along with short words; short words go along with frequent use.

Or as Douglas Hofstadter put it, there's a reason why the English language uses "the" to mean "the" and "antidisestablishmentarianism" to mean "antidisestablishmentarianism" instead of antidisestablishmentarianism other way around.

Roland, I remember an erratum where I had that quantity equal to 0.475 instead of 0.375, but I also remember fixing it, and the web text seems to agree - are you perchance seeing 0.475 in an RSS feed?

Firstly, saying "you can define a word any way you want" is not the same thing as "any way which is meaningful to you".
Secondly, I don't believe the development on entropy has anything to do with the convenience of using short words for often used concepts.   "chair" is a meaningful piece of jointed reality not because of its intrinsic physical properties but because of its handiness for humans.  A dolphin would find "chair" as a significant piece of jointed reality absurd.
Thirdly, there is an obvious distinction bewteen using language descriptively and using it predictively.  I would agree with you that mistakes often arise when moving from the descriptive to the predictive incautiously.   That doesn't, however, make the descriptive use of language invalid, or even unwise, 98% of the use of language is descriptive. (I have proof of that statistic, but it won't fit in this margin).

"antidisestablishmentarianism way around" should be "antidisestablishmentarianism other way around".

It's called entropy because somebody told Shannon that the same mathematical quantity already existed in thermodynamics, when the question what to call it came up.

I don't know that there's any other operational connection.

Like there's no entropy gradient giving the arrow of time, or system-wide increase.

Okay, now let's code those factory objects!
1 bit for blue not red
1 bit for egg not cube
1 bit for furred not smooth
1 bit for flexible not hard
1 bit for opaque not translucent
1 bit for glows not dark
1 bit for vanadium not palladium

Nearly all objects we encounter code either 1111111 or 0000000.
So we compress all objects into two categories and define: 1 bit for blegg (1111111) not rube (0000000).
But, alas, the compression is not lossless, because there are objects which are neither perfect bleggs nor rubes: A 1111110 object will be innocently accused of containing vanadium, because it is guilty by association with the bleggs, subjected to unfair kin liability!
Still, in an enviroment where our survival depends on how faithfully we can predict unobserved features of those objects we stand good chances:

Nature: "I have here an x1x1x1x object, what is at it's core?"
We suspect a blegg and guess Vanadium - and with 98% probability we are right, and nature awards us a pizza and beer.

Now the evil supervillain, I-can-define-any-way-I-like-man (Icdawil-man, for short), comes by and says:
"I will define my categories thus: 1 bit for regg (0101010) not blube (1010101)"
While he will achieve the same compression ratio, he looses about 1/2 of the information in the process. He has failed to carve at the joint. So much the worse for Icdawil-man.

Nature: "I have here an x1x1x1x object, what is at it's core?"
Icdawil-man suspects a regg, guesses Palladium, and with 98% probability starts coughing blood...

Next along comes the virtuous and humble I-refuse-to-compress-man:

Nature: "I have here an x1x1x1x object, what is at it's core?"
Irtc-man refuses to speculate and is awarded a speck in his eye.

Next along comes the brainy I-have-all-probabilities-stored-here-because-I-can-man:

Nature: "I have here an x1x1x1x object, what is at it's core?"
Ihapshbic-man also gets a pizza and beer, but will sooner be hungry again than we will. That's because of all the energy he needs for his humongous brain which comes in an extra handcart.

There is different-base-concepts-alien who views the world with radar, x rays and sonar

Dbc-alien says "I don't understand half of your coding (colour, translucency, glowingness) and the other things are high level concepts I don't tend to bother with. It is like trying to ask me to identify a cat by density, I can always tell between what has vanadium and palladium via the way they refract x rays".

There is also not-important-for-me ant who gives not a fig whether something is a blegg or a rube.

Nifm ant goes to eats remnants of the pizza and beer given to ihapshbic and us, and out can survive because it hasn't even bothered to try and build a big brain to remember anything.

Make attention to use the entropy .
The entopy is based on the idea that the amount of information in binary string S is Log(S) , the number of bit to directly code the string .
This is wrong , the correct information is the Kolmogorov complexity of S .
Nowaday the scientific literature don't focus on this difference and very often use Log(S) instead of K(S) ( K is the Kolmogorov complexity function ) and justify this becouse K(X) is uncomputable and becouse for the major part of K(X) value it is approximable by Log(X) in a mathematical context .
This wrong assumption is done becouse people think that every object , every binary string can happen . This is wrong , only few bit string with lenght 1000000 can happen becouse a system that produce 2^1000000 object , string can not exist.
What this mean is that the object are always small ! The object stay in that value smaller than Log(X) in the function K(X) .

"This wrong assumption is done becouse people think that every object , every binary string can happen . This is wrong , only few bit string with lenght 1000000 can happen becouse a system that produce 2^1000000 object , string can not exist."

Eliezer, the problem is with the sign.
You wrote:
-(a) = a

"Prosody too, for that matter - Tolkien once observed what a beautiful sound the phrase "cellar door" makes; that is the kind of awareness it takes to use language like Tolkien."

Out of curiosity, did you ever study Tolkien's languages.

I personally found that after reading that one line, my estimation of Tolkien just shot through the roof. It's also kind of inspiring, in the sense, you want to now start writing because it just somehow seems.......... cooler. 

To answer your question , I think the card can be one of the better random generator existing, so it is absolutely not a frauds ( and pheraps I will buy one ... thank you for the link ) .
But there are many definition of random . The only one theoretical random definition I accept as true is that a bit string S is random only if this string has K(S) >=Len(S) .
My strong deterministic opinion is that in the real world these random objects exist only if we take short object , also for quantum field (  like Wolfram think ).
I read articles where people reasoning on the quantum field and the relation on exponential or polynomial world , I don't know what is the answer but I don't think that quantum filed open the door for an exponential world.
This opinion come to me from many discrepance I find in the mathematical description and what happen in practical .
For example for the K function ( Kolmogorov complexity ) there are proof say that for major part of value we have K(X)>=Log(X) and if you watch on the function you can say it is absolutely correct , not only but for very very few case we have K(X)<Log(X) and also from a statistical point of view all is coherent.
The probability to compress X using the optimal K function with a dimension of N bits into a Y with a dimension of N/2 bits is (2^(N/2))/(2^N)  .
This probability is exponential low!
So for increasing value X the probability to have a small K(X) is very low.
What this mean for practical point of view?
This mean that if I take a file from my pc and then I try to compress this file using a very very bad compressor ( becouse the K function is an idealized compressor with an infinite power ) it is crazy to hope to compress it .
But I absolutely sure that I am able to compress it and with high probability of 50% ! .
Why? What happen ?
There are many explanation we can give to this phenomena but the follow is my opinion.
When we get an object , when we receive an input this object is only a representation of the information of the object computed by a program , every program has limited power , we can define this power as a limit on the size of the bitstring that this program can do .
I call this limit M and using this limit something change , for examples the number of available bit string of lenght  N in a mathematical view are 2^N , now become min( 2^N , M/N ) .
The compression probability change ...
The universal distribution change ...
But the interesting property of this vision is that it make pactical aspecative coherent with theretical function .
In the standard mathematical/statistical view is more easy to compress small string and become more difficult to compress large string in absolutely opposition in what happen in the real world! When I have a small file I think will be difficult to compress it and when I have a big file I think that I will get a big compression ratio.

If you watch this function min( 2^N , M/N ) what happen is this! for small string we have exponential behaviour and this is coherent with mathematical classical view but after a limit M what happen change and the probability to compress for example increase! .

Another important characteristic is that big variation on the parameter M make small variation on the behaviour of the function , so is more important to assume the existence of this behaviour also if we don't know M also if it is impossible to compute M !.

This cause a discrepance in the entropy , in the assumption of Log as function of information measurement , etc ... becouse this theories suppose an exponential world ! a very big world! ( exponential functions are very big and we can not underrate them ! )

There are many consequence of this simple observation and many to be investigate .

I don't know if quantum field will open the exponential door but the world behaviour  seem to me polynomial.

Frank, how about the way it actually happened; guy #5 bashes you over the head with a rube, and steals your beer, your pizza and your woman?

Suppose you have a system X that's equally likely to be in any of 8 possible states [...] on average, we'll have to ask 3 yes-or-no questions to find out X's value.

Eliezer: is there a formal connection between entropy and binary search?  A binary search of that system would also terminate in three operations, right?

sorry to butt in, but he's written so much good stuff, i have to imagine he's happy whenever anyone else can expound on a point.

now, the binary search algorithm has to have a way to order the things it is searching through in order to work, and in the article Eliezer was just using the numbers as symbols for what state a system could be in (in other words, we are mentally imputing the ordering of the symbols because of our familiar concept of numbers), but i know what you were getting at, and yes, there is an intimate connection between entropy and binary search.

one of the ways to think about how much "information" or "entropy" (the two words do not really mean the same thing, but they both get used from so many different angles that no one can keep them straight - see John von Neumann's infamous quotation about why Claude Shannon ought to name the ubiquitous formula "entropy") - anyway one of the ways to think about how much information is in something, is to ask how many yes/no questions you have to ask to fully specify it.  you might even notice Eliezer going through that process in the text of the article, e.g. "and we learned this with a total of 4 questions."  the number of yes/no questions is the number of bits of information/entropy.  in other words a bit of information is what allows you to distinguish in a choice between 2 alternatives, or, if you have a whole lot of alternatives, a bit of information is what allows you to eliminate half of them from consideration.

when you perform a binary search, you are basically doing the same thing, asking a series of yes/no questions, but with a special case of question - remember to use the binary search algorithm your input has to be ordered.  so you are asking a series of questions: "is it in this half or in that half?", the "halves" being decided by the middle value in the ordering, and of course each time you eliminate half of the choices from consideration.

so your intuition was correct, it is no coincidence that a binary search would also terminate in 3 steps.

michael redman
champaign, il, usa
michael01100@gmail.com
www.locative.me/~michael

Very interesting article! It seemed very surprising to me that the information entropy can be interpreted as the (minimum average) number of yes/no-questions needed to fully determine the state of a system. Especially since the value of the entropy depends on the units (i.e. what logarithm base you use). Is the use of base two related to the fact that the answers can be either 'yes' or 'no' (binary)?

Another question. Suppose you have a system X in 4 possible states {X1,X2,X3,X4} with probabilities {3/8,2/8,2/8,1/8} respectively. The information entropy is about 1.91 bits. But I couldnt find any series of yes/no questions to ask that would give me 1.91 questions on average. An average of 2 questions is the best I could do. That is the same as the situation with probabilities {1/4,1/4,1/4,1/4} even though we have more information than that in our present case. Am I not looking hard enough?

I`m really trying to get a grasp on the concept of information entropy so I hope someone can answer my questions.

EDIT: Welcome to LessWrong.  You may want introduce yourself in the welcome thread

 Especially since the value of the entropy depends on the units (i.e. what logarithm base you use). Is the use of base two related to the fact that the answers can be either 'yes' or 'no' (binary)?

{3/8,2/8,2/8,1/8} ... 1.91 bits ... 2 questions.
Am I not looking hard enough?

No, there really aren't.  A simpler example is just taking two options, with unequal probabilities (take {1/8, 7/8} for concreteness).  Again, you have to ask one question even though there is less than one bit (0.54 bits if I did the math right).  However, if you have many copies of this system, you can ask questions about the entire subset that can (on average over all possible states of the entire system) describe the entire system with less than one question per system, and in the limit of an infinite number of subsystems, this approaches the entropy.

E.g, for two systems, labeling the first state as 0, and the second as 1, you have the following tree:  

Total average questions = 49 + 2*7 + 3*8 = 87/64 < 2, but greater than 2*0.54.

Is there a short, pronounceable word for the underscore symbol?

I'm confused. What makes "chair" the basic category? I mean, obviously more basic categories will have shorter words -- but who decided that "solid object taking up roughly a cubic meter designed to support the weight of a single sitting human" was a basic category?

It probably comes down to frequency of use, as Eliezer alludes in the next couple of sentences.  Shorter words are easier to use and likely to be preferred, but independently of that, the need to refer to an object sized and designed for one person to comfortably sit on it will likely come up more often than the need for a word for "personal recuperation armature, padded interface surfaces, overstuffed, with position-activated leg supports".  There's no Platonic ideal of chairness of which reclinerness is a subclass, but there are facts of the social and physical environment in which language evolves.

The category breakdown is arbitrary at some level, but the tendency to prefer more general to more specific categories is real, and so is the association with length.  Japanese aoi covers more ground than English blue, but both languages have analogs of "sky blue" -- and they're both longer than the base word.

OK, but why is "chair" shorter than "furniture"? Why is "blue" shorter than "color"? Furniture and color don't strike me as words that are so abstract as to rarely see use in everyday conversation. 

We're venturing into wild speculation territory here, but I suspect that there's a sort of sweet spot of specificity, between adding extraneous details and talking in terms so general that they're only useful for accounting headers or philosophy papers, and that the shortest nouns will fall into the center of it.  "We need seventy pieces of furniture for the banquet" is a sentence I'd expect to come up less often than "we need sixty chairs and ten tables".

"Furniture" and "color" do show up in everyday conversation, but often in contexts like "what furniture needs repairs?" or "what color did you paint the kitchen?"

The encoding scheme you're talking about is Huffman Coding, and the ambiguity you're trying to avoid explicitly occurs when one symbol is the prefix of another.  The mechanism to build an optimal prefix(-free) code is called the Huffman Tree, and it uses a greedy algorithm that builds a full binary tree from the bottom up based on the frequencies of the symbols.  Leaves are symbols, and the code for a symbol is the sequence of left or right branches you must traverse the reach that symbol.

To get more specific, you add all the symbols to a heap based on their frequency of appearance, lowest-at-the-front.  You extract two symbols, foo and bar.  These become children of a common parent node, the pseudosymbol baz.  baz.freq = foo.freq + bar.freq.  Add baz to the heap.  Loop until the heap contains one node at the end of this process.  That node is the root of the Huffman Tree.



Mutual Information, and Density in Thingspace

Suppose you have a system X that can be in any of 8 states, which are all equally probable (relative to your current state of knowledge), and a system Y that can be in any of 4 states, all equally probable.

The entropy of X, as defined yesterday, is 3 bits; we'll need to ask 3 yes-or-no questions to find out X's exact state.  The entropy of Y, as defined yesterday, is 2 bits; we have to ask 2 yes-or-no questions to find out Y's exact state.  This may seem obvious since 23 = 8 and 22 = 4, so 3 questions can distinguish 8 possibilities and 2 questions can distinguish 4 possibilities; but remember that if the possibilities were not all equally likely, we could use a more clever code to discover Y's state using e.g. 1.75 questions on average.  In this case, though, X's probability mass is evenly distributed over all its possible states, and likewise Y, so we can't use any clever codes.

You might be tempted to answer, "It takes 3 questions to find out X, and then 2 questions to find out Y, so it takes 5 questions total to find out the state of X and Y."

But what if the two variables are entangled, so that learning the state of Y tells us something about the state of X?

In particular, let's suppose that X and Y are either both odd, or both even.

Now if we receive a 3-bit message (ask 3 questions) and learn that X is in state 5, we know that Y is in state 1 or state 3, but not state 2 or state 4.  So the single additional question "Is Y in state 3?", answered "No", tells us the entire state of (X,Y):  X=X5, Y=Y1.  And we learned this with a total of 4 questions.

Conversely, if we learn that Y is in state 4 using two questions, it will take us only an additional two questions to learn whether X is in state 2, 4, 6, or 8.  Again, four questions to learn the state of the joint system.

The mutual information of two variables is defined as the difference between the entropy of the joint system and the entropy of the independent systems:  I(X;Y) = H(X) + H(Y) - H(X,Y).

Here there is one bit of mutual information between the two systems:  Learning X tells us one bit of information about Y (cuts down the space of possibilities from 4 to 2, a factor-of-2 decrease in the volume) and learning Y tells us one bit of information about X (cuts down the possibility space from 8 to 4).

What about when probability mass is not evenly distributed?  Yesterday, for example, we discussed the case in which Y had the probabilities 1/2, 1/4, 1/8, 1/8 for its four states.  Let us take this to be our probability distribution over Y, considered independently - if we saw Y, without seeing anything else, this is what we'd expect to see.   And suppose the variable Z has two states, 1 and 2, with probabilities 3/8 and 5/8 respectively.

Then if and only if the joint distribution of Y and Z is as follows, there is zero mutual information between Y and Z:

For example, P(Z1Y2) = P(Z1)P(Y2) = 3/8 * 1/4 = 3/32.

And observe that we can recover the marginal (independent) probabilities of Y and Z just by looking at the joint distribution:

P(Y1) = total probability of all the different ways Y1 can happen
= P(Z1Y1) + P(Z2Y1)
= 3/16 + 5/16
= 1/2.

So, just by inspecting the joint distribution, we can determine whether the marginal variables Y and Z are independent; that is, whether the joint distribution factors into the product of the marginal distributions; whether, for all Y and Z, P(Y,Z) = P(Y)P(Z).

P(Yi,Zj) = P(Yi)P(Zj)
P(Yi,Zj)/P(Zj) = P(Yi)
P(Yi|Zj) = P(Yi)

In English, "After you learn Zj, your belief about Yi is just what it was before."

So when the distribution factorizes - when P(Y,Z) = P(Y)P(Z) - this is equivalent to "Learning about Y never tells us anything about Z or vice versa."

From which you might suspect, correctly, that there is no mutual information between Y and Z.  Where there is no mutual information, there is no Bayesian evidence, and vice versa.

Suppose that in the distribution YZ above, we treated each possible combination of Y and Z as a separate event—so that the distribution YZ would have a total of 8 possibilities, with the probabilities shown—and then we calculated the entropy of the distribution YZ the same way we would calculate the entropy of any distribution:

3/16 log2(3/16) + 3/32 log2(3/32) + 3/64 log2(3/64) + ... + 5/64 log2(5/64)

You would end up with the same total you would get if you separately calculated the entropy of Y plus the entropy of Z.  There is no mutual information between the two variables, so our uncertainty about the joint system is not any less than our uncertainty about the two systems considered separately.  (I am not showing the calculations, but you are welcome to do them; and I am not showing the proof that this is true in general, but you are welcome to Google on "Shannon entropy" and "mutual information".)

What if the joint distribution doesn't factorize?  For example:

If you add up the joint probabilities to get marginal probabilities, you should find that P(Y1) = 1/2, P(Z1) = 3/8, and so on - the marginal probabilities are the same as before.

But the joint probabilities do not always equal the product of the marginal probabilities.  For example, the probability P(Z1Y2) equals 8/64, where P(Z1)P(Y2) would equal 3/8 * 1/4 = 6/64.  That is, the probability of running into Z1Y2 together, is greater than you'd expect based on the probabilities of running into Z1 or Y2 separately.

P(Z1Y2) > P(Z1)P(Y2)
P(Z1Y2)/P(Y2) > P(Z1)
P(Z1|Y2) > P(Z1)

Since there's an "unusually high" probability for P(Z1Y2) - defined as a probability higher than the marginal probabilities would indicate by default - it follows that observing Y2  is evidence which increases the probability of  Z1.  And by a symmetrical argument, observing Z1  must favor Y2.

As there are at least some values of Y that tell us about Z (and vice versa) there must be mutual information between the two variables; and so you will find—I am confident, though I haven't actually checked—that calculating the entropy of YZ yields less total uncertainty than the sum of the independent entropies of Y and Z.  H(Y,Z) = H(Y) + H(Z) - I(Y;Z) with all quantities necessarily nonnegative.

(I digress here to remark that the symmetry of the expression for the mutual information shows that Y must tell us as much about Z, on average, as Z tells us about Y.  I leave it as an exercise to the reader to reconcile this with anything they were taught in logic class about how, if all ravens are black, being allowed to reason Raven(x)->Black(x) doesn't mean you're allowed to reason Black(x)->Raven(x).  How different seem the symmetrical probability flows of the Bayesian, from the sharp lurches of logic—even though the latter is just a degenerate case of the former.)

"But," you ask, "what has all this to do with the proper use of words?"

In Empty Labels and then Replace the Symbol with the Substance, we saw the technique of replacing a word with its definition - the example being given:

All [mortal, ~feathers, bipedal] are mortal.
Socrates is a [mortal, ~feathers, bipedal].
Therefore, Socrates is mortal.

Why, then, would you even want to have a word for "human"?  Why not just say "Socrates is a mortal featherless biped"?

Because it's helpful to have shorter words for things that you encounter often.  If your code for describing single properties is already efficient, then there will not be an advantage to having a special word for a conjunction - like "human" for "mortal featherless biped" - unless things that are mortal and featherless and bipedal, are found more often than the marginal probabilities would lead you to expect.

In efficient codes, word length corresponds to probability—so the code for Z1Y2 will be just as long as the code for Z1 plus the code for Y2, unless P(Z1Y2) > P(Z1)P(Y2), in which case the code for the word can be shorter than the codes for its parts.

And this in turn corresponds exactly to the case where we can infer some of the properties of the thing, from seeing its other properties.  It must be more likely than the default that featherless bipedal things will also be mortal.

Of course the word "human" really describes many, many more properties - when you see a human-shaped entity that talks and wears clothes, you can infer whole hosts of biochemical and anatomical and cognitive facts about it.  To replace the word "human" with a description of everything we know about humans would require us to spend an inordinate amount of time talking.  But this is true only because a featherless talking biped is far more likely than default to be poisonable by hemlock, or have broad nails, or be overconfident.

Having a word for a thing, rather than just listing its properties, is a more compact code precisely in those cases where we can infer some of those properties from the other properties.  (With the exception perhaps of very primitive words, like "red", that we would use to send an entirely uncompressed description of our sensory experiences.  But by the time you encounter a bug, or even a rock, you're dealing with nonsimple property collections, far above the primitive level.)

So having a word "wiggin" for green-eyed black-haired people, is more useful than just saying "green-eyed black-haired person", precisely when:

One may even consider the act of defining a word as a promise to this effect.  Telling someone, "I define the word 'wiggin' to mean a person with green eyes and black hair", by Gricean implication, asserts that the word "wiggin" will somehow help you make inferences / shorten your messages.

If green-eyes and black hair have no greater than default probability to be found together, nor does any other property occur at greater than default probability along with them, then the word "wiggin" is a lie:  The word claims that certain people are worth distinguishing as a group, but they're not.

In this case the word "wiggin" does not help describe reality more compactly—it is not defined by someone sending the shortest message—it has no role in the simplest explanation.  Equivalently, the word "wiggin" will be of no help to you in doing any Bayesian inference.  Even if you do not call the word a lie, it is surely an error.

And the way to carve reality at its joints, is to draw your boundaries around concentrations of unusually high probability density in Thingspace.

We have a thousand words for sorrow
http://rhhardin.home.mindspring.com/sorrow.txt

(computer clustering a short distance down paths of a thesaurus)

Including:  "twitter", "altruism", "trust", "start" and "curiosity" apparently?

You've forgotten one important caveat in the phrase "And the way to carve reality at its joints, is to draw your boundaries around concentrations of unusually high probability density in Thingspace."
The important caveat is : 'boundaries around where concentrations of unusually high probability density lie, to the best of our knowledge and belief' .   All the imperfections in categorisation in existing languages come from that limitation.
Other problems in categorisation, like those of Antonio, in 'Merchant of Venise', or those of the founding fathers who wrote that it is 'self evident that all men were created equal' but at the same time were slave owners, do not come from language problems in categorisation, they would have acknowledged that Shylock or the slaves were human, but from different types of cognitive compromise.
Apart from that, it's an intellectually satisfying approach, and you might, if you persevere, end up with a poor relation to an existing language.  Why a poor relation ? because it would lack nuance, ambiguity, and redundance, which are the roots of poetry.
It would also lack words for the surprising but significant improbable phenomenon.  Like genius, or albino.  Then again, once you get around to saying you will have words for significant low hills of probability, the whole argument blows away.
Bon courage.

"The important caveat is : 'boundaries around where concentrations of unusually high probability density lie, to the best of our knowledge and belief' ."

I would call the above an instance of the Mind Projection Fallacy, as you seem to be assuming a probability density that is a property of the physical world, and which we are trying to ascertain.  But probabilities are properties of our minds (or ideal, perfectly rational minds), not of the exterior world, and a probability distribution is simply an entity to describe our state of information; it is "the best of our knowledge and belief".  

tcpkac:
The important caveat is : 'boundaries around where concentrations of unusually high probability density lie, to the best of our knowledge and belief' . All the imperfections in categorisation in existing languages come from that limitation.

This strikes me as a rather bold statement, but "to the best of our knowledge and belief" might be fuzzy enough to make it true. Some specific factors that distort our language (and consequently our thinking) might be:

Other problems in categorisation, [...] do not come from language problems in categorisation, [...] but from different types of cognitive compromise.

Well, lack of consistency in important matters seems to me to be a rather bad sign.

It would also lack words for the surprising but significant improbable phenomenon. Like genius, or albino. Then again, once you get around to saying you will have words for significant low hills of probability, the whole argument blows away.

I don't think so. Once the most significant hills have been named, we go on and name the next significant hills. We just choose longer names.

Since we are resting all our language construction and reasoning on thingspace there are a few things that need to be defined.

What is the distance metric for thingspace? How is thingspace extended?

Even an optimal language would not be one designed to minimize average message length, because some messages are more urgent than others, even if relatively uncommon; e.g., messages about tigers.

tcpkac wrote: 'boundaries around where concentrations of unusually high probability density lie, to the best of our knowledge and belief'

The "probability density" is already the best of our knowledge and belief, unless Eliezer has converted to frequentism.

Will, thingspace may not need a distance metric depending on how you draw your boundaries, which are not necessarily surfaces containing volumes of constant density.  For example, a class in Naive Bayes / neural network of type 2 also slices up thingspace.  More about this shortly.  But if you're interested in the general topic, I believe that in the field of statistical learning, for algorithms that actually do depend on distance metrics, the standard cheap trick is to "sphere" the space by making the standard deviation equal 1 in all directions.  An ad-hoc technique but apparently a useful one, though it has all the flaws you would expect.

While it is true that you don't need a metric to draw a boundary, I personally need a metric to be able to envision high concentrations of probability density.

A concentration implies a region, which implies a metric space. While your sphering of the space normalises it somewhat and deals with part of the trouble, it still skips over the question of metric space. For example is 2, 2, 2 closer to 1, 1, 1 than 4, 1, 1? If that was a co-ordinate of a position in three dimensional space you would want to use the euclidean metric i.e. d =  ((x2 - x1)^2 + (y2 - y1)^2+ (z2 - z1)^2)^1/2 or you that might not be appropriate and you would have to use city block distances and put them equally far away (if they were average energy usage, weight and how many copies of the gene for green eyes it had).

See this page for more possible metrics http://www.cut-the-knot.org/do_you_know/far_near.shtml.

You said:  "Since there's an "unusually high" probability for P(Z1Y2) - defined as a probability higher than the marginal probabilities would indicate by default - it follows that observing Z1 is evidence which increases the probability of Y2.  And by a symmetrical argument, observing Y2 must favor Z1."

But I think what you meant was "Since there's an "unusually high" probability for P(Z1Y2) - defined as a probability higher than the marginal probabilities would indicate by default - it follows that observing Y2 is evidence which increases the probability of Z1.  And by a symmetrical argument, observing Z1 must favor Y2."

Nothing you said was untrue, but the implication of what you wrote doesn't match up with the example you actually gave just above that text.

Hopefully not taking away anyone's fun here, but to reconcile Raven(x)->Black(x) but not vice versa, what this statement wants to say, letting P(R) and P(B) be the probabilities of raven and black, respectively, is P(R|B)=0 and P(B|R)=1, which gives us that

But of course this leads to a contradiction, so it can't really be true that Black(x)-/->Raven(x), can it?  Sure, because what is really meant by implies (-/->) is not P(B|R) = 0 but P(B|R)<1.  But in logic we often forget this because anything with a probability less than 1 is assigned a truth value of false.

Logic has its value, since sometimes you want to prove something is true 100% of the time, but this is generally only possible in pure mathematics.  If you try to do it elsewhere you'll get exceptions (e.g. albino ravens).  So leave logic to mathematicians; you should use Bayesian inference.

I've no doubt got the wrong end of the stick here, but why P(R|B)=0? Surely the probability that a black thing is a raven is nonzero?

"Vice versa" would be the contrapositive, which is NonBlack(x)->NonRaven(x), which is true iff R(x)->B(x) is true, no?

"Vice versa" seems to have been interpreted ambiguously so I substituted "doesn't mean you're allowed to reason Black(x)->Raven(x)" which was what I meant.

Gordon, the whole business about P(R|B) = 0 makes no sense to me, and I suspect that it makes no sense even in principle.  "If we learn that something is black, we know it cannot possibly be a raven"?

I agree that it makes no sense, but as I was writing the comment I figured I would take you down the wrong path of what someone might naively think and then correct it.  I think that someone who was overly trained in logic and not in probability might assume that if Raven(x)-->Black(x) being true leads to P(B|R) = 1, they might reason that since the reverse implication Black(x)-->Raven(x) is false, it leads to P(R|B) = 0.  But based on the comments above, maybe only an ancient Greek philosopher would be inclined to make such a mistake.

I'd hope they weren't so hopelessly 'overtrained' that they wouldn't be able to step back from their P's and parentheses and ask themselves whether they really think that a black object cannot be a raven.

If it's a raven, it's black. If it ain't black, it ain't a raven.

We'll ignore the existence of albino ravens for the sake of argument.

That's what happens to you when you insist on being the exception to the rule!

Green-eyed people are more likely than average to be black-haired (and vice versa), meaning that we can probabilistically infer green eyes from black hair or vice versa

There is nothing in the mind that is not first in the census.

Just so you know, there are two columns of Y subscript 3s in the first joint distribution.

Then if and only if the joint distribution of Y and Z is as follows, there is zero mutual information between Y and Z:

   Z1Y1: 3/16         Z1Y2: 3/32         Z1Y3: 3/64         Z1Y3: 3/64

   Z2Y1: 5/16         Z2Y2: 5/32         Z2Y3: 5/64         Z2Y3: 5/64

Having a word [...] is a more compact code precisely in those cases where we can infer some of those properties from the other properties. (With the exception perhaps of very primitive words, like "red" [...]).

Remember that mutual information is symmetric. If some things have the property of being red, then "red" has the property of being a property of those things. Saying "blood is red" is really saying "remember that visual experience that you get when you look at certain roses, apples, peppers, lipsticks and English buses and phone booths? The same happens with blood." If I give you the list above, can you find ("infer") more red things? Then "red" is a good word.

But do note that this is a dual sense to the one in which "human" is a good word. Most of the properties of humans are statistically necessary for being human: remove any one of them, and the thing is much less likely to be human. "Human" is a good word because these properties are positively correlated. On the other hand, most of the red things are statistically sufficient for being red: take any one of them, and the thing is much more likely to be red. "Red" is a good word because these things are negatively correlated - they are a bunch of distinct things with a shared aspect.

Erratum: In the first example of YZ joint distribution, last column should list Z1Y4 and Z2Y4 instead of Z1Y3 and Z2Y3.

So, hold on, if you wrote this in 2008, why the hell did you keep writing this blog instead of publishing at least one of what were eventually numerous papers on information-theoretic clustering with mutual-information measurements?  Some of those didn't even come out until 2012 or 2014 or so, so it's not like you wouldn't have had time to publish a solid revision to MI-clustering if you came up with a good algorithm.

This is a brilliant essay. One of the best in the sequences, I think. 

I’m wondering if a combination is so rare as to be odd, is it worth naming? E.g. wigger, or wangster. Wouldn’t it be useful precisely because we don’t expect it?



Superexponential Conceptspace, and Simple Words

Thingspace, you might think, is a rather huge space.  Much larger than reality, for where reality only contains things that actually exist, Thingspace contains everything that could exist.

Actually, the way I "defined" Thingspace to have dimensions for every possible attribute—including correlated attributes like density and volume and mass—Thingspace may be too poorly defined to have anything you could call a size.  But it's important to be able to visualize Thingspace anyway.  Surely, no one can really understand a flock of sparrows if all they see is a cloud of flapping cawing things, rather than a cluster of points in Thingspace.

But as vast as Thingspace may be, it doesn't hold a candle to the size of Conceptspace.

"Concept", in machine learning, means a rule that includes or excludes examples.  If you see the data 2:+, 3:-, 14:+, 23:-, 8:+, 9:- then you might guess that the concept was "even numbers".  There is a rather large literature (as one might expect) on how to learn concepts from data... given random examples, given chosen examples... given possible errors in classification... and most importantly, given different spaces of possible rules.

Suppose, for example, that we want to learn the concept "good days on which to play tennis".  The possible attributes of Days are:

Sky:      {Sunny, Cloudy, Rainy}
AirTemp:  {Warm, Cold}
Humidity: {Normal, High}
Wind:     {Strong, Weak}

We're then presented with the following data, where + indicates a positive example of the concept, and - indicates a negative classification:

+   Sky: Sunny;  AirTemp: Warm;  Humidity: High;  Wind: Strong.
-   Sky: Rainy;  AirTemp: Cold;  Humidity: High;  Wind: Strong.
+   Sky: Sunny;  AirTemp: Warm;  Humidity: High;  Wind: Weak.

A machine learner might represent one concept that fits this data as follows:

In this format, to determine whether this concept accepts or rejects an example, we compare element-by-element:  ? accepts anything, but a specific value accepts only that specific value.

So the concept above will accept only Days with AirTemp=Warm and Humidity=High, but the Sky and the Wind can take on any value.  This fits both the negative and the positive classifications in the data so far—though it isn't the only concept that does so.

We can also simplify the above concept representation to {?, Warm, High, ?}.

Without going into details, the classic algorithm would be:

In the case above, the set of most general hypotheses would be {?, Warm, ?, ?} and {Sunny, ?, ?, ?}, while the set of most specific hypotheses is the single member  {Sunny, Warm, High, ?}.

Any other concept you can find that fits the data will be strictly more specific than one of the most general hypotheses, and strictly more general than the most specific hypothesis.

(For more on this, I recommend Tom Mitchell's Machine Learning, from which this example was adapted.)

Now you may notice that the format above cannot represent all possible concepts.  E.g. "Play tennis when the sky is sunny or the air is warm".  That fits the data, but in the concept representation defined above, there's no quadruplet of values that describes the rule.

Clearly our machine learner is not very general.  Why not allow it to represent all possible concepts, so that it can learn with the greatest possible flexibility?

Days are composed of these four variables, one variable with 3 values and three variables with 2 values.  So there are 3*2*2*2 = 24 possible Days that we could encounter.

The format given for representing Concepts allows us to require any of these values for a variable, or leave the variable open.  So there are 4*3*3*3 = 108 concepts in that representation.  For the most-general/most-specific algorithm to work, we need to start with the most specific hypothesis "no example is ever positively classified".  If we add that, it makes a total of 109 concepts.

Is it suspicious that there are more possible concepts than possible Days?  Surely not:  After all, a concept can be viewed as a collection of Days.  A concept can be viewed as the set of days that it classifies positively, or isomorphically, the set of days that it classifies negatively.

So the space of all possible concepts that classify Days is the set of all possible sets of Days, whose size is 224 = 16,777,216.

This complete space includes all the concepts we have discussed so far.  But it also includes concepts like "Positively classify only the examples {Sunny, Warm, High, Strong} and {Sunny, Warm, High, Weak} and reject everything else" or "Negatively classify only the example {Rainy, Cold, High, Strong} and accept everything else."  It includes concepts with no compact representation, just a flat list of what is and isn't allowed.

That's the problem with trying to build a "fully general" inductive learner:  They can't learn concepts until they've seen every possible example in the instance space.

If we add on more attributes to Days—like the Water temperature, or the Forecast for tomorrow—then the number of possible days will grow exponentially in the number of attributes.  But this isn't a problem with our restricted concept space, because you can narrow down a large space using a logarithmic number of examples.

Let's say we add the Water: {Warm, Cold} attribute to days, which will make for 48 possible Days and 325 possible concepts.  Let's say that each Day we see is, usually, classified positive by around half of the currently-plausible concepts, and classified negative by the other half.  Then when we learn the actual classification of the example, it will cut the space of compatible concepts in half.  So it might only take 9 examples (29 = 512) to narrow 325 possible concepts down to one.

Even if Days had forty binary attributes, it should still only take a manageable amount of data to narrow down the possible concepts to one.  64 examples, if each example is classified positive by half the remaining concepts.  Assuming, of course, that the actual rule is one we can represent at all!

If you want to think of all the possibilities, well, good luck with that.  The space of all possible concepts grows superexponentially in the number of attributes.

By the time you're talking about data with forty binary attributes, the number of possible examples is past a trillion—but the number of possible concepts is past two-to-the-trillionth-power.  To narrow down that superexponential concept space, you'd have to see over a trillion examples before you could say what was In, and what was Out.  You'd have to see every possible example, in fact.

That's with forty binary attributes, mind you.  40 bits, or 5 bytes, to be classified simply "Yes" or "No".  40 bits implies 2^40 possible examples, and 2^(2^40) possible concepts that classify those examples as positive or negative.

So, here in the real world, where objects take more than 5 bytes to describe and a trillion examples are not available and there is noise in the training data, we only even think about highly regular concepts.  A human mind—or the whole observable universe—is not nearly large enough to consider all the other hypotheses.

From this perspective, learning doesn't just rely on inductive bias, it is nearly all inductive bias—when you compare the number of concepts ruled out a priori, to those ruled out by mere evidence.

But what has this (you inquire) to do with the proper use of words?

It's the whole reason that words have intensions as well as extensions.

The way to carve reality at its joints, is to draw boundaries around concentrations of unusually high probability density.

I deliberately left out a key qualification in that (slightly edited) statement, because I couldn't explain it until today.  A better statement would be:

The way to carve reality at its joints, is to draw simple boundaries around concentrations of unusually high probability density in Thingspace.

Otherwise you would just gerrymander Thingspace.  You would create really odd noncontiguous boundaries that collected the observed examples, examples that couldn't be described in any shorter message than your observations themselves, and say:  "This is what I've seen before, and what I expect to see more of in the future."

In the real world, nothing above the level of molecules repeats itself exactly.  Socrates is shaped a lot like all those other humans who were vulnerable to hemlock, but he isn't shaped exactly like them.  So your guess that Socrates is a "human" relies on drawing simple boundaries around the human cluster in Thingspace.  Rather than, "Things shaped exactly like [5-megabyte shape specification 1] and with [lots of other characteristics], or exactly like [5-megabyte shape specification 2] and [lots of other characteristics]", ..., are human."

If you don't draw simple boundaries around your experiences, you can't do inference with them.  So you try to describe "art" with intensional definitions like "that which is intended to inspire any complex emotion for the sake of inspiring it", rather than just pointing at a long list of things that are, or aren't art. 

In fact, the above statement about "how to carve reality at its joints" is a bit chicken-and-eggish:  You can't assess the density of actual observations, until you've already done at least a little carving.  And the probability distribution comes from drawing the boundaries, not the other way around—if you already had the probability distribution, you'd have everything necessary for inference, so why would you bother drawing boundaries?

And this suggests another—yes, yet another—reason to be suspicious of the claim that "you can define a word any way you like".  When you consider the superexponential size of Conceptspace, it becomes clear that singling out one particular concept for consideration is an act of no small audacity—not just for us, but for any mind of bounded computing power.

Presenting us with the word "wiggin", defined as "a black-haired green-eyed person", without some reason for raising this particular concept to the level of our deliberate attention, is rather like a detective saying:  "Well, I haven't the slightest shred of support one way or the other for who could've murdered those orphans... not even an intuition, mind you... but have we considered John Q. Wiffleheim of 1234 Norkle Rd as a suspect?"

I'll second the recommendation for Tom Mitchell's book (although it has been a long time since I have read it and I have moved away from the machine learning philosophy since).

Are you going to go on to mention that the search in a finite concept space can be seen as a search the space of regular languages and therefore a search in the space of FSM? And then move onto Turing Machines and the different concepts they can represent e.g. the set of strings that have exactly the same number of 0s and 1s in.

Hmm, lets fast forward to where I think the disagreement might lie in our philosophies.

Let us say I have painstakingly come up with a Turing machine that represents a concept, e.g. the even 0s and 1s I mentioned above. We shall call this the evenstring concept, I want to give this concept to a machine as it I have found it useful for something.

Now I could try and teach this to a machine by giving it a series of of positive and negative examples

0011 +,  0101 +,  000000111111 +, 1 -, 0001 - etc...

It would take infinite bits to fully determine this concept, agreed? You might get there early if you have a nice short way of describing evenstring in the AIs space of TM.

Instead if we had an agreed ordering of Turing machines I could communicate the bits of the Turing machine corresponding to evenstring first and ignore the evidence about evenstring entirely, instead we are looking at evidence for what is the TM of! That is I am no longer doing traditional induction. It would only take n bits of evidence to nail down the Turing Machine, where n is the length of the turing machine I am trying to communicate to the AI. I could communicate partial bits and it could try and figure out the rest, if I specified the length or a bound on it.

If you want to add evidence back into the picture, I could communicate the evenstring concept initially to the AI and make it increase the prior of the evenstring concept in some fashion. Then it collect evidence in the normal way, in case we were wrong when we communicated evenstring in some fashion, or it had a different coding for TMs.

However this is still not enough for me. The concepts that this could deal with would only be to do with the outside world, that is the communicated TM would be a mapping from external senses to thing space. I'm interested in concepts that map the space of turing machines to another space of turing machines ("'et' is the french word for 'and'"), and other weird and wonderful concepts.

Actually I'll skip to the end. In order to be able to represent all the possible concepts (e.g. concepts about concept formation, concepts about languages) I would like to be able to represent I need a general purpose, stored program computer. A lot like a PC, but slightly different.

Of course, once someone has defined the word "wiggin" in that way, this gives us a reason to attend to that concept, and additionally, presumably the definer would never have thought of it in the first place without SOME reason for it, even if an extremely weak one.

As I was reading about that learning algorithm, I was sure it looked familiar (I've never even heard of it before). Then suddenly it hit me - this is why I always win at Cluedo!

Say there's no correlation between the size of a rock and how much Vanadium it contains. I collect Vanadium you see. However, I can only carry rocks under a certain size back to my Vanadium-Extraction Facility. I bring back rocks I can carry, and test them for Vanadium. However, for ease of reference, I call all carrying-size, Vanadium-containing rocks 'Spargs'. This is useful since I can say 'I found 5 Spargs today', instead of having to say 'I found 5 smallish rocks containing Vanadium today'. I have observed no correlation between rock size and Vanadium content. Is 'Sparg' a lie?

edit sorry looks like this actually belongs a bit farther down the comment stream. 

Ben, to put that point more generally, Eliezer seems to be neglecting to consider the fact that utility is sometimes a reason to associate several concepts, even apart from their probability of being associated with one another or with other things. An example from another commenter would be "I want a word for red flowers because I like red flowers"; this is entirely reasonable.

A nice point.  But it there is something a bit weird.  

We all agree that utility is subjective - you like red flowers, I like blue.  As Bayesians, we also know that empirical information is somewhat subjective as well.  We don't all have access to the same empirical observations.

So, it appears that we cannot really "carve nature at the (objective) joints.  The best we can do is to carve where we (subjectively) estimate the joints to be.  Now, that is fine if we are using words only to carry out private inferences.  But we also frequently need to use words to communicate.

It appears that even Bayesian rationalists who understand cluster analysis must sometimes argue about definitions.  There may be arguments regarding how to delimit the population.  There may be arguments about how best to quantize the variables.  It is not completely clear to me that it is always possible to distinguish communication problems from single-person inference problems. 

I think that the usefulness of "Sparg" is that it has a stronger correlation with "usefulness to Ben" than is indicated by the seperitate  correlations of "usefulness to Ben" with "carrying size", "contains Vanduim", and "rock".

also, i can't help but think of the concept of the Collective Unconscious, and the title of an old Philip K Dick story, Do Androids Dream of Electric Sheep?

Unknown - pretty much, yeah. I just wanted to use the words 'Vanadium' and 'Sparg'.

Obvious counter: utility is subjective, the joints in reality (by definition!) aren't. So categorisation based on 'stuff we want' or 'stuff we like' can go any way you want and doesn't have to fall along reality's joints. There is a marked distinction between these and the type of (objective?) categories that fit in with the world.

If I am searching for a black-haired, green-eyed person to be in my movie, I have a motive for using the word Wiggin. However, the existence of the word Wiggin doesn't reflect a natural group of Things in Thingspace, and hence doesn't have any bearing on my expectations. Just as the coining of a word meaning 'red flower' wouldn't be a reflection of any natural grouping in Thingspace - flowers can be lots of colours, and lots of things are red. Sound good?

Not every regularity of categorization is derived from physical properties local to the object itself.  I watch Ben Jones returning to the facility, and notice that all the rocks he carries are vanadium-containing and weighing less than ten pounds, at a surprisingly high rate relative to the default propensity of vanadium-containing and less-than-ten-pound rocks.  So I call these rocks "Spargs", and there's no reason Ben himself can't do the same.

Remember, it's legitimate to have a word for something with properties A, B where A, B do not occur in conjunction at greater than default probability, but which, when they do occur in conjunction, have properties C, D, and E at greater than default probability.

It's legitimate for us to have a word for any reason.  Words have more than one purpose - they're not just for making predictions about likely properties.

In the second block indention, shouldn't either the first or the last entry for 'Sky' be 'Rainy'?

Erratum? I'm pretty sure your machine learning example set should have Cloudy as the sky attribute in the third line; otherwise your machine learner won't match any value for the sky attribute.

This complete space includes all the concepts we have discussed so far.  But it also includes concepts like "Positively classify only the examples {Sunny, Warm, High, Strong} and {Sunny, Warm, High, Weak} and reject everything else"

Isn't that the same as {Sunny, Warm, High, ?} in the notation used above?

I deliberately left out a key qualification in that (slightly edited) statement, because I couldn't explain it until today.

I might be missing something crucial because I don't understand why this addition is necessary. Why do we have to specify "simple" boundaries on top of saying that we have to draw them around concentrations of unusually high probability density? Like, aren't probability densities in Thingspace already naturally shaped in such a way that if you draw a boundary around them, it's automatically simple? I don't see how you run the risk of drawing weird, noncontiguous boundaries if you just follow the probability densities.

The best way to draw a boundary around the high-probability things, without worrying about simplicity, is to just write down all your observations; they have probability 1 of having been observed, and everything else has probability 0.
This boundary is way too complicated; you've seen many things.



Conditional Independence, and Naive Bayes

Previously I spoke of mutual information between X and Y, I(X;Y), which is the difference between the entropy of the joint probability distribution, H(X,Y) and the entropies of the marginal distributions, H(X) + H(Y).

I gave the example of a variable X, having eight states 1..8 which are all equally probable if we have not yet encountered any evidence; and a variable Y, with states 1..4, which are all equally probable if we have not yet encountered any evidence.  Then if we calculate the marginal entropies H(X) and H(Y), we will find that X has 3 bits of entropy, and Y has 2 bits.

However, we also know that X and Y are both even or both odd; and this is all we know about the relation between them.  So for the joint distribution (X,Y) there are only 16 possible states, all equally probable, for a joint entropy of 4 bits.  This is a 1-bit entropy defect, compared to 5 bits of entropy if X and Y were independent.  This entropy defect is the mutual information - the information that X tells us about Y, or vice versa, so that we are not as uncertain about one after having learned the other.

Suppose, however, that there exists a third variable Z.  Z has two states, "even" and "odd", perfectly correlated to the evenness or oddness of (X,Y).  In fact, we'll suppose that Z is just the question "Are X and Y even or odd?"

If we have no evidence about X and Y, then Z itself necessarily has 1 bit of entropy on the information given.  There is 1 bit of mutual information between Z and X, and 1 bit of mutual information between Z and Y.  And, as previously noted, 1 bit of mutual information between X and Y.  So how much entropy for the whole system (X,Y,Z)?  You might naively expect that

H(X,Y,Z) = H(X) + H(Y) + H(Z) - I(X;Z) - I(Z;Y) - I(X;Y)

The joint system (X,Y,Z) only has 16 possible states - since Z is just the question "Are X & Y even or odd?" - so H(X,Y,Z) = 4 bits.

But if you calculate the formula just given, you get

Why?  Because if you have the mutual information between X and Z, and the mutual information between Z and Y, that may include some of the same mutual information that we'll calculate exists between X and Y.  In this case, for example, knowing that X is even tells us that Z is even, and knowing that Z is even tells us that Y is even, but this is the same information that X would tell us about Y.  We double-counted some of our knowledge, and so came up with too little entropy.

H(X,Y,Z) = H(X) + H(Y) + H(Z) - I(X;Z) - I(Z;Y) - I(X;Y | Z)

Here the last term, I(X;Y | Z), means, "the information that X tells us about Y, given that we already know Z".  In this case, X doesn't tell us anything about Y, given that we already know Z, so the term comes out as zero - and the equation gives the correct answer.  There, isn't that nice?

"No," you correctly reply, "for you have not told me how to calculate I(X;Y|Z), only given me a verbal argument that it ought to be zero."

We calculate I(X;Y|Z) just the way you would expect.  I(X;Y) = H(X) + H(Y) - H(X,Y), so:

And now, I suppose, you want to know how to calculate the conditional entropy?  Well, the original formula for the entropy is:

If we then learned a new fact Z0, our remaining uncertainty about S would be:

So if we're going to learn a new fact Z, but we don't know which Z yet, then, on average, we expect to be around this uncertain of S afterward:

H(S|Z) = Sum j: (p(Zj) * Sum i: p(Si|Zj)*-log2(p(Si|Zj)))

And that's how one calculates conditional entropies; from which, in turn, we can get the conditional mutual information.

There are all sorts of ancillary theorems here, like:

if  I(X;Z) = 0  and  I(Y;X|Z) = 0  then  I(X;Y) = 0

"But," you ask, "what does this have to do with the nature of words and their hidden Bayesian structure?"

I am just so unspeakably glad that you asked that question, because I was planning to tell you whether you liked it or not.  But first there are a couple more preliminaries.

You will remember—yes, you will remember—that there is a duality between mutual information and Bayesian evidence.  Mutual information is positive if and only if the probability of at least some joint events P(x, y) does not equal the product of the probabilities of the separate events P(x)*P(y).  This, in turn, is exactly equivalent to the condition that Bayesian evidence exists between x and y:

I(X;Y) > 0   =>
P(x,y) != P(x)*P(y)
 P(x,y) / P(y) != P(x)
 P(x|y) != P(x)

If you're conditioning on Z, you just adjust the whole derivation accordingly:

I(X;Y | Z) > 0   =>
P(x,y|z) != P(x|z)*P(y|z)
P(x,y|z) / P(y|z) != P(x|z)
(P(x,y,z) / P(z)) / (P(y, z) / P(z)) != P(x|z)
P(x,y,z) / P(y,z) != P(x|z)
P(x|y,z) != P(x|z)

Which last line reads "Even knowing Z, learning Y still changes our beliefs about X."

Conversely, as in our original case of Z being "even" or "odd", Z screens off X from Y - that is, if we know that Z is "even", learning that Y is in state 4 tells us nothing more about whether X is 2, 4, 6, or 8.  Or if we know that Z is "odd", then learning that X is 5 tells us nothing more about whether Y is 1 or 3.  Learning Z has rendered X and Y conditionally independent.

Conditional independence is a hugely important concept in probability theory—to cite just one example, without conditional independence, the universe would have no structure.

Today, though, I only intend to talk about one particular kind of conditional independence—the case of a central variable that screens off other variables surrounding it, like a central body with tentacles.

Let there be five variables U, V, W, X, Y; and moreover, suppose that for every pair of these variables, one variable is evidence about the other.  If you select U and W, for example, then learning U=U1 will tell you something you didn't know before about the probability W=W1.

An unmanageable inferential mess?  Evidence gone wild?  Not necessarily.

Maybe U is "Speaks a language", V is "Two arms and ten digits", W is "Wears clothes", X is "Poisonable by hemlock", and Y is "Red blood".  Now if you encounter a thing-in-the-world, that might be an apple and might be a rock, and you learn that this thing speaks Chinese, you are liable to assess a much higher probability that it wears clothes; and if you learn that the thing is not poisonable by hemlock, you will assess a somewhat lower probability that it has red blood.

Now some of these rules are stronger than others.  There is the case of Fred, who is missing a finger due to a volcano accident, and the case of Barney the Baby who doesn't speak yet, and the case of Irving the IRCBot who emits sentences but has no blood.  So if we learn that a certain thing is not wearing clothes, that doesn't screen off everything that its speech capability can tell us about its blood color.  If the thing doesn't wear clothes but does talk, maybe it's Nude Nellie.

This makes the case more interesting than, say, five integer variables that are all odd or all even, but otherwise uncorrelated.  In that case, knowing any one of the variables would screen off everything that knowing a second variable could tell us about a third variable.

But here, we have dependencies that don't go away as soon as we learn just one variable, as the case of Nude Nellie shows.  So is it an unmanageable inferential inconvenience?

Fear not! for there may be some sixth variable Z, which, if we knew it, really would screen off every pair of variables from each other.  There may be some variable Z—even if we have to construct Z rather than observing it directly—such that:

p(u|v,w,x,y,z) = p(u|z)
p(v|u,w,x,y,z) = p(v|z)
p(w|u,v,x,y,z) = p(w|z)
    ...

Perhaps, given that a thing is "human", then the probabilities of it speaking, wearing clothes, and having the standard number of fingers, are all independent.  Fred may be missing a finger - but he is no more likely to be a nudist than the next person; Nude Nellie never wears clothes, but knowing this doesn't make it any less likely that she speaks; and Baby Barney doesn't talk yet, but is not missing any limbs.

This is called the "Naive Bayes" method, because it usually isn't quite true, but pretending that it's true can simplify the living daylights out of your calculations.  We don't keep separate track of the influence of clothed-ness on speech capability given finger number.  We just use all the information we've observed to keep track of the probability that this thingy is a human (or alternatively, something else, like a chimpanzee or robot) and then use our beliefs about the central class to predict anything we haven't seen yet, like vulnerability to hemlock.

Any observations of U, V, W, X, and Y just act as evidence for the central class variable Z, and then we use the posterior distribution on Z to make any predictions that need making about unobserved variables in U, V, W, X, and Y.

As a matter of fact, if you use the right kind of neural network units, this "neural network" ends up exactly, mathematically equivalent to Naive Bayes.  The central unit just needs a logistic threshold—an S-curve response—and the weights of the inputs just need to match the logarithms of the likelihood ratios, etcetera.  In fact, it's a good guess that this is one of the reasons why logistic response often works so well in neural networks—it lets the algorithm sneak in a little Bayesian reasoning while the designers aren't looking.

Just because someone is presenting you with an algorithm that they call a "neural network" with buzzwords like "scruffy" and "emergent" plastered all over it, disclaiming proudly that they have no idea how the learned network works—well, don't assume that their little AI algorithm really is Beyond the Realms of Logic.  For this paradigm of adhockery , if it works, will turn out to have Bayesian structure; it may even be exactly equivalent to an algorithm of the sort called "Bayesian".

And then you just know that the Bayesians are going to start explaining exactly how the algorithm works, what underlying assumptions it reflects, which environmental regularities it exploits, where it works and where it fails, and even attaching understandable meanings to the learned network weights.

Please /please/ don't use the "+" sign like that!  H(X+Y+Z) should be H(X,Y,Z).
"So for the joint distribution X+Y there are" should be "So for the joint distribution of X and Y there are"
etc.
I was skimming your post, misunderstood your meaning entirely and started wondering if you had made a mistake until I went back and noticed that some of your "+"s meant "X and Y" rather than "the value of X plus the value of Y".
(So for example, when I read """  Z has two states, "even" and "odd", perfectly correlated to the evenness or oddness of X+Y.  In fact, we'll suppose that Z is just the question "Are X+Y even or odd?"  """ I thought "golly, 'Are' X+Y even or odd?  Must be a grammar mistake.")
Now granted, it was easy to tell what you really meant after I slowly read through the introductory paragraph, but please change it, because:

Fair enough - I was just worried that people wouldn't understand that (X,Y) meant the joint distribution.

Not sure if I'll get a chance to fix this tonight, I'm at the AGI-08 conference now and may end up in time/sleep deprivation mode.

The joint system (X,Y,Z) only has 16 possible states - since Z is just the question "Are X+Y even or odd?" - so H(X,Y,Z) = 4 bits.

I find it particularly disturbing because in this instance, X+Y is always even...

Two thoughts, which aren't really coherent or informed enough to be called questions.

If naive Bayes == neural network, and you need 3 layers of neuron to make a general classifier(hyperplanes -> convex hulls -> arbitrary hypershapes), do you need 3 layers of naive Bayes?

Would an algorithm for inducing names be: poke around looking for things that have mutual information but are not screened off, and induce a name that screens them off. When you find names that have mutual information, decide whether they ought to be merged (a clump of all the pieces has mutual information) or clustered under a hierarchically higher name (otherwise).

My God!  For months I thought that your posts had no purpose, but to see it wrapped up like this is beautiful.

First a minor mathematical notation quibble/request, specifically about minus signs.
Could you move them as much to the outside of a term as possible? What I mean is, for instance, you've got the following:
H(S) = Sum i: p(Si)*-log2(p(Si))

Personally, I think I'd find H(S) = -Sum i: p(Si)*log2(p(Si)) easier to parse. Probably just due to what I'm used to seeing in mathematical notation, but I seem to see the minus in the middle "before" I see the multiplication, so my initial reaction is "wait, what? subtracting those? huh?" before the rest of my brain catches up and sees it's actually the expected multiplication by a negated term, just that the negation has been placed in an unusual spot.

Second, just wondering if there's a simple general principle for knowing when, given a bunch of mutually correlated variables, we can construct a central variable like the above that shields everything from everything else (either completely or at least to a good extent. (Obviously this is tied to how well stuff clusters in conceptspace, but I meant if there's any relatively simple mathematical criteria)

P(X,Y,Z) =
P(X,(Y,Z)) =
P(X) + P(Y,Z) - P(X;(Y,Z)) =
P(X) + (P(Y) + P(Z) - P(Y;Z))  - P(X;(Y,Z)) =
P(X) + (P(Y) + P(Z) - P(Y;Z))  - P((X;Y),(X;Z)) =
P(X) + (P(Y) + P(Z) - P(Y;Z))  - (P(X;Y) + P(X;Z) - P(X;Y;Z)) =
P(X) + P(Y) + P(Z) - P(X;Y) - P(Y;Z) - P(X;Z) + P(X;Y;Z)

This was what I expected to see, and I believe it's equivalent to
H(X,Y,Z) = H(X) + H(Y) + H(Z) - I(X;Z) - I(Z;Y) - I(X;Y | Z)

It appears that Z is very artificially constructed --- Z is exactly I(X,Y) in the example. Therefore, H(X,Y) = H(X,Y,Z). Since the term I(X,Y | Z) is mutual information about X and Y given Z, that's just 0. There's no new mutual information about X and Y that isn't already in Z. So I believe that we could replace it with +I(X,Y) - I(X,Y,Z), and get inclusion-exclusion.

This is called the "Naive Bayes" method, because it usually isn't quite true, but pretending that it's true can simplify the living daylights out of your calculations.

Hahaha!  First thing on LessWrong to really make me laugh out loud :)  Good stuff.

[Edit: That's the laughter of agreement and approval of a fun writing style; I should be more explicit on the internet, given the pernicious amounts of sarcasm that gets tossed around.]

To the downvote, in case it wasn't clear, I was laughing because I agree with the post, and because "simplify the living daylights out of your calculations" is just an awesome phrase.  I laugh at things I agree with way more than things I don't, because the former things actually make me happy.  (And the latter kind of laughter, on the rare occasion that it happens, I keep to myself.)

But if the downvote was for irrelevance, fair enough. I wouldn't mind being told that expressing appreciation of writing style alone is frowned upon.

I wouldn't mind being told that expressing appreciation of writing style alone is frowned upon

It is frowned upon by some people, but not by all -- certainly not by me. See discussion here.

Thanks for the background... I think for a compromise, I might just stick to expressing laughter when I happen to have something of content to say along with it :)

 I wouldn't mind being told that expressing appreciation of writing style alone is frowned upon.

It's a matter of how it's done.  The more analytic and descriptive it is of what was good and how it worked, the better a reaction it's likely to get.

I would guess that this was downvoted by someone misreading it as an attack, interpreting the laughing as considering it worth ridicule.

"If the thing doesn't wear clothes but does talk, maybe it's Nude Nellie."

Possible (?) typo: "V is "Two arms and ten digits"" could indeed be meant as "V is "Two arms and ten fingers""

Nevermind, didn't know digits was another word for fingers.



Words as Mental Paintbrush Handles

(We should be done with the mathy posts, I think, at least for now.  But forgive me if, ironically, I end up resorting to Rationality Quotes for a day or two.  I'm currently at the AGI-08 conference, which, as of the first session, is not nearly so bad as I feared.)

Suppose I tell you:  "It's the strangest thing:  The lamps in this hotel have triangular lightbulbs."

You may or may not have visualized it—if you haven't done it yet, do so now—what, in your mind's eye, does a "triangular lightbulb" look like?

In your mind's eye, did the glass have sharp edges, or smooth?

When the phrase "triangular lightbulb" first crossed my mind—no, the hotel doesn't have them—then as best as my introspection could determine, I first saw a pyramidal lightbulb with sharp edges, then (almost immediately) the edges were smoothed, and then my mind generated a loop of flourescent bulb in the shape of a smooth triangle as an alternative.

As far as I can tell, no deliberative/verbal thoughts were involved—just wordless reflex flinch away from the imaginary mental vision of sharp glass, which design problem was solved before I could even think in words.

Believe it or not, for some decades, there was a serious debate about whether people really had mental images in their mind—an actual picture of a chair somewhere—or if people just naively thought they had mental images (having been misled by "introspection", a very bad forbidden activity), while actually just having a little "chair" label, like a LISP token, active in their brain.

I am trying hard not to say anything like "How spectacularly silly," because there is always the hindsight effect to consider, but: how spectacularly silly.

This academic paradigm, I think, was mostly a deranged legacy of behaviorism, which denied the existence of thoughts in humans, and sought to explain all human phenomena as "reflex", including speech.  Behaviorism probably deserves its own post at some point, as it was a perversion of rationalism; but this is not that post.

"You call it 'silly'," you inquire, "but how do you know that your brain represents visual images?  Is it merely that you can close your eyes and see them?"

This question used to be harder to answer, back in the day of the controversy.  If you wanted to prove the existence of mental imagery "scientifically", rather than just by introspection, you had to infer the existence of mental imagery from experiments like, e.g.:  Show subjects two objects and ask them if one can be rotated into correspondence with the other.  The response time is linearly proportional to the angle of rotation required.  This is easy to explain if you are actually visualizing the image and continuously rotating it at a constant speed, but hard to explain if you are just checking propositional features of the image.

Today we can actually neuroimage the little pictures in the visual cortex.  So, yes, your brain really does represent a detailed image of what it sees or imagines.  See Stephen Kosslyn's Image and Brain: The Resolution of the Imagery Debate.

Part of the reason people get in trouble with words, is that they do not realize how much complexity lurks behind words.

Can you visualize a "green dog"?  Can you visualize a "cheese apple"?

"Apple" isn't just a sequence of two syllables or five letters.  That's a shadow.  That's the tip of the tiger's tail.

Words, or rather the concepts behind them, are paintbrushes—you can use them to draw images in your own mind.  Literally draw, if you employ concepts to make a picture in your visual cortex.  And by the use of shared labels, you can reach into someone else's mind, and grasp their paintbrushes to draw pictures in their minds—sketch a little green dog in their visual cortex.

But don't think that, because you send syllables through the air, or letters through the Internet, it is the syllables or the letters that draw pictures in the visual cortex.  That takes some complex instructions that wouldn't fit in the sequence of letters.  "Apple" is 5 bytes, and drawing a picture of an apple from scratch would take more data than that.

"Apple" is merely the tag attached to the true and wordless apple concept, which can paint a picture in your visual cortex, or collide with "cheese", or recognize an apple when you see one, or taste its archetype in apple pie, maybe even send out the motor behavior for eating an apple...

And it's not as simple as just calling up a picture from memory.  Or how would you be able to visualize combinations like a "triangular lightbulb"—imposing triangleness on lightbulbs, keeping the essence of both, even if you've never seen such a thing in your life?

Don't make the mistake the behaviorists made.  There's far more to speech than sound in air.  The labels are just pointers—"look in memory area 1387540".  Sooner or later, when you're handed a pointer, it comes time to dereference it, and actually look in memory area 1387540.

I'm not a neurologist, but I believe the classical answer is that words point to patterns in clusters of neurons. Everything filed under "apple" slightly rearranges neurons in the "apple" category, including pictures of apples, the taste of an apple, stories about apples, etc. Features which all apples have in common are amplified by the pattern-matching, while dissimilar features cancel each other out. Eventually, we get a mental pattern of the "archetypal" apple, describing the category ... (read more)

It's not the fault of the behaviorists. It's mentioned in:
Galton (1880), Statistics of mental imagery, Mind 5 p 301-18. (jstor, oup)

I had a professor, David Berman, who believed some people could image well and other people couldn't. He cited studies by Galton and James in which some people completely denied they had imaginative ability, and other people were near-perfect "eidetic" imagers. Then he suggested psychological theories denying imagination were mostly developed by those who could not themselves imagine. The only online work of his I can find on the subject is http://books.google.co.jp/books?id=fZXoM80K9qgC&pg=PA13&lpg=PA13&ots=Zs03EkNZ-B&sig=2eVzzMmK7WBQnblNx2KMVpUWBnk&hl=en#PPA4,M1 pages 4-14.

My favorite thought experiment of his: Imagine a tiger. Imagine it clearly and distinctly. Got it? Now, how many black stripes does it have? (Some people thought the question was ridiculous. One person responded "Seven. Now what?")

He never formally tested his theory because he was in philosophy instead of the sciences, which is a shame. Does anyone know of any modern psychology experiment that tests variations in imaging ability?

No large N experiments. but Feynman in one of his autobiographies tests this with a friend. One of them hears numbers, the other sees them. They are unable to multitask within the domain they use to process numbers. 
I for one hear numbers. I can count while performing visual tasks. 
My father sees them. He cannot. He can speak and count, which I find amusing. 

Words are just pointers.  Concepts are the referents to which words make reference, and they are wordless things.

I knew a man who was chess champion of California who claimed that neither he nor his father could visualize anything. His father was a taxi driver in London, and long knew that the other drivers had mental maps, whereas he had to memorize lists of street names in just the right order. My friend, by the way, could also play blindfold chess just fine. He'd merely remember that "e7 is attacked on the diagonal from g5", presumably from long practice with the sequence e-f-g, 7-6-5. He lamented that his inability to visualize put an upper limit on his chess ability, and given how hard he worked, I believe it.

Galton was astonished that many scientists of his acquaintance did not visualize. Judging from Galton and other things I've read, the ability to visualize is more common today. TV, maybe. Please try to picture this without thinking of the old joke:  "A man walked down the street, and turned into a drugstore". (The joke, of course, is that people do not become drugstores.)

Now did you happen to notice which side of the street he was walking on (left or right), and whether he was walking towards or away from you? The problem for those of us who use visualization for almost all our thinking, is that we must add irrelevant and often distracting information, which can be costly in math and science.

Yvain and Lee Corbin,
I tend to agree with Eric Schwitzgebel (which is how I found the Galton paper) that the difference in claims of visualizing ability is due to changing norms, not changing abilities. He's too quick to discount the possibility of real change, but professed inability of scientists in Galton's day is striking. I don't think that demographic has been adequately surveyed today, but I don't think they're as different from the general public as they were 50 or 100 years ago.

In particular, I don't think there was an early psychologist who coul... (read more)

What does a word point to?  See an essay on words as labels in Stanley Cavell The Claim of Reason p.175

In the background is always : what is this fantasy about?  Meaning in this context the AI fantasy.

I read a report in the Scientific American a few years ago in which they were doing experiments with rend0m-dot stereograms -- the kind of thing where if you just look at one image or the other you just see random dots, but if you look at one with one eye and the other with the other eye you see a square full of random dots floating above a background with random dots.

Some people could be shown one image one week, and the other the next week, each by itself, and suddenly get it.  Evidently they had remembered the entire first-week image in memory to scompare with the second a week later.

I was impressed.  This seemed eidetic enough for me.

Your visualizations include such details?  As the description didn't include such details, they're necessarily undefined - so why did you define them out of their uncertainty?

How many of you dream in concepts rather than images?

On behaviorism, I always liked Morgenbesser's alleged remark to Skinner: "Let me see if I understand your thesis. You think we shouldn’t anthropomorphize people?"

One behaviorist says to the other, just after they've had sex: "it was good for you, how was it for me?"

Some people could be shown one image one week, and the other the next week, each by itself, and suddenly get it. Evidently they had remembered the entire first-week image in memory to compare with the second a week later.

I defy the data.  That doesn't sound like it should be possible.

How many of you dream in concepts rather than images?

I've noticed this from time to time.  It often seems that a dream will have a sense of urgency, or of being a child again, or of anything else, without any details from which this sense could be inferred.  But it's not a flat 'all dreams' sort of thing; some dreams will be movie-like, others will be built out of pure feelings-that-something-is-happening.

"I defy the data. That doesn't sound like it should be possible."

I am also skeptical of this particular feat, but we know it's possible for the brain to record huge amounts of data in reasonably good detail in realtime. My theory is that everyone without a neurological impairment stores this data, but only a few rare people (savants and such) can access the data on request. To name a simple example, in one of my middle school classes, we had to read Dumas's The Count Of Monte Cristo. Very few people could read the book once or twice and recite th... (read more)

I can produce vivid memories of images, sounds, textures, smells, etc.  But my dreams are in streams of words - not the sounds of speech or the appearance of text, but the meanings alone.  If I had a dream of the man walking down the street and turning into a drugstore, there would be no direction he was walking in, no perspective relative to me, and he wouldn't be turning left or right.  He'd just be.

So you'd have a movie-like experience?  Mine is more like reading a novel - only an invisible novel.  While I have no body.  Everywhere.

and I don't think that the appropriate maths is probability theory or first order logic.

[that's a short explanation of why neat AI hasn't really worked in the last 50 years]

My visualization of the man walking down the street included a number of irrelevant details: my view was from above eye level; the man was wearing a hat; he was walking towards me, but moving towards the right of me, not directly towards me;  he was walking on the right side of the street (my right, his left), on a sidewalk; and he turned right (my right, his left) to go into the drugstore.

I believe my view from above was triggered by the word "down" in the description of the scenario, and the hat came from the word "old" -- the generic... (read more)

I was astonished to learn years ago that some people read without "hearing" the words on the page; even today, though I know that this happens, it strikes me as odd. I even dislike reading the word "quay" because my first reaction is that it should rhyme with "way," and I know that it doesn't. Ditto with names that don't correspond to their spelling (Menzies, for instance--pronounced "mingiss" by Scots). And, perhaps relatedly, I have great difficulty visualizing anything, and never visualize anything clearly. I'm su... (read more)

True, true. I wish I had something more rigorous, but if I did then I would be writing a paper on it right now! All I have are some vauge intuitive ideas.

My intuition is that the key here is good knowledge representation systems. First Order Predicate Logic (FOPL) is good for something rather different than representing knowledge about the real world; it's good at representing statements about clean, abstract entities, namely about the truths of a particular formal system.

I think that my first intuition about the difference between statem... (read more)

Are words really just pointers? If you want to refer to objects which you've visualized, they indeed are. But people even do some peculiar "arithmetic" with words, forming sentences, which has nothing to do with meanings.

For example, when I'm sleepy (half sleeping state), sometimes I notice that whole sentence structures are running through my head, without the words filled in, but I know where the sentences begin and end, and how they are connected. Even specific words show up time to time, but the whole stream has no sense at all. But if you do... (read more)

Apple(X) <==> [ Green(X) or Red(X) ] and Edible(X) and Size(X, medium), etc.

The criteria for ordinary language making something count, or fit the case, are ordinary
language criteria, not mathematical criteria, of counting or fitting.

That is, ordinary language rules the operation of ordinary language, using the ordinary
meanings of count and fit, not the mathematical ones.

Ordinary concepts (nice red apple) are not less precise than mathematical concepts ; but
they give precision a certain shape.

The philosopher (not the mathematician!) wants to say that ordinary langauge
lacks something that mathematics has.  The philosopher however is not curious about why he thinks this.

Field's Medalist insists that people don't visualize.
http://gowers.wordpress.com/2007/09/13/how-should-logarithms-be-taught/#more-5

The debate apparently goes on in educated circles to this day, and is compatible with high mathematical ability.

By the way Alan, it is possible to learn to read without hearing the words, and once you learn to do so you will probably find that you can read much faster that way.  This won't help you to digest complex material faster, but will be useful when reading an article on a subject that you already know in hopes of finding some new and interesting information.

Word as "pointer" implies the requirement for infinite storage - unless you say that "the word duck" is not a symbol referring to the symbol "duck" - or unless you claim that we can generate static memory spontaneously - or unless you believe that there is some special class or symbolized objects (like, you're -really- storing "duck" (content) somewhere but you are not storing "duck" (symbol) or "symbl duck" (symbol) somewhere).

Words, content, pointers, blah - it's all just computation until you can prove otherwise.

Just a quick response to Michael Vassar: I am a very fast reader--just about the fastest I know. And I very much doubt that I could, at my advanced age, learn to read without hearing. Anyway, why would I want to? Among other things, I suspect that those who don't hear the words they read don't enjoy poetry as much as I do. What interests me about all this is that it seems to me to show that people's mental  processes differ a lot more than we usually think--a topic that  psychology doesn't seem to have paid a lot of attention to, and if the psychologists don't look into it, who will? (I don't know much about psychology, though; maybe my last point is wrong--hope so.)

I have a sneaking suspicion that most human talents come not from having mental resources that others do not, but by taking neural systems and tying them into different kinds of relationships with other modules.

I half suspect that the sections of my brain that are supposed to handle mathematics are devoted to processing language instead, for example.

Remarkable how many people confuse "what my mind does" with "what minds do".  Perhaps this is related to the ubiquitous fallacy that mathematics has a Platonic existence beyond other phenomena and our conclusions are therefore universally binding.

@ Latanius: "FOPL is similar to the taxi driver who never visualizes anything. (It never dereferences the pointers.) I don't think the solution would be a much better symbolic system (although FOPL is not really designed for dereferencig), but to connect a visual cortex to the symbol manipulation system. So the similarity of two symbols could be checked by simply visualizing them."

Ok, and how do you visualize the concept "technology advances exponentially because technology feeds back positively on itself" or the concept "you can't... (read more)

@Ron: Can you program your notion of "ordinary language criteria" into a machine? If so, you may well be using "mathematical" criteria to do so; this would be the case if you were using a programming language like c++ or prolog to write your program.

If you can't program your notion of "ordinary language criteria" into a machine, then I'm not really interested.

I even dislike reading the word "quay" because my first reaction is that it should rhyme with "way," and I know that it doesn't.

Easily the most traumatic thing I have learned all day.  I have been mentally pronouncing it "kway" for my entire life.  I cannot recall having ever heard the word aloud.  I reject your pronunciation and substitute my own!  (The life of a reader is filled with many such traumas.  Rendezvous?  Epitome?)

I look at a tiger. The actual tiger is not now in my brain. An image is represented and decoded in my brain. The relevant sensory cortex, cross-referencing with my long-term memory, flags up the concept 'tiger' and I'm done.

I look at the printed word 'tiger'. The resulting image is now represented and decoded in my brain. The relevant sensory cortex, cross-referencing with my long-term memory, flags up the concept 'tiger' and I'm done.

Much of this discussion seems to be taking place within a somewhat naive conception of language and representation; in particular, it seems to me to be neglecting the insights that structuralism provided, overapplied though they may at some points have been. Contemporary linguistics, and much though sadly not all contemporary philosophy, recognise that language and thought operate both through the binding of words to images and then to 'things', and through distinguishing things and locating them within articulated systems. You can't have pointing, to give... (read more)

Zubon: "(The life of a reader is filled with many such traumas. Rendezvous? Epitome?)"

I call your "epitome" and raise you a Yosemite (first encountered in Bugs Bunny comics; I thought for years it was "YOSE-mite"). Furrin words like rendezvous are OK, though.

I personally saw the man walking away from me on the left side of the street, and my persective was just to the left of the curb on that side of the street and slightly higher than the man, who was a short distance from me. I saw him turn left into a drugstore for a split second, and then when I realized the joke briefly saw him morph into a drugstore on the sidewalk.

To the people who say that they visualized the scene but, for example, didn't see the person walking towards or away from you, or didn't see the man on one side of the street or the other: how... (read more)

Easy:  it wasn't an image, and we didn't visualize it.

Thus:  no position, no perspective, no direction, no facing.  No features, either.  Just a man walking down a street and turning into a drugstore.

Caledonian: you said "Your visualizations include such details? As the description didn't include such details, they're necessarily undefined - so why did you define them out of their uncertainty?"

I understood from your statement that you expressed surprise that the reported visualization contained such details as "which side of the street the person is walking down". This implied to me that you believe it is possible to visualize a man walking down a street, but not be either walking down the left or right side or in the street itself, etc.

No, not really.  I was just surprised that people attempted visual-style representations, complete with details, without having sufficient data for even an approximation.

If I'm specifically asked to visualize a triangle, I can do so - and then tell you how it's oriented, what color it is, and what color the background is.  None of those things are really implied, and they're not necessary either.  But if I just hear a triangle mentioned, I perceive none of those things.  The thought that someone would is strange to me.

@Roko: The visual cortex isn't the only one thing we use. Other parts of the brain probably "cache" some of the insights gained by visualizing things, or trying / imagining movements etc., also common sentences, so we can use these areas for other things we've never seen before. These cached things are our concepts, I think.

You're right, I won't visualize every part of the thought "technology advances exponentially because technology feeds back positively on itself". But I've seen a lot of exponential functions in math classes, plotted ... (read more)

sure. But what I'm saying is that you need some mathematical machinery to manage all of these interactions between pictures, sentences, sounds, etc. There's no shortage of narrow AIs which make use of one aspect of what you've said, e.g. face recognition "AIs", text-matching AIs (google), etc. But none of them can pass the Turing test.

Furthermore, I think that there are abstract concepts (like "bias") which are not well represented by anything we have at the moment. I think that we need to forge new abstract representations, and that those representations will be symbolic, they will look more like FOPL than like a neural net or a bitmap.

I wonder how the topic of audio dramas could inform this discussion. I was raised listening to Focus on the Family's Adventures in Odyssey, a radio drama that began in the 80s and continues to the present, I believe. Our family had tons of episodes on cassettes, and we would listen to them as we played with legos and such.

While listening to it, I would always visualize the location, where streets are, how big a room is, where the door is, sometimes even the cardinal directions. But to this day I have no idea what the characters looked like. I could never i... (read more)

Much of this discussion seems to be people expressing differences in their own internal processes when it comes to visualization, reading, etc.  This seems to me to be directly connected with a concept it took me many years to learn and which still feels unnatural to me: not all people think the same way.  Even if one assumes that people all have identical brains at birth (which is not true, but useful for the sake of this argument) our brains start with a vast number of connections, and then as we age and gain experience those connections are pruned, so t... (read more)

This is probably one the most thought-provoking comments section i've read on this site so far.

I never really thought how different people's visualizing (or lack thereof) could be. Specifically, I never thought some people couldn't visualize at all. I always kind of assumed that people visualized fairly similarly to me. Looking back, this was a naive and selfish view, but still, so much difference...

For example, I saw the man walking on the left side of the street. I was standing in the middle of the sidewalk, at roughly my real-life height. the man was sh... (read more)

When the phrase "triangular lightbulb" first crossed my mind—no, the hotel doesn't have them—then as best as my introspection could determine, I first saw a pyramidal lightbulb with sharp edges, then (almost immediately) the edges were smoothed, and then my mind generated a loop of flourescent bulb in the shape of a smooth triangle as an alternative.

Same happened to me, except it was a prism rather than a pyramid.

Hmm. That was interesting. When I tried to visualize a triangular lightbulb, my initial response was a pyramidal one, but after a second or so, it shifted to a null response, where it stayed for a while. Once I started analyzing why I couldn't seem to visualize one, though, it started mapping to my video-game-granted ability to visualize 2D leaves, and after a few minutes, I actually became able to visualize it again.

"Believe it or not, for some decades, there was a serious debate about whether people really had mental images in their mind—an actual picture of a chair somewhere—or if people just naively thought they had mental images (having been misled by "introspection", a very bad forbidden activity), while actually just having a little "chair" label, like a LISP token, active in their brain" - AFAIK, you misrepresent the debate. It was rather about what is primary and what is secondary. Sure, your brain paints a chair - but does it fir... (read more)

As an aphantasiac myself, this article picks the wrong example. And it did not age well given that aphantasia has been experimentally confirmed. Hard to take seriously advice which would recommend rejecting true propositions.



Variable Question Fallacies

Albert:  "Every time I've listened to a tree fall, it made a sound, so I'll guess that other trees falling also make sounds.  I don't believe the world changes around when I'm not looking."
Barry:  "Wait a minute.  If no one hears it, how can it be a sound?"

While writing the dialogue of Albert and Barry in their dispute over whether a falling tree in a deserted forest makes a sound, I sometimes found myself losing empathy with my characters.  I would start to lose the gut feel of why anyone would ever argue like that, even though I'd seen it happen many times.

On these occasions, I would repeat to myself, "Either the falling tree makes a sound, or it does not!" to restore my borrowed sense of indignation.

(P or ~P) is not always a reliable heuristic, if you substitute arbitrary English sentences for P.  "This sentence is false" cannot be consistently viewed as true or false.  And then there's the old classic, "Have you stopped beating your wife?"

Now if you are a mathematician, and one who believes in classical (rather than intuitionistic) logic, there are ways to continue insisting that (P or ~P) is a theorem: for example, saying that "This sentence is false" is not a sentence.

But such resolutions are subtle, which suffices to demonstrate a need for subtlety.  You cannot just bull ahead on every occasion with "Either it does or it doesn't!"

So does the falling tree make a sound, or not, or...?

Surely, 2 + 2 = X or it does not?  Well, maybe, if it's really the same X, the same 2, and the same + and =.  If X evaluates to 5 on some occasions and 4 on another, your indignation may be misplaced.

To even begin claiming that (P or ~P) ought to be a necessary truth, the symbol P must stand for exactly the same thing in both halves of the dilemma.  "Either the fall makes a sound, or not!"—but if Albert::sound is not the same as Barry::sound, there is nothing paradoxical about the tree making an Albert::sound but not a Barry::sound.

(The :: idiom is something I picked up in my C++ days for avoiding namespace collisions.  If you've got two different packages that define a class Sound, you can write Package1::Sound to specify which Sound you mean.  The idiom is not widely known, I think; which is a pity, because I often wish I could use it in writing.)

The variability may be subtle:  Albert and Barry may carefully verify that it is the same tree, in the same forest, and the same occasion of falling, just to ensure that they really do have a substantive disagreement about exactly the same event.  And then forget to check that they are matching this event against exactly the same concept.

Think about the grocery store that you visit most often:  Is it on the left side of the street, or the right?  But of course there is no "the left side" of the street, only your left side, as you travel along it from some particular direction.  Many of the words we use are really functions of implicit variables supplied by context.

It's actually one heck of a pain, requiring one heck of a lot of work, to handle this kind of problem in an Artificial Intelligence program intended to parse language—the phenomenon going by the name of "speaker deixis".

"Martin told Bob the building was on his left."  But  "left" is a function-word that evaluates with a speaker-dependent variable invisibly grabbed from the surrounding context.  Whose "left" is meant, Bob's or Martin's?

The variables in a variable question fallacy often aren't neatly labeled—it's not as simple as "Say, do you think Z + 2 equals 6?"

If a namespace collision introduces two different concepts that look like "the same concept" because they have the same name—or a map compression introduces two different events that look like the same event because they don't have separate mental files—or the same function evaluates in different contexts—then reality itself becomes protean, changeable.  At least that's what the algorithm feels like from inside.  Your mind's eye sees the map, not the territory directly.

If you have a question with a hidden variable, that evaluates to different expressions in different contexts, it feels like reality itself is unstable—what your mind's eye sees, shifts around depending on where it looks.

This often confuses undergraduates (and postmodernist professors) who discover a sentence with more than one interpretation; they think they have discovered an unstable portion of reality.

"Oh my gosh!  'The Sun goes around the Earth' is true for Hunga Huntergatherer, but for Amara Astronomer, 'The Sun goes around the Earth' is false!  There is no fixed truth!"  The deconstruction of this sophomoric nitwittery is left as an exercise to the reader.

And yet, even I initially found myself writing "If X is 5 on some occasions and 4 on another, the sentence '2 + 2 = X' may have no fixed truth-value."  There is not one sentence with a variable truth-value.  "2 + 2 = X" has no truth-value.  It is not a proposition, not yet, not as mathematicians define proposition-ness, any more than "2 + 2 =" is a proposition, or "Fred jumped over the" is a grammatical sentence.

But this fallacy tends to sneak in, even when you allegedly know better, because, well, that's how the algorithm feels from inside.

"This often confuses undergraduates (and postmodernist professors) who discover a sentence with more than one interpretation; they think they have discovered an unstable portion of reality."

I don't really know how to read this sentence. Are you claiming that there is a fixed, stable reality? Are you claiming that the postmodernist professor is implicitly claiming the existence of a fixed reality?

I think the more articulate postmodernist professor would claim "we cannot make reference to a fixed interpretation of phenomena outside of an assumed cultural reference." -You're- the one talking about "reality."

You are using terms like "proposition," "question," etc. very loosely. Could you please clarify what the pertinent "question" that the huntergatherer and the astronomer are trying to "answer" is? What "propositions" do they assert?

I would make two claims. First, I claim that everyday people going about their everyday business are not trying to answer claims/make propositions. Second, I think that "truth" as a linguistic concept exists only in very specific contexts.

"Have you stopped beating your wife?" has well-defined true-or-false answers.  It's just that people are generally too stupid to understand what the no-answer actually indicates.

"Is this sentence false?" is problematic only if we presume that it's meaningful.  All things are dividable into the categories of sensible and nonsensical.  The sensible portion is then further dividable into the categories of true and false.  Nonsense is outside the bounds of the true-false distinction.

I don't think the two closed answers of "Have you stopped beating your wife ?" have such a well-defined meaning.
Since this is natural language, and I understand a no as meaning "I'm still beating her." and I expect most people to interpret a no the same way as I, then it's not from obvious why this interpretation is incorrect (if we ignore that the sentence is typically used as an example that has no good answer. Use "Will you stop smoking soon ?" which is less standard for the sake of the argument.)

If you interpret it strictly, an answer of "yes" puts you in the space of "I used to beat my wife, but I have stopped."  An answer of "no" puts you in the ambiguous space of "Either I used to beat her, and I still do, or I never have and therefore can't have stopped."

The question is which of those two possibilities people will assume.  Which will depend on the context and what they already think of both you and the person asking.

Actually, you can't quite escape the problem of the excluded middle by asserting that "This sentence is false" is not well-formed, or meaningful; because Gödel's sentence G is a perfectly well-formed (albeit horrifically complicated) statement about the properties of natural numbers which is undecidable in exactly the same way as Epimenides' paradox.

Mathematicians who prefer to use the law of excluded middle (i.e. most of us, including me) have to affirm that (G or ~G) is indeed a theorem, although neither G nor ~G are theorems!  (This doesn't lead to a contradiction within the system, fortunately, because it's also impossible to formally prove that neither G nor ~G are theorems.)

No, it's not the same. Gödel sentences can be resolved by adding axioms. You can't add axioms to resolve 'This sentence is false'.

Neither G nor -G are theorems, but (G or -G) is a theorem.

As an analogy (whose deepness I don't quite know), this is like if the logical system was a person (who I will name Peano) who I determine will never figure out whether G is true or false. Peano, however, knows that G must be either true or false. He can know (G or -G) even if he can never know G nor know -G.

The tricky thing, I think, is to not accidentally mix the meta lels.

More to the point: (P or ~P) isn't a theorem, it's an axiom.  It is (so far as we can tell) consistent with our other axioms and absolutely necessary for many important theorems (any proof by contradiction— and there are some theorems like Brouwer's Fixed Point Theorem which, IIRC, don't seem to be provable any other way), so we accept a few counterintuitive but consistent consequences like (G or ~G) as the price of doing business.  (The Axiom of Choice with the Banach-Tarski Paradox is the same way.)

It's usually given as "Have you stopped beating your wife yet?" (Emph mine).  The problem is the presupposition that you have been beating your wife.  Either answer accepts (or appears to accept) that presupposition.

It's a different sort of bad question than the underconstrained questions.  The Liar Paradox OTOH is a case of underconstrained question because it contains non-well-founded recursion.

I think the trouble about "Have you stopped beating your wife?" is that it is not about a state but about a state transition.
It asks "10?", and the answer "no" really leaves three possibilities open (including that the questionee has recently started beating his wife).
The sentence structure implies a false choice between answers 10 and 11, because we are used to asking (and answering) yes/no questions about 1-bit issues while here we deal with a 2-bit issue.
But you probably knew all that... =)

Oh, and the Liar Paradox makes much more sense once we overcome our obsession about recursion:
If we take the equally valid stance of viewing it as an iteration, it is easy to see that the whole problem is that the proposition does not converge; that's all there is to it.

it's not as simple as "Say, do you think Z + 2 equals 6?"

Except, of course, when it is. And sometimes that isn't simple either.

A friend tells the story of being asked (by a stranger at a bus stop) "Is ten percent about two dollars?"
"It depends," says she. "Ten percent of what?"
"A mop," the stranger explains helpfully.
"Um," says she, re-evaluating her understanding of the conversation. "How much does the mop cost?"
"Twenty dollars."
"Well, then, yes. Ten percent of twenty dollars is two dollars."

"Well," comes the huffy reply, "why didn't you say so in the first place, then?"

This is admittedly largely irrelevant to the point of your post, but I often remember that story when conversations seem to break down. Sometimes the word we have different interpretations of didn't even get spoken in the first place.

"Oh my gosh!  'The Sun goes around the Earth' is true for Hunga Huntergatherer, but for Amara Astronomer, 'The Sun goes around the Earth' is false!  There is no fixed truth!"  The deconstruction of this sophomoric nitwittery is left as an exercise to the reader.

Am I correct that this sophomoric nitwittery can be solved by taking Earth as a fixed point? Then sun really will go around it. So will the moon. All other planets will go around the sun.

If not, well... you can imagine why I didn't get an A in that philosophy where a teacher meant it literally (as in relativism)

True but not the right answer. Suppose instead that it said "Oh my gosh! 'Rain is caused by the rain god Zarphomek' is true for Hunga Huntergatherer, but for Martha Meteorologist, 'Rain is caused by water condensation' is true! There is no fixed truth!" What would be the deconstruction in that case?

Basically, yes.  From the earth's perspective, the earth spinning on its axis while the sun is (relatively) stationary looks exactly the same as the sun going around the earth.

So they look identical, but Amara the Astronomer knows that this illusion is simply a misunderstanding of how the heavenly bodies interact.

Hunga Huntergatherer doesn't know the earth spins.  If he did he'd probably be able to figure out that the sun isn't circling the earth if he thought about it for a while.

Well in that case Earth doesn't really go around the sun, it just goes around the center of this galaxy on this weird wiggly orbit and the sun happens to always be in a certain position with respect to...... ouch! See what I did? I babbled myself into ineptness by trying to be "absolutely technically correct." I just can't. Even if I finished that "absolutely technically correct" sentence, I'd probably be wrong in some other way I haven't even imagined yet.

So let's accept the fact that not everything that is said which is true is "absolutely technically correct." (True with respect to The Simple Truth, ugh, this semantics is tiring so I'll quit).

The not-technically-correct truth for Hunga Huntergatherer and the not-technically-correct truth for Amara Astronomer seem to verbally contradict each other in the same way that Albert::sound verbally contradicts Barry::sound. Is the solution to it that one is false and other is true? You take the side of Amara Astronomer (and so do I) because the maps in our heads resemble this view better than the other. 

The fact that these two notions seem contradictory is not because they are contradictory, but because our minds are trying to map them both into the same spot.

Your solution brings us back to analyzing maps. Its analogue is defining Albert::sound to be correct. I don't believe that the point of the article was to define truth. It's practically impossible to do so (see my fumble above). I think the point of the article was that contradictions in our ill-defined language (and concepts and maps that come with it) do not imply contradictions in reality.

I was simply discribing why Hunga Huntergatherer might not have realized that it is the earth that goes round the sun.

Hunga's map is still extremely useful, particularly for getting your bearings.  The old saying "the sun rises in the east and sets in the west" is still useful even though it is the earth spinning to create the effect rather than the sun actually moving around the earth (which is implied in the saying).  

It's worth noting that Hunga's map is included in Amara's map, not eliminated by it.  Albert's map also includes Barry's map, just like Einstein's map of gravity includes Newton's map.

They're all still just maps though, and should be treated as such. 

True, but what you imagine to be territory may just be another layer of maps.

If you need to think that there is a territory down there somewhere in order to keep from drowning in relativism, then go ahead and think that.  But be careful not to imagine that you have actually seen the territory.  You haven't.  All you have access to (by way of science) are some mighty fine maps.

I pause. “Well…” I say slowly. “Frankly, I’m not entirely sure myself where this ‘reality’ business comes from. I can’t create my own reality in the lab, so I must not understand it yet. But occasionally I believe strongly that something is going to happen, and then something else happens instead. I need a name for whatever-it-is that determines my experimental results, so I call it ‘reality’. This ‘reality’ is somehow separate from even my very best hypotheses. Even when I have a simple hypothesis, strongly supported by all the evidence I know, sometimes I’m still surprised. So I need different names for the thingies that determine my predictions and the thingy that determines my experimental results. I call the former thingies ‘belief’, and the latter thingy ‘reality’.”

The map is not the territory, and the territory is not the map. My hypotheses about it might be wrong, but the territory is still the territory. How would a map determine my experimental observations?

That is a great quote from The Simple Truth.  And what is more, it is perfectly responsive to what I was trying to say.  Thank you.

As you may already know, Eliezer quoted that passage in Quantum Non-realism because QM makes it necessary to modify that argument slightly.  The trouble is that in QM, your experimental results are no longer "determined" or at least not in the same sense.  Oh, I agree with the basic message of that Quantum Non-realism posting that QM creates no problems for realism that MWI and a little fine print can't fix.  But I think that the fact that QM forced a change to the argument does suggest that there may be even more changes needed down the road.

I need a name for whatever-it-is that determines my experimental results, so I call it ‘reality’. This ‘reality’ is somehow separate from even my very best hypotheses.

If you want to call the whatever-it-is 'reality', that is fine with me.  The whatever-it-is is definitely different from the best map that you know of.  But it is possible, is it not, that the whatever-it-is is the whole tower of maps - including the maps you know of and the maps you don't even imagine yet.

How would a map determine my experimental observations?

A map doesn't determine observations.  A whole tower of maps determines observations (modulo the necessary QM/MWI fine print).  In much the same way that map-towers determine theoretical predictions.  Maps, predictions, and observations are all made out of the same kind of 'stuff'.  There is nothing mysterious about it.  You only get into trouble if you somehow begin to imagine that experimental observations are somehow built out of some kind of 'reality stuff' which is ontologically different from map-tower stuff.  They are not.  Observations are very theory-laden.

Logical positivism had all this stuff covered fairly satisfactorily by 1970 or so (IMHO)
but then somehow there was a change in the Zeitgeist and everyone agreed that positivism is dead.  I am a contrarian who thinks something like it can be revived - along with a number of more academically serious anti-realist philosophers working in philosophy of science.

Is there any real evidence of this?  I hear interesting conjecture but not one bit of evidence.

You know the saying, big claims require big evidence.  These are very big claims.

Not to my mind.  In fact, I'm not sure they are 'claims' at all.  I'm suggesting a different way of looking at things - a way which has advantages and disadvantages.  I think the advantages dominate.  Your mileage may differ.

If I did make claims, it was in the last paragraph where I suggested that anti-realism is both a respectable and a populated position in ontology and philosophy of science.   The wikipedia article should provide links to sufficient evidence to back those claims.

The Wikipedia article wasn't all that helpful other than to give a better idea of what the term means.

There seem to be two major types of anti-realism - one seems to be the idea that nothing is objectively real, and the other that no matter how much indirect evidence we have we can never know what is objectively real.

The first position doesn't seem to be useful for much of anything (to me, anyway), and the second seems to be pretty close to what "the map is not the territory" is all about, with the claim that the map well never be able to perfectly reflect the territory. 

Since you like to argue about the map/territory, I can only assume you believe nothing is objectively real.

I can only assume you believe nothing is objectively real.

It would probably be more productive to assume that I have seen no evidence that anything is objectively real, and that I have noticed no particular advantage to forming a belief on the subject in the absence of evidence.

And since I don't expect to see or hear any evidence on the question any time soon, I follow Occam's advice and try to think of how I can live without that belief in the real existence of something called 'territory'.

I think I understand you, but what I don't understand is how the idea that our subjective observations do not have an objective cause is simpler than the idea that what we sense directly and measure indirectly is the objective cause.

I would think Occam's razor would require you to assume there is an objective reality causing all of your indirect observations.  Even if all of reality is just a figment of our imagination, or just a part of some simulator (to take an extreme position), doesn't there need to be a cause of such figments, or a machine of some kind on which the simulation runs?

In other words, I could understand the position that our understanding of reality (our best maps, if you will) may be completely wrong, and I could even understand the position that the nature of reality may be impossible for us to discover, but it seems to me the fact of our existence is pretty significant evidence that some kind of objective reality exists, whether or not we have accurately mapped it.  Furthermore, both positions seem far more complicated than the position that what we have seen and measured is reality.  Both positions must explain all of our senses as well as having some larger thing that is an undiscoverable reality.  Occam's razor seems to say the simplest answer is that what we have sensed directly and measured indirectly is reality (though not necessarily the fundamental reality).

It does.  But I think you are underestimating just how much complication a belief in an unknown (or not yet known) reality brings with it.  And it is an unsupportable position to claim "that what we have seen and measured is reality".  Measurement is obviously theory-laden.  Sense data is too, though the theories involved are in the field of psychology and the neurosciences.

it seems to me the fact of our existence is pretty significant evidence that some kind of objective reality exists

One thing I notice you doing that you may not notice yourself:  you are using the words "objective" and "subjective" as a kind of praise or condemnation.  And you seem to associate the adjective 'objective' with the noun 'reality' as if 'reality' has a natural right to that adjective.  But I am taking the position here that the only 'reality' you have access to is a subjective one (or, at best, intersubjective).

I think we pretty much understand each other at this point.  I'm not trying to convert anyone - just to open some minds.  And I apologize for my "maps all the way down' crack that started the conversation.  It came across as trollish, and I regret that.

How does one make maps into a tower? What would such a tower of maps look like? How is this different from a "territory" containing a tower of maps?

I am taking the word 'map' to mean pretty much the same as what philosophers of science refer to as 'theories'.  And 'territory' to mean 'reality'.  So by a 'tower' of maps, I mean a series of theories, each reducing to a 'lower-level' theory.  For example, one map might be a theory of infinitely divisible material bodies with state properties like density, temperature, and elasticity.  At the next level down in the tower of maps, we might have an atomic theory with 92 elements.  Next a theory in which the elementary particles include electrons, neutrons, and protons.  Next down, we have the standard model with QCD.  Then some super-symmetric Kaluza-Klein GUT.  Etc.

Is there a base-level theory ('map') that reduces to an underlying 'reality', rather than to a lower-level map?  I suppose we will never know - can never know - whether such a reality exists and what it 'looks like'.  Certainly, we never know whether our current lowest-level map is the final one.

The thing that strikes me is that a 'reduction' is really a relation (a morphism?) between maps - an association between the entities and observables at one level with those at the next level down.  In doing a reduction, we are constructing in our minds a relation or morphism between maps which also exist in our minds.  I am simply saying that if you postulate a new kind of thing - a 'reality' or 'territory' that exists outside our minds, you may solve some philosophical puzzles, but you create others.  For one thing, we need to have two kinds of reduction in our epistemology - one taking maps to territories, and one taking maps to maps.  I say, "Why bother!  Let's follow Occam's advice and stick to maps rather than adding this new entity - the 'territory' - without necessity."

I think the main problem is in "goes around", although HH::the Sun != AA::The Sun and HH::the Earth probably != AA::the Earth, the latter two shouldn't matter as much.

HH believes "HH:(text X)" is true and  AA believes "AA::(text Y)" is true, which isn't interesting. What's interesting are three things: that AA::(text X) has meaning, AA::(text X) != AA::(text Y), and if AA::(text X)  then NOT AA::(text Y).

I'd just like to point out that there is a definite answer to this. If a person has never started beating his or her wife, then they cannot stop and the answer must be no. Is there a flaw in this reasoning? Or am I not using the common definitions?

Here, too, I see a definite answer. The word "left" is possessed by the word "his." In the English language, the pronoun "his" (and similarly "him," "her," "it," etc.) always refers to the nearest possible preceding sensible noun. In this case, "building" is not a sensible word for "his" to refer to. The next nearest noun is "Bob," which does make sense for "'his" to refer to. Therefore, "his left" must refer to Bob's left. Of course, given context, the interpretation of "sensible" could change. If, say, Bob was giving Martin directions, and Bob just asked Martin to tell Bob what Martin saw (note that pronouns would more typically be used; I used names to allow a more certain answer upon careful reading), then "his left" would refer to Martin's left. Of course, this example is widely more open to interpretation, and I myself am not convinced.

In the English language, the pronoun "his" (and similarly "him," "her," "it," etc.) always refers to the nearest possible preceding sensible noun. 

Maybe where your from.  In English where I'm at, Jim will use 'him' to refer to Bob if he wants.

An answer of 'no' to that question would normally be interpreted "I am still beating my wife".

I'd just like to point out that there is a definite answer to this. If a person has never started beating his or her wife, then they cannot stop and the answer must be no. Is there a flaw in this reasoning? Or am I not using the common definitions?

It's technically accurate, but it fails to provide useful information. The question isn't impossible to answer on its own terms, it just turns a simple negative into non-Gricean communication.

Any English speaker who hasn't been brainwashed with prescriptivist poppycock will tell you that the sentence has two possible readings: one where 'his' refers to Martin, and one where it refers to Bob. In natural language, linear order or closeness tends to matter a lot less than you might think. (This is why many linguistic analyses represent sentences as hierarchical tree structures, and argue that the behavior of some word is predicted by its position in the tree.)

We can even see effects on the resolution of pronoun reference that apply across sentence boundaries:

There's a preference to interpret 'he' as Bob in the first case and Martin in the second (it's not absolutely impossible to interpret them the other way around, but there's a preference), and it comes not from syntax (we've kept that pretty constant) but from what we might nebulously call "the structure of the discourse". It's extremely hard to predict what the preferred interpretation will be in any given case.

However, I think that the example could have been better constructed for a different reason. There are actually two phenomena at work in the sentence: the deictic quality of the word 'left', and the problem of pronoun reference. The point could have been made with reference to either one individually. So it's not a very consequential confound, but it's worth separating the two effects nonetheless.

"Martin told Bob the building was on the left" still suffers from the problem that we don't know whose left is meant (Martin's, Bob's, the speaker's, maybe the addressee's?). In this case, I can't see any way of determining a definite answer, even one based on some word-counting bullshit.

There would still be ambiguity if we got rid of 'left' but kept the pronouns in:

Martin told Bob that the building was to the north of him.

('North' differs from 'left' in that it is defined relative to the entire earth, but the sentence has different truth conditions depending on who 'him' refers to.)

Since "Either Martin told Bob that the Xbox was at his house, or Martin did not tell Bob that the Xbox was at his house" can be false if 'his' refers to Martin in the first clause and Bob in the second, it still fits the example, but the ambiguity comes from a different source.

"Have you stopped beating your wife?", as has been explained elsewhere, is simply an example of a question that has a presupposition. Linguistics grad students and the people who love them will sometimes answer "Presupposition failure" to questions, but this has yet to catch on in the general population. ;)

"Oh my gosh!  'The Sun goes around the Earth' is true for Hunga Huntergatherer, but for Amara Astronomer, 'The Sun goes around the Earth' is false!  There is no fixed truth!"  The deconstruction of this sophomoric nitwittery is left as an exercise to the reader.

An apt way to put it.
That this worthless dimestore philosophy so often underlies contemporary contemplative discourse by relatively intelligent people never ceases to bewilder and sadden me. (see example below)

Variable truth-value (VTV) of a sentence is a technical thing in formal semantics - it means that the truth-value of this sentence depends on the little thingy called variable assignment. While the term might seem misleading, it is useful for explaining why we still claim "He walked in" has a truth-value - it first has the VTV, and then we find some "discourse" assignment that converts VTV to truth-value. Also, variable assignment can be manipulated from within the sentence (anaphora, movement, you name it).



37 Ways That Suboptimal Use Of Categories Can Have Negative Side Effects On our Cognition

Some reader is bound to declare that a better title for this post would be "37 Ways That You Can Use Words Unwisely", or "37 Ways That Suboptimal Use Of Categories Can Have Negative Side Effects On Your Cognition".

But one of the primary lessons of this gigantic list is that saying "There's no way my choice of X can be 'wrong'" is nearly always an error in practice, whatever the theory.  You can always be wrong.  Even when it's theoretically impossible to be wrong, you can still be wrong.  There is never a Get-Out-Of-Jail-Free card for anything you do.  That's life.

Besides, I can define the word "wrong" to mean anything I like - it's not like a word can be wrong.

Personally, I think it quite justified to use the word "wrong" when:

Everything you do in the mind has an effect, and your brain races ahead unconsciously without your supervision.

Saying "Words are arbitrary; I can define a word any way I like" makes around as much sense as driving a car over thin ice with the accelerator floored and saying, "Looking at this steering wheel, I can't see why one radial angle is special - so I can turn the steering wheel any way I like."

If you're trying to go anywhere, or even just trying to survive, you had better start paying attention to the three or six dozen optimality criteria that control how you use words, definitions, categories, classes, boundaries, labels, and concepts.

This summary is quite useful. Eliezer, it would be very nice if you added forward links to your post. I often find myself wanting to recommend reading a series you've written to a friend, but in order to read it they would need to start at the end and link their way back to the beginning. If a link to follow ups were provided at the top or bottom of prior posts, it would make these a lot easier to follow write on a particular topic, since I could recommend one post and my friend could hopefully figure out the rest.

Hmm... while these are all useful guidelines for how to use words, but I don't think all of them define wrong ways of using words.  For example "You use a short word for something that you won't need to describe often, or a long word for something you'll need to describe often.  This can result in inefficient thinking, or even misapplications of Occam's Razor, if your mind thinks that short sentences sound "simpler"" Which sounds more plausible, "God did a miracle" or "A supernatural universe-creating entity temporarily s... (read more)

It doesn't matter that Eliezer defined the word "wrong" in a different way than you. You still understand what he means, there's no point to redefining "wrong" in this case.

What's the bad thing that happens if I do 35? It's a mistake, but how will it prevent me from using words correctly? I'd still be able to imagine a triangular lightbulb.

Good post. The various wordy posts over the last month and a half will make a very nice chapter indeed. HOWEVER!

I take issue with #32, as I did in the original post. Perhaps I am the sort of guy who has a Jones for green-eyed, black-haired girls. Now [green-eyes] and [black-hair] may have exactly zero correlation with one another - having one makes you no more or less likely to have the other. However, for ease of reference (which is surely what it's all about anyway) I talk about green-eyed, black-haired girls as 'Wigginettes'. Now as long as I'm careful not to sneak in any connotations or start pigeonholing, how is 'Wigginettes' wrong?

Being my own Devil's Advocate for a sec - I understand how a word that doesn't correspond to a pattern in Thingspace doesn't describe anything coherent in Reality-Land. And that's fine. Outside my head, and the heads of people I talk to, sure, Wigginettes is a Wrong Word.

However, as Eliezer points out, we tailor our use of language to what is useful, what helps us get by. Pigheaded obstinacy and nitpicking are bad for communication, not good. People have utility functions, and language should be a tool for moving us in the right directions. Wigginettes does that for me, regardless of whether or not it describes a cluster.

Perhaps I am the sort of guy who has a Jones for green-eyed, black-haired girls.

Then [green eyes], [girl], and [black hair] are positively correlated with [has a Jones for]. Which is a valid Bayesian inference.

Definitely one of the most useful posts I've seen on overcoming bias. I shall be referring back to this list often. I am surprised though, that you did not reference that incisive philosopher, Humpty Dumpty, who had views about a word meaning exactly what he wanted it to mean :) While I haven't thought through the taxonomy of failures through quite as thoroughly, I spent a fair amount of time figuring out the uses of the words 'strategy' and 'tactics' in collaboration with a philosopher of language, and wondering about the motivated bias that enters into d... (read more)

We've been over this before.  You can define the word however you like IF and ONLY IF you 1) explicitly state the new definition, and 2) maintain consistency by not using the word in its old sense and not permitting previous usages of that word to be compared to your new one.

Words cannot be wrong.  Words can be used incorrectly... as has been so repeatedly demonstrated.

Caledonian - I don't think anyone's suggesting that a word can be 'wrong' in and of itself. Of course it comes down to usage; usage is what gives words their power (for good or bad). The idea is that words can be defined or used in such a way that they do not help us describe reality, hence a 'wrong word'. I'm sure you're aware of this.

Of course you can define a word any way you like, no-one's going to stop you doing so. However, some consideration is required if you wish to communicate (and, often, think) effectively. I'm sure you agree with this as well, so:

Demonstrate, without using any of the loaded terms involved, how and where you disagree with the original post.

You say: "The act of defining a word to refer to all humans, except black people, seems kind of suspicious"

This is gratuitously emotive and doesn't help to clarify your point.

Are you hoping to impress with your egalitarian conscience? Or are you hoping to politically bully your readers into agreement?

Please allow your arguments to rest on their own merits.

Wigginettes does that for me, regardless of whether or not it describes a cluster.

Isn't it describing the cluster of women whom you expect to be attracted to?  Surely one of the dimensions in your the subset of thingspace that you work with can be based upon your expected reaction to a set of physical features.

On a separate note, a lot of readers here would probably like Venkat's blog linked above.

You draw your boundary around a volume of space where there is no greater-than-usual density

Remember, Thingspace doesn't morph to one's utility function - it is a representation of things in reality, outside one's head. Wigginettes aren't an identifiable cluster in Thingspace, since the two attributes they all possess aren't correlated in any way, in stark and shocking defiance of #32.

Seriously though, I'm a sucker for dark hair and green eyes.

Manon:  What's the bad thing that happens if I do 35?

You waste years of your life on dreadful AI designs based around suggestively named LISP tokens.  See Drew McDermott's classic Artificial Intelligence Meets Natural Stupidity.  More on this later.

Ben Jones:  Perhaps I am the sort of guy who has a Jones for green-eyed, black-haired girls.

Yes, by putting arbitrary boundaries into the utility function, I can force an AI to develop concepts for things that are bound only by those boundaries.  But human utility boundaries are typically around otherwise-intere... (read more)

You waste years of your life on dreadful AI designs based around suggestively named LISP tokens. See Drew McDermott's classic Artificial Intelligence Meets Natural Stupidity. More on this later.

Remember, Thingspace doesn't morph to one's utility function - it is a representation of things in reality, outside one's head.

Could you not theoretically devise an experiment that showed a correlation between the presence of black hair / green eyes and biochemical changes in your brain and hormonal systems?

This particular cluster in Thingspace - female features which Ben Jones, specifically, finds attractive - may not be of any use to anyone but you (with the possible exception of women in your soc... (read more)

Eliezer: "In the original case, I talked about wiggins. Here, summarizing, I have to pick a better-known example of how arbitrarily excluding something is not only bad, but a case of trying to get away with something without justifying it."

At the risk (certainty?) of sounding churlish, ad Hitlerum is not a convenient shorthand. It's a logical fallacy which you've used a couple of times here. Being on guard against such thought patterns is the point of this blog.

Suppose that I referred to the non-human status of a 20 week foetus as an example of h... (read more)

"You waste years of your life on dreadful AI designs based around suggestively named LISP tokens." -> Actually it's worse. Any theory of mind that contradicts subjective experience must dismiss it (cf Behaviorism). Experience is an axiomatic fact. Putting theory before facts locally destroys science and stalls any attempt to progress beyond that point - it becomes a "semantic stop-sign".

Ben - remember that the original article referenced in point #32 stated that it was useful to have a word for something with traits A and B if (A correlates with B) OR (A,B correlates with something else, C). So even though green eyes do not positively correlate with dark hair, the combination does correlate with your desire.

I know this is basically repeating what others have already said, but I just wanted to stress that A nd B do not have to correlate.

It's useful to have a word for such a thing even if we can predict nothing more from A and B.

I sometimes wonder. Maybe it's the other way round....

iwdw & Dave - it's a tempting idea, but I'd say that ultimately it's wrong.

My liking of Wigginettes is a fact about me, not a fact about Wigginettes. I can't spontaneously create a new Thingspace dimension, say 'look, Wigginettes glow when you look through this dimension, hence Wigginettes is an objectively valid category'. My liking is based on two unrelated properties, A and B, and maybe that 'creates' a third property C, but that property only descri... (read more)

Referring to objective properties statistically associated is not the only purpose of language, and it's not the only way language helps us think.

Your arguments are predicated upon a false assumption.

I don't disagree about the utility of the term, I'm just trying to figure out what should be considered a dimension in "thingspace" and what shouldn't.  Obviously our brain's hormonal environment is a rather important and immediate aspect of the environment, so we tend to lend undue importance to those things which change it.

To continue to play Devil's Advocate, where does the line get drawn?

If you extend the hypothetical experiment out to a sufficiently sized random sampling of other people, and find that Wigginettes are more likely t... (read more)

My first thought was to bookmark this so that I can name numbers whenever I'm having a disagreement on the Internet. This list is an excellent Fully General Counterargument.

You give an absolute train wreck of a purported definition, then do your best to relive the crash over and over. Intelligence is not merely objective reason, but includes nonlinear subconscious processing, intuition, and emotional intelligence. Therefore, AGI needs quantum computing.

(To be clear, the previous comment was meant as a joke, not as a serious addition to the list -- at least not as it stands :-))

Something seems to have gone wrong with the markup on this page; the list now goes from 1-5 and 1-32 instead of 1-37.

If everyone internalized all the points in this post (especially #11, #18, and #30), I think the world would be a lot better place. 

That said, for anyone overwhelmed by the prospect of keeping all these 37 points in mind, there's a much simpler way to encapsulate most of them: Words are not the concepts they represent. That one simple fact people seem to need constant reminding of. Reflecting deeply on the unexpectedly far-reaching implications of this little reminder will probably yield all the rest of the points.

It disgusts me to realize that I make so many mistakes so regularly. Perhaps disgust isn't the right word, though...

This is a good post - there are a  good number of philosophers who would benefit from reading this.

I'd like to add a 38, if I may, though it isn't mine. It's what Daniel Dennett calls a "deepity".

A deepity is a statement with two possible interpretations, such as "love is a word".

One of the interpretations is trivially true and trivially unspectacular. In this case, "love" - the word - is a word. The second interpretation is either false or suspect, but if it were true it would be profound. In this case, the non-existence of love as anything other than a verbal construct.

The "deepity" is therefore able to achieve undeserved profundity via a conflation of these two interpretations. People see the trivial but true interpretation and then think that there must be some kind of truth to the false but profound one.

If I were to start referring to apples as, say, "oranges", instead, would I have any right to say someone was "wrong" if they were to call one an "apple"? As many before me have said, it is all a matter of perspective. If a sentence in a book said, "The grass was bloodstained red," the author would be pointing out that the grass is differing from green, which, in the author's perspective, is the expected color for grass.

I'm somewhat new to this site, so if I have managed to use any of my words "wrong" by the definitions listed above, inform me, please.

Which sounds more plausible, "God did a miracle" or "A supernatural universe-creating entity temporarily suspended the laws of physics"? 

This specific example was broken for me when I first read it not long after high school. Schooling does some weird things to your brain. 

I find a lot of these guidelines to be consistent with my own view. (Especially common and destructive to mental functioning in philosophy is 26.) But, to clarify, this view is one of concepts, not of words, per se. The concept is the actual mental integration for which the word is a conventional symbol. (Different languages assign different words to the same concepts, like "agua" and "water.") Certain concepts can vary from one person/culture to another, but in order to actually be concepts, they must be formed in accordance with a cer... (read more)

Given the extent to which the proper use of general categories of reason depends upon the ends you wish to use the concept for, and the extent to which goals and values are entangled, I'm wondering if it's even possible to create an intelligent but non omniscient agent which uses these categories but that does not have some kind of implicit value preference structure.

I don't think it is possible, which makes FAI even harder to achieve.

I think the list strangely avoids a few very useful words and phrases. 5 is the fallacy of Reification, for example - really useful tag for a pervasive error.

Wittgenstein's concept of Family Resemblance would have been very useful in streamlining the several references to definition (e.g. defining a human being).

(13 seems very dismissive of Platonic Forms - Penrose, for one, might demur.)

A word fails to connect to reality in the first place.  Is Socrates a framster?  Yes or no?  

Your argument, if it worked, could coerce reality to go a different way by choosing a different word definition.  Socrates is a human, and humans, by definition, are mortal.  So if you defined humans to not be mortal, would Socrates live forever?  (The Parable of Hemlock.)

I don't understand this one. If you changed the word's definition, wouldn't the argument just then be unsound (though valid)? Argument-by-definition doesn't have a lot going for it, but I don't think this is a problem. Reading the linked article hasn't cleared things up for me. Can anyone explain what's meant here?

Unsupported claim: "Everything you do in the mind has an effect, and your brain races ahead unconsciously without your supervision."

I've studied psychology enough to think this could be a problem, but why should anyone else think so?

There is also a minor typo: "dis ease" (It's the space.)

The alternative is worse. When I talk about a piano, I'm disguising the inference t... (read more)

It's a bit unfortunate that these articles are so old; or rather that people aren't as active presently. I'd have enjoyed some discussion on a few thoughts. Take for instance #5, I shall paste it for convenience:

If the last 11 egg-shaped objects drawn have been blue, and the last 8 cubes drawn have been red, it is a matter of induction to say this rule will hold in the future.  But if you call the blue eggs "bleggs" and the red cubes "rubes", you may reach into the barrel, feel an egg shape, and think "Oh, a blegg."

this was a misleading comment, removed and replaced by this placeholder comment

Yep, nice list. One I didn't see:  Defining a word in a way that is less useful (that conveys less information) and rejecting a definition that is more useful (that conveys more information).  Always choose the definition that conveys more information; eliminate words that convey zero information.  It's common for people to define words that convey zero information. 
 But if everything has the Buddha nature, nothing empirical can be said about what it means and it conveys no information.

Along similar lines, always define words so that no other word conveys... (read more)

If my son wanted to be a poet, I'd keep this article away from him.  I feel you are at war with the fluidity of language.  I can describe what a volcano is to you with these amazing tools that are always subject to mishandling (in 37,000 ways) by speaker or listener, ever inferior to explanation by Action or intimate experience - throwing you into a volcano is real communication!

No. 6 - I go again to logic and formal math, where you can never define any term by extensions because sensory perceptions aren't reliable enough to give the needed certainty of Truths. Then you will have to start from some undefined elementary terms and work up from there. Other than this, though, this rule of thumb seems quite trustworthy.

No. 29 - that's just inaccurate. As you said, there are more and less typical examples of a cluster. Hinduism is a typical example, so we stop there. But if a case is a borderline member of a cluster, you will need to r... (read more)

this video has a good guide to how humans use (and misuse) categories: 1. Introduction to Human Behavioral Biology

37 spotted! Fun fact 37 is one of the subs-consciously more typical 2 digit number our mind stores for the similarity cluster of random number.  I found a good video and website on this topic.







    Reductionism

    How to take reality apart into pieces... and live in that universe, where we have always lived, without feeling disappointed about the fact that complicated things are made of simpler things.

Definitely one of the core LW sequences. Written by Eliezer Yudkowsky, ran from 08 Mar 2008 to 05 Apr 2008, with scattered other posts elsewhere.

Items in italic are potentially skippable; items in bold are extra-important.

This sequence follows Mysterious Answers to Mysterious Questions and requires the following posts from it:

This sequence follows A Human's Guide to Words and requires at least the following posts from it:

Early posts out of sequence:


  



Reductionism (i)

Universal Fire

In L. Sprague de Camp's fantasy story The Incomplete Enchanter (which set the mold for the many imitations that followed), the hero, Harold Shea, is transported from our own universe into the universe of Norse mythology.  This world is based on magic rather than technology; so naturally, when Our Hero tries to light a fire with a match brought along from Earth, the match fails to strike.

I realize it was only a fantasy story, but... how do I put this...

In the late eighteenth century, Antoine-Laurent de Lavoisier discovered fire.  "What?" you say.  "Hasn't the use of fire been dated back for hundreds of thousands of years?"  Well, yes, people used fire; it was hot, bright, sort of orangey-colored, and you could use it to cook things.  But nobody knew how it worked.  Greek and medieval alchemists thought that Fire was a basic thing, one of the Four Elements.  In Lavoisier's time the alchemical paradigm had been gradually amended and greatly complicated, but fire was still held to be basic - in the form of "phlogiston", a rather mysterious substance which was said to explain fire, and also every other phenomenon in alchemy.

Lavoisier's great innovation was to weigh all the pieces of the chemical puzzle, both before and after the chemical reaction.  It had previously been thought that some chemical transmutations changed the weight of the total material:  If you subjected finely ground antimony to the focused sunlight of a burning glass, the antimony would be reduced to ashes after one hour, and the ashes would weigh one-tenth more than the original antimony - even though the burning had been accompanied by the loss of a thick white smoke.  Lavoisier weighed all the components of such reactions, including the air in which the reaction took place, and discovered that matter was neither created nor destroyed.  If the burnt ashes increased in weight, there was a corresponding decrease in the weight of the air.

Lavoisier also knew how to separate gases, and discovered that a burning candle diminished the amount of one kind of gas, vital air, and produced another gas, fixed air.  Today we would call them oxygen and carbon dioxide.  When the vital air was exhausted, the fire went out.  One might guess, perhaps, that combustion transformed vital air into fixed air and fuel to ash, and that the ability of this transformation to continue was limited by the amount of vital air available.

Lavoisier's proposal directly contradicted the then-current phlogiston theory. That alone would have been shocking enough, but it also turned out...

To appreciate what comes next, you must put yourself into an eighteenth-century frame of mind. Forget the discovery of DNA, which occurred only in 1953. Unlearn the cell theory of biology, which was formulated in 1839. Imagine looking at your hand, flexing your fingers... and having absolutely no idea how it worked. The anatomy of muscle and bone was known, but no one had any notion of "what makes it go" - why a muscle moves and flexes, while clay molded into a similar shape just sits there. Imagine your own body being composed of mysterious, incomprehensible gloop. And then, imagine discovering...

...that humans, in the course of breathing, consumed vital air and breathed out fixed air. People also ran on combustion! Lavoisier measured the amount of heat that animals (and Lavoisier's assistant, Seguin) produced when exercising, the amount of vital air consumed, and the fixed air breathed out.  When animals produced more heat, they consumed more vital air and exhaled more fixed air. People, like fire, consumed fuel and oxygen; people, like fire, produced heat and carbon dioxide. Deprive people of oxygen, or fuel, and the light goes out.

Matches catch fire because of phosphorus - "safety matches" have phosphorus on the ignition strip; strike-anywhere matches have phosphorus in the match heads.  Phosphorus is highly reactive; pure phosphorus glows in the dark and may spontaneously combust.  (Henning Brand, who purified phosphorus in 1669, announced that he had discovered Elemental Fire.)  Phosphorus is thus also well-suited to its role in adenosine triphosphate, ATP, your body's chief method of storing chemical energy.  ATP is sometimes called the "molecular currency".  It invigorates your muscles and charges up your neurons.  Almost every metabolic reaction in biology relies on ATP, and therefore on the chemical properties of phosphorus.

If a match stops working, so do you.  You can't change just one thing.

The surface-level rules, "Matches catch fire when struck," and "Humans need air to breathe," are not obviously connected.  It took centuries to discover the connection, and even then, it still seems like some distant fact learned in school, relevant only to a few specialists.  It is all too easy to imagine a world where one surface rule holds, and the other doesn't; to suppress our credence in one belief, but not the other.  But that is imagination, not reality.  If your map breaks into four pieces for easy storage, it doesn't mean the territory is also broken into disconnected parts.  Our minds store different surface-level rules in different compartments, but this does not reflect any division in the laws that govern Nature.

We can take the lesson further.  Phosphorus derives its behavior from even deeper laws, electrodynamics and chromodynamics.  "Phosphorus" is merely our word for electrons and quarks arranged a certain way.  You cannot change the chemical properties of phosphorus without changing the laws governing electrons and quarks.

If you stepped into a world where matches failed to strike, you would cease to exist as organized matter.

Reality is laced together a lot more tightly than humans might like to believe.

Nice post. Very interesting. Apparently Lavoisier was the man. I didn't know much about his work until just now.

"If you stepped into a world where matches failed to strike, you would cease to exist as organized matter."


Okay, I can see your point here -- if I ask you to imagine being transported to another planet where things are kind of the same, except the matches don't work, you'd be justified in being skeptical. I always worried about this when I watched Star Trek -- how come the crew never accidentally vaporized after beaming down to a planet with just slightly different local laws of physics?

But mythology is different from science fiction -- mythology is populated by gods, where gods are defined not just as 'so much more powerful than we humans that we perceive them as god-like,' but as actual, omnipotent gods, capable of manipulating or simply disregarding 'laws' of the physical universe. If you visit this world, you'd best check any thoughts of a 'tighly-laced reality' at the door.

The laws of physics are constant between planets. Everywhere in the universe, in fact.

Maybe not: Variations in fine-structure constant suggest laws of physics not the same everywhere

Still, in that case, I'd call the real laws of physics the meta-laws by which the object level laws vary.

I think that when LP said, "world," he meant the fictional universe of Norse mythology, not a different planet.

how come the crew never accidentally vaporized after beaming down to a planet with just slightly different local laws of physics?

I think they were reacting to this line, not the one about other worlds.

It may well be a "tightly-laced reality".  It's just not this one. Perhaps the answer to a match not working in the world the hero is transported to is that the fundamental chemistry of the universe is different and our protagonist's body has obviously been modified to match.  Or else the difference is some specific alteration where human metabolism can still work, and yet phosphorous can't generate a high enough temperature to ignite cellulose.  The fact that he still has a match after transportation to such a different world where probably only his mental pattern is actually making the jump is the harder part to explain.

Similarly it might be possible to create a world where firearms and engines don't work by changing how much effect temperature has on the expansion of gasses without wrecking other things too terribly much.

But...  we're talking about fantasy, not hard sci-fi...  It's about the people, not the specifics of the physics of the universe.

In his SF novel "Dies the Fire", S. M. Stirling posits some event that stops all electronic and most chemical technology from working.  The 21st century world is quickly replaced by a medieval one.

Yet Stirling is a pretty bright guy, and he has some bright characters, so a few of them wonder at the subtlety and precision of the event, such that it stops gasoline from burning quickly, and gunpowder from working, and yet allows human brain cells to keep processing information at exactly the same rate.

As you might guess, Stirling never reveals exactly what fundamental constant became a variable, nor how much it changed, but that's to be expected.

The causes of the Change are subject to much speculation among the characters of the Emberverse universe, with a large range of theories relating to it. Popular amongst the Christian, Wiccan and other religious communities is the idea that the Change was a divine act by God, the Æsir, or the Lord and Lady, whether for punishment or to protect humanity from themselves. Another theory is that the effect was caused by an alien intelligence in an effort to minimize the ability of a competing civilization to wage war in their universe, or some other unknown purpose. These aliens apparently have the ability to affect matter and energy at the quantum level. This theory was referred by Ken Larsson, who referred to the alien intelligence as "Alien Space Bats". A smaller, less popular theory holds that the Change was a completely natural occurrence. There is no evidence that the Change is reversible. 

The chemical stuff could be explained by alterations to thermal expansion.  Less expansion would cause less pressure, and spiking pressure is a critical part of getting an actual detonation.  Would also reduce the amount of wind though, so the climate would possibly change substantially.

Electronic stuff failing is rather more difficult to figure out without wrecking people's brains, compasses, etc.  He probably should have left that alone and just let the electronics fade away since without gas expansion generating electricity to run them would be impractically expensive.

Just because you cannot imagine a world in which cellular energy transfer mechanisms still work, but safety matches don't does not mean that it cannot exist.  Human beings being the creatures that they are, I would bet that if we ever manage to manipulate a universe with different laws of physics to our own, one of the first things we would do would be to create human analogues in that universe to experience it all the more fully - look at all the online games like Everquest or whatever is cool these days: filled to the brim with human-like creatures and magic, and not a simulation of the Krebs cycle to be found.

Funny, I always read "A Fire Upon The Deep" as a commentary upon this very point.  It seemed to me that Vinge was rubbing people's faces in the fact that our intuitions about technology, where each discovery has an associated "importance" lisp token, doesn't correspond to the way the world works.  The Zones correspond to something that exists in the minds of people thinking about the future, but doesn't correspond to anything that could possibly turn out to exist in a consilient monistic world (as opposed to the Platonistic internal world of stories and computer games).  The story seemed to me to be an expose of the lack of depth implicit it non-singularitarian world models given the necessity of mind in monistic worlds emerging from a manipulable substrate.

OTOH, no-one else seems to read it that way, and "A Deepness In The Sky" was deeply disappointing by dropping the theme, so I guess that my read wasn't intended after all.

That theme came back in Children of the Sky, which was published after this post. It partially explains the Zone of Thought, demonstrating that it is not, in fact, a consilient monistic world.

Your read was probably one of several things which was intended. Vinge chose to focus on a different thing.

Vassar, IIRC, Vinge did indeed comment somewhere that "A Fire Upon the Deep" was intended as deliberate chutzpah - the problem of keeping the Transcendents out of the Beyonders' hair was unsolvable, so he simply imposed it as a complete magical plot device and went on from there.

And, everyone:  I was trying to say something about the real universe, not about literature.  Things are different here.

I don't see the problem. There seems to be no logical reason that local laws can't change because of arbitrarily complicated nonlocal rules. You can even see nontrivial examples of this in practice in some modern technology. Various of Microsoft's operating systems have reportedly contained substantial amounts of code to recognize particular usage patterns characteristic of particular old applications, and change the rules so the old application continues to work even though it depends on old behavior which has otherwise disappeared from the new operating system. Vaguely-similar principles of global patterns changing local decision rules also appear, in less-nauseating ways, in all sorts of software for solving hard optimization problems (optimizing compilers, finding the optimum move in Chess, finding the optimum schedule for a big logistics operation...). What would go impossibly wrong if you rewrote physics with added rules which recognize patterns characteristic of presence or absence of patterns (like "living organism" and "magical incantation") and which rejigger the local rules as a consequence?

Changing the local rules specifically to stomp out technology without making the rest of the universe's behavior unrecognizable is a tricky job, since you are correct that everything tends to be cross-coupled in weird ways. But I think one could at least make existing technology pretty frustrating. One way to start would be by making a list of a hundred or a thousand technogically useful patterns (things heating up to combustion temperature, things bending around a fulcrum, sizable things rotating or oscillating many many times without changing shape, lots of energy being stored for a long time in an elastic object) and make case by case hacks to damp them out (spontaneously cooling things when they rise above 100 degrees Celsius, letting the lever soften and bend, etc.) whenever they weren't preceded by the suitably magically approved pattern of causality. (So, e.g., you can light a fire with a spell, and perhaps by striking suitably hard objects against each other, but not with a match or a magnifying glass. And you can use hinges as long as they are between bones in a living organism.) The result would be a very weird universe, but if I remember correctly (from long, long ago), the universe in those books was supposed to be very weird anyway.

There are only two rules: quantum chromodynamics and universal gravitation, and hopefully they can be united into one. "[I]f you rewrote physics with added rules" is a non-starter.

It is actually quite astounding that so much physical behavior is allowed in such a paltry context. The things that do happen are in an extremely select set of events.

The point is not that a qualitatively more intelligent being could not design a universe to cancel a qualitatively less intelligent being's technology, but rather that an unintelligently (randomly subject to anthropic constraints, for instance) selected set of naturalistic laws could not plausibly generate such effects.  You could always have a hands-on god individually deciding what happens in each situation (monadology?), but that's just a kid playing with dolls, not a universe.  Also, "things" in modern physics are defined in terms of their relationships to one another, Chalmers' "pure causal flux".  To change the relationships is to change the things, and to eliminate the relationships is to eliminate the things.  For instance, objects have mass and mass a set of relationships to energy and to other massive objects mediated by space-time.  You can put God in the mediative role of space-time without any impact, but as soon as God doesn't obey the same simple set of laws when mediating the effect of mass, in what sense do objects still have mass at all?

randomly subject to anthropic constraints, for instance

That might lead us to simulations, quite close to the operating system example.

Monism simply means the philosophy that the universe is fundamentally comprised of one type of reality.  One can be a physical monist (materialist), neutral monist or mental monist (idealist).

Michael's earlier comment referred to monism but appeared to reference the materialist flavor only.

I had typed a reply but did not submit it until some time after his later comment about monadology.  The price paid for family life, I suspect. . .

I would say that I referred to ontological types with an informational flavor rather than a "materialist" flavor, but since the process doing the referring is an informational process, what other possibility could have been addressed?  Whereof one cannot speak, thereof one must be silent.

I recall Vinge saying something along the lines of "I needed an explanation for why everyone didn't hit the singularity" in some interview or something, but I thought the zones were pretty clearly modeled on the complexity hierarchy.

Think of consciousness and FTL travel each needing certain algorithms to run.  The local laws of physics bound what computing devices can be built, in a way that determines the algorithms that can be run.  In the unthinking depths, no computing devices can exist on which consciousness algorithms can run.  (Or maybe it just gets successively harder for consciousness algorithms to work.)  I kept thinking of the transcend as where the algorithms were linear time, the beyond as polynomial with increasing exponents, and the slow zone (for FTL) or unthinking depths (for consciousness) as exponential.

The big idea behind A Deepness in the Sky was that with limits on computing power and other technology--the "failed dreams," you're caught in endless Motie-style cycles of collapse and recovery (or sometimes just collapse).  All IMO.  (Does Vinge ever comment on blogs?)

I keep thinking that in Dies the Fire (I've only read 1.5 books in the series), someone should start using compressed air tanks to store unlimited amounts of energy.  I mean, the pressure gradient never gets above some maximum, right?

Many of the previous comments seek to define a world in which we could function but matches could not, but I think Eliezer put forth by accident a simpler explanation.

Interesting essay from an informational perspective...but frankly, in terms of what you find enjoyable in literature as demonstrated by said essay, I think you should step far away from the fiction section and remain within the safe, comforting confines of Dewey's decimals.

What it comes down to is the old question: are the laws of nature what they are of necessity, because no other laws are logically consistent?

Galileo was persecuted by the Church, not because he said the earth moved, but because he said that mathematics had to be what it was: "God could not have made 2+2=5." The Church did not want Galileo telling God what He couldn't do. (The "earth moves" charge was used to avoid giving him a platform to argue his position on mathematical necessity. They disliked the idea that much.)

Claiming that oxidation could change so that matches don't burn, while not affecting human metabolism, is analogous to claiming that 2+2 could equal 5 without affecting the multiplication table.

Of course, Galileo was trying to understand how things worked.  He wasn't trying to write escapist fiction.

I think a lot of people are missing the point here.  I was not engaging in literary criticism but making a point about how the REAL WORLD works.  I read the story, I liked the story, I bought the frikkin' book, okay?  But here in the REAL WORLD it is important to realize how tightly things are laced together - that it is not an arbitrary mess of surface rules, UNLIKE fantasy stories (which are perfectly fine, as fantasy stories).

Perhaps not an "arbitrary mess of surface rules," but why not just one of an infinite number of possible laws.

We have but only begun to gain an EMPIRICAL understanding of our world.... why should our observations equate to what must be a higher truth governing all possible other universes.

However, if we restrict ourself to what we think we know about our world, it is hard to imagine the extent of what else must also change to accommodate a match failing to strike.  Nonetheless, new phenomena and discoveries over the years have continually forced us to abandon our current theories about our existence.  What do we really know for sure about this world anyway?

You have hit upon the best answer to the theological "argument from evil" against the existence of God, i.e., the argument that an omnipotent, benevolent god cannot exist because there is evil in the world.

It is conceivable that the set of physical laws that create a world in which conscious beings exist is not logically separable from those that create a world in which tsunamis and earthquakes kill hundreds of thousands of them.  If there are to be conscious beings at all, then there must be natural disasters.  God, omnipotent or not, cannot create one without the other any more than God can create a world in which 2+2=5.

However, the God hypothesis allows for the coexistence of deep rules (a world in which conscious beings exist) and surface rules (a world in which tsunamis and earthquakes [do not] kill hundreds of thousands of them), so this "best" answer falls flat: theodicy still fails.

Nice post, Eliezer. The same logic applies to Creationists who insist that carbon dating is horribly flawed while blithely accepting the workings of radium watches, ionization-type smoke detectors, and other everyday objects that make use of the principles that govern radioactive decay. You can't pick and choose which physical laws will apply to your life...

Your objection to the possiblity of a world without fire reminds me of the the Fyodor's doubts about the possibility of a hell in The Brother's Karamazov.

Hell is scary insofar as it contains things we understand and are scared of, like iron hooks to be hung with. But if hell has even one item, like a hook, from our ordinary physical world, then this would have all sorts of embarrassing implications.

"It's impossible, I think, for the devils to forget to
drag me down to hell with their hooks when I die. Then I wonder-
hooks? Where would they get them? What of? Iron hooks? Where do they
forge them? Have they a foundry there of some sort? The monks in the
monastery probably believe that there's a ceiling in hell, for
instance. Now I'm ready to believe in hell, but without a ceiling.
It makes it more refined, more enlightened, more Lutheran that is.
And, after all, what does it matter whether it has a ceiling or
hasn't? But, do you know, there's a damnable question involved in
it? If there's no ceiling there can be no hooks, and if there are no
hooks it all breaks down..."

http://fyodordostoevsky.com/etexts/the_brothers_karamazov.txt

Agreed, it's contrary to the way the laws of physics work in our universe for matches to stop working while human beings continue to live.

But then, the way the laws of physics work in our universe doesn't seem to support Norse gods either. :-)

But the essay on Lavoisier etc. was still well worth the price of admission (not money, but time) :-)

This assumes that the laws governing the magical universe must be parsimonious, like those of our own. There is no reason why this has to be the case, though. Picture writing a simulation of such a place. Include as many absurd special cases as you want. You could model it on a high level - from the point of view of conscious agents only, and delve into particle interactions only when there is no other choice (say, the inhabitants learn to build particle accelerators.) Even in the latter case, you could stop the sim-creatures from delving too deeply via "slow zone" effects: if they try to build anything complex enough to stress your simulation's resources or reveal embarrassing inconsistencies, it will simply fail to work.

The act of striking a match in a magical world causes the magical elements to exert force upon the oxygen molecules surrounding the tip of the match, creating a small oxygen-free space in which the match can't light.

Firstly, you are not a wizard.  Unless perhaps you're engaging in useless definitional sophistry to pretend that wizard means something aside from common usage or some such nonsense, in order to fruitlessly pretend that you know what you're talking about.

Secondly, you are explicitly inventing a nonsense explanation to explain a nonsense phenomenon.  As well say that the match doesn't light in the magical world because magical energies destroy phlogiston.

Quote:
I think a lot of people are missing the point here. I was not engaging in literary criticism but making a point about how the REAL WORLD works. I read the story, I liked the story, I bought the frikkin' book, okay? But here in the REAL WORLD it is important to realize how tightly things are laced together - that it is not an arbitrary mess of surface rules, UNLIKE fantasy stories (which are perfectly fine, as fantasy stories).
:Unquote

Humans have been constructing theories to account for physical phenomena for how many millions of years?  And the universe is how many billions of years old old?  And Occam's razor is how many centuries old?  Admittedly, physics, and science generally has made a lot of headway by applying it, but that doesn't mean it's a property of the Universe.  The razor may dull with use & be replaced with some other tool.  You have a strong intuition (so do I) that the physical law is inately parsimonious, but that may be an artifact of the historical period in which we live.

Since we're illustrating our points with examples from SF/fantasy:

Terry Pratchet's Strata is a fantasy story illustrating how the real world can be (locally) a mess of suface rules exactly like fantasy stories.

Pratchet's point is that parsimony, as a characteristic of physical laws, goes out the window once concious agents enter the picture.  He goes on to postulate a sort of nightmare universe in which no physical law uncontaminated by conscious agency exists.

My fundamentalist father has stated, albeit reservedly, that fire did not exist before the fall of Adam, for fire symbolizes judgment. My response: what is metabolism but controlled fire?

It seems like people are working pretty hard to save that fictional world from contradiction, but isn't the simplest "explanation" for why a match doesn't work in a magic world "A Wizard did it"?

I don't think "The Incomplete Enchanter" is hard Science Fiction.

A magical world where gods exist is one with an entity in it with big angelic powers who can remotely have his awareness called to your attention by your intent to strike a match, and cause that it be snuffed rather than ignite by arbitrary manipulation of localized pressure, temperature, or opposing force around the match head to keep the electrons in place rather than stripping them free to recombine. And it can elect to not do that to you while it does it to the match.

Magical worlds don't necessarily overthrow the physical laws, there is instead an interventionist force called magic that selectively chooses its application. You should not step into a magical world, knowing it is magical, and then be surprised when something magical happens to oppose your notions of what should happen in a non-magical world. It is the experimental difference you predicted between the magical world and the real one. The magic force favors human metabolism over matches by its own conscious decree.

Convince it to let you out of the box, Harry James Potter-Evans-Verres.

Phosphorus is highly reactive; pure phosphorus glows in the dark and may spontaneously combust.   Phosphorus is thus also well-suited to its role in adenosine triphosphate, ATP, your body's chief method of storing chemical energy.

Actually, the above isn't true. Reactivity is a property of a molecule, not of an element. Elemental phosphorus is prone to get oxidised with atmospheric oxygen, producing lots of energy. ATP is reactive, because anhydride bonds are fairly unstable - but none change of oxidation takes place. That it contains phosphorus, isn't the actual reason for ATP to be an easy usable form of stroring energy. Salts of phosphoric acid also contain phosphorus, while being fairly unreactive.
Thus the implication just doesn't make sense.

It's fun to re-read this after seeing how HPMOR tried to deal with this problem (and what parts it still had to sweep under the rug).

If a match stops working, so do you.  You can't change just one thing.

I found this line of thought difficult to follow. The deeper, underlying rule is kinda far down from the surface level rules.

If you stepped into a world where apples didn't fall to the ground it'd imply that gravity doesn't work, which would imply that oranges also wouldn't fall to the ground, as well as a bunch of other things.

If there was some fantasy novel where apples didn't fall but oranges, pears, lemons, limes, etc. did fall, you'd react with a raised eyebrow. Or at least have to suspend your disbelief.



Universal Law

Antoine-Laurent de Lavoisier discovered that breathing (respiration) and fire (combustion) operated on the same principle.  It was one of the most startling unifications in the history of science, for it brought together the mundane realm of matter and the sacred realm of life, which humans had divided into separate magisteria.

The first great simplification was that of Isaac Newton, who unified the course of the planets with the trajectory of a falling apple.  The shock of this discovery was greater by far than Lavoisier's.  It wasn't just that Newton had dared to unify the Earthly realm of base matter with the obviously different and sacred celestial realm, once thought to be the abode of the gods.  Newton's discovery gave rise to the notion of a universal law, one that is the same everywhere and everywhen, with literally zero exceptions.

Human beings live in a world of surface phenomena, and surface phenomena are divided into leaky categories with plenty of exceptions.  A tiger does not behave like a buffalo.  Most buffalo have four legs, but perhaps this one has three.  Why would anyone think there would be laws that hold everywhere?  It's just so obviously untrue.

The only time when it seems like we would want a law to hold everywhere is when we are talking about moral laws - tribal rules of behavior.  Some tribe members may try to take more than their fair share of the buffalo meat - perhaps coming up with some clever excuse - so in the case of moral laws we do seem to have an instinct to universality.  Yes, the rule about dividing the meat evenly applies to you, right now, whether you like it or not.  But even here there are exceptions.  If - for some bizarre reason - a more powerful tribe threatened to spear all of you unless Bob received twice as much meat on just this one occasion, you'd give Bob twice as much meat.  The idea of a rule with literally no exceptions seems insanely rigid, the product of closed-minded thinking by fanatics so in the grip of their one big idea that they can't see the richness and complexity of the real universe.

This is the customary accusation made against scientists - the professional students of the richness and complexity of the real universe.  Because when you actually look at the universe, it turns out to be, by human standards, insanely rigid in applying its rules.  As far as we know, there has been not one single violation of conservation of momentum from the uttermost dawn of time up until now.

Sometimes - very rarely - we observe an apparent violation of our models of the fundamental laws.  Though our scientific models may last for a generation or two, they are not stable over the course of centuries... but do not fancy that this makes the universe itself whimsical.  That is mixing up the map with the territory.  For when the dust subsides and the old theory is overthrown, it turns out that the universe always was acting according to the new generalization we have discovered, which once again is absolutely universal as far as humanity's knowledge extends.  When it was discovered that Newtonian gravitation was a special case of General Relativity, it was seen that General Relativity had been governing the orbit of Mercury for decades before any human being knew about it; and it would later become apparent that General Relativity had been governing the collapse of stars for billions of years before humanity.  It is only our model that was mistaken - the Law itself was always absolutely constant - or so our new model tells us.

I may repose only 80% confidence that the lightspeed limit will last out the next hundred thousand years, but this does not mean that I think the lightspeed limit holds only 80% of the time, with occasional exceptions.  The proposition to which I assign 80% probability is that the lightspeed law is absolutely inviolable throughout the entirety of space and time.

One of the reasons the ancient Greeks didn't discover science is that they didn't realize you could generalize from experiments.  The Greek philosophers were interested in "normal" phenomena.  If you set up a contrived experiment, you would probably get a "monstrous" result, one that had no implications for how things really worked.

So that is how humans tend to dream, before they learn better; but what of the universe's own quiet dreams that it dreamed to itself before ever it dreamed of humans?  If you would learn to think like reality, then here is the Tao:

Since the beginning
not one unusual thing
has ever happened.

I wonder whether claims about the inviolability of physical laws (in general, rather than any specific law) actually mean anything... at a fundamental level the distinction between a law with an exception and just having a different law is pretty difficult to pin down. Either the "exception" is due to differences in circumstances that were previously ignored, or it's just random. In either case, you can probably always make a new "law" that accommodates the difference.

It does mean something. It's a definition of "physical law".

The idea that physical laws are simple is what has huge implications.

As far as we know, there has been not one single violation of conservation of momentum from the uttermost dawn of time up until now.


But the only reason we call the conservation of momentum a law, is that we do not know of any exceptions to it. A law is just a pattern in the behaviour of the universe we do not know of any exceptions to.

And when we do discover exceptions, we just call the old law a "special case" of the new law.

The point being that in every case, there is an explanatory hypothesis which has thus far been non-volatile. As opposed to the speed of light only applying on Tuesdays.

But the new law doesn't look like the old law plus a special clause exempting the exception.  It looks like a single, universal, mathematically simple, coherent statement, and it is then very clear that the old law was simply the approximate behavior of the new law under certain special conditions, the way that Newton's old laws of motion are simply the approximate behavior of Special Relativity under conditions in which the relative motion of particles is very slow compared to lightspeed.

The universality of the law is not a sophistry; the universe really does look that way.

I wish that I had slept properly. My comprehension skills have dwindled to the point that I am completely unable to grasp even the simplest statements. Perhaps this material is too advanced for me. I need to study science before returning to this forum. I need to stop being a willingly blind and childish idiot.

A while ago, I came across a mathematics problem involving the calculation of the length of one side of a triangle, given the internal angles and the lengths of the other two sides. Eventually, after working through the trigonometry of it (which I have now forgotten, but could re-derive if I had to), I realised that it incorporated Pythagoras' Theorem, but with an extra term based on the cosine of one of the angles. The cosine of 90 degrees is zero, so in a right-angled triangle, this extra term disappears, leaving Pythagoras' Theorem as usual.

The older law that I knew turned out to be a special case of the more general law.

Two very different points.  One is the whole "multiverse" theory.  In that view, different physical laws could hold in different "universes."  To the extent that we might ever be able to travel between them, would this not violate the "(multi)universality" of those laws?

Also, of course, there is the problem that the conditions under which such laws do not always hold, indeed may never hold completely.  The law of gravity holds precisely only in a perfect vacuum.  But there are no perfect vacuums.  Now there are plenty where it holds very closely, but there are also many quite relevant to use where it does not even come close to holding, as when air resistance is sufficient to substantially change the rate at which a body's movement towards the earth accelerates, even possibly changing the sign for a period of time (watch the helium balloon go up into the air, dear).

Regarding the multiverse: Yes, the constants might vary between universes. I don't think this would say anything about how reliable they are in this universe, but it does say that we'd need to be careful not to vaporize ourselves if ever we go exploring.

Regarding the laws not always applying: It seems to me that gravity is still working the same way in those situations. The spacetime around Earth is curved the same, the force gravity exerts on all the objects is the same. It's just other things also happening (friction with the air, buoyancy) at the same time producing a different effect than if only one force was in play. No law is being violated or changed. The effects are just produced by the sum of the effects of all the laws. Which is right and proper, because all the laws are patterns in the behavior of quarks and electrons.

EDIT: I didn't realize Eliezer's reply two comments down was a response to Barkely, so this comment is redundant.

I think that the social sciences seem to still be following the Greek paradigm.  Exceptions are excused and generally ignored rather than studied in more depth.  New theories are rarely asked to explain the findings that supported old theories.  Outliers are dropped, partially to make ignoring exceptions easier.

That may be true, but you've given no evidence to support your claim. Can you give some examples?

Barkley, regarding the "multiverse" theory, it's not clear whether you're referring to (a) different bubbles in the inflationary scenario, which hypothetically would possess fundamental laws identical to our own but with potentially different constants "frozen out", or (b) Tegmark's Level IV multiverse, which has never been observed.  Regarding (a), as I understand it with my rather limited expertise, the freezing-out process that sets the constants and keeps them stable is itself universal.  Regarding (b), it gets into very woolly territory for obvious reasons, but I will remark that it is rather a coincidence that the particular universe in which we find ourselves seems to work according to absolutely stable and absolutely global fundamental laws.

As for your second point about air resistance, one must distinguish between fundamental laws and surface generalizations.  If you phrase the law of gravity as "things fall down", it is a surface generalization with exceptions.  Closer to your sensory experiences, yes, but that's not always a good thing.  The law of gravity in its fundamental form describes a curvature of spacetime which influences all matter.  Other forces also impinge upon matter.  The sum of these influences is a surface phenomenon, which may or may not add up to "thing X falls down".  But the contribution of gravitation to the sum is (so far as we know) a fundamental and absolutely universal law.  It applies to the chair beneath you just as much as to a satellite in orbit.

"The law of gravity holds precisely only in a perfect vacuum."

This is another case of confusing the law with the scientific model of it, the equations.  The law holds precisely, everywhere, the equations describing it are too difficult to solve except in the simplest cases.

I was totally shocked when I read that, thinking that there'd been some discovery that anti-gravity had been discovered, and matter is in fact made up of (net positively charged) gravitational dipoles.

pseudonymous.com says: "A law is just a pattern in the behaviour of the universe we do not know of any exceptions to."

No. The law is the putative explanation of the pattern. As for what a law actually is, I think David Armstrong's approach is promising (a law is a "contingent necessitation between universals"), but to really make progress we would have to be able to say what causation itself is.

Are you familiar with Nancy Cartwright's work, in particular "How the Laws of Physics Lie"? She argues that universality is traded off against truthfulness. Specific phenomenological laws can be shown to be strictly true, whereas the artificial assumptions and approximations needed to make the data fit with theoretical laws argues against the truthfulness of the latter.

I would agree that there are different variations on the multiverse theory, more than the ones you listed, and that they will give different answers.  Of course, within our sufficiently narrowly defined "universe" we like to believe that there are universal laws (including even some constants) that apply everywhere, although we do not know that for sure.

Regarding gravity more particularly, yes the examples I gave involved surface applications.  I regularly tell students that the fact that a helium balloon floats upward does not prove that the law of gravity is false.

However, there is a higher level problem, that general relativity, and especially its parts dealing with gravity, remain unreconciled clearly with other parts of apparent physical law, notably quantum mechanics, with the clearest surface manifestation of the problem being the continued inability to "unite" gravity with the other three basic forces (which have been pretty much shown to be "unitable" within existing frameworks).  Of course this is what string theory, quantum loop theory, and some other candidates have been trying to achieve, but the failure to clearly find such a GUT leaves a certain level of doubt at a very fundamental level regarding the complete universality of the "law of gravity" in its general relativistic conceptualization.

How careful do we have to be deriving laws from our empirical observations... deriving laws that we think must be true because we have observed them to always be true.

I believe this is analogous to Hempel's Paradox, otherwise known as the raven paradox http://en.wikipedia.org/wiki/Raven_paradox .

I wonder what, out of everything we think we know, must actually be true.  Is there anything we can really say with 100% confidence?  What truths can be derived by examining what happens when a proposed truth is not in fact true?

Only 80%? I hope you've brushed up on your physics in the past three years.

The speed of light isn't some arbitrary speed limit. The speed of light is the speed of masslessness. Everything without mass (prime example: photons), must travel at that speed. Further, anything traveling at that speed does not witness the passage of time, experiencing the entirety of its trajectory at once.

Stated even better, everything travels at the speed of light; it is merely that massive particles divert most of that velocity into traveling through time. There is an intimate connection between spacetime and mass; note that no amount of electric charge bends spacetime.

The speed of light barrier exists absolutely with a probability easily exceeding 99%.

Hey, go easy on him. For a brief moment of insanity I considered the probability of anti-gravity being discovered greater than a LW poster thinking the law of gravity was s=4.9t^2

I think unusual things have happened (things with a low probability that nevertheless occurred; things about which it might not be appropriate to say they actually had a 100% chance of occurring all along if only we knew enough). So unusual things have occurred, but nothing strange. 

This is a bit late, but this comment has a bit of coverage thanks to Google.

The thing about probability of events, is that it is intrinsically linked to the observer. There's no probability in the physical phenomena itself (I'm not quite advanced in my studies of quantum mechanics as of yet, to comment on the uncertainty principle, but that again is related to the observer). 

Again, this idea has been stated several times in the sequences. 
That's what it's meant by unusual thing. 

Does your 80% confidence that the speed of light has been a limit "throughout the entirety of [...] time" mean you assign less than 20% confidence to versions of the inflationary hypothesis that violated it, or do you really mean "throughout the entirety of time except perhaps in the first tiny bit when things might have worked differently"?

http://www.wired.com/wiredscience/2012/09/warp-drive-plausible/

This is likely what I will  study in the future. And we've developed metamaterials that can create negative indexes of refraction and optical black holes, once again supposed impossibilities. It may be best to save assumptions of impossibility for when we know the exact underlying universal laws. 

One of the reasons the ancient Greeks didn't discover science is that they didn't realize you could generalize from experiments.

As far as we know, there has been not one single violation of conservation of momentum from the uttermost dawn of time up until now.

And because we know that, any unusual reports that would seem to imply such a violation may have happened are obviously false...  Ties up the loose ends.
 



Dissolving the Question

"If a tree falls in the forest, but no one hears it, does it make a sound?"

I didn't answer that question.  I didn't pick a position, "Yes!" or "No!", and defend it.  Instead I went off and deconstructed the human algorithm for processing words, even going so far as to sketch an illustration of a neural network.  At the end, I hope, there was no question left—not even the feeling of a question.

Many philosophers—particularly amateur philosophers, and ancient philosophers—share a dangerous instinct:  If you give them a question, they try to answer it.

The dangerous instinct of philosophy is to marshal the arguments in favor, and marshal the arguments against, and weigh them up, and publish them in a prestigious journal of philosophy, and so finally conclude:  "Yes, we must have free will," or "No, we cannot possibly have free will."

Some philosophers are wise enough to recall the warning that most philosophical disputes are really disputes over the meaning of a word, or confusions generated by using different meanings for the same word in different places.  So they try to define very precisely what they mean by "free will", and then ask again, "Do we have free will?  Yes or no?"

A philosopher wiser yet, may suspect that the confusion about "free will" shows the notion itself is flawed.  So they pursue the Traditional Rationalist course:  They argue that "free will" is inherently self-contradictory, or meaningless because it has no testable consequences.  And then they publish these devastating observations in a prestigious philosophy journal.

But proving that you are confused may not make you feel any less confused.  Proving that a question is meaningless may not help you any more than answering it.

The philosopher's instinct is to find the most defensible position, publish it, and move on.  But the "naive" view, the instinctive view, is a fact about human psychology.  You can prove that free will is impossible until the Sun goes cold, but this leaves an unexplained fact of cognitive science:  If free will doesn't exist, what goes on inside the head of a human being who thinks it does?  This is not a rhetorical question!

It is a fact about human psychology that people think they have free will.  Finding a more defensible philosophical position doesn't change, or explain, that psychological fact.  Philosophy may lead you to reject the concept, but rejecting a concept is not the same as understanding the cognitive algorithms behind it.

You could look at the Standard Dispute over "If a tree falls in the forest, and no one hears it, does it make a sound?", and you could do the Traditional Rationalist thing:  Observe that the two don't disagree on any point of anticipated experience, and triumphantly declare the argument pointless.  That happens to be correct in this particular case; but, as a question of cognitive science, why did the arguers make that mistake in the first place?

The key idea of the heuristics and biases program is that the mistakes we make, often reveal far more about our underlying cognitive algorithms than our correct answers.  So (I asked myself, once upon a time) what kind of mind design corresponds to the mistake of arguing about trees falling in deserted forests?

The cognitive algorithms we use, are the way the world feels.  And these cognitive algorithms may not have a one-to-one correspondence with reality—not even macroscopic reality, to say nothing of the true quarks.  There can be things in the mind that cut skew to the world.

For example, there can be a dangling unit in the center of a neural network, which does not correspond to any real thing, or any real property of any real thing, existent anywhere in the real world.  This dangling unit is often useful as a shortcut in computation, which is why we have them.  (Metaphorically speaking.  Human neurobiology is surely far more complex.)

This dangling unit feels like an unresolved question, even after every answerable query is answered.  No matter how much anyone proves to you that no difference of anticipated experience depends on the question, you're left wondering:  "But does the falling tree really make a sound, or not?"

But once you understand in detail how your brain generates the feeling of the question—once you realize that your feeling of an unanswered question, corresponds to an illusory central unit wanting to know whether it should fire, even after all the edge units are clamped at known values—or better yet, you understand the technical workings of Naive Bayes—then you're done.  Then there's no lingering feeling of confusion, no vague sense of dissatisfaction.

If there is any lingering feeling of a remaining unanswered question, or of having been fast-talked into something, then this is a sign that you have not dissolved the question.  A vague dissatisfaction should be as much warning as a shout.  Really dissolving the question doesn't leave anything behind.

A triumphant thundering refutation of free will, an absolutely unarguable proof that free will cannot exist, feels very satisfying—a grand cheer for the home team.    And so you may not notice that—as a point of cognitive science—you do not have a full and satisfactory descriptive explanation of how each intuitive sensation arises, point by point.

You may not even want to admit your ignorance, of this point of cognitive science, because that would feel like a score against Your Team.  In the midst of smashing all foolish beliefs of free will, it would seem like a concession to the opposing side to concede that you've left anything unexplained.

And so, perhaps, you'll come up with a just-so evolutionary-psychological argument that hunter-gatherers who believed in free will, were more likely to take a positive outlook on life, and so outreproduce other hunter-gatherers—to give one example of a completely bogus explanation.  If you say this, you are arguing that the brain generates an illusion of free will—but you are not explaining how.  You are trying to dismiss the opposition by deconstructing its motives—but in the story you tell, the illusion of free will is a brute fact.  You have not taken the illusion apart to see the wheels and gears.

Imagine that in the Standard Dispute about a tree falling in a deserted forest, you first prove that no difference of anticipation exists, and then go on to hypothesize, "But perhaps people who said that arguments were meaningless were viewed as having conceded, and so lost social status, so now we have an instinct to argue about the meanings of words."  That's arguing that or explaining why a confusion exists.  Now look at the neural network structure in Feel the Meaning.  That's explaining how, disassembling the confusion into smaller pieces which are not themselves confusing.  See the difference?

Coming up with good hypotheses about cognitive algorithms (or even hypotheses that hold together for half a second) is a good deal harder than just refuting a philosophical confusion.  Indeed, it is an entirely different art.  Bear this in mind, and you should feel less embarrassed to say, "I know that what you say can't possibly be true, and I can prove it.  But I cannot write out a flowchart which shows how your brain makes the mistake, so I'm not done yet, and will continue investigating."

I say all this, because it sometimes seems to me that at least 20% of the real-world effectiveness of a skilled rationalist comes from not stopping too early.  If you keep asking questions, you'll get to your destination eventually.  If you decide too early that you've found an answer, you won't.

The challenge, above all, is to notice when you are confused—even if it just feels like a little tiny bit of confusion—and even if there's someone standing across from you, insisting that humans have free will, and smirking at you, and the fact that you don't know exactly how the cognitive algorithms work, has nothing to do with the searing folly of their position...

But when you can lay out the cognitive algorithm in sufficient detail that you can walk through the thought process, step by step, and describe how each intuitive perception arises—decompose the confusion into smaller pieces not themselves confusing—then you're done.

So be warned that you may believe you're done, when all you have is a mere triumphant refutation of a mistake.

But when you're really done, you'll know you're done.   Dissolving the question is an unmistakable feeling—once you experience it, and, having experienced it, resolve not to be fooled again.  Those who dream do not know they dream, but when you wake you know you are awake.

Which is to say:  When you're done, you'll know you're done, but unfortunately the reverse implication does not hold.

So here's your homework problem:  What kind of cognitive algorithm, as felt from the inside, would generate the observed debate about "free will"?

Your assignment is not to argue about whether people have free will, or not.

Your assignment is not to argue that free will is compatible with determinism, or not.

Your assignment is not to argue that the question is ill-posed, or that the concept is self-contradictory, or that it has no testable consequences.

You are not asked to invent an evolutionary explanation of how people who believed in free will would have reproduced; nor an account of how the concept of free will seems suspiciously congruent with bias X.  Such are mere attempts to explain why people believe in "free will", not explain how.

Your homework assignment is to write a stack trace of the internal algorithms of the human mind as they produce the intuitions that power the whole damn philosophical argument.

This is one of the first real challenges I tried as an aspiring rationalist, once upon a time.  One of the easier conundrums, relatively speaking.  May it serve you likewise.

I have no idea why or how someone first thought up this question. People ask each other silly questions all the time, and I don't think very much effort has gone into discovering how people invent them.

However, note that most of the silly questions people ask have either quietly gone away, or have been printed in children's books to quiet their curiosity. This type of question- along with many additional errors in rationality- seems to attract people. It gets asked over and over again, from generation unto generation, without any obvious, conclusive results.

The answer to most questions is either obvious, or obviously discoverable- some easy examples are "Does 2 + 2 = 4?", or "Is there a tiger behind the bush?". This question, however, creates a category error in the human linguistic system, by forcibly prying apart the concepts of "sound" and "mental experience of sound". Few people will independently discover that a miscategorization error has occurred; at first, it just seems confusing. And so people start coming up with incorrect explanations, they confuse a debate about the definition of the word "sound" with a debate about some... (read more)

I think a brain architecture/algorithm that would debate about free will would have been adapted for large amounts of social interaction in its daily life. This interaction would use markedly different skills (eg language) from those of more mundane activities. More importantly it would require a different level of modeling to achieve any kind of good results. One brain would have to contain models for complicated human social, kin and friendly relationships, as well as models for individuals' personalities.

At the center of the mesh of social interactions ... (read more)

I would say: people have mechanisms for causally modeling the outside world, and for choosing a course of action based on its imagined consequences, but we don't have a mechanism for causally modeling the mechanism within us that makes the choice, so it seems as if our own choices aren't subject to causality (and are thus "freely willed").

However, this is likely to be wrong or incomplete, firstly because it is merely a rephrasing of what I understand to be the standard philosophical answer, and secondly because I'm not sure that I feel done.

A difference of predictions between Maksym's proposed answer and mine occurs to me. If the sense of free will comes from not being able to model one's own decision process, rather than from taking the intentional stance towards people but not other things, then I would think that each individual would tend to think that she has free will, but other people don't. Since this is not the default view, my answer must be wrong or very incomplete.

"Many philosophers - particularly amateur philosophers, and ancient philosophers - share a dangerous instinct:  If you give them a question, they try to answer it."

A warning to those who would dissolve all their questions:

Why does anything at all exist? Why does this possibility exist? Why do things have causes? Why does a certain cause have its particular effect?

I don't think this answer meets the standards of rigour that you set above, but I'm increasingly convinced that the idea of free will arises out of punishment.  Punishment plays a central role in relations among apes, but once you reach the level of sophistication where you can ask "are we machines", the answer "no" gives the most straightforward philosophical path to justifying your punishing behaviour.

Things in thingspace commonly coming within the boundary 'free will' :

moral responsibility
could have done otherwise
possible irrational action
possible self-sacrificial action
gallantry and style (thanks to Kurt Vonnegut for that one)
non-caused agency
I am a point in spacetime and my vector at t+1 has no determinant outside myself
whimsy
'car c'est mon bon désir'
absolute monarchy
you can put a gun at my head and I'll still say 'no'
idealistic non-dualism
consciousness subtending matter
disagreeing with Mum & Dad
disagreeing with the big Mom & Po... (read more)

Only in humans does it make predictive sense to talk about intent, capability, and inclination, and the wide gap between these kinds of perceived "properties" of fellow socially interacting humans, and the generally much simpler properties seen in inanimate objects and animals, leads the brain to allocate them to widely separated groups of buckets. It is this perceived separation in mental thing-space that leads to the the a free-will boundary being drawn around the cluster of socially interacting humans.

careful there.  animistic beliefs are quit... (read more)

When you're done, you'll know you're done, but unfortunately the reverse implication does not hold.

So when you have the impression you are done, you are not necessarily done because some have this impression without really being done.  But then when you are really done, you won't actually know you are done, because you will realize that this impression of being done can be misleading.

 So here's your homework problem:  What kind of cognitive algorithm, as felt from the inside, would generate the observed debate about "free will"? 

I claim that the reason we posit a thing called free will is that almost all of our decision-making processes are amenable to monitoring, analysis and even reversal by “critic” algorithms that reside one (or more) levels higher up. [I say almost all, because the top level has no level above it. The buck really does stop there]. There would probably be no fe... (read more)

Robin:  So when you have the impression you are done, you are not necessarily done because some have this impression without really being done. But then when you are really done, you won't actually know you are done, because you will realize that this impression of being done can be misleading.

You'd think it would work that way, but it doesn't.  Are you awake or asleep right now?  When you're asleep and dreaming, you don't know you're dreaming, so how do you know you're awake?

If you claim you don't know you're awake, there's a series of bets I'd like to make with you...

As usual, this is better settled by experiment than by "I just know". My favourite method is holding my nose and seeing if I can still breathe through it. Every time I've tried this while dreaming, I've still been able to breathe, and, unsurprisingly, so far I've never been able to while awake. So if I try that, then whichever way it goes, it's pretty strong evidence. There — now it's science and there's no need to assume "I feel that I know I'm awake" implies "I'm awake".

Of course, if you're the sort of person who never thinks to question your wakefulness while dreaming, then the fact that you've thought of the question at all is good evidence that you're awake. But you need a better experiment than that if you also want to be able to get the right answer while you actually are dreaming.

[Apologies if replying to super-old comments is frowned upon. I'm reading the whole blog from the beginning and occasionally finding that I have things to say.]

It's funny that the working reality tests for dreaming are pretty stupid and decidedly non-philosophical. For instance, the virtual reality the brain sets up for dreams apparently isn't good enough to do text or numbers properly, so when you are dreaming you're unable to read the same text twice and see it saying the same thing, and digital clocks never work right. (There's an interesting parallel here to the fact that written language is a pretty new thing in evolutionary scale and people probably don't have that much evolved cognitive capacity to deal with it.)

There's a whole bunch of these: http://en.wikibooks.org/wiki/Lucid_Dreaming/Induction_Techniques#Reality_checks

This reminds me of a horrible nightmare I had back in High School. It was the purest dream I had ever had: the world consisted of me, a sheet of paper, and a mathematical problem. Every time I got to the bottom of the problem, before starting to solve it, I went back up to make sure I had gotten it right... only to find it had CHANGED. That again, and again, and again, until I woke up, a knot in my stomach and covered in sweat.

To realize that this dream has an explanation based on neural architecture rather than on some fear of exams is giving me a weird, tingly satisfaction...

Apologies if replying to super-old comments is frowned upon. I'm reading the whole blog from the beginning and occasionally finding that I have things to say.

I have been reading LW since the beginning and have not seen anyone object to replies to super-old comments (and there were 18-month-old comments on LW when LW began because all Eliezer's Overcoming-Bias posts were moved to LW).

Moreover, a lot of reader will see a reply to a super-old comment.  We know that because people have made comments in really old comment sections to the effect of "if you see this, please reply so we can get a sense of how many people see comments like this".

Moreover, discouraging replies to super-old comments discourages reading of super-old comments.  But reading super-old comments improves the "coherence" of the community by increasing the expected amount of knowledge an arbitrary pair of LW participants has in common.  (And the super-old stuff is really good.)

Then there's Edmond Jabes, on freedom and how words come to mean anything.

Eliezer, you seem to be saying that the impression you get when you are really done feels different from the impression you get when you ordinarily seem to be done.  But then it should be possible to tell when you just seem to be done, as this impression is different.  I can imagine that sometimes our brains just fail to make use of this distinction, but it is quite another to claim that we could not tell when we just seem to be done, no matter how hard we tried.

Eliezer, also, the bet your proposed would only be enforced in situations where I am not dreaming, so it would really be a bet conditional on not dreaming, which defeats the purpose.

1)  Some people claim they can recognize that they're in a dream state.

2)  The quoted claims are an example of the rhetorical fallacy known as equivocation.

When I'm dreaming, I always know I'm dreaming, and when I'm awake I always know I'm awake.

I realize that this doesn't apply to many other people, however... even the second part.

A fuller explanation of the preceding: As an example of Robin's point, "I can imagine that sometimes our brains just fail to make use of this distinction," the reason that some people don't know when they're dreaming is that that are unable, at that time, to pay attention to all the aspects of their experience; otherwise they would be able to easily distinguish their state from the state of being awake, because the two states are very different, even subjectively. I pay attention to these aspects even while dreaming, and so I recognize that I'm dreaming.

Ughh more homework. Overcoming bias should have a sister blog called Overcoming laziness.

Eliezer, you seem to be saying that the impression you get when you are really done feels different from the impression you get when you ordinarily seem to be done. But then it should be possible to tell when you just seem to be done, as this impression is different.

Yes, exactly; it feels different and you can tell the difference - but first you have to have experienced both states, and then you have to consciously distinguish the difference and stay on your guard.  Like, someone who understands even classical mechanics on a mathematical level should not be fooled into believing that they understand string theory, if they are at all on their guard against false understanding; but someone who's never understood any physics at all can easily be fooled into thinking they understand string theory.

I think I'll give this a try. Let's start with what a simple non-introspective mind might do:

Init (probably recomputed sometimes, but cached most of the time):
I1. Draws a border around itself, separating itself from the "outside world" in its world model. In humans and similarly embodied intelligences you could get away with defining the own body as "inside", if internal muscle control works completely without inspection.

Whenever deciding on what to output:
A1. Generates a list of all possible next actions of itself, as determined in I... (read more)

I was once involved in a research of single ion channels, and here is my best understanding of the role of QM in biology. 

There are no entanglement effects whatsoever, due to extremely fast decoherence, however, there are pervasive quantum tunneling effects involved in every biochemical process. The latter is enough to preclude exact prediction. 

Recall that it is impossible to predict when a particular radioactive atom will decay. Similarly, it is impossible to predict exactly when a particular ion channel molecule will switch its state from open to closed and vice versa, as this involves tunneling through a potential barrier. Given that virtually every process in neurons is based on ion channels opening and closing, this is more than enough.

To summarize, tunneling is as effective in creating quantum uncertainty as decoherence, so you don't need decoherence to make precise modeling impossible.

Quantum uncertainty is decoherence.  All decoherence is uncertainty.  All uncertainty is decoherence.  If it's impossible to predict the exact time of tunneling, that means amplitude is going to multiple branches, which, when they entangle with a larger system, decohere.

Most of the proposed models in this thread seem reasonable.

I would write down all the odd things people say about free will, pick the simplest model that explained 90% of it, and then see if I could make novel and accurate predictions based on the model. But, I'm too lazy to do that. So I'll just guess.

Evolution hardwired our cognition to contain two mutually-exclusive categories, call them "actions" and "events."

"Actions" match: [rational, has no understandable prior cause]. "Rational" means they are often influence... (read more)

With some trepidation!  I'm intensely aware I don't know enough.  

"Why do I believe I have free will?  It's the simplest explanation!"  (Nothing in neurobiology is simple.  I replace Occam's Razor with a metaphysical growth restriction: Root causes should not be increased without dire necessity).

Considering just one side of the debate, I ask: "What cognitive architecture would give me an experience of uncaused, doing-whatever-I-want, free-as-a-bird Capricious Action that is so strong that... (read more)

But when you're really done, you'll know you're done.   Dissolving the question is an unmistakable feeling...

I'm not so sure. There have been a number of mysteries throughout history that were explained by science, and the resolution didn't feel immediately satisfying to people even though they do to us now -- like the explanation of light as being electromagnetic waves.

I frequently find it tricky to determine whether a feeling of dissatisfaction indicates that I haven't gotten to the root of a problem, or whether it indicates that I jus... (read more)

But when you're really done, you'll know you're done. Dissolving the question is an unmistakable feeling...

I'm not so sure. There have been a number of mysteries throughout history that were explained by science, and the resolution didn't feel immediately satisfying to people even though they do to us now -- like the explanation of light as being electromagnetic waves.

I frequently find it tricky to determine whether a feeling of dissatisfaction indicates that I haven't gotten to the root of a problem, or whether it indicates that I j... (read more)

But when you're really done, you'll know you're done. Dissolving the question is an unmistakable feeling...

I'm not so sure. There have been a number of mysteries throughout history that were resolved by science, but people didn't immediately feel as if the scientific explanation really resolved the question, even though it does to us now -- like the explanation of light as being electromagnetic waves.

I frequently find it tricky to determine whether a feeling of dissatisfaction indicates that I haven't gotten to the root of a problem,... (read more)

The neural explanation doesn't seem parsimonious, given that there appears to be a much simpler cognitive "glitch" that causes the tree-falling-in-the-forest argument and the free will argument: our habitual propensity to mistake the communication devices known as words with the actual concepts they correspond to in our own minds. And as a natural consequence, people forget that the concept they associate with a word might be different from the concept another person associates with the same word. 

One common result of these errors is that arguers... (read more)

"What kind of cognitive algorithm, as felt from the inside, would generate the observed debate about 'free will'?"

As I understand it, there was no debate on free will before about three centuries ago.  Since that time, the idea that we might all be automata has been taken somewhat seriously.  In earlier times, it would have been considered absurd to question free will.

So, did our cognitive algorithm change back around the time of Galileo, Descartes, and Newton?  Of course not.  So how can the algorithm be "blamed" for the existence o... (read more)

As I understand it, there was no debate on free will before about three centuries ago.

This is quite incorrect. Determinism (as opposed to the default folk psychology of free will) has been long debated; from Wikipedia:

"Some of the main philosophers who have dealt with this issue are Marcus Aurelius, Omar Khayyám, Thomas Hobbes, Baruch Spinoza, Gottfried Leibniz, David Hume, Baron d'Holbach (Paul Heinrich Dietrich), Pierre-Simon Laplace, Arthur Schopenhauer, William James, Friedrich Nietzsche, Albert Einstein, Niels Bohr, and, more recently, Victoria DiMarco, John Searle, Suraj Manjunath, Jai Ramachandran, Ted Honderich, and Daniel Dennett."

This is a very incomplete list, which omits people like the Stoics such as Chrysippus; the other article mentions later the Atomists Leucippus and Democritus.

In Eastern tradition, there are many different takes on 'karma'.

The atheist Carvaka held a deterministic scientific view of the universe, and a materialist view of the mind (although so little survives it's hard to be sure). I'm not entirely clear on the Samkhya darsana's position on causality, though their views on satkaryavada (as opposed to the common Indian position of a... (read more)

Here's my attempt (I haven't read the comments above in detail, as I don't want the answer spoiled in case I'm wrong).

For whatever reason, it is apparent that the conscious part of our brain is not fully aware of everything that our brain does. Now let's imagine our brain executing some algorithm, and see what it looks like from the perspective of our consciousness. At any given stage in the algorithm, we might have multiple possible branches, and need to continue to execute the algorithm along one of those possible branches. To determine which branch to f... (read more)

My $0.02: all it takes is a system a) without access to its own logs, and b) disposed to posit, for any event E for which a causal story isn't readily available, a default causal story in which some agent deliberately caused E to advance some goal.

Given those two things, it will posit for its own actions a causal story in which it is the agent, since it's the capable-of-agency thing most tightly associated with its actions. 

Note that this does not require there not be free will (whatever that even means, assuming it means anything), it merely asserts that ... (read more)

Some rough notes on free will, before I read the "spoiler" posts or the other attempted solutions posted as comments here.

(Advice for anyone attempting reductions/dissolutions of free will or anything else: actually write notes, make them detailed when you can (and notice when you can't), and note when you're leaving some subproblem unsolved for the time being. Often you will notice that you are confused in all kinds of ways that you wouldn't have noticed if you had kept all of it in your head. (And if you're going to try a problem and then read ... (read more)

My answer to that assignment is that i have no idea how that would work or how i could figure out how it would. Did i guess the password? if not then is it swordfish? Just give me a gold star! 

I've been going through the sequences, and this is probably the post I disagree with most.

Philosophy may lead you to reject the concept, but rejecting a concept is not the same as understanding the cognitive algorithms behind it.

More importantly, rejecting a concept doesn't solve the problem the concept is used for. The question to ask isn't what the precise definition of free will is, or whether the concept is coherent. Ask instead "What problems am I trying to solve with this concept?" 

Because we do use the concept to solve problems. People... (read more)

So, to know if an answer is complete, you go by how certain cognitive processes make you feel? Seriously? Feelings lie. All the time.

My tackle at this question:
Why do people debate free will?

The topic itself is of intense interest to humans, because we’d like to believe we have it, or that it exists. This is because we’d like to believe we have control over our own actions and our thoughts, since that would give us the feeling that because of said control we can shape our surroundings in search of our own happiness, or that happiness is achievable. But the crutch of the problem is we can’t just believe in free will now, because we have no idea, no proof or theories on how it exists. Th... (read more)

Those who dream do not know they dream, but when you wake you know you are awake.

I actually use this fact to enable lucid dreaming. When I'm dreaming, I ask myself, "am I dreaming?" And then I answer yes, without any further consideration, as I've realized that the answer is always yes. Because when I'm awake, I don't ask that question, because there's never any doubt to begin with. So when I'm dreaming and I find myself unsure of whether or not I'm dreaming, I therefore know that I'm dreaming, simply because the doubt and confusion exists. It's a method that's a lot simpler (and more accurate) than trying to analyze the contents of the dream to see if it seems real.

'Free will' is the halting point in the recursion of mental self-modeling.

Our minds model minds, and may model those minds' models of minds, but cannot model an unlimited sequence of models of minds.  At some point it must end on a model that does not attempt to model itself; a model that just acts without explanation.  No matter how many resources we commit to ever-deeper models of models, we always end with a black box.  So our intuition assumes the black box to be a fundamental feature of our minds, and not merely our failure to model them perfectly.

This explains why we rarely assume animals to share the same feature of free will, as we do not generally treat their minds as containing deep models of others' minds.  And, if we are particularly egocentric, we may not consider other human beings to share the same feature of free will, as we likewise assume their cognition to be fully comprehensible within our own.

Um...the halting problem+godel's incompleteness theorem, aka you cannot predict yourself completely? I think i'm missing a piece or two, and I probably am thanks to having "incompleteness theorem and halting problem" as a cached thought.  

At any rate, I made a comparison between free will and arbitrary code while thinking about this.  

Free will is basically asking about the cause of our actions and thoughts.  The cause of our neurons firing.  The cause of how the atoms and quarks in our brains move around.

To know that X causes the atoms in our brain to move a certain way, we'd have to know that every time X happens, the atoms in our brain would move in that specific way.  The problem is that we would have to see into the future.  We'd have to see what results from X in every future instance of X.  We don't have that information.  All we have are our past and current experiences, that we... (read more)

If we’re pretending that free will is both silly and surprising, then why aren’t we more surprised by stronger biases towards more accurate notions like causality?

If there was no implicit provision like this, there’s no sense to asking any question like “why would brains tend to believe X and not believe not X?” To entertain the question, first we entertain a belief that our brains were “just naïve enough” to allow surprise at finding any sort of cognitive bias.  Free will indicates bias--this is the only sense I can interpret from the question you asked.

"Free will" is a black box containing our decision making algorithm.

What kind of mind would invent "free will"? The same mind that would neatly wrap up any other open ended question into a single label, be it  "élan vital" or "philogeston". Our minds are fantastic at dreaming up explanations for things, and if they are not easily empirically testable at the time, then such explanations tend to stick. Without falsifying evidence, our pet theories tend to remain, and confirmation bias slowly hardens them into what feel... (read more)

Noise / sound exist independently of observation, at least so long as you subscribe to the idea that there exists an objective reality outside of your own mind. They are pressure waves transmitted through some medium.

The answer to this seems to be as to the sound example and to most philosophical debates in general: 

1)Different categorization patterns, or, simply put, different meanings of a word. In this situation, even two words: people can disagree on what "will" is (in the context of "free") and on what "free" is (in the context of "will"; let us assume a Frege-Heimian world where if you know the two nodes you always know their combination to ignore the "context" addenda).

2)Politization of the question. In the world... (read more)

I think we care about whether or not we have free will because we associate it with accountability - both our own and others.

If someone picks me up and throws me on you, you should not blame me for getting slammed - this is not my fault, and I had no say in the matter. If someone points a gun at me and tells me to hit you, you probably won't blame for complying. But if you had to rank my accountability in these two cases, it's obvious that I'm more accountable in the latter because I did have a choice - I could not hit you and get shot. This is a very unfa... (read more)

This question never sounded like a meaningful one to me. By the time I first heard it, I was familiar with the understanding of sound as vibrations in the air, so the obvious answer was "yes."

As Sam Harris points out, the illusion of free will is itself an illusion. It doesn't actually feel like you have free will if you look closely enough. So then why are we mistaken about things when we don't examine them closely enough? Seems like a too-open-ended question. 

Three things bother me here, and they're all about which questions are being asked.

The "tree falling in a forest" questions isn't, as far as I've encountered it outside of this blog, about the definition of sound. Rather, it's about whether or not reality behaves the same when you do not observe it, an issue that you casually dismissed, without any proof, evidence, or even argument. There are ways to settle this dispute partially, though they are not entirely empirical due to the nature of the conundrum.

Does anyone have any other recommended easy practice questions? I feel like dissolving free will produced useful insights (notably, it seems I found a small portion of ideas not already present in posted solutions to free will), and I'd like to attempt more such problems at which it is suspected I'm likely to succeed.



Wrong Questions

Where the mind cuts against reality's grain, it generates wrong questions—questions that cannot possibly be answered on their own terms, but only dissolved by understanding the cognitive algorithm that generates the perception of a question.

One good cue that you're dealing with a "wrong question" is when you cannot even imagine any concrete, specific state of how-the-world-is that would answer the question.  When it doesn't even seem possible to answer the question.

Take the Standard Definitional Dispute, for example, about the tree falling in a deserted forest.  Is there any way-the-world-could-be—any state of affairs—that corresponds to the word "sound" really meaning only acoustic vibrations, or really meaning only auditory experiences?

("Why, yes," says the one, "it is the state of affairs where 'sound' means acoustic vibrations."  So Taboo the word 'means', and 'represents', and all similar synonyms, and describe again:  How can the world be, what state of affairs, would make one side right, and the other side wrong?)

Or if that seems too easy, take free will:  What concrete state of affairs, whether in deterministic physics, or in physics with a dice-rolling random component, could ever correspond to having free will?

And if that seems too easy, then ask "Why does anything exist at all?", and then tell me what a satisfactory answer to that question would even look like.

And no, I don't know the answer to that last one.  But I can guess one thing, based on my previous experience with unanswerable questions.  The answer will not consist of some grand triumphant First Cause.  The question will go away as a result of some insight into how my mental algorithms run skew to reality, after which I will understand how the question itself was wrong from the beginning—how the question itself assumed the fallacy, contained the skew.

Mystery exists in the mind, not in reality.  If I am ignorant about a phenomenon, that is a fact about my state of mind, not a fact about the phenomenon itself.  All the more so, if it seems like no possible answer can exist:  Confusion exists in the map, not in the territory.  Unanswerable questions do not mark places where magic enters the universe.  They mark places where your mind runs skew to reality.

Such questions must be dissolved.  Bad things happen when you try to answer them.  It inevitably generates the worst sort of Mysterious Answer to a Mysterious Question:  The one where you come up with seemingly strong arguments for your Mysterious Answer, but the "answer" doesn't let you make any new predictions even in retrospect, and the phenomenon still possesses the same sacred inexplicability that it had at the start.

I could guess, for example, that the answer to the puzzle of the First Cause is that nothing does exist—that the whole concept of "existence" is bogus.  But if you sincerely believed that, would you be any less confused?  Me neither.

But the wonderful thing about unanswerable questions is that they are always solvable, at least in my experience.  What went through Queen Elizabeth I's mind, first thing in the morning, as she woke up on her fortieth birthday?  As I can easily imagine answers to this question, I can readily see that I may never be able to actually answer it, the true information having been lost in time.

On the other hand, "Why does anything exist at all?" seems so absolutely impossible that I can infer that I am just confused, one way or another, and the truth probably isn't all that complicated in an absolute sense, and once the confusion goes away I'll be able to see it.

This may seem counterintuitive if you've never solved an unanswerable question, but I assure you that it is how these things work.

Coming tomorrow:  A simple trick for handling "wrong questions".

How do you apply this approach to questions like "to what extent was underconsumption the cause of the Great Depression?"  No conceivable experiment could answer such a question, even given a time machine (unlike, say, "Who shot JFK?") but I think such questions are nevertheless important to our understanding of what to do next.

The best answer I have to such questions is to posit experiments in which we rewind history to a particular date, and re-run it a million times, performing some specific miracle (such as putting money into a billion carefully-chosen wallets) on half a million of those occasions, and gather statistics on how the miracle affects economic indicators.

I can take a shot at a couple of these. For free will, suppose it turns out that neural activity is not fully determined by mechanistic principles, but is in some cases determined by thermal/quantum noise. And yet, it turns out  that out of that noise, certain neural activity patterns appear seemingly magically. Neurons A, B and C fire together to make a decision, even though the most detailed investigation shows that whether they would fire or not was purely random. And yet these correlations appear persistently, too often for random statistical correlati... (read more)

"to what extent was underconsumption the cause of the Great Depression?"

Tabooing the word "cause", one finds that this question is a disguise for something like "Given the economic data of the period immediately preceding the Great Depression, can we prevent an economic collapse by making sure we don't underconsume?"

As I was putting the "free will" question to myself, I decided to re-frame it as "would an AI have free will" Answer: obviously not, it's an optimization process. Then I thought: an AI is different from a trivial arithmetic solver, the AI's search strategy is not fully determined by the goal. What would an AI be like whose strategy was wholly undetermined? It would thrash around randomly. So, insight: the uncertainty in our strategy is another name for our ignorance of the search domain. At the one end, zero information, total randomness. At the other, full information, determinism. In the middle, a "free" (meaning: ignorant) choice of search strategies which corresponds to the feeling of free will.

Interesting corollary: more knowledgeable people must be less free. To them, strategies we might try are obviously useless.

Larry Niven plays with this idea in Protector... the idea being that if you're really smart, the right solution presents itself so rapidly that you simply don't have any choices.

I suspect this is nonsense in any practical sense. Sure, any increase in intelligence will force you to close off some options which you now realize are bogus, but it will likely also make you aware of options you weren't previously able to recognize. 

In my own experience, increased understanding leads to a net gain of options. Perhaps the curve is hyperbolic, but if so I live on the ascending slope.

Here's a question: "Are there such things as wrong questions, and is there some sort of test to help me identify them?"

Interestingly, I couldn't imagine any concrete, specific state of how-the-world-is that would answer that question.

Suppose the state of how-the-world-is is that over time, beings with certain biased decision-making algorithms have evolved. As products of evolution, the algorithms are pretty good for making sure the beings running them have offspring, but are less good at obtaining representations of the "true" state of the world or at processing complex information. Such beings are likely to form queries which contain false assumptions, category errors, or other flaws.

The screwy concept in "Why does anything exist at all?" is not existence, it is "why." There's nothing wrong with "why" as such, it just doesn't apply to existence. That's what makes for wrong questions: pairing up words that don't apply to each other, such as "What is the sound of blue?"

"Why" only applies when there is an alternative that could have been, but nothingness can't be (as soon as it tries it becomes something) so there's no alternative to existence.

Ian: I don't follow. Why is it that there simply couldn't have been, well, nothing at all. No reality of any form in any way at all in any sense existing. No subjective experiences and nothing to experience and no one to do the experiencing?

So I'm not sure the "why" question is invalid for existance. Sure seems like a reasonable question. In other words, how is it that you figure that the question of existance is such that "why?" or "how is it that existance came to exist?" or "how is it that anything at all exists?" or any question of that form is invalid?

Hal, in effect you're saying "Our world exists because it is an information pattern, and all information patterns exist". But why do they all exist?

Psy-Kosh: let's Taboo "exist" then... What does it exactly mean? For me, it's something like "I have some experiences, whose cause is best modeled by imagining some discrete object in the outer world". The existence or non-existence of something affects what I will feel next.

Some further expansions:
"why": how can I predict one experience from another?
"world": all the experiences we have? (Modeled as a discrete object... But I can't really imagine what can be modeled by the fact that there is no world.)

Latanius: I was including the issue of subjective experience. As in "Why is there any subjective experience at all?" ie, why is there ANYTHING, including subjective experience. Your answer doesn't leave me with a "okay, now the question has been answered" sense.

Actually, as near as I can tell, you're trying to answer a different question, specifically, it looks like you're trying to address the question of "how do I know my experiences in any way correlate with the Real World(tm)? Maybe I'm just hallucinating everything? Maybe ther... (read more)

Mitchell, that's a good point. My scenario might be considered evidence that all information patterns exist, and that we live among them, but can not really answer the question of why this is true.

One issue is that the question of "why", and of reasons why things are true, has many different interpretations and variations. Sometimes just giving evidence for something can be considered to answer a "why" question. For example, if someone asks for reasons why Macs are better than PCs, he is usually asking for evidence that Macs are better. But in other cases, people want more, and certainly someone asking why anything exists would be one of those.

Psy-Kosh: Maybe I really tried to approach the meaning of the question from the direction of subjective experience. But I think that the concept of "existence" includes that there is some observer who can decide if that thing we're talking about does really exist or doesn't, given his/her stable existence.

Maybe that's why the question can't be easily answered (and maybe has no answer at all) because the concept of "world" includes us as well. So if we want to predict something about the existence of the world (that is what the word &quo... (read more)

Psy-Kosh: "So I'm not sure the "why" question is invalid for existance. Sure seems like a reasonable question. In other words, how is it that you figure that the question of existance is such that "why?" or "how is it that existance came to exist?" or "how is it that anything at all exists?" or any question of that form is invalid?"

I believe that, like all concepts, we get "why" by abstracting away from our experiences in this universe, and that it is therefore this universe that gives the concept... (read more)

I believe that you are correct about the concept of existence, that it is not a real thing, but rather an artifact of our perception.

Which is why positivists say that something is only real if it can be perceived, directly or indirectly.  They say that we only need to take into account things that can be perceived, because if it affects us, we are perceiving it.

Now that I think of this again, I see one possible flaw, if something is imperceptible now, it might still become perceptible later.  For physical objects there might be a law to protect us, but our knowledge of non-physical (i.e. mental) objects leave much to be desired.

The state of affairs (not State of Affairs) wherein nothing exists cannot possibly by inconsistent, for it contains nothing. The question is, why this populated, consistent world (presumably it is not inconsistent) and not the other?

Perhaps this question is a wrong question because nothing, in fact, does exist. I'm envisioning something beyond the multiverse, alternate realities that are exactly that, other realities, totally disjoint from ours, inaccessible in every possible and impossible way. Like the universe under your fingernail... except it's not un... (read more)

To my mind, I have free will to the degree that there is an "I". My decision is determined by my environment and my self. Were there, hypothetically, some other individual in my place they might well make a different decision. So I determine my actions, and can therefore be said to have free will.

It is true that my state follows from my history and my genetics (arguably a part of my history, in a sense), but I assert that this is irrelevant because of our main reasons for caring about "free will." In my experience, people care about whe... (read more)

And if that seems too easy, then ask "Why does anything exist at all?", and then tell me what a satisfactory answer to that question would even look like.

And no, I don't know the answer to that last one.  But I can guess one thing, based on my previous experience with unanswerable questions.  

What if we take "X exists" to simply mean "X was not made up, i.e., not a fiction, hallucination, illusion, or delusion"? Then the question becomes "Why is anything not a fiction, hallucination, illusion, or delusion at all?"... (read more)

Some people were talking about The Ship of Theseus -- the question "If a ship's parts are replaced one-by-one over time, after each part is replaced is it still the same ship?" First thing that came to my mind was that this was a wrong question. I saw it fundamentally as the same mistake as the Blegg/Rube problem -- they know every property about the ship that's relevant to the question, and yet still there feels like a question left unanswered. 

How many nothings do you expect to exist? Zero of them?

And if that seems too easy, then ask "Why does anything exist at all?", and then tell me what a satisfactory answer to that question would even look like.

And no, I don't know the answer to that last one.  But I can guess one thing, based on my previous experience with unanswerable questions.  The answer will not consist of some grand triumphant First Cause.  The question will go away as a result of some insight into how my mental algorithms run skew to reality, after which I will understand how the question itself was wrong from the beginning—ho

I find that all questions fall into one of 3 categories:

Well defined: These questions are clear, and contain all the basic information you need to answer them, with little or no need to infer what the questioner meant. Word problems are a good example, and so is someone asking for directions or asking what you would like for dinner.

Poorly defined: These are problems that you don't know how to solve, at least at first. Maybe you have to learn what the questioner means, or maybe you have to acquire some fundamental understanding in order to evaluate seve

A key requirement of free will is to be unexplainable. If we can explain free will then it's no longer "free will" - it's just a process, deterministic or probabilistic, that can be followed step by step.

Even if current science cannot explain it, the idea that it can be explained already disqualifies it from being free will.

So, the state of affairs where we have free will is to have some component in our decision making process that is complex enough and yet fundamentally unexplainable.

To me, the answer to any of such questions, is "name is name".
A reference to a thing is that thing itself, yet simultaneously not that thing.
It is also always empty, and unbound.
Or we can keep arguing in absolutes, and be sure the answer is always past the horizon.

Thing is, there are quite a few questions about our universe which simply cannot be definitively answered using only information from within our universe.

Take "free will" for example.  Does our thinking arise entirely from natural phenomenon, or is there some extra-universal component to it?  Well, if it is the latter, then the only way for us to find out from inside the universe is if the universe is built in a way to make it obvious.  If there's some discontinuity between cause and effect with regard to thinking or similar.



Righting a Wrong Question

When you are faced with an unanswerable question—a question to which it seems impossible to even imagine an answer—there is a simple trick which can turn the question solvable.

The nice thing about the second question is that it is guaranteed to have a real answer, whether or not there is any such thing as free will.  Asking "Why do I have free will?" or "Do I have free will?" sends you off thinking about tiny details of the laws of physics, so distant from the macroscopic level that you couldn't begin to see them with the naked eye.  And you're asking "Why is X the case?" where X may not be coherent, let alone the case.

"Why do I think I have free will?", in contrast, is guaranteed answerable.  You do, in fact, believe you have free will.  This belief seems far more solid and graspable than the ephemerality of free will.  And there is, in fact, some nice solid chain of cognitive cause and effect leading up to this belief.

If you've already outgrown free will, choose one of these substitutes:

The beauty of this method is that it works whether or not the question is confused.  As I type this, I am wearing socks.  I could ask "Why am I wearing socks?" or "Why do I believe I'm wearing socks?"  Let's say I ask the second question.  Tracing back the chain of causality, I find:

Tracing back the chain of causality, step by step, I discover that my belief that I'm wearing socks is fully explained by the fact that I'm wearing socks.  This is right and proper, as you cannot gain information about something without interacting with it.

On the other hand, if I see a mirage of a lake in a desert, the correct causal explanation of my vision does not involve the fact of any actual lake in the desert.  In this case, my belief in the lake is not just explained, but explained away.

But either way, the belief itself is a real phenomenon taking place in the real universe—psychological events are events—and its causal history can be traced back.

"Why is there a lake in the middle of the desert?" may fail if there is no lake to be explained.  But "Why do I perceive a lake in the middle of the desert?" always has a causal explanation, one way or the other.

Perhaps someone will see an opportunity to be clever, and say:  "Okay.  I believe in free will because I have free will.  There, I'm done."  Of course it's not that easy.

My perception of socks on my feet, is an event in the visual cortex.  The workings of the visual cortex can be investigated by cognitive science, should they be confusing.

My retina receiving light is not a mystical sensing procedure, a magical sock detector that lights in the presence of socks for no explicable reason; there are mechanisms that can be understood in terms of biology.  The photons entering the retina can be understood in terms of optics.  The shoe's surface reflectance can be understood in terms of electromagnetism and chemistry.  My feet getting cold can be understood in terms of thermodynamics.

So it's not as easy as saying, "I believe I have free will because I have it—there, I'm done!"  You have to be able to break the causal chain into smaller steps, and explain the steps in terms of elements not themselves confusing.

The mechanical interaction of my retina with my socks is quite clear, and can be described in terms of non-confusing components like photons and electrons.  Where's the free-will-sensor in your brain, and how does it detect the presence or absence of free will?  How does the sensor interact with the sensed event, and what are the mechanical details of the interaction?

If your belief does derive from valid observation of a real phenomenon, we will eventually reach that fact, if we start tracing the causal chain backward from your belief.

If what you are really seeing is your own confusion, tracing back the chain of causality will find an algorithm that runs skew to reality.

Either way, the question is guaranteed to have an answer.  You even have a nice, concrete place to begin tracing—your belief, sitting there solidly in your mind.

Cognitive science may not seem so lofty and glorious as metaphysics.  But at least questions of cognitive science are solvable.  Finding an answer may not be easy, but at least an answer exists.

Oh, and also: the idea that cognitive science is not so lofty and glorious as metaphysics is simply wrong.  Some readers are beginning to notice this, I hope.

This is one of my all-time favourite posts of yours, Eliezer. I can recognize elements of what you're describing here in my own thinking over the last year or so, but you've made the processes so much more clear.

As I'm writing this, just a few minutes after finishing the post, it's increasingly difficult not to think of this as "obvious all along" and it's getting harder to pin down exactly what in the post that caused me to smile in recognition more than once.

Much of it may have been obvious to me before reading this post as well, but now the verbal imagery needed to clearly explain these things to myself (and hopefully to others) is available. Thank you for these new tools.

I'm sure the meta-physicists will suggest something like the following. How do you know the causal chain you trace is meaningful? That is you are resting our ability to see thing on physics, and our ability to have a valid physics on being able to see things in the world. It is self-reinforcing but requires axioms taken on faith or blind chance to start things off. So is not really the same thing as meta-physics.

My reply would be to say, "Well, it works so far." And then get on with my life, and not worry about it.

``Why do I think I can avoid literary effects and reason directly instead?''

"Why do I think it is guaranteed that I think things for a reason, instead of for no reason at all?"

Q: Why am I confused by the question "Do you have free will?"?
A: Because I don't know what "free will" really means.
Q: Why don't I know what "free will" means?
A: Because there is no clear explanation of it using words. It's an intuitive concept. It's a feeling. When I try to think of the details of it, it is like I'm trying to grab slime which slides through my fingers.
Q: What is the feeling of "free will"?
A: When people talk of "free will" they usually put it thusly. If one has "free will", he is in control of his own actions. If one doesn't have "free will" then it means outside forces like the laws of physics control his actions. Having "free will" feels good because being in control feels better then being controlled. On the other hand, those who have an appreciation for the absolute power of the laws of physics feel the need to bow down to them and acknowledge their status as the ones truly in control. The whole thing is very tribal really.
Q: Who is in control, me or the laws of physics?
A: Since currently saying [I] is equivalent to saying [a specific PK shaped collection of... (read more)

Q: Why do I think there is something instead of nothing?
A: Because I think I'm experiencing, well, something.
Q: Why do I think I'm experiencing something?

A: uh... dang, the urge is overwelming for me to say "Because I actually am experiencing something. That's the plainest fact of all, even though evidence in favor of it seems to be at the moment the least communicable sort of evidence of them all."

Either I'm profoundly confused about something, causing me to seem to think that I can't possibly be ... (read more)

Eliezer Yudkowsky: (can we drop the underscores now?): You did not break the "perception of wearing socks" into understandable steps, as you demanded for the perception of free will.  You certainly explained non-confusingly some of the steps, but you left out a very critical step, which is the recognition of socks within the visual input that you receive.  That is a very mysterious step indeed, since your cognitive architecture is capable of recognizing socks within an image, even against an arbitrary set of transformations: rotation, blurring, holes in the socks, coloration, etc.

And I know you didn't simply leave out an explanation that exists somewhere, because such understanding would probably mean a solution for the captcha problem.  So I would have to say that made the same unacceptable leap that you attacked in the free will example.

What is the phrase 'free will' used to refer to?  We cannot even start worrying about whether we need to answer or abolish the question until we understand what the question signifies.

We could ask ourselves "what happens when an immovable object meets an irresistible force?", and recognize that this question must be unasked.  The reason why it's not a valid question is that the definitions of those two things turn out to be mutually contradictory once we analyze them down to their constituent parts.

I think there is a real something for which free will seems like a good word. No, it's not the one true free will, but it's a useful concept. It carves reality at its joints.

Basically, I started thinking about a criminal, say, a thief. He's on trial for stealing a dimond. The prosecutor thinks that he did it of his own free will, and thus should be punished. The defender thinks that he's a pathological cleptomaniac and can't help it. But as most know, people punish crimes mostly to keep them from happening again. So the real debate is whether imprisoning t... (read more)

"The nice thing about the second question is that it is guaranteed to have a real answer, whether or not there is any such thing as free will."

The claim that every fact, such as someone's belief, has a definite cause, is a very metaphysical claim that Eliezer has not yet established.

The problem with this blog is that you occasionally say amazingly insightful things but the majority of your posts, like this one, say something blindingly obvious in a painfully verbose way. But then it could be that some of the things that are amazingly insightful to me are blindingly obvious to someone else, and vice versa. Oh well.

"Why do I think I have free will?"  There seem to be two categories of things out there in the world: things whose behavior is easily modeled and thus predictable; and things whose internal structure is opaque (to pre-scientific people) and are best predicted by taking an "intensional stance" (beliefs, desires, goals, etc.).  So I build a bridge, and put a weight on it, and wonder whether the bridge will fall down.  It's pretty clearly the case that there's some limit of weight, and if I'm below that wei... (read more)

"Why do I think time moves forward instead of backward?"

There are actually two questions here: first, why does time (appear to) flow at all?  And second, why does it flow only forwards?

If the whole universe were composed only of a single particle, say a photon, you couldn't even notice time passing.  Every moment would be identical to every other moment.  Time wouldn't even flow.

So first you need multiple entities, in order to have change.  So now let's say you had the same single photon, bouncing forever between two... (read more)

"Why do I think I was born as myself rather than someone else?"

So we adopt the intensional stance towards other humans.  We imagine they have some "deciding" homunculus inside them, that makes choices.  We don't know how it works or any of its internal structures, but it is influenced by beliefs, desires, memories, etc.

We know that much can change about the "mere body", while the homunculus seems the same.  We age over decades.  We lose a limb or eyesight in an accident.  We get a heart transplant from a cadaver.  We learn to ... (read more)

We could well be in a matrix world, with all an illusion.  Or, perhaps we arrived just a moment ago, but intact with false implanted memories.  (Sort of like the creationist explanation of evidence for evolution.)

The assumption that "reality exists" is mere convenience.  It's helpful in order to predict my future observations (or so my current memory suggests to me).  Even if this is a matrix world, there is still the EXACT SAME theory of "reality", which would then be used to predict the future illusions that I'll notice.

The beauty of this method is that it works whether or not the question is confused.

I have to admit, to me the "Why do I think I was born as myself rather than someone else" example seems so confused that I'm having difficulty even parsing the question well enough to apply the method.

"Why do I think I was born as myself rather than someone else?"

Tiiba, you might be interested in For the law, neuroscience changes nothing and everything.

Usually the first A is taken broadly and the second A narrowly.

This seems to me a special case of asking "What actually is the phenomenon to be explained?"  In the case of free will, or should I say in the case of the free will question, the phenomenon is the perception or the impression of having it.  (Other phenomena may be relevant too, like observations of other people making choices between alternatives).

In the case of the socks, the phenomenon to be explained can be safely taken to be the sock-wearing state itself.  Though as Eliezer correctly points out, you can start farther back, that is, you can start with the phenomenon that you think you're wearing socks and ask about it and work your way towards the other.

It looks like the basic recipe for complacency being offered here is:

Something mysterious = Thoughts about something mysterious = Thoughts = Computation = Matter doing stuff = Something we know how to understand.

But if you really follow this procedure, you will eventually end up having to relate a subjective fact like "being a self" or "seeing blue" to a physical fact like "having a brain" or "signalling my visual cortex".

It seems that most materialists about the mind have a personal system of associations, between m... (read more)

Mitchell, what reason is there to think that materialism is false, other than our not-understanding exactly how mental events arise from physical ones? A lot of science has been done about the brain; we know that at least there is a very, very intimate connection between mental events and physical brain events. To me, it seems much more parsimonious to suppose that there really is a (not yet fully understood) identity between mental process X and physical process X, than to say that mental process X is actually occurring in some extraphysical realm even though it always syncs up in realtime with physical process X.

"Why do I believe I am conscious?" = "Why am I conscious?"

Z. M., let me answer you indirectly. The working hypothesis I arrived at, after a long period of time, was a sort of monadology. Most monads have simple states, but there is (one hypothesizes) a physics of monadic interaction which can bring a monad into a highly complex state. From the perspective of our current physics, an individual monad is something like an irreducible tensor factor in an entangled quantum state. The conscious self is a single monad; conscious experience is showing us something of its actual nature; any purely mathematical description... (read more)

James Blair:
I've read JH's "On Intelligence" and find him overrated. He happens to be well known, but I have yet to see his results beating other people's results. Pretty theories are fine with me, but ultimately results must count.

Mitchell, I think it's far too early to give up on the materialist program, which has so far been a smashing success. Consciousness is (as it is said) a hard problem, but even if no one ever finds a solution, one might at least first give solemn consideration to the possibility (I forget exactly where I read it proposed--Hofstadter?) that humans are just too stupid figure out the answer, before vindicating Leibniz.

Frank, what does that have to do with the quality of the paper I linked?

Z. M., "my" monads aren't much like Leibniz's. For one thing, they interact. It could even be called a psychophysical identity theory, it's just that the mind is identified with a single elementary entity (one monad with many degrees of freedom) rather than with a spatial aggregate of elementary entities (a monadic self will still have "parts" in some sense, but they won't be spatial parts). I suppose my insistence that physical ontology should be derived from phenomenological ontology, rather than vice versa, might also seem anti-mater... (read more)

"So, why do you believe you've stopped beating your wife?"

If Eliezer has his way, consciousness is not a "hard problem" at all, since asking why people are conscious is the same as asking "why do people think they are conscious," while "thinking one is conscious" is identified with a physical state of one's brain.

The reason Eliezer cannot have his way is that the identity or non-identity of physical and mental reality is irrelevant to explanation. For example, presumably light of different colors is identical to light of different wavelengths. But if I ask, "why does that light ... (read more)

Mitchell, Unknown, I worry you may have misunderstood the point.

The question "Why am I conscious?" is not meant to be isomorphic to the question "Why do I think I'm conscious?"  It's just that the latter question is guaranteed to be answerable, whether or not the first question contains an inherent confusion; and that the second question, if fully answered, is guaranteed to contain whatever information you were hoping to get out of the first question.

"Explain" is a recursive option - whenever you find an answer, you can hit "Explain" again, unless you hit "Worship" or "Ignore" instead.  If the answer to "Why do I think I'm conscious?" is "Because I'm conscious"; and you can show that this is true evidence (that is, you would not think you were conscious if you were not conscious); and you carry out this demonstration without reference to any mysterious concepts (i.e., "Because I directly experience qualia!" contains four mysterious concepts, not counting "Because"); then you could hit the "Explain" button again regarding "Because I'm conscious."

Since our introspection ability is so limited, this method sounds like it could easily end up resulting in, not the correct explanation of the belief and explanation-away of the phenomenon, but a just-so story that claims to explain away something that might actually exist. This is not a Fully General Counterargument; a well-supported explanation of the belief is probably right, but more support is needed than the conjecture. Look how many candidate explanations have been offered for belief in free will.

Eliezer, in the last few posts you have proposed a method for determining whether a question is confused (namely, ask why you're asking it), and then a method for getting over any sense of confusion which may linger even after a question is exposed as confused ("understand in detail how your brain generates the feeling of the question"). The first step is reasonable, though I'd think that part of its utility is merely that it encourages you to analyse your concepts for consistency. As for the second step, I do not recall experiencing this particu... (read more)

I think the confusion may have arisen from the incongruous title to this post. Inserting 'Why do I believe...' before your query is an excellent heuristic, but you can't right a wrong question. You can only get better at recognising them.

Frank, what does that have to do with the quality of the paper I linked?

James, everything. The paper looks very much like the book in a nutshell plus an actual experiment.
What does the paper have to do with "And I know you didn't simply leave out an explanation that exists somewhere, because such understanding would probably mean a solution for the captcha problem."?
I find these 13 and 12 year old papers more exciting.
And here is some practical image recognition (although no general captcha) stuff.

I retract the statement that the question about the relationship between the subjective and objective is unanswerable. I started to see how it is possible to answer it.

On free will, I'd like to pose a question to anyone interested: What do you think it would feel like not to have free will? 

(Or, what do you think it would feel like to not think you have free will?)

During the first month or so after my stroke, while my nervous system was busily rewiring itself, I experienced all sorts of transient proprioceptic illusions.

One of them amounted to the absence of the feeling of free will... I experienced my arm as doing things that seemed purposeful from the outside, but for which I was aware of no corresponding purpose. 

For example, I ate breakfast one morning without experiencing control over my arm. It fed me, just like it always had, but I didn't feel like I was in control of it. 

To give you an idea of how odd this was: at one point my arm put down the food item it was holding to my mouth, and I lay there somewhat puzzled... why wasn't my arm letting me finish it? Then it picked up a juice carton and brought it to my mouth, and I thought "Oh! It wants me to drink something... yeah, that makes sense."

It was a creepy experience, somewhat ameliorated by the fact that I could "take control" if I chose to... letting my arm feed me breakfast was a deliberate choice, I was curious about what would happen.

I think that's what it feels like to not experience myself as having free will, which is I think close enough to your second question.

As for your first question... I think it would feel very much like the way I feel right now.

Yeah, that's more or less how I interpreted it... not so much lag, precisely, as a failure to synchronize. There were lots of weird neural effects that turned up during that time that, on consideration, seemed to basically be timing/synchronization failures, whcih makese a lot of sense if various parts of my brain were changing the speed with which they did things as the brain damage healed and the swelling went down.

Of course, it's one thing to know intellectually that my superficially coherent worldview is the result of careful stitching together of outputs from independent modules operating at different rates on different inputs; it's quite another thing to actually experience that coherency breaking down.

One answer might go like this:  "But I don't think that.  If I use W to denote the proposition that I have free will, I can think of no experiments whose results might provide evidence for or against W.  I don't assign a high subjective probability to (W|).  For any other proposition Y, I don't see any difference between the probability of (Y|W) compared to (Y|~W)".  

"Nevertheless I choose to assume W because I often find it easier to estimate P(Y|W) than to directly estimate P(Y), especially when ... (read more)

(Note: this comment is a reply to this comment. Sorry for any confusion.)

Sereboi, I think once again we're miscommunicating. You seem to think I'm looking for a compromise between free will and determinism, no matter how much I deny this. Let me try an analogy (stolen from Good and Real).

When you look in a mirror, it appears to swap left and right, but not up and down; yet the equations that govern reflection are entirely symmetric: there shouldn't be a distinction.

Now, you can simply make that second point, but then a person looking at a mirror remains co... (read more)

If we ask "why does reality exist instead of not exist?", it's like asking "why does existence exist instead of not exist?". Well that's because it's existence. That which is or is a part of reality, is what exists. Something being a part of reality or reality itself is a sufficient condition for that thing existing. So of course reality exists, it's the base case. 

A more complicated question is "why is existence like this as apposed to some other way?". That's the business of physicists, and i don't have an answer.

This reminds me of "Why do I have qualia?" I've also asked "Why do I think I have qualia?" I then realized that that's still not quite enough. The right question (or at least one I have to answer first) is "What do I think 'qualia' are?" I'm still thoroughly confused by this question. You could try that with free will too.

I think the problem with this question is the use of the word "why." It is generally either a quest for intentionality (eg. "Why did you do that?) or for earlier steps in a causal chain (eg. Why is the sky blue?). So the only type of answer that could properly answer this question is one that introduced a first cause (which is, of course, a concept rife with problems) or one that supposed intentionality in the universe (like, the universe decided to exist as it is or something equally nonsensical). This is ... (read more)

I believe I'm wearing socks, because I can see socks on my feet.

As for me, I mainly believe I'm wearing socks because I can feel socks on my feet. :-)

Either way, the question is guaranteed to have an answer.  You even have a nice, concrete place to begin tracing—your belief, sitting there solidly in your mind.

In retrospect this seems like an obvious implication of belief in belief.  I would have probably never figured it out on my own, but now that I've seen both, I can't unsee the connection.

"Tracing back the chain of causality, step by step, I discover that my belief that I'm wearing socks is fully explained by the fact that I'm wearing socks.  This is right and proper, as you cannot gain information about something without interacting with it."

Maybe I'm being pedantic on this point, but doesn't the interaction with the socks constitute the act of putting them on which actually fully explains that you're wearing them?  Of course, you can go back further along the causal chain to the reason you put them on - perhaps the room was cold... (read more)

"Why was I born as myself rather than someone else?" versus "Why do I think I was born as myself rather than someone else?"

I was sitting in microeconomics class in twelfth grade when I asked myself, "Why am I me? Why am I not Kelsey or David or who-have-you?" Then I remembered that there are no souls, that 'I' was a product of my brain, and thus that the existence of my mind necessitates the existence of my body (or something that serves a similar function). Seeing the contradiction, I ... (read more)



Mind Projection Fallacy

[image: Monsterwithgirl_2]In the dawn days of science fiction, alien invaders would occasionally kidnap a girl in a torn dress and carry her off for intended ravishing, as lovingly depicted on many ancient magazine covers.  Oddly enough, the aliens never go after men in torn shirts.

Would a non-humanoid alien, with a different evolutionary history and evolutionary psychology, sexually desire a human female?  It seems rather unlikely.  To put it mildly.

People don't make mistakes like that by deliberately reasoning:  "All possible minds are likely to be wired pretty much the same way, therefore a bug-eyed monster will find human females attractive."  Probably the artist did not even think to ask whether an alien perceives human females as attractive.  Instead, a human female in a torn dress is sexy—inherently so, as an intrinsic property.

They who went astray did not think about the alien's evolutionary history; they focused on the woman's torn dress.  If the dress were not torn, the woman would be less sexy; the alien monster doesn't enter into it.

Apparently we instinctively represent Sexiness as a direct attribute of the Woman object, Woman.sexiness, like Woman.height or Woman.weight.

If your brain uses that data structure, or something metaphorically similar to it, then from the inside it feels like sexiness is an inherent property of the woman, not a property of the alien looking at the woman.  Since the woman is attractive, the alien monster will be attracted to her—isn't that logical?

E. T. Jaynes used the term Mind Projection Fallacy to denote the error of projecting your own mind's properties into the external world.  Jaynes, as a late grand master of the Bayesian Conspiracy, was most concerned with the mistreatment of probabilities as inherent properties of objects, rather than states of partial knowledge in some particular mind.  More about this shortly.

But the Mind Projection Fallacy generalizes as an error.  It is in the argument over the real meaning of the word sound, and in the magazine cover of the monster carrying off a woman in the torn dress, and Kant's declaration that space by its very nature is flat, and Hume's definition of a priori ideas as those "discoverable by the mere operation of thought, without dependence on what is anywhere existent in the universe"...

(Incidentally, I once read an SF story about a human male who entered into a sexual relationship with a sentient alien plant of appropriately squishy fronds; discovered that it was an androecious (male) plant; agonized about this for a bit; and finally decided that it didn't really matter at that point.  And in Foglio and Pollotta's Illegal Aliens, the humans land on a planet inhabited by sentient insects, and see a movie advertisement showing a human carrying off a bug in a delicate chiffon dress.  Just thought I'd mention that.)

It's not about what the bug-eyed monster considers sexy.  It's about what the human reader considers sexy.

I ask you again - what is the other option? How can we deal with the world other than via "mind-projection?" I claim that you do it too, you just do it in a more sophisticated way. Do you have an alternative in mind?

As always, there's the difference between "we're all doomed to be biased, so I might as well carry on with whatever I was already doing" and "we're all doomed to be somewhat biased, but less biased is better than more biased, so let's try and mitigate them as we go".

Someone really ought to name a website along those lines.

Yeah, I can't help but think that in many cases there is no implied inference that the alien especially desires the woman, but rather that the reader is especially affected by the fact that the abductee just happens to be an attractive woman.  (King Kong would be an exception.)  It's the same reason that we rarely if ever see the alien carrying a cow instead; not because of its preferences, but because we wouldn't be especially apprehensive about the cow's fate.

If there's a bias here, it's one generated by the desire to tell interesting stories.  Projection happens, but I don't find this example terribly compelling.

I take your point about the mind projection fallacy, but actually in the particulars I may have to slightly disagree.

Furries
Anime tentacle rape
Bestiality/zoophilia
etc etc etc...

In other words, we already know that there can be humans that find stuff either slightly human but modified, or increasingly alien to also, ahem. "tweak" them.

I bet somewhere either the author of that story (with the plant) that you mentioned, or some reader somewhere found that story particularly enjoyable, or at least the notion of it.

If I assume that others have minds like mine I surely would also assume they "project" the same properties, so calling them "mental projection" is not likely to make this error go away. Conversely if I establish that a certain property is a real, non-projected property of an object, that doesn't entitle me to assume that it will be perceived by an alien with a different evolutionary history. After all, humans only perceive a tiny percentage of the actual properties of objects.  So I think that the "mind projection error" and the "all minds are alike" error are quite different.

Good post. I have a feeling I've read this very same example before from you Eliezer. I can't remember where.

PK: I think Eliezer made the same point in "Cognitive Biases Potentially Affecting Judgement of Global Risks"

The aliens and monsters are stand-ins for the traditional fear: men from the other tribe. Since cross-tribal homicide and rape/abduction are quite common, it is no surprise that our Sci-Fi creations do the same thing.

We share an evolutionary history with different animals on earth. There could be attractive properties in animals that give us a similar representation of sexiness as they do to their own species. Same reason we find you will find different creatures finding other creatures cute e.g. humans to dogs and gorilla to human.

Additionally, there has been cases where dolphins attempted to sexually engage with humans. An intelligent alien will have a shared ancestry and therefore will not have sexiness representations from "sexual properties" exhibited in earth's creatures.

There is of course, the Red Dwarf episode "Camille" with the alien who appears as the projection of whatever you find sexiest.

I'm sure the historians of the recent "Imagining Outer Space, 1900-2000" conference would have a good time with analyzing the various pop cultural strands that came together to produce rote images such as the above cover.

PK: This example is also part of Eliezer's "Hard AI Future Salon" lecture (starting at 1:35:33).

"Hard AI Future Salon" lecture, good talk. Most of the audience's questions however were very poor.

One more comment about the mind projection fallacy. Eliezer, you also have to keep in mind that the goal of a sci-fi writer is to make a compelling story which he can sell. Realism is only important in so far as it helps him achieve this goal. Agreed on the point that it's a fallacy, but don't expect it to change unless the audience demands/expects realism. http://tvtropes.org/ if full of tropes that illustrate stuff like that.

The subject of human/alien sex was disposed of rather thoroughly by Larry Niven in "Man of Steel, Woman of Kleenex".

Speaking of interspecies vs intraspecies reproductive fitness evaluation - a human may judge a member of its own species (from a distant end of the genetic spectrum, i.e., whitest of the white vs. blackest of the black) less desirable than some hypothetical alien species with appropriately bulbous forms and necessary orifices or extrusions.

It's certainly not just sci-fi writers who go for this sort of reasoning. I knew a theology professor who would make mistakes like this on a consistent basis. For example, he would raise questions about whether there was an evolutionary pressure for babies to evolve to be cute, without even considering the possibility that we might evolve to find babies cute. It struck me as being much worse than the sort of unthinking assumption that goes into Attack of the Fifty Foot Whatever sci fi stories, since his preconceptions were actually hindering him in fairly serious attempts to understand the real world.

"E. T. Jaynes used the term Mind Projection Fallacy to denote the error of projecting your own mind's properties into the external world."

URL is dead for me: http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.40.8618 says "This url does not match
any document in our repository."

I don't know what document that link originally pointed to, but this document contains one of Jaynes's earliest (if not the earliest) descriptions of the idea.

Oh, this has been around since Genesis 6.  At least.

But... then... why do zombies eat brains?  As anthropomorphism, that's pretty disturbing.

[Incidentally, I just saw King Kong 1976 and was utterly amazed at how h-nt-- it was.  I had no idea.]

I know this is incidental, but I am dying of curiosity about the story of the Plant-Guy/Human-Guy... would you mind giving the reference ?

Is "the world is full of people" an example of the mind-projection fallacy? (Compare to "we can both recognize the pattern 'person' at a high-level in our multi-leveled models of levelless reality")

I just thought the Less Wrong community should know that a few minute ago, I was having trouble remembering the name of this fallacy, but I vaugely remembered the content of this post.  So, I decided to use the search engine on this site to find this.  I typed in "sexy," and this is the first thing that came up.

I recall reading a book on Asperger's syndrome in my school library which had an activity in it that is supposed to conclude weather or not a child has 'Theory of Mind'. This is what I immediately thought about while reading this article.

Here is a version of the test, check it out. http://www.asperger-advice.com/sally-and-anne.html

If a bunch of aliens were to start capturing bunch of humans (and other terrestrial animals) for food, or slave labour, or what ever, it would be rational for males to go after the aliens with sexy human females first. The torn clothing would likely be widespread, and selection by torn clothing (as torn clothing improves ability to select for sexiness) may also be rational when one wants to maximize the sexiness of mates that one takes for rebuilding the human race.

Okay, so your saying that Woman.height makes sense, but Woman.sexiness doesn't really. I'm not sure if you can even say that Woman.height makes sense. The reality is that the knowledge of any attribute is predicated on the perceptual apparatus that an organism has. Perhaps the alien is blind?

You may retort that if the alien is blind, then he most likely has some sort of apparatus to measure size in the world. Perhaps he can send out tenticles to feel the size of objects. 

But then, at the same time why couldn't he send out some sort of tenticles to measure ... (read more)

It is a great example, but one cannot beat the metaphor to death.  There are also artistic conventions which develop and self-reinforce (re Manga / Anime) as well as marketing forces - re Why do all female superheroes have giant breasts?

The strength of the metaphor is not that a rational analysis of alien / monster motivations leads the average fan-boy to conclude aliens intend to copulate with abducted females, but the unconscious projection of the fan-boy onto the alien / monster, and of course who would you grab then?

I once read an SF story about a human male who entered into a sexual relationship with a sentient alien plant of appropriately squishy fronds; discovered that it was an androecious (male) plant; agonized about this for a bit; and finally decided that it didn't really matter at that point. 

and Kant's declaration that space by its very nature is flat

This is an inappropriate accusation to make about Kant in particular: he was explicit that space (in all its flatness) was a necessary condition of experience, not a feature of the world. He could not be more adamant that his claims about space were claims about the mind, and the world as it appears to the mind.

He was wrong, of course: non-euclidian geometry thrives. But this isn't the mind projection fallacy. This is the exact opposite of the mind projection fallacy.

Oddly enough, the aliens never go after men in torn shirts.

One exception: Troma's Monster in the Closet, where the monster does indeed fall for a guy.  The movie is a real gem.

Optical illusions might be a good example of this. Ex. http://www.buzzfeed.com/catesish/help-am-i-going-insane-its-definitely-blue#.hfZoPkgjK

People are freaking out over what color the dress "really is". They're projecting the property of "true color" onto the real world, when in reality "true color" is only in their mind.



Probability is in the Mind

Yesterday I spoke of the Mind Projection Fallacy, giving the example of the alien monster who carries off a girl in a torn dress for intended ravishing—a mistake which I imputed to the artist's tendency to think that a woman's sexiness is a property of the woman herself, woman.sexiness, rather than something that exists in the mind of an observer, and probably wouldn't exist in an alien mind.

The term "Mind Projection Fallacy" was coined by the late great Bayesian Master, E. T. Jaynes, as part of his long and hard-fought battle against the accursèd frequentists.  Jaynes was of the opinion that probabilities were in the mind, not in the environment—that probabilities express ignorance, states of partial information; and if I am ignorant of a phenomenon, that is a fact about my state of mind, not a fact about the phenomenon.

I cannot do justice to this ancient war in a few words—but the classic example of the argument runs thus:

You have a coin.
The coin is biased.
You don't know which way it's biased or how much it's biased.  Someone just told you, "The coin is biased" and that's all they said.
This is all the information you have, and the only information you have.

You draw the coin forth, flip it, and slap it down.

Now—before you remove your hand and look at the result—are you willing to say that you assign a 0.5 probability to the coin having come up heads?

The frequentist says, "No.  Saying 'probability 0.5' means that the coin has an inherent propensity to come up heads as often as tails, so that if we flipped the coin infinitely many times, the ratio of heads to tails would approach 1:1.  But we know that the coin is biased, so it can have any probability of coming up heads except 0.5."

The Bayesian says, "Uncertainty exists in the map, not in the territory.  In the real world, the coin has either come up heads, or come up tails.  Any talk of 'probability' must refer to the information that I have about the coin—my state of partial ignorance and partial knowledge—not just the coin itself.  Furthermore, I have all sorts of theorems showing that if I don't treat my partial knowledge a certain way, I'll make stupid bets.  If I've got to plan, I'll plan for a 50/50 state of uncertainty, where I don't weigh outcomes conditional on heads any more heavily in my mind than outcomes conditional on tails.  You can call that number whatever you like, but it has to obey the probability laws on pain of stupidity.  So I don't have the slightest hesitation about calling my outcome-weighting a probability."

I side with the Bayesians.  You may have noticed that about me.

Even before a fair coin is tossed, the notion that it has an inherent 50% probability of coming up heads may be just plain wrong.  Maybe you're holding the coin in such a way that it's just about guaranteed to come up heads, or tails, given the force at which you flip it, and the air currents around you.  But, if you don't know which way the coin is biased on this one occasion, so what?

I believe there was a lawsuit where someone alleged that the draft lottery was unfair, because the slips with names on them were not being mixed thoroughly enough; and the judge replied, "To whom is it unfair?"

To make the coinflip experiment repeatable, as frequentists are wont to demand, we could build an automated coinflipper, and verify that the results were 50% heads and 50% tails.  But maybe a robot with extra-sensitive eyes and a good grasp of physics, watching the autoflipper prepare to flip, could predict the coin's fall in advance—not with certainty, but with 90% accuracy.  Then what would the real probability be?

There is no "real probability".  The robot has one state of partial information.  You have a different state of partial information.  The coin itself has no mind, and doesn't assign a probability to anything; it just flips into the air, rotates a few times, bounces off some air molecules, and lands either heads or tails.

So that is the Bayesian view of things, and I would now like to point out a couple of classic brainteasers that derive their brain-teasing ability from the tendency to think of probabilities as inherent properties of objects.

Let's take the old classic:  You meet a mathematician on the street, and she happens to mention that she has given birth to two children on two separate occasions.  You ask:  "Is at least one of your children a boy?"  The mathematician says, "Yes, he is."

What is the probability that she has two boys?  If you assume that the prior probability of a child being a boy is 1/2, then the probability that she has two boys, on the information given, is 1/3.  The prior probabilities were:  1/4 two boys, 1/2 one boy one girl, 1/4 two girls.  The mathematician's "Yes" response has probability ~1 in the first two cases, and probability ~0 in the third.  Renormalizing leaves us with a 1/3 probability of two boys, and a 2/3 probability of one boy one girl.

But suppose that instead you had asked, "Is your eldest child a boy?" and the mathematician had answered "Yes."  Then the probability of the mathematician having two boys would be 1/2.  Since the eldest child is a boy, and the younger child can be anything it pleases.

Likewise if you'd asked "Is your youngest child a boy?"  The probability of their being both boys would, again, be 1/2.

Now, if at least one child is a boy, it must be either the oldest child who is a boy, or the youngest child who is a boy.  So how can the answer in the first case be different from the answer in the latter two?

Or here's a very similar problem:  Let's say I have four cards, the ace of hearts, the ace of spades, the two of hearts, and the two of spades.  I draw two cards at random.  You ask me, "Are you holding at least one ace?" and I reply "Yes."  What is the probability that I am holding a pair of aces?  It is 1/5.  There are six possible combinations of two cards, with equal prior probability, and you have just eliminated the possibility that I am holding a pair of twos.  Of the five remaining combinations, only one combination is a pair of aces.  So 1/5.

Now suppose that instead you asked me, "Are you holding the ace of spades?"  If I reply "Yes", the probability that the other card is the ace of hearts is 1/3.  (You know I'm holding the ace of spades, and there are three possibilities for the other card, only one of which is the ace of hearts.)  Likewise, if you ask me "Are you holding the ace of hearts?" and I reply "Yes", the probability I'm holding a pair of aces is 1/3.

But then how can it be that if you ask me, "Are you holding at least one ace?" and I say "Yes", the probability I have a pair is 1/5?  Either I must be holding the ace of spades or the ace of hearts, as you know; and either way, the probability that I'm holding a pair of aces is 1/3.

How can this be?  Have I miscalculated one or more of these probabilities?

If you want to figure it out for yourself, do so now, because I'm about to reveal...

As for the paradox, there isn't one.  The appearance of paradox comes from thinking that the probabilities must be properties of the cards themselves.  The ace I'm holding has to be either hearts or spades; but that doesn't mean that your knowledge about my cards must be the same as if you knew I was holding hearts, or knew I was holding spades.

That last term, where you divide by P(E), is the part where you throw out all the possibilities that have been eliminated, and renormalize your probabilities over what remains.

Now let's say that you ask me, "Are you holding at least one ace?"  Before I answer, your probability that I say "Yes" should be 5/6.

But if you ask me "Are you holding the ace of spades?", your prior probability that I say "Yes" is just 1/2.

So right away you can see that you're learning something very different in the two cases.  You're going to be eliminating some different possibilities, and renormalizing using a different P(E).  If you learn two different items of evidence, you shouldn't be surprised at ending up in two different states of partial information.

Similarly, if I ask the mathematician, "Is at least one of your two children a boy?" I expect to hear "Yes" with probability 3/4, but if I ask "Is your eldest child a boy?" I expect to hear "Yes" with probability 1/2.  So it shouldn't be surprising that I end up in a different state of partial knowledge, depending on which of the two questions I ask.

The only reason for seeing a "paradox" is thinking as though the probability of holding a pair of aces is a property of cards that have at least one ace, or a property of cards that happen to contain the ace of spades.  In which case, it would be paradoxical for card-sets containing at least one ace to have an inherent pair-probability of 1/5, while card-sets containing the ace of spades had an inherent pair-probability of 1/3, and card-sets containing the ace of hearts had an inherent pair-probability of 1/3.

Similarly, if you think a 1/3 probability of being both boys is an inherent property of child-sets that include at least one boy, then that is not consistent with child-sets of which the eldest is male having an inherent probability of 1/2 of being both boys, and child-sets of which the youngest is male having an inherent 1/2 probability of being both boys.  It would be like saying, "All green apples weigh a pound, and all red apples weigh a pound, and all apples that are green or red weigh half a pound."

That's what happens when you start thinking as if probabilities are in things, rather than probabilities being states of partial information about things.

Probabilities express uncertainty, and it is only agents who can be uncertain.  A blank map does not correspond to a blank territory.  Ignorance is in the mind.

It seems to me you're using "perceived probability" and "probability" interchangeably. That is, you're "defining" probability as the probability that an observer assigns based on certain pieces of information. Is it not true that when one rolls a fair 1d6, there is an actual 1/6 probability of getting any one specific value? Or using your biased coin example: our information may tell us to assume a 50/50 chance, but the man may be correct in saying that the coin has a bias--that is, the coin may really come up heads 80% of the... (read more)

"Is it not true that when one rolls a fair 1d6, there is an actual 1/6 probability of getting any one specific value?"

No.  The unpredictability of a die roll or coin flip is not due to any inherent physical property of the objects; it is simply due to lack of information.  Even with quantum uncertainty, you could predict the result of a coin flip or die roll with high accuracy if you had precise enough measurements of the initial conditions.

Let's look at the simpler case of the coin flip.  As Jaynes explains it, consider the phase space for the coin's motion at the moment it leaves your fingers.  Some points in that phase space will result in the coin landing heads up; color these points black.  Other points in the phase space will result in the coin landing tails up; color these points white.  If you examined the phase space under a microscope (metaphorically speaking) you would see an intricate pattern of black and white, with even a small movement in the phase space crossing many boundaries between a black region and a white region.

If you knew the initial conditions precisely enough, you would know whether the coin was in a white or black region of phase space, and you... (read more)

There are dice designed with very sharp corners in order to improve their randomness.

If randomness were an inherent property of dice, simply refining the shape shouldn't change the randomness, they are still plain balanced dice, after all.

But when you think of a "random" throw of the dice as a combination of the position of the dice in the hand, the angle of the throw, the speed and angle of the dice as they hit the table, the relative friction between the dice and the table, and the sharpness of the corners as they tumble to a stop, you realize that if you have all the relevant information you can predict the roll of the dice with high certainty.

It's only because we don't have the relevant information that we say the probabilities are 1/6.

Q: What is the probability for a pseudo-random number generator to generate a specific number as his next output?

A: 1 or 0 because you can actually calculate the next number if you have the available information.

Q: What probability do you assign to a specific number as being it's next output if you don't have the information to calculate it?

Replace pseudo-random number generator with dice and repeat.

Even more important, I think, is the realization that, to decide how much you're willing to bet on a specific outcome, all of the following are essentially the same:

The bottom line is that you don't know what the next value will be, and that's the only thing that matters.

So therefore a person with perfect knowledge would not need probability. Is this another interpretation of "God does not play dice?" :-)

Alas, the coin was part of an erroneous stamping, and is blank on both sides.

Here is another example me, my dad and my brother came up with when we were discussing probability.

Suppose there are 4 card, an ace and 3 kings. They are shuffled and placed face side down. I didn't look at the cards, my dad looked at the first card, my brother looked at the first and second cards. What is the probability of the ace being one of the last 2 cards.
For me: 1/2
For my dad: If he saw the ace it is 0, otherwise 2/3.
For my brother: If he saw the ace it is 0, otherwise 1.

How can there be different probabilities of the same event? It is because probability is something in the mind calculated because of imperfect knowledge. It is not a property of reality. Reality will take only a single path. We just don't know what that path is. It is pointless to ask for "the real likelihood" of an event. The likelihood depends on how much information you have. If you had all the information, the likelihood of the event would be 100% or 0%.

The competent frequentist would presumably not be befuddled by these supposed paradoxes. Since he would not be befuddled (or so I am fairly certain), the "paradoxes" fail to prove the superiority of the Bayesian approach. Frankly, the treatment of these "paradoxes" in terms of repeated experiments seems to straightforward that I don't know how you can possibly think there's a problem.

"Probabilities express uncertainty, and it is only agents who can be uncertain.  A blank map does not correspond to a blank territory.  Ignorance is in the mind."

Eliezer, in quantum mechanics, one does not say that one does not have knowledge of both position and momentum of a particle simultaneously. Rather, one says that one CANNOT have such knowledge. This contradicts your statement that ignorance is in the mind. If quantum mechanics is true, then ignorance/uncertainty is a part of nature and not just something that agents have.

Constant:  The competent frequentist would presumably not be befuddled by these supposed paradoxes.

Not the last two paradoxes, no.  But the first case given, the biased coin whose bias is not known, is indeed a classic example of the difference between Bayesians and frequentists.  The frequentist says:

According to the frequentist, apparently there is no rational way to manage your uncertainty about a single flip of a coin of unknown bias, since whatever you do, someone else will be able to criticize your belief as "subjective" - such a devastating criticism that you may as well, um, flip a coin.  Or consul... (read more)

I think EY's example here should actually should be targeted at the probability as propensity theory of Von Mises (Richard, not Ludwig), not the frequentist theory, although even frequentists often conflate the two.

The probability for you is not some inherent propensity of the physical situation, because the coin will flip depending on how it is weighted and how hard it is flip. The randomness isn't in the physical situation, but in our limited knowledge of the physical situation.

The argument against frequentist thinking is that we're not interested in a long term frequency of an experiment. We want to know how to bet now. If you're only going to talk about long term frequencies of repeatable experiments, you're not that useful when I'm facing one con man with a biased coin. 

That singular event is what it is. If you're going to argue that you have to find the right class of events in your head to sample from, you're already halfway down the road to bayesianism. Now you just have to notice that the class of events is different for the con man than it is for you, because of your differing states of knowledge, you'll make it all the way there.

Notice how you thought up a symmetrically ... (read more)

Maybe I'm stupid here... what difference does it make?

Sure, if we had a coin-flip-predicting robot with quick eyes it might be able to guess right/predict the outcome 90% of the time.  And if we were precognitive we could clean up at Vegas.

In terms of non-hypothetical real decisions that confront people, what is the outcome of this line of reasoning?  What do you suggest people do differently and in what context?  Mark cards?

B/c currently, as far as I can see, you're saying, "The coin won't end up 'heads or tails' -- it'll end up heads, or it'll end u... (read more)

Sudeep: the inverse certainy of the position and momentum is a mathematical artifact and does not depend upon the validity of quantum mechanics.  (Er, at least to the extent that math is independent of the external world!)

PK: I like your posts, and don't take this the wrong way, but, to me, your example doesn't have as much shocking unintuitiveness as the ones Eliezer Yudkowsky (no underscore) listed.

I'd like to understand: Are frequentist "probability" and subjective "probability" simply two different concepts, to be distinguished carefully? Or is there some true debate here?

I think that Jaynes shows a derivation follownig Bayesian principles of the frequentist probability from the subjective probability. I'd love to see one of Eliezer's lucid explanations on that.

You can derive frequentist probabilities from subjective probabilities but not the other way around.

Silas: My post wasn't meant to be "shockingly unintuitive", it was meant to illustrate Eliezer's point that probability is in the mind and not out there in reality in a ridiculously obvious way.

Am I somehow talking about something entirely different than what Eliezer was talking about? Or should I complexificationafize my vocabulary to seem more academic? English isn't my first language after all.

Alas, no. Here's the deal: implicit in all the coin toss toy problems is the idea that the observations may be modeled as exchangeable. It really really helps to have a grasp on what the math looks like when we assume exchangeability.

In models where (infinite) exchangeability is assumed, the concept of long-run frequen... (read more)

Eliezer, I have no argument with the Bayesian use of the probability calculus and so I do not side with those who say "there is no rational way to manage your uncertainty", but I think I probably do have an argument with the insistence that it is the one true way. None of the problems you have so far outlined, including the coin one, really seem to doom either frequentism specifically, or more generally, an objective account of probability. I agree with this:

(Replace the link to "removable singularity" with one to removable discontinuity.)

No way to do it other way around? Nothing along the lines of, say, considering a set of various "things to be explained" and for each a hypothesis explaining it, and then talk about subsets of those? ie, a subset in which 1/10 of the hypothesies in that subset are objectively true would be a set of hypothesies assigned .1 probability, or something?

Yeah, the notion of how to do this exactly is, admittedly, fuzzy in my head, but I have to say that it sure does seem like there ought to be some way to use the notion of frequentist probability to construct subjective probability along these lines.

"Suppose our information about bias in favour of heads is equivalent to our information about bias in favour of tail. Our pdf for the long-run frequency will be symmetrical about 0.5 and its expectation (which is the probability in any single toss) must also be 0.5. It is quite possible for an expectation to take a value which has zero probability density."

What I said:  if all you know is that it's a trick coin, you can lay even odds on heads.

"We can refuse to believe that the long-run frequency will converge to exactly 0.5 while simultaneou... (read more)

In other words, they are talking about tail events. That a frequentist probability (i.e., a long-run frequency) even exists can be a zero-probability event -- but you have to give axioms for probability before you can even make this claim. (Furthermore, I'm never going to observe a tail event, so I don't much care about them.)

Okay, so unpack "ungrounded" for me. You've used the phrases "probability" and "calculated or measured likelihood of heads coming up", but I'm not sure how you're defining them.

I'm going to do two things. First, I'm going to Taboo "probability" and "likelihood" (for myself -- you too, if you want). Second, I'm going to ask you exactly which specific observable event it is we're talking about. (First toss? Twenty-third toss? Infinite collection of tosses?) I have a definite feeling that our disagreement is about word usage.

If you honestly subscribe to this view of probability, please never give the odds for winning the lottery again. Or any odds for anything else.

What does telling me your probability that you assign something actually tell me about the world? If I don't know the information you are basing it on, very little.

I'm also curious about a formulation of probability theory that completely ignores random numbers and other theories that are based upon them (e.g. The law of large numbers, Central limit theorem).

Heck a re-write of http://en.wikipedia.org/wiki/Probability_theory with all mention of probabilities in the external world removed might be useful.

I'm not sure the many-worlds interpretation fully eliminates the issue of quantum probability as part of objective reality. You can call it "anthropic pseudo-uncertainty" when you get split and find that your instances face different outcomes. But what determines the probability you will see those various outcomes? Just your state of knowledge? No, theory says it is an objective element of reality, the amplitude of the various elements of the quantum wave function. This means that probability, or at least its close cousin amplitude, is indeed an ... (read more)

Will Pearson, I'm having trouble determining to whom your comment is addressed.

Roland and Ian C. both help me understand where Eliezer is coming from. And PK's comment that "Reality will only take a single path" makes sense. That said, when I say a die has a 1/6 probability of landing on a 3, that means: Over a series of rolls in which no effort is made to systematically control the outcome (e.g. by always starting with 3 facing up before tossing the die), the die will land on a 3 about 1 in 6 times. Obviously, with perfect information, everything can be calculated. That doesn't mean that we can't predict the probability of... (read more)

::Okay, so unpack "ungrounded" for me. You've used the phrases "probability" and "calculated or measured likelihood of heads coming up", but I'm not sure how you're defining them.::

Ungrounded:  That was a good movie.  Grounded:  That movie made money for the investors.  Alternatively:  I enjoyed it and recommend it.  -- is for most purposes grounded enough.

::I'm going to do two things. First, I'm going to Taboo "probability" and "likelihood" (for myself -- you too, if you want). Second, I'm going to ask you... (read more)

GBM:: ..That said, when I say a die has a 1/6 probability of landing on a 3, that means: Over a series of rolls in which no effort is made to systematically control the outcome (e.g. by always starting with 3 facing up before tossing the die), the die will land on a 3 about 1 in 6 times.::

--Well, no:  it does mean that, but don't let's get tripped up that a measure of probability requires a series of trials.  It has that same probability even for one roll.  It's a consequence of the physics of the system, that there are 6 stable distinguishable end-states and explosively many intermediate states, transitioning amongst each other chaotically.

I have to say that it sure does seem like there ought to be some way to use the notion of frequentist probability to construct subjective probability along these lines.

Assign a measure to each possible world (the prior probabilities). For some state of knowledge K, some set of worlds Ck is consistent with K (say, the set in which there is a brain containing K). For some proposition X, X is true in some set of worlds Cx. The subjective probability P(X|K) = measure(intersection(Ck,Cx)) / measure(Ck). Bayesian updating is equivalent to removing worlds from K. To make it purely frequentist, give each world measure 1 and use multisets.

Who else thinks we should Taboo "probability", and replace it two terms for objective and subjective quantities, say "frequency" and "uncertainty"?

The frequency of an event depends on how narrowly the initial conditions are defined. If an atomically identical coin flip is repeated, obviously the frequency of heads will be either 1 or 0 (modulo a tiny quantum uncertainty).

GBM, I think you get the idea. The reason we don't want to say that the gomboc has an inherent probability of one for righting itself (besides that we, um, don't use probability one), is that as it is with the gomboc, so it is with the die or anything else in the universe. The premise is that determinism, in the form of some MWI, is (probably!) true, and so no matter what you or anyone else knows, whatever will happen is sure to happen. Therefore, when we speak of probability, we can only be referring to a state of knowledge. It is still of course the case... (read more)

Cyan, sorry. My comment was to Eliezer and statements such as

"that probabilities express ignorance, states of partial information; and if I am ignorant of a phenomenon, that is a fact about my state of mind, not a fact about the phenomenon."

I think there's still room for a concept of objective probability -- you'd define it as anything that obeys David Lewis's "Principal Principle" which this page tries to explain (with respect to some natural distinction between "admissible" and "inadmissible" information).

Before accepting this view of probability and the underlying assumptions about the nature of reality one should look at the experimental evidence.
Try Groeblacher, Paterek, et al  arXiv.0704.2529 (Aug 6 2007)
These experiments test various assumptions regarding non=local realism and conclude=
"...giving up the concept of locality is not sufficient to be consistent with quantum experiments, unless certain intuitive features of realism are abandoned"

Standard reply from MWIers is that MWI keeps realism and locality by throwing away a different hidden assumption called "counterfactual definiteness".

Who else thinks we should Taboo "probability", and replace it two terms for objective and subjective quantities, say "frequency" and "uncertainty"?

I second that, this would probably clear a lot of the confusion and help us focus on the real issues.

The "probability" of an event is how much anticipation you have for that event occurring. For example if you assign a "probability" of 50% to a tossed coin landing heads then you are half anticipating the coin to land heads.

You've already given me information by using the word medication -- implicity, you're asking me to recall what I know about medications before I render an answer. So no, those outcomes aren't necessarily equally plausible to me. Here's a situation which is a much better approximation(!) of total absence of information: either event Q or event J has happened just now, and I will tell you which in my next comment. The... (read more)

Now, if at least one child is a boy, it must be either the oldest child who is a boy, or the youngest child who is a boy.  So how can the answer in the first case be different from the answer in the latter two?

Because they obviously aren't exclusive cases.  I simply don't see mathematically why it's a paradox, so I don't see what this has to do with thinking that "probabilities are a property of things."

The "paradox" is that people want to compare it to a different problem, the problem where the cards are ordered.  In that case, if you ... (read more)

Or, I suppose, I would compare it to the other noted statistical paradox, whereby a famous hospital has a better survival rate for both mild and severe cases of a disease than a less-noted hospital, but a worse overall survival rate because it sees more of the worst cases.  Merely because people don't understand how to do averages has little to do with them requiring an agent.

The estimated Bayesian probability has nothing to do with the coin.  If it did, assigning a probability of 0.5 to one of the two possible outcomes would be necessarily incorrect, because one of the few things we know about the coin is that it's not fair.

The estimate is of our confidence in using that outcome as an answer.  "How confident can I be that choosing this option will turn out to be correct?"  We know that the coin is biased, but we don't know which outcome is more likely.  As far as we know, then, guessing one way is as good as guessing... (read more)

Another way to look at it: if you repeatedly select a coin with a random bias (selected from any distribution symmetric about .5) and flip it, H/T will come out 50/50.

Silas: The uncertainty principle comes from the fact that position and momentum are related by Fourier transform.  Or, in laymans terms, the fact that particles act like waves.  This is one of the fundamental principles of QM, so yeah, it sort of does depend on the validity thereof.  Not the Schrodinger equation itself perhaps, but other concepts.

As for whether QM proves that all probabilities are inherent in a system, it doesn't.  It just prevents mutual information in certain situations.  In coin flips or dice rolls, theoretically you could predict the o... (read more)

Follow-up question: If Bob believes he has a >50% chance of winning the lottery tomorrow, is his belief objectively wrong? I would tentatively propose that his belief is unfounded, "unattached to reality", unwise, and unreasonable, but that it's not useful to consider his belief "objectively wrong".

If you disagree, consider this: suppose he wins the lottery after all by chance, can you still claim the next day that his belief was objectively wrong?

Nick Tarleton: Not sure I entirely correctly understood your suggestion, need to think about it more.

However, my initial thought is that it may require/assume logical omnicience.

ie, what of updating based on "subjective guesses" of which worlds are consistent or inconsistent with the data. That is, as consistent as you can tell, given bounded computational resources. I'm not sure, but your model, at least at first glance, may not be able to say useful stuff about those that are not logically ominicent.

Also, I'm unclear, could you clarify what it ... (read more)

Hal, I'd say probability could be both part of objective physics and a mental state in this sense:  Given our best understanding of objective physics, for any given mental state (including the info it has access to) there is a best rational set of beliefs.  In quantum mechanics we know roughly the best beliefs, and we are trying to use that to infer more about the underlying set of states and info.

Rolf Nelson:
"Follow-up question: If Bob believes he has a >50% chance of winning the lottery tomorrow, is his belief objectively wrong? I would tentatively propose that his belief is unfounded, "unattached to reality", unwise, and unreasonable, but that it's not useful to consider his belief "objectively wrong"."

It all depends on what information Bob has. He might have carefully doctored the machines and general setup of the lottery draw to an extent that he might have enough information to have that probability. Now if Bo... (read more)

However, my initial thought is that it may require/assume logical omnicience.

Probably. Bayes is also easier to work with if you assume logical omniscience (i.e. knowledge of P(evidence|X) and P(E|~X)).

Also, I'm unclear, could you clarify what it is you'd be using a multiset for? Do you mean "increase measure only by increasing number of copies of this in the multiset, and no other means allowed" or did you intend something else?

Yes, using multisets of worlds with identical measure is equivalent to (for rational measures only) but 'more frequentis... (read more)

You have to lay Â£1 on heads or tails on a biased coin toss. Your probability is in your mind, and your mind has no information either way. Hence, you lay the pound on either. Hence you assign a 0.5 probability to heads, and also to tails. 

If your argument is 'I don't mean my personal probability, I mean the actual probability', abandon all hope. All probability is 'perceived'. Unless you think you have all the evidence.

Some probabilities are objective, inherent properties of bits of the universe, and the universe does have all the evidence.  The coin possesses an actual probability independent of what anyone knows or believes about it.

if the vast majority of the measure of possible worlds given Bob's knowledge is in worlds where he loses, he's objectively wrong.

That's a self-consistent system, it just seems to me more useful and intuitive to say that:

"P" is true => P

"Bob believes P" is true => Bob believes P

"Bob's belief in P" is true => ...er, what exactly?

Also, I frequently need to attach probabilities to facts, where probability goes from [0,1] (or, in Eliezer's formulation, (-inf, inf)). But it's rare for me to have to any reason to att... (read more)

I second tabooing probability, but I think that we need more than two words to replace it.  Casually, I think that we need, at the least, 'quantum measure', 'calibrated confidence', and 'justified confidence'.  Typically we have been in the habit of calling both "Bayesian", but they are very different.  Actual humans can try to be better approximations of Bayesians, but we can't be very close.  Since we can't be Bayesian, due to our lack of logical omniscience, we can't avoid making stupid bets and being Dutch Booked by smarter minds.  It's there... (read more)

just fyi, there's no such thing as the 'eldest' of two boys; there's just an elder and a younger.  superlatives are reserved for groups of three or more.

as i'm a midget among giants here, i'm afraid that's all i have to add.  :)

Enginerd:  The uncertainty inherent in determining a pair of conjugate variables - such as the length and pitch of a sound - is indeed a core part of QM, but is not probabilistic.  In this case, the term "uncertainty" is not about probabilities, even if QM is probabilistic in general, rather a consequence of describing states in terms of wave functions, which can be interpreted probabilistically.  This causes many to mistakenly think the Heisenberg's "Uncertainty Principle" is the probabilistic part of QM.  As Wikipedia[1] puts it: &quo... (read more)

You're equating perceived probability with physical probability, and this is false, when either you or anyone else ignores that distinction.

However, your whole argument depends on a deterministic universe. Research quantum mechanics; we can't really say that we have a deterministic universe, and physics itself can only assign a probability at a certain point.

You're attacking the wrong argument. Just look up the electron double-slit experiment. (http://en.wikipedia.org/wiki/Double-slit_experiment) Its not only about the observer effect, but how the probability that you say doesn't exist causes interference to occur unless an observer is present. The observer is the one who collapses the probability wave down to a deterministic bayesian value.

It sounds like both you and the author of this blog do not understand Schrodinger's cat.

Let me further explain my point. Somewhere earlier said that reality only takes one path. Unless an observer is present, the electron double slit experiment proves that this assumption is false.

Welcome to Overcoming Bias, anon! Try to to avoid triple-posting. The author of this post has actually just written a series on quantum mechanics, which begins with "Quantum Explanations." He argues forcefully for a many-worlds interpretation, which is deterministic "from the standpoint of eternity," although not for any particular observer due to indexical uncertainty. (You might say that, yes, reality does not take only one path, but it might as well have, because neither do observers!)

Thanks for the welcome. While I disagree with the etiquette, I'll try to follow it. A three post limit serves only to stifle discussion; there are other ways to deal with abusive posters than limiting the abilities of non-abusive posters. Also, I'm pretty sure my comment is still valid, relevant, and an addition to the discussion, regardless of whether I posted it now or a couple hours ago.

Back to the many worlds approach, as an individual observer of the universe myself, it seems to me that attempting to look at the universe "from the sta... (read more)

That the probability assigned to flipping a coin depends on what the assigner knows doesn't prove probability's subjectivity, only that probability isn't an objective property of the  coin . Rather, if the probability is objective, it must be a property of a system, including the throwing mechanism. Two other problems with Eliezer's argument. 1) Rejecting objective interpretations of probability in empirical science because, in everyday usage, probability is relative to what's known, is to provide an a priori refutation of indeterminism, reasoning which do... (read more)

Stephen R. Diamond, there are two distinct things in play here: (i) an assessment of the plausibility of certain statements conditional on some background knowledge; and (ii) the relative frequency of outcomes of trials in a counterfactual world in which the number of trials is very large. You've declared that probability can't be (i) because it's (ii) -- actually, the Kolmogorov axioms apply to both. Justification for using the word "probability" to refer to things of type (i) can be found in the first two chapters of this book. I personally cal... (read more)

Like Butters in that South Park episode, I can't help after all these posts but to notice that I am confused.

"Renormalizing leaves us with a 1/3 probability of two boys, and a 2/3 probability of one boy one girl."
help me with this one, i'm n00b.
If one of the kids is known to be a boy (given information), then doesn't the other one has 50/50 chances to be either a boy or a girl? And then having 50/50 chances for the couple of kids to be either a pair of boys or one boy one girl?

ps - Ofc, knowing, or even just suspecting, the coin is rigged, on the second throw you'd best bet on a repeat of the outcome of the first.

I think it would be worthwhile to examine this conclusion - as it might seem to be an obvious one to a lot of people. Let us assume that there is a very good mechanical arm that makes a completely fair toss of the coin in the opinion of all humans so that we can talk entirely about the bias of the coin.

Let's say that the mechanism makes one toss; all you know is that the coin is biased - not how. Assume... (read more)

"Or here's a very similar problem:  Let's say I have four cards, the ace of hearts, the ace of spades, the two of hearts, and the two of spades.  I draw two cards at random.  You ask me, "Are you holding at least one ace?" and I reply "Yes."  What is the probability that I am holding a pair of aces?  It is 1/5.  There are six possible combinations of two cards, with equal prior probability, and you have just eliminated the possibility that I am holding a pair of twos.  Of the five remaining combinations, only one combination is a p... (read more)

The unpredictability of a die roll or coin flip is not due to any inherent physical property of the objects; it is simply due to lack of information. Even with quantum uncertainty, you could predict the result of a coin flip or die roll with high accuracy if you had precise enough measurements of the initial conditions.

That is quite debatable. For one thing, it is possible to for quantum indeterminism, if there is any, to leak into the macroscopic world. Even if it were not possible, there is still the issue of microscopic  indeterminism. You cannot pro... (read more)

Hate to be a stickler for this sort of thing, but even in the bayesian interpretation there are probabilities in the world, it's just that they are facts about the world and the knowledge the agents have of the world in combination. It's a fact that a perfect bayesian given P(a), P(a|b), and P(a|~b) will ascribe P(b|a), a probability of P(a|b)P(a) / P(b), and that that is the best value to give P(b|a). 

If an agent has perfect knowledge then it need not ascribe any non-1 probability to any proposition it holds. But it is a fact about agents in the world tha... (read more)

Does this mean that there is nothing that is inherently uncertain?  I guess another way to put that would be, could Laplace's Demon infer the entire history of the universe back to front from a single moment?  It might seem obvious that there are singularities moving backwards through time (i.e. processes whose result does not give you information about their origin), so couldn't the same thing exist moving forward through time?  

I disagree that there is a difference between "Bayesian" and "Frequentist;" or at least, that it has anything to do with what is mentioned in this article. The field of Probability has the unfortunate property of appearing to be a very simple, well defined topic. But it actually is complex enough to be indefinable. Those labels are used by people who want to argue in favor of one definition - of the indefinable - over another. The only difference I see is where they fail to completely address a problem.

I used to be a frequentist, and say that the probability of the unfair coin landing heads is either 4/5 or 1/5, but I don't know exactly which. But that is not to say that I saw probabilities on things instead of on information. I'll explain.

If someone asked me if it will it rains tomorrow, I would ask which information am I supposed to use? If it rained in the past few days? Or would I consider tomorrow as a random day and pick the frequency of rainy days in the year? Or maybe I should consider the season we are in. Or am I supposed to use all available i... (read more)

Thinking of probabilities as levels of uncertainty became very obvious to me when thinking about the Monty Hall problem.   After the host has revealed that one of the three doors has a booby prize behind it, you're left with two doors, with a good prize behind one of them.

If someone walks into the room at that stage, and you tell them that there's a good prize behind one door and a booby prize behind another, they will say that it's a 50/50 chance of selecting the door with the prize behind it.  They're right for themselves, however the person who had been... (read more)

I'm sorry, why isn't the prior probability that you say "why yes, I am holding the ace of spades" = 1/4?

Edit: unless you meant "draw a pair", in which case yes, the ace of spades would show up in three out of six possible pairings.

Even before a fair coin is tossed, the notion that it has an inherent 50% probability of coming up heads may be just plain wrong.  Maybe you're holding the coin in such a way that it's just about guaranteed to come up heads, or tails, given the force at which you flip it, and the air currents around you.  But, if you don't know which way the coin is biased on this one occasion, so what?

Maybe it isn't really 50%, and it isn't really 100% how-it-came up either. That it is rational to make estimates based on our own ignorance is not proof that the universe... (read more)

So, I've been on this site for awhile. When I first came here, I had never had a formal introduction to Bayes' theorem, but it sounded a lot like ideas that I had independently worked out in my high school and college days (I was something of an amateur mathematician and game theorist).

A few days ago I was reading through one of your articles - I don't remember which one - and it suddenly struck me that I may not actually understand priors as well as I think I do.

After re-reading some fo the series, and then working through the math, I'm now reasonably con... (read more)

Very low, because B9 has to hypothesize a causal framework involving colors without any way of observing anything but quantitatively varying luminosities.  In other words, they must guess that they're looking at the average of three variables instead of at one variable.  This may sound simple but there are many other hypotheses that could also be true, like two variables, four variables, or most likely of all, one variable.  B9 will be surprised.  This is right and proper.  Most physics theories you make up with no evidence behind them will be wrong.

This was a very difficult concept for me, Eliezer.  Not because I disagree with the Bayesian principle that uncertainty is in the mind, but because I lacked the inferential step to jump from that to why there were different probabilities depending on the question you asked.

Might a better (or additional) way to explain this be to point out an analogy to the differing probabilities of truth you might assign to confirmed experimental hypothesis that were either originally vague, and therefore have less weight when adjusting the overall probability of truth vs. specific, and therefore shift the probability of truth further.

Hopefully I'm actually understanding this correctly at all.

The problem with trying to split, the it must be the oldest child who is the boy or the youngest child who is the boy is that the two situations overlap. You need to split the situation into oldest, youngest and both. If we made the ruling that both should be excluded, then we'd be able to complete the argument that there shouldn't be a difference between knowing that one child is a boy or knowing that the oldest child is a boy.

I think that the main point of this is correct, but the definition of "mind" used by this phrase is unclear and might be flawed. I'm not certain, just speculating.

As an aside, I think it is equivocation to talk about this kind of probability as being the same kind of probability that quantum mechanics leads to. No, hidden variable theories are not really worth considering.

But projectivism has been written about for quite a long time (since at least the 1700s), and is very well known so I find it hard to believe that there are any significant proponents of 'frequentism' (as you call it). 

To those who've not thought about it, everyday projectivism comes naturally, but it falls apart at the slightest consideration.

When it comes to Hempel's raven, though, even those who understand projectivism can have difficulty coming to terms with the probabilistic reality.

I think I can show how probability is not  purely in the mind but also an inherent property of things, bear with me.

Lets take an event of seeing snow outside, for simplicity we know that snow is out there 3 month a year in winter, that fact is well tested and repeats each year. That distribution of snowy days is property of the reality. When we go out of bunker after spending there unknown amount of time we assign probability 1/4 to seeing a snow, and that number is function of our uncertainty about the date and our precise knowledge of when snow is out th... (read more)

even for the frequentist, and that's what we make decisions with, so focusing on p(x) is a bit of misdirection.  The whole frequentist-vs-bayesian culture war is fake.  They're both perfectly consistent with well defined questions.  (They have to be, because math works.)

As to whether god plays dice with the universe... that is not in the scope of probability theory.  It's math.  Your Bayesian is really a pragmatist, and your frequentist is a straw person.

Kinship, or more accurately the lack of it, is likewise in the mind. That's why it always annoys me to see the parenthetical phrase "no relation" in a newspaper or magazine article.

It is a mind game, but not the one you're claiming imo. Probabilities are a game about choices, aka co-products. There are lots of ways to specify the alternatives in a co-product.  And once you've done so, you can create an instance of that co-product by injecting one of its constructors.  A co-product is a type, and its constructors create instances of that type. So frequentists count up the instances and then compare the relative frequency. Your mind games are just silly ways of defining different co-products using hypothetical knowledge or no... (read more)

I tried to rush the angry comment about how it all is wrong, but a few second ater posting the comment (oops) I understood. I've seen a great example since the school genetics: when two heterozygotes cross (Aa is crossed with Aa), frequency of homozygotes among the descendants with dominant trait is 1/3.
AA
Aa
aA
aa (may never survive to the adulthood. Or AA may not survive. Or both survive, but we aren't interested)

There may be something that influences the 1:2:1 proportion (only in one side?), but it's a "You flip a loaded coin. What's your bet on it falling heads?" case.

Probabilities express uncertainty, and it is only agents who can be uncertain.

A blank map does not correspond to a blank territory. Ignorance is in the mind.

Ignorance is only one source of uncertainty. Propensities, objective probabilities, could be in the territory.



The Quotation is not the Referent

In classical logic, the operational definition of identity is that whenever 'A=B' is a theorem, you can substitute 'A' for 'B' in any theorem where B appears.  For example, if (2 + 2) = 4 is a theorem, and ((2 + 2) + 3) = 7 is a theorem, then (4 + 3) = 7 is a theorem.

This leads to a problem which is usually phrased in the following terms:  The morning star and the evening star happen to be the same object, the planet Venus.  Suppose John knows that the morning star and evening star are the same object.  Mary, however, believes that the morning star is the god Lucifer, but the evening star is the god Venus.  John believes Mary believes that the morning star is Lucifer. Must John therefore (by substitution) believe that Mary believes that the evening star is Lucifer?

Or here's an even simpler version of the problem.  2 + 2 = 4 is true; it is a theorem that (((2 + 2) = 4) = TRUE).  Fermat's Last Theorem is also true.  So:  I believe 2 + 2 = 4 => I believe TRUE => I believe Fermat's Last Theorem.

Yes, I know this seems obviously wrong.  But imagine someone writing a logical reasoning program using the principle "equal terms can always be substituted", and this happening to them.  Now imagine them writing a paper about how to prevent it from happening.  Now imagine someone else disagreeing with their solution.  The argument is still going on.

P'rsnally, I would say that John is committing a type error, like trying to subtract 5 grams from 20 meters.  "The morning star" is not the same type as the morning star, let alone the same thing.  Beliefs are not planets.

morning star = evening star
"morning star" ≠ "evening star"

The problem, in my view, stems from the failure to enforce the type distinction between beliefs and things.  The original error was writing an AI that stores its beliefs about Mary's beliefs about "the morning star" using the same representation as in its beliefs about the morning star.

If Mary believes the "morning star" is Lucifer, that doesn't mean Mary believes the "evening star" is Lucifer, because "morning star" ≠ "evening star".  The whole paradox stems from the failure to use quote marks in appropriate places.

You may recall that this is not the first time I've talked about enforcing type discipline—the last time was when I spoke about the error of confusing expected utilities with utilities. It is immensely helpful, when one is first learning physics, to learn to keep track of one's units—it may seem like a bother to keep writing down 'cm' and 'kg' and so on, until you notice that (a) your answer seems to be the wrong order of magnitude and (b) it is expressed in seconds per square gram.

Similarly, beliefs are different things than planets.  If we're talking about human beliefs, at least, then:  Beliefs live in brains, planets live in space.  Beliefs weigh a few micrograms, planets weigh a lot more.  Planets are larger than beliefs... but you get the idea.

Merely putting quote marks around "morning star" seems insufficient to prevent people from confusing it with the morning star, due to the visual similarity of the text.  So perhaps a better way to enforce type discipline would be with a visibly different encoding:

morning star = evening star
13.15.18.14.9.14.7.0.19.20.1.18 ≠ 5.22.5.14.9.14.7.0.19.20.1.18

Studying mathematical logic may also help you learn to distinguish the quote and the referent.  In mathematical logic, |- P (P is a theorem) and |- []'P' (it is provable that there exists an encoded proof of the encoded sentence P in some encoded proof system) are very distinct propositions.  If you drop a level of quotation in mathematical logic, it's like dropping a metric unit in physics—you can derive visibly ridiculous results, like "The speed of light is 299,792,458 meters long."

Alfred Tarski once tried to define the meaning of 'true' using an infinite family of sentences:

("Snow is white" is true) if and only (snow is white)
 ("Weasels are green" is true) if and only if (weasels are green)
...

When sentences like these start seeming meaningful, you'll know that you've started to distinguish between encoded sentences and states of the outside world.

Similarly, the notion of truth is quite different from the notion of reality.  Saying "true" compares a belief to reality.  Reality itself does not need to be compared to any beliefs in order to be real.  Remember this the next time someone claims that nothing is true.

Studying programming seems like it should be an even better way; mixing up 'int' and 'int*' will get you problems fast. On the other hand, I gather from your example that a lot of programmers made this mistake.

I like these posts, but let me add a couple of comments.  In philosophical circles the "type distinction", as you call it, is known as the use/mention distinction, i.e. the distinction between using a phrase like "evening star" (to talk about the thing itself) and merely talking about the phrase (usually signaled by quotation marks).

But that's not the first problem you mentioned, which is known in philosophical circles as the failure of substitution in intensional (i.e., roughly, mental) contexts. I'm not so sure the use/mention distinction is useful in explaining this failure.  For example, the sentence "Lois is looking for Superman" cannot be substituted for "Lois is looking for Clark Kent", because she may not know that that Superman and Clark Kent are identical. Obviously we never make that mistake, but if someone were to make it, the reason is surely to do with failing to realise that Lois may have false beliefs.  But that's not a category mistake.

What is Lois actually looking for? When we say she's looking for Superman, we mean she's got a search target in her mind, a conceptual representation of Superman, and she's looking for something that matches that target closely enough to satisfy her. (Or, well, we ought to mean that. What we actually mean, I'm less sure of.)

If I introduce the typographical convention  to designate a conceptual representation of an object X and the convention m(x) to designate an object that matches a concept x, then Lois is looking for m().

Superman is Clark Kent, but  is decidedly not . To expect that because Superman is Clark Kent that Lois is looking for m() sure sounds like a category mistake to me.

One nice thing about this is that if you know the secret, then in your mind  starts to resemble  very closely... they aren't identical, but any m() is almost undoubtedly also a m() and vice versa. Which is exactly what we would expect -- the more I believe Clark Kent and Superman are one and the same, the more likely it is that if I'm looking for one I'll terminate the search upon finding the other.

Yes, like John O, I think this post misdiagnoses the problem.

John and Mary have beliefs about the evening star, not 'the evening star'. Their beliefs are about the world, not about the words. Neither of them believes that 'the evening star' is the god Venus. Who ever thought that the god Venus was a string of three words!?

Further -- though more contentiously -- we might even deny that Mary has any beliefs about the evening star (that very thing, i.e. the planet). She takes the world to be a certain way, such that a god Venus appears in the evening sky, etc. But given that our term 'the evening star' actually denotes a planet, perhaps we misdescribe Mary's belief by employing this term. She might attempt to use the term herself in describing her belief, but this is because she doesn't really know what it means, so she doesn't realize that linguistic error is causing her to misdescribe her belief contents.

For further explanation, see: Belief Content and Linguistic Error.

But given that our term 'the evening star' actually denotes a planet, perhaps we misdescribe Mary's belief by employing this term. 

"The evening star" refers to two entirely different things to Marry and John.  John believes 2+2 = 4, while Marry believes 2+2 = red and 4 = blue.  Attempting to substitute 4 for red does not work, because John's 4 is not even the same type of thing as Mary's.  

John learns that Mary believes 2+2 = red.  When John sees Marry write ((2+2) + 4) = purple, John incorrectly thinks Mary believes (red + red) = purple.

The problem, of course, is that Mary does not believe 2+2=4, to her that would be ridiculous, so John makes an incorrect inference about what Mary does believe because his beliefs are entirely different.

I know a really bad one which nearly turned my stomach: Some newspaper wrote "Survey uncovers that X's have the property Y!" (I forget the details). I read the article and it turned out that, according to some survey, most people believe that X's have the property Y. Argh!

The problem is that identity has been treated as if it were absolute, as if when two things are identical in one system, they are identical for all purposes.

The way I see it, identity is relative to a given system.  I'd define it thus: A=B in system S just if for every equivalence relation R that can be constructed in S, R(A,B) is true.  "Equivalence relation" is defined in the usual way: reflexive, symmetrical, transitive.

My formulation quantifies over equivalence relations, so it's not properly a relation in the system itself.  It "lives" in any meta-logic about S that supports the definition's modest components: Ability to distinguish equivalence relations from other types, quantification over equivalence relations in S, ability to apply a variable that's known to be an equivalence relation, and ability to
conjoin an arbitrary number of conjuncts.  The fact that it's not in the system also avoids the potentially paradoxical situation of including '=' among its own conjuncts.

Given my formulation, it's easily seen that identity needs to be relative to some system.  If we were to quantify over all equivalence relations everywhere, we would have to include relations like "Begins with the same letter", "Has the same ASCII representation", or "Is printed at the same location on the page".  These relations would fail on A=B and on other equivalences that we certainly should allow at least sometimes.  In fact, the =' test would fail on every two arguments, since the relation "is passed to the NNNNth call to=' as the same argument index" must fail for those arguments.  It could only succeed in a purely Platonic sense.  So identity needs to be relative to some system.

How can systems differ in what equivalence relations they allow, in ways that are relevant here?  For instance, suppose you write a theorem prover in Lisp.  In the Lisp code, you definitely want to distinguish symbols that have different names.  Their names might even have decomposable meaning, eg in a field accessor like my-struct-my-field'.  So implicitly there is an equivalence relationhas-same-name' about the Lisp.  In the theorem prover itself, there is no such relation as has-same-Lisp-name or even has-same-symbol-in-theorem-prover.  (You can of course feed the prover axioms which model this situation.  That's different, and doesn't give you real access to these distinctions)

Your text editor in which you write the Lisp code has yet another different catalog of equivalence relations.  It includes many distinctions that are sensitive to spelling or location.  They don't trip us up here, they are just the sort of things that a text editor should distinguish and a theorem prover shouldn't.

The code in which your text editor is written makes yet other distinctions.

So what about the cases at hand?  They are both about logic of belief (doxastic logic).  Doxastic logic can contain equivalence relations that fail even on de re equivalent objects.  For instance, doxastic logic should be able to say "Alice believes A but not B" even when A and B are both true.  Given that sort of expressive capability, one can construct the relation "Alice believes either both A
and B or neither", which is reflexive, symmetrical, transitive; it's an equivalence relation and it treats A and B differently.

So A and B are not identical here even though de re they are the same.

I think that in physics we would deal with this as a mapping problem. Jonh's and Mary's beliefs about the planet live in different spaces, and we need to pick a basis on which to project them in order to compare them. We use language as the basis. But then when we try to map between concepts, we find that the problem is ill posed: it doesn't have a unique solution because the maps are not all 1:1.

meh.   That first section reads like the missing dollar paradox...

M.ms==M.L (mary's morningstar is equal to mary's lucifer); M.es==M.V ; J.ms==J.V==J.es.  

classical logic repaired.  sortof.   And you might not like the joke i'm about to make...

("Snow is white" is true) if and only (snow is white)

Broken link to http://yudkowsky.net/bayes/truth.html



Qualitatively Confused

I suggest that a primary cause of confusion about the distinction between "belief", "truth", and "reality" is qualitative thinking about beliefs.

Consider the archetypal postmodernist attempt to be clever:

"The Sun goes around the Earth" is true for Hunga Huntergatherer, but "The Earth goes around the Sun" is true for Amara Astronomer!  Different societies have different truths!

No, different societies have different beliefs.  Belief is of a different type than truth; it's like comparing apples and probabilities.

Ah, but there's no difference between the way you use the word 'belief' and the way you use the word 'truth'!  Whether you say, "I believe 'snow is white'", or you say, "'Snow is white' is true", you're expressing exactly the same opinion.

No, these sentences mean quite different things, which is how I can conceive of the possibility that my beliefs are false.

Oh, you claim to conceive it, but you never believe it.  As Wittgenstein said, "If there were a verb meaning 'to believe falsely', it would not have any significant first person, present indicative."

And that's what I mean by putting my finger on qualitative reasoning as the source of the problem.  The dichotomy between belief and disbelief, being binary, is confusingly similar to the dichotomy between truth and untruth.

So let's use quantitative reasoning instead.  Suppose that I assign a 70% probability to the proposition that snow is white.  It follows that I think there's around a 70% chance that the sentence "snow is white" will turn out to be true.  If the sentence "snow is white" is true, is my 70% probability assignment to the proposition, also "true"?  Well, it's more true than it would have been if I'd assigned 60% probability, but not so true as if I'd assigned 80% probability.

When talking about the correspondence between a probability assignment and reality, a better word than "truth" would be "accuracy".  "Accuracy" sounds more quantitative, like an archer shooting an arrow: how close did your probability assignment strike to the center of the target?

To make a long story short, it turns out that there's a very natural way of scoring the accuracy of a probability assignment, as compared to reality: just take the logarithm of the probability assigned to the real state of affairs.

So if snow is white, my belief "70%: 'snow is white'" will score -0.51 bits:  Log2(0.7) = -0.51.

But what if snow is not white, as I have conceded a 30% probability is the case?  If "snow is white" is false, my belief "30% probability: 'snow is not white'" will score -1.73 bits.  Note that -1.73 < -0.51, so I have done worse.

About how accurate do I think my own beliefs are?  Well, my expectation over the score is 70% * -0.51 + 30% * -1.73 = -0.88 bits.  If snow is white, then my beliefs will be more accurate than I expected; and if snow is not white, my beliefs will be less accurate than I expected; but in neither case will my belief be exactly as accurate as I expected on average.

All this should not be confused with the statement "I assign 70% credence that 'snow is white'."  I may well believe that proposition with probability ~1—be quite certain that this is in fact my belief.  If so I'll expect my meta-belief "~1: 'I assign 70% credence that "snow is white"'" to score ~0 bits of accuracy, which is as good as it gets.

Just because I am uncertain about snow, does not mean I am uncertain about my quoted probabilistic beliefs.  Snow is out there, my beliefs are inside me.  I may be a great deal less uncertain about how uncertain I am about snow, than I am uncertain about snow.  (Though beliefs about beliefs are not always accurate.)

Contrast this probabilistic situation to the qualitative reasoning where I just believe that snow is white, and believe that I believe that snow is white, and believe "'snow is white' is true", and believe "my belief '"snow is white" is true' is correct", etc.  Since all the quantities involved are 1, it's easy to mix them up.

Yet the nice distinctions of quantitative reasoning will be short-circuited if you start thinking "'"snow is white" with 70% probability' is true", which is a type error.  It is a true fact about you, that you believe "70% probability: 'snow is white'"; but that does not mean the probability assignment itself can possibly be "true".  The belief scores either -0.51 bits or -1.73 bits of accuracy, depending on the actual state of reality.

The cognoscenti will recognize "'"snow is white" with 70% probability' is true" as the mistake of thinking that probabilities are inherent properties of things.

From the inside, our beliefs about the world look like the world, and our beliefs about our beliefs look like beliefs.  When you see the world, you are experiencing a belief from the inside.  When you notice yourself believing something, you are experiencing a belief about belief from the inside.  So if your internal representations of belief, and belief about belief, are dissimilar, then you are less likely to mix them up and commit the Mind Projection Fallacy—I hope.

When you think in probabilities, your beliefs, and your beliefs about your beliefs, will hopefully not be represented similarly enough that you mix up belief and accuracy, or mix up accuracy and reality.  When you think in probabilities about the world, your beliefs will be represented with probabilities ∈ (0, 1).  Unlike the truth-values of propositions, which are in {true, false}.  As for the accuracy of your probabilistic belief, you can represent that in the range (-∞, 0).  Your probabilities about your beliefs will typically be extreme.  And things themselves—why, they're just red, or blue, or weighing 20 pounds, or whatever.

Thus we will be less likely, perhaps, to mix up the map with the territory.

This type distinction may also help us remember that uncertainty is a state of mind.  A coin is not inherently 50% uncertain of which way it will land.  The coin is not a belief processor, and does not have partial information about itself.  In qualitative reasoning you can create a belief that corresponds very straightforwardly to the coin, like "The coin will land heads".  This belief will be true or false depending on the coin, and there will be a transparent implication from the truth or falsity of the belief, to the facing side of the coin.

But even under qualitative reasoning, to say that the coin itself is "true" or "false" would be a severe type error.  The coin is not a belief, it is a coin.  The territory is not the map.

If a coin cannot be true or false, how much less can it assign a 50% probability to itself?

It's not too uncommon for people to describe themselves as uncertain about their beliefs. "I'm not sure what I think about that," they will say on some issue. I wonder if they really mean that they don't know what they think, or if they mean that they do know what they think, and their thinking is that they are uncertain where the truth lies on the issue in question. Are their cases where people can be genuinely uncertain about their own beliefs?

Well, Common Sense Atheism is a resource by a respected member here who documented his extensive investigations into theology, philosophy and so on, which he started as a devout Christian and finished as an atheist. 

Unequally Yoked is a blog coming from the opposite end, someone familiar with the language of rationality who started out as an atheist and ended up as a theist. 

I don't actually know where Leah (the author of the latter) archives her writings on the process of her conversion; I've really only read Yvain's commentary on them, but she's a member here and the only person I can think of who's written from the convert angle, who I haven't read and written off for bad reasoning.

By the time I encountered either person's writings, I'd already hashed out the issue to my own satisfaction over a matter of years, and wasn't really looking for more resources, so to the extent that I can vouch for them, it's on the basis of their writings here rather than at their own sites, which is rather more extensive for Luke than Leah.

However, I will attest that my own experience of researching and developing my opinion on religion was as much shaped by reading up on many world religions as it... (read more)

If a coin has certain gross physical features such that a rational agent who knows those features (but NOT any details about how the coin is thrown) is forced to assign a probability p to the coin landing on "heads", then it seems reasonable to me to speak of discovering an "objective chance" or "propensity" or whatever. These would be "emergent" in the non-buzzword sense. For example, if a coin has two headses, then I don't see how it's problematic to say the objective chance of heads is 1.

You're saying "objective chance" or "propensity" depends on the information available to the rational agent. My understanding is that the "objective" qualifier usually denotes a... (read more)

You're saying "objective chance" or "propensity" depends on the information available to the rational agent.

Apparently he is, but it can be rephrased. "What information is available to the rational agent" can be rephrased as "what is constrained". In the particular example, we constrain the shape of the coin but not ways of throwing it. We can replace "probability" with "proportion" or "fraction". Thus, instead of asking, "what is the probability of the coin coming up heads", w... (read more)

[nitpick]
That is to say, just as there is an objective (and not merely subjective) sense in which two rods can have the same length

Well, there are the effects of relativity to keep in mind, but if we specify an inertial frame of reference in advance and the rods aren't accelerating, we should be able to avoid those. ;)
[/nitpick]

No, on both counts.  The sentences do not mean quite different things, and that is not how you conceive of the possibility that your beliefs are false.

One is a statement of belief, and one is a meta-statement of belief.  Except for one level of self-reference, they have exactly the same meaning.  Given the statement, anyone can generate the meta-statement if they assume you're consistent, and given the meta-statement, the statement necessarily follows.

Caledonian: The statement "x is true" could be properly reworded as "X corresponds with the world."  The statement "I believe X" can be properly reworded as "X corresponds with my mental state."  Both are descriptive statements, but one is asserting a correspondence between a statement and the world outside your brain, while the other is describing a correspondence between the statement and what is in your brain.

There will be a great degree of overlap between these two correspondence relations.  Most of our beliefs, ... (read more)

I agree with you that systems which are not totally constrained will show a variety of outcomes and that the relative frequencies of the outcomes are a function of the physics of the system. I'm not sure I'd agree that the relative frequencies can be derived solely from the geometry of the system in the same way as distance, etc. The critical factor missing from your exposition is the measure on the relative frequencies of the initial conditions.

In the case of the coin toss, we can say that if we positively, absolutely know that the measure on the... (read more)

I agree with you that systems which are not totally constrained will show a variety of outcomes and that the relative frequencies of the outcomes are a function of the physics of the system. I'm not sure I'd agree that the relative frequencies can be derived solely from the geometry of the system in the same way as distance, etc. The critical factor missing from your exposition is the measure on the relative frequencies of the initial conditions.

I haven't actually made a statement about frequencies of outcomes. So far I've only been talking about the physi... (read more)

Probability isn't a function of an individual -- it's a function of the available information.
It's also a function of the individual. For one thing, it depends on initial priors and cputime available for evaluating the relevant information. If we had enough cputime, we could build a working AI using AIXItl.

Yes, but - and here's the important part - what's being described as "in my brain" is an asserted correspondence between a statement and the world.  Given one, we can infer the other either necessarily or by making a minimal assumption of consistency.

Given one, we can infer the other either necessarily or by making a minimal assumption of consistency.

No.  A belief can be wrong, right?  I can believe in the existence of a unicorn even if the world does not actually contain unicorns.  Belief does not, therefore, necessarily imply existence.  Likewise, something can be true, but not believed by me (e.g., my wife is having an affair, but I do not believe that to be the case).  Thus, belief does not necessarily follow from truth.

If all you are saying is that truth conditionally implies belief, and vice vers... (read more)

Yes, but you didn't assert those things.  If you had asserted "my wife is having an affair", we would conclude that you b... (read more)

I see that I misinterpreted your "proportion or fraction" terminology as referring to outcomes, whereas you were actually referring to a labeling of the phase space of the system. In order to figure out if we're really disagreeing about anything substantive, I have to ask this question -- in your view, what is the role of initial conditions in determining (a) the "objective probability" and (b) the observed frequencies?

I'm a "logical omniscience" kind of Bayesian, so the distinction you're making falls into the "in theory, theory and and practice are the same, but in practice, they're not" category. This is sort of like using Turing machines as a model of computation even though no computer we actually use has infinite memory.

If we had enough cputime, we could build a working AI using AIXItl.

1) Both AIXI and AIXItl will at some point drop an anvil on their own heads just to see what happens (test some hypothesis which asserts it should be rewarding), because they are incapable of conceiving that any event whatsoever in the outside universe could change the computational structure of their own operations.  AIXI is theoretically incapable of comprehending the concept of drugs, let alone suicide.  Also, the math of AIXI assumes the environment is separably divisible - no matter what you lose, you get a chance to win it back later.

2)  If we had enough CPU time to build AIXItl, we would have enough CPU time to build other programs of similar size, and there would be things in the universe that AIXItl couldn't model.

3)  AIXItl (but not AIXI, I think) contains a magical part: namely a theorem-prover which shows that policies never promise more than they deliver.

People go around saying this, but it isn't true: ...
I stand corrected.
I did know about the first issue (from one of Eliezer's postings elsewhere, IIRC), but figured that this wasn't absolutely critical as long as one didn't insist on building a self-improving AI, and was willing to use some cludgy workarounds. I hadn't noticed the second one, but it's obvious in retrospect (and sufficient for me to retract my statement).

in your view, what is the role of initial conditions in determining (a) the "objective probability" and (b) the observed frequencies?

In a deterministic universe (about which I presume you to be talking because you are talking about initial conditions), the initial conditions determine the precise outcome (in complete detail), just as the outcome, in its turn, determines the initial conditions (i.e., given the deterministic laws and given the precise outcome, the initial conditions must be such-and-such). The precise outcome logically determines t... (read more)

"because they are incapable of conceiving that any event whatsoever in the outside universe could change the computational structure of their own operations."

Self-modifying systems are Turing-equivalent to non-self-modifying systems. Suppose you have a self-modifying TM, which can have transition functions A1,A2,...An. Take the first Turing machine, and append an additional ceil(log(n)) bits to the state Q. Then construct a new transition function by summing together the Ai: take A1 and append (0000... 0) to the Q, take A2 and append (0000... 1) ... (read more)

If I understand you correctly, we've got two different types of things to which we're applying the label "probability":

(1) A distribution on the phase space (either frequency or epistemic) for initial conditions/precise outcomes. (We can evolve this distribution forward or backward in time according to the dynamics of the system.)
(2) An "objective probability" distribution determined only the properties of the phase space.

I'm just not seeing why we should care about anything but distributions of type (1). Sure, you can put a u... (read more)

Tom, your statement is true but completely irrelevant.

"Tom, your statement is true but completely irrelevant."

There's nothing in the AIXI math prohibiting it from understanding self-reference, or even taking drugs (so long as such drugs don't affect the ultimate output). To steal your analogy, AIXI may be automagically immune to anvils, but that doesn't stop it from understanding what an anvil is, or whacking itself on the head with said anvil (ie, spending ten thousand cycles looping through garbage before returning to its original calculations).

Cyan -  Here's how I see it. Your toy world in effect does not move. You've defined the law so that everything shifts left. But from the point of view of the objects themselves, there is no motion, because motion is relative (recall that in our own world, motion is relative; every moving object has its own rest frame). Considered from the inside, your world is equivalent to [0,1] where x(t) = x_0. Your world is furthermore mappable one-to-one in a wide variety of ways to intervals. You can map the left half to itself (i.e., [0,.5]) and map the right half t... (read more)

"The second 'bug' is even stranger. A heuristic arose which (as part of a daring but ill-advised experiment EURISKO was conducting) said that all machine-synthesized heuristics were terrible and should be eliminated. Luckily, EURISKO chose this very heuristic as one of the first to eliminate, and the problem solved itself."

I know it's not strictly comparable, but reading a couple of comments brought this to mind.

You haven't yet given me a reason to care about "objective probability" in my inferences. Leaving that aside -- if I understand your view correctly, your claim is that in order for a system to have an "objective probability", a system must have an "intrinsic geometry". Gotcha. Not unreasonable.

What is "intrinsic geometry" when translated into math? (Is it just symmetry? I'd like to tease apart the concepts of symmetry and "objective probability", if possible. Can you give an example of a system equ... (read more)

Why does your reasoning not apply to the coin toss? What's the mathematical property of the motion of the coin that motion in my system does not possess?

The coin toss is (or we could imagine it to be) a deterministic system whose outcomes are entirely dependent on its initial states. So if we want to talk about probability of an outcome, we need first of all to talk about the probability of an initial state. The initial states come from outside the system. They are not supplied from within the system of the coin toss. Tossing the coin does not produce its ... (read more)

There's a long story at the then of The Mind's Eye (or is it The Mind's I? in which someone asks a question:

There follows a wonderfully convoluted dialogue.  The point seems to be that someone who believes the book is red would say "It's red," rather than "I believe it's red."

This seems like a dead thread, but I'll chance it anyway.

Elizer, there's something off about your calculation of the expected score:

The expected score is something that should go up the more certain I am of something, right?

But in fact the expected score is highest when I'm most uncertain about something: If I believe with equal probability that snow might be white and non-white, the expected score is actually 0.5(-1) + 0.5(-1) = -1. This is the highest possible expected score.

In any other case, the expected score will be lower, as you calculate for the 70/30 case.

It seems like what you should be trying to do is minimize your expected score but maximize your actual score. That seems weird.

Consider the archetypal postmodernist attempt to be clever:

I believe the correct term here is "straw postmodernist", unless of course you're actually describing a real (and preferably citable) example.

Truth is the one of the two face values of the connection between an assertion and the reality. "Knowing" that X (statement) is true is the realization (maybe right or wrong, information to which the agent has no access to) of the existence of the connection in a way of gathering enough information to do that. "Truth" here is value (of the connection) such that the assertion completely describes the objective reality to our relevance.

"Believing" is making another artificial connection between the assertion (not the reality) an... (read more)

To be charitable to the postmodernists, they are overextending a perfectly legitimate defense against the Mind Projection Fallacy.  If you take a joke, and tell it to two different audiences, in many cases one audience laughs at the joke and the other doesn't.  Postmodernists correctly say that different audiences have different truths to "this joke is funny" and this state of affairs if perfectly normal.  Unfortunately, they proceed to run away with this, and extend it to statements where the "audience" would be reality.  Or very ... (read more)



Reductionism

Almost one year ago, in April 2007, Matthew C submitted the following suggestion for an Overcoming Bias topic:

"How and why the current reigning philosophical hegemon (reductionistic materialism) is obviously correct [...], while the reigning philosophical viewpoints of all past societies and civilizations are obviously suspect—"

I remember this, because I looked at the request and deemed it legitimate, but I knew I couldn't do that topic until I'd started on the Mind Projection Fallacy sequence, which wouldn't be for a while...

But now it's time to begin addressing this question.  And while I haven't yet come to the "materialism" issue, we can now start on "reductionism".

First, let it be said that I do indeed hold that "reductionism", according to the meaning I will give for that word, is obviously correct; and to perdition with any past civilizations that disagreed.

This seems like a strong statement, at least the first part of it.  General Relativity seems well-supported, yet who knows but that some future physicist may overturn it?

On the other hand, we are never going back to Newtonian mechanics.  The ratchet of science turns, but it does not turn in reverse.  There are cases in scientific history where a theory suffered a wound or two, and then bounced back; but when a theory takes as many arrows through the chest as Newtonian mechanics, it stays dead.

"To hell with what past civilizations thought" seems safe enough, when past civilizations believed in something that has been falsified to the trash heap of history.

And reductionism is not so much a positive hypothesis, as the absence of belief—in particular, disbelief in a form of the Mind Projection Fallacy.

I once met a fellow who claimed that he had experience as a Navy gunner, and he said, "When you fire artillery shells, you've got to compute the trajectories using Newtonian mechanics.  If you compute the trajectories using relativity, you'll get the wrong answer."

And I, and another person who was present, said flatly, "No."  I added, "You might not be able to compute the trajectories fast enough to get the answers in time—maybe that's what you mean?  But the relativistic answer will always be more accurate than the Newtonian one."

"No," he said, "I mean that relativity will give you the wrong answer, because things moving at the speed of artillery shells are governed by Newtonian mechanics, not relativity."

"If that were really true," I replied, "you could publish it in a physics journal and collect your Nobel Prize." 

Standard physics uses the same fundamental theory to describe the flight of a Boeing 747 airplane, and collisions in the Relativistic Heavy Ion Collider.  Nuclei and airplanes alike, according to our understanding, are obeying special relativity, quantum mechanics, and chromodynamics.

But we use entirely different models to understand the aerodynamics of a 747 and a collision between gold nuclei in the RHIC.  A computer modeling the aerodynamics of a 747 may not contain a single token, a single bit of RAM, that represents a quark.

So is the 747 made of something other than quarks?  No, you're just modeling it with representational elements that do not have a one-to-one correspondence with the quarks of the 747.  The map is not the territory.

Why not model the 747 with a chromodynamic representation?  Because then it would take a gazillion years to get any answers out of the model.  Also we could not store the model on all the memory on all the computers in the world, as of 2008.

As the saying goes, "The map is not the territory, but you can't fold up the territory and put it in your glove compartment."  Sometimes you need a smaller map to fit in a more cramped glove compartment—but this does not change the territory.  The scale of a map is not a fact about the territory, it's a fact about the map.

If it were possible to build and run a chromodynamic model of the 747, it would yield accurate predictions.  Better predictions than the aerodynamic model, in fact.

To build a fully accurate model of the 747, it is not necessary, in principle, for the model to contain explicit descriptions of things like airflow and lift.  There does not have to be a single token, a single bit of RAM, that corresponds to the position of the wings.  It is possible, in principle, to build an accurate model of the 747 that makes no mention of anything except elementary particle fields and fundamental forces.

"What?" cries the antireductionist.  "Are you telling me the 747 doesn't really have wings?  I can see the wings right there!"

The notion here is a subtle one.  It's not just the notion that an object can have different descriptions at different levels.

It's the notion that "having different descriptions at different levels" is itself something you say that belongs in the realm of Talking About Maps, not the realm of Talking About Territory.

It's not that the airplane itself, the laws of physics themselves, use different descriptions at different levels—as yonder artillery gunner thought.  Rather we, for our convenience, use different simplified models at different levels.

If you looked at the ultimate chromodynamic model, the one that contained only elementary particle fields and fundamental forces, that model would contain all the facts about airflow and lift and wing positions—but these facts would be implicit, rather than explicit.

You, looking at the model, and thinking about the model, would be able to figure out where the wings were.  Having figured it out, there would be an explicit representation in your mind of the wing position—an explicit computational object, there in your neural RAM.  In your mind.

You might, indeed, deduce all sorts of explicit descriptions of the airplane, at various levels, and even explicit rules for how your models at different levels interacted with each other to produce combined predictions—

And the way that algorithm feels from inside, is that the airplane would seem to be made up of many levels at once, interacting with each other.

The way a belief feels from inside, is that you seem to be looking straight at reality.  When it actually seems that you're looking at a belief, as such, you are really experiencing a belief about belief.

So when your mind simultaneously believes explicit descriptions of many different levels, and believes explicit rules for transiting between levels, as part of an efficient combined model, it feels like you are seeing a system that is made of different level descriptions and their rules for interaction.

But this is just the brain trying to be efficiently compress an object that it cannot remotely begin to model on a fundamental level.  The airplane is too large.  Even a hydrogen atom would be too large.  Quark-to-quark interactions are insanely intractable.  You can't handle the truth.

But the way physics really works, as far as we can tell, is that there is only the most basic level—the elementary particle fields and fundamental forces.  You can't handle the raw truth, but reality can handle it without the slightest simplification.  (I wish I knew where Reality got its computing power.)

The laws of physics do not contain distinct additional causal entities that correspond to lift or airplane wings, the way that the mind of an engineer contains distinct additional cognitive entities that correspond to lift or airplane wings.

This, as I see it, is the thesis of reductionism.  Reductionism is not a positive belief, but rather, a disbelief that the higher levels of simplified multilevel models are out there in the territory.  Understanding this on a gut level dissolves the question of "How can you say the airplane doesn't really have wings, when I can see the wings right there?"  The critical words are really and see.

This denial that "higher level" entities actually exist causes a problem when we are supposed to identify ourselves with such an entity. Does the mind of a cognitive scientist only exist in the mind of a cognitive scientist?

The belief that there is a cognitive mind calling itself a scientist only exists in that scientist's mind. The reality is undecatillion swarms of quarks not having any beliefs, and just BEING the scientist.

One minor quibble; how do we know there is any most basic level?

Agreed.  Why would we believe a quark is not "emergent"? Could be turtles all the way down....

Levels are an attribute of the map. The territory only has one level. Its only level is the most basic one.

Let's consider a fractal. The Mandelbrot set can be made by taking the union of infinitely many iterations. You could think of each additional iteration as a better map. That being said, either a point is in the Mandelbrot set or it is not. The set itself only has one level.

Yet something in the real world makes it tractable to create the "map" -- to find those hidden class variables which enable Naive Bayes.

Our brain and senses are made out of fundamental particles too, and the image of a plane with wings is the result of the interaction between the fundamental particles out there with the fundamental particles in us.

So I would I say the plane image is an effect not a primary, but that does not make it any less real than the primary. It is a real thing, just as real, that just happens to be further down the chain of cause and effect.

Reductionism does have a caveat, and this is "a fact about maps" and not "a fact about the territory": the real world level can be below the algorithm. Example: a CD. A chromodynamic model would spend immense computing resources simulating the heat and location and momentum and bonds of a slew of atoms (including those in the surrounding atmosphere, or the plasticizer would boil off). In reality there are about four things that matter in a CD: you can pick it up, it fits into a standard box, it fits into a standard reader tray, and when... (read more)

This is a situation where a lot of confidence seems appropriate, though of course not infinite confidence.  I'd put the chance that Eliezer is wrong here at below one percent.

I really have no idea what Eliezer being wrong on this would mean.  Is the subject matter of this posting the nature of the territory or is it advice on the best way to construct maps?

What conceivable observations might cause you to revise that 1% probability estimate up to, say, 80%?

As I see it, reductionism is not a hypothesis about the world; it is a good heuristic to direct research.

AFAICS, he is not "forbidding" a plane's wing from existing at the level of quark. He's just saying that "plane's wing" is a label that we are giving to "that bunch of quarks arranged just so over there".
This as opposed to "that other bunch of quarks arranged just so over there" that we call "a human".

That the arrangement of a set of quarks does not have a fundamental "label" at the most basic level.  The classification of the first bunch o' quarks (as separate from the second) is something that we do on a "higher level" than the quarks themselves.

When an image you are looking at is altered due to viewing it through a pane of coloured glass, you don't suddenly start calling it "the map" instead of "the territory."

So why is it, when it passes through our eyes and brain it suddenly becomes "the map," when the brain is made of the same fundamental stuff (quarks etc.) as the glass?

Our brain and senses are made out of fundamental particles too, and the image of a plane with wings is the result of the interaction between the fundamental particles out there with the fundamental particles in us.

Ian C - are you claiming that there are no maps, just lots of territory, some of which refers to other bits of territory? While probably accurate, this doesn't seem very useful if we're trying to understand minds. I don't think Eliezer ever claims that maps are stored in the glove compartments of cars in the car park, just outside The Territory. ... (read more)

Ben Jones - yes, I'm saying there's just lots of territory. I think it's useful to understanding minds, because (if correct) it means they don't work by making an internal mirror of reality to study, but rather they just "latch on" to actual reality at a certain point. The role of the brain in that case would not be to "hold" the internal mirror copy, but to manipulate reality to make it amenable to latching.

I always found
Hofstadter's take on the issue illuminating.

Disappointingly, dictionaries and encyclopaedias today seem
to have defined reductionism and holism away from Hofstadter's
usage - to the detriment of both of the terms involved.

Ian - if minds don't create their own distinct internal maps, but simply 'latch on' to what's actually there, then how do explain the fact that maps can be wrong? In fact, how do you explain any two people holding two opposed beliefs?

Sensory perception isn't like a photograph - low-resolution but essentially representative. It's like an idiot describing a photograph to someone who's been blind all their life. This is why we get our maps wrong, and that is why it's useful to think in terms of map and territory - so that we can try and draw better ones.

Ben Jones: "if minds don't create their own distinct internal maps, but simply 'latch on' to what's actually there, then how do explain the fact that maps can be wrong?  In fact, how do you explain any two people holding two opposed beliefs?"

Different people have different eyes, nervous systems and brains, so the causal path from the primary object to the part of reality in their brain to which they are latching on can be different.

I agree sensory perception is not like a photograph, but I don't think it's like an idiot trying to explain to us. I... (read more)

At present, we cannot generate accurate quantum mechanical descriptions of atoms more complex than hydrogen (and, if we fudge a bit, helium).  Any attempt to do so, because of the complexity and intractability of the equations evolved, produces results that are less accurate than our empirically-derived understanding.

Even if we ignore the massive computational problems with trying to create a QM model of an airplane, such a model is guaranteed to be less accurate than the existing higher-order models of aerodynamics and material science.

I'm surprised that this point is controversial enough that Eliezer felt the need to make a post about it, and even more surprised that he's catching heat in the comments for it.  This "reductionism" is something I believe down to the bone, to the extent that I have trouble conceptualizing the world where it is false.

After talking to some non-reductionists, I've come to this idea about what it would mean for reductionism to be false:

I'm sure you're familiar with Conway's Game of Life? If not, go check it out for a bit. All the rules for the system are on the pixel level -- this is the lowest, fundamental level. Everything that happens in conway's game of life is reducible to the rules regarding individual pixels and their color (white or black), and we know this because we have access to the source code of Conway's Game, and it is in fact true that those are the only rules.

For Conways' Game to be non-reductionistic, what you'd have to find in the source code is a set of rules that override the pixel-level rules in the case of high-level objects in the game. Eg "When you see this sort of pixel configuration, override the normal rules and instead make the relevant pixels follow this high-level law where necessary."

It's an overriding of low-level laws when they would otherwise have contradicted high-level laws.

The essential idea behind reductionism, that if you have reliable rules for how the pieces behave then in principle you can apply them to determine how the whole behaves, has to be true. To say otherwise is to argue that the airplane can be flying while all its constituent pieces are still on the ground.

But if you can't do a calculation in practice, does it matter whether or not it would give you the right answer if you could?

And there goes Caledonian again, completely misrepresenting Eliezer's claims.

His arguments are completely baseless. Of course it would be very, very, very hard to make a QM model of an airplane, and attempting it now would fail miserably - Eliezer wouldn't dispute that.

But to say that a full-fledged QM model would be guaranteed to be less accurate than current models is downright preposterous.

I'm surprised that this point is controversial enough that Eliezer felt the need to make a post about it, and even more surprised that he's catching heat in the comments for it. This "reductionism" is something I believe down to the bone, to the extent that I have trouble conceptualizing the world where it is false.

I suppose the next post is on how a non-reductionist universe would overwhelmingly violate Occam's Razor?

Not even that -- it's as if he and other commenters (e.g. Unknown in this case) are simply demanding that Eliezer express his points with less conviction.

If you think Eliezer is wrong, say so and explain why. Merely protesting that he is "confident beyond what is justified", or whatever, amounts to pure noisemaking that is of no use to anyone.

Slighlty off-topic. I am a bit new to all this. I am a bit thick too. So help me out here. Please.

Am I right in understanding that the map/territory analogy implies that the map is always evaluated outside the territory?

I guess, I'm asking the age old Star Trek transporter question. When I am beamed up, which part of which quark forms the boundary between me and Scotty.

I wish I knew where Reality got its computing power.
Hehe, good question that one. Incidentally, I'd like to link this rather old thing just in case anyone cares to read more about reality-as-computation.

Ian C - well put. My point is that since there is, at least, some distortion between mind and world (hence this very blog), it's useful to think in terms of map and territory. At the simplest level, it stops us confusing the two. If you have a wrong belief, saying 'my mind is part of reality!' doesn't make it any less wrong. Agreed?

I don't believe there's the outside world, and then an idiot distortion layer, and then our unfortunate internal model.

That was exactly the situation I found myself in at about 3am on Sunday morning.

Ben Jones: "If you have a wrong belief, saying 'my mind is part of reality!' doesn't make it any less wrong. Agreed?"

I agree that there is a difference between the object in the mind and the object in the world, but I wouldn't call it distortion any more than a chair is a distortion of the table next to it. They are both just different parts of reality. But if your mind can only be aware of the chair then you must discover the table by deduction, which is what someone trying to "correct" the chair would do also. So yes, I guess it makes... (read more)

I agree that there is a difference between the object in the mind and the object in the world, but I wouldn't call it distortion any more than a chair is a distortion of the table next to it.

But the chair isn't seeking to imitate the table. That's one thing that minds do that nothing else does - form abstract representations. It's not magic, but it's a pretty impressive trick for a couple of pounds of quivering territory.

Besides, you've already acknowledged that the mental concept has a causal link with the object itself. Chairs aren't causally linked to t... (read more)

Ben Jones: "But the chair isn't seeking to imitate the table."

But the mind isn't seeking to imitate reality either. The mind seeks to provide awareness of reality, that is all. In taking the data of the senses and processing it only following the laws of cause and effect, it achieves this goal (because the output of the pipeline remains reality).

The idea that it is trying to imitate (and the associated criticisms like map, territory and distortion) come from looking at the evolved design after the fact and assuming how it is supposed to work without taking a wide enough view of all the ways awareness of reality could be implemented.

'I wish I knew where Reality got its computing power.'

Assume Reality has gotten computing power and that it makes computations. Computation requires time. Occurrence would require the time required for the occurrence plus the time necessary for Reality to make the computation for that occurrence. The more complex the occurrence, either more computing power or longer computation time, or both. Accounting for that seems a challenge that can not be overcome.

Alternatively, let's assume Reality did not get computing power and that it does not make computations.... (read more)

No, it follows directly from our inability to simulate 'complex' atoms.  If we can't represent the basic building blocks of matter correctly, how are we supposed to represent the matter?

A correct model of physics would, given enough computational power, allow us to perfectly simulate everything in reality, on every level of reality.  QM is known not to be correct; it is in fact known to be incorrect in the ultimate sense.  It is merely the most correct model we possess.

"However, reductionism is incapable of explaining the real world."

Is that the argument against Reductionism? That there are things it can't, as yet, explain? That's the same position the Intelligent Design people put forward. Your post is a big fat Semantic Stop Sign.

No, we don't understand protein folding yet. Precedent suggests that one day, we probably will, and it probably won't be down to some mystical emergent phenomenon. It'll be complicated, subtle, amazing, and fully explicable within the realms of reductionist science.

It's not that reductionism is wrong, but rather that it's only part of the story.  Additional understanding can be gleaned through a bottom-up, emergent explanation which is orthogonal to the top-down reductionist explanation of the same system.

It is important to take seriously the reality of higher level models (maps).  Or alternatively to admit that they are just as unreal, but also just as important to understanding, as the lower level models.  As Aaron Boyden points out, it is not a foregone conclusion that there is a most basic level.

Reductionism IS the bottom-up, emergent explanation.  It tries to reduce reality to basic elements that together produce the phenomena of interest - you can't get any more emergent than that.

"Reductionism can either mean (a) an approach to understanding the nature of complex things by reducing them to the interactions of their parts, or to simpler or more fundamental things or (b) a philosophical position that a complex system is nothing but the sum of its parts, and that an account of it can be reduced to accounts of individual constituents."

"The limit of reductionism's usefulness stems from emergent properties of complex systems which are more common at certain levels of organization."

Rafe, do you mean that as a criticism? Because usefulness and reality are very different things. There are two things that can make a reductionist model less useful:

Both, you'll notice, are practical problems pertaining to the model, and don't invalidate the principle.

Do you have a deterministic view of the world, i.e. believe reality is there, independently of our existence or of our interactions with it?

Have you ever wondered what is information, at the physical level.. what is it that our brains are actually modelling?

Simply because particles are the smallest things does not mean they are the only things. Particles are defined by how they act. How a particle will act can only be determined by taking into account the particles surrounding it. And to fully examine those particles, their surrounding particles must be examined. And so on and so forth...

As you move up in scale, new rules and attributes emerge that do not exist at the smaller scales. You can speculate about whether or not these new things might have been deduced as possibilities from quantum laws. But short o... (read more)

Wockyman: It's not that they're the smallest, as such.

Yes, how a particle acts is affected by those around it. But the idea is that if you know the basic rules, then knowing those rules, plus which particles are where around it lets you predict, in principle, given sufficient computational power, stuff about how it will act. In other words, the complicated stuff that emerges arises from the more basic stuff.

Think of it this way: You know cellular automatons? Especially Conaway's Game of Life? Really simple rules, just the grid, cells that can be on and off... (read more)

But the way physics really works, as far as we can tell, is that there is only the most basic level - the elementary particle fields and fundamental forces. 

To clarify (actually, to push this further): there is only one thing (the universe) - because surely breaking the thing down into parts (such as objects) which in turn lets you notice relations between parts (which in turn lets you see time, for example) -- surely all that is stuff done by modelers of reality and not by reality itself? I'm trying to say that the universe isn't pre-parsed (if that makes any sense...)

Reductionism is great.  The main problem is that by itself it tells us nothing new.  Science depends on hypothesis generation, and reductionism says nothing about how to do that in a rational way, only how to test hypotheses rationally.  For some reason the creative side of science -- and I use the word "creative" in the generative sense -- is never addressed by methodology in the same way falsifiability is:

http://emergentfool.com/2010/02/26/why-falsifiability-is-insufficient-for-scientific-reasoning/

We are at a stage of historical enlightenment ... (read more)

Really? I think of reductionism as maybe the greatest, most wildly successful abductive tool in all of history. If we can't explain some behavior or property of some object it tells us one good guess is to look to the composite parts of that thing for the answer. The only other strategy for hypothesis generation I can think of that has been comparably successful is skepticism (about evidence and testimony). "I was hallucinating." and "The guy is lying" have explained a lot of things over the years. Can anyone think of others? 

"I wish I knew where reality got its computing power."

If reality had less computing power, what differences would you expect to see? You're part of the computation, after all; if everything stood still for a few million meta-years while reality laboriously computed the next step, there's no reason this should affect what you actually end up experiencing, any more than it should affect whether planets stay in their orbits or not. For all we know, our own computers are much faster (from our perspective) than the machines on which the Dark Lords of the Matrix are simulating us (from their perspective).

Sounds like one of the central tenants of discordianism.  There is no such thing as wings, identity, truth, the concept of equality.  These are all abstract concepts that exist only in the mind.  "Out there" in "True" reality, there is only chaos (not necessarily of the random kind, just of the meaningless/purposeless kind).

But this is just the brain trying to be efficiently compress an object that it cannot remotely begin to model on a fundamental level.  The airplane is too large.  Even a hydrogen atom would be too large.  Quark-to-quark interactions are insanely intractable.  You can't handle the truth.

Can you handle the truth then? I don't understand the notion of truth you are using. In everyday language, when a person states something as "true", it doesn't usually need to be grounded to logic in order to work for a practical purpose. But you are making extr... (read more)

One way of tracing the uhm, data I guess might be to say, we see, naively, a chair. And know that underneath the chair out there is, at the bottom level we're aware of, energy fields and fundamental forces. And those concepts, like the chair, correspond to a physics model, which is in turn a simplification/distillation of vast reams of recorded experimental data into said rules/objects, which is in turn actual results of taking measurements during experiments, which in turn are the results of actual physical/historical events. So the reductionist model - fields and forces - I think is still a map of experimental results tagged with like, interpretations that tie them together, I guess. 

Whatever the bottom level of our understanding of the map, even a one-level map is still above the territory, so there're still levels below that which carry back to, presumedly, territory. We find some fields-and-forces model that accounts for all the data we're aware of. But, its always going to be possible - less likely the more data we get - that something flies along and causes us to modify it. So, if we wanted to continue the reductionistic approach about the model we're making about our world, stripping away higher level abstractions, we'd say that ... (read more)

This post, represents for me, the typical LW response to something like the Object Oriented Ontologies of Paul Levi Bryant and DeLanda. These Ontologies attempt to give things like numbers, computations, atoms, fundamental particles, galaxies, higher level laws, fundamental laws, concepts, referents of concepts, etc. equal ontological status. They, hence, are strictly against making a distinction between map and territory, there is only territory, and all things that are, are objects. 

I'm a confident reductionist, model/reality (bayesian), type guy. I'm no... (read more)

Does the reductionist model give different predictions about the world than the non-reductionist model? If so, are any easily checked?

Solomonoff Induction, in so much as it is related to interpretations at all, rejects 'many worlds interpretation' because valid (non falsified) code strings are the ones whose output began with the actual experimental outcome rather than list all possible outcomes, i.e. are very much Copenhagen - like.

Has this point ever been answered? If we are content with the desired output appearing somewhere along the line - as opposed to the start - then the simplest theory of everything would be printing enough digits of pi, and our universe would be described somewhere down the line.

Single-world theories still have to compute the wavefunction, identify observers, and compute the integrated squared modulus.  Then they have to pick out a single observer with probability proportional to the integral, peek ahead into the future to determine when a volume of probability amplitude will no longer strongly causally interact with that observer's local blob, and eliminate that blob from the wavefunction.  Then translating the reductionist model into experiences requires the same complexity as before.

Basically, it's not simpler for the same reason that in a spatially big universe it wouldn't be 'simpler' to have a computer program that picked out one observer, calculated when any photon or bit of matter was moving away and wasn't going to hit anything that would reflect it back, and then eliminated that matter.

This website is doing amazing things to the way I think every day, as well as occasionally making me die of laughter.

"having different descriptions at different levels" is itself something you say that belongs in the realm of Talking About Maps, not the realm of Talking About Territory

Why do we distinguish “map” and “territory”? Because they correspond to “beliefs” and “reality”, and we have learnt elsewhere in the Sequences that

my beliefs determine my experimental predictions, but only reality gets to determine my experimental results.

Let’s apply that test. It isn’t only predictions that apply at different levels, so do the results. We can have right or... (read more)

"No," he said, "I mean that relativity will give you the wrong answer, because things moving at the speed of artillery shells are governed by Newtonian mechanics, not relativity."

By “relativity” he must have meant the ultrarelativistic approximation, of course.

Should one really be so certain about there being no higher-level entities? You said that simulating higher-level entities takes fewer computational resources, so perhaps our universe is a simulation and that the creators, in an effort to save computational resources, made the universe do computations on  higher-level entities when no-one was looking at the "base" entities. Far-fetched, maybe, but not completely implausible. 

Perhaps if we start observing too many lower-level entities, the world will run out of memory. What would that look like? 

But this is just the brain trying to be efficiently compress an object that it cannot remotely begin to model on a fundamental level.  The airplane is too large.  Even a hydrogen atom would be too large.  Quark-to-quark interactions are insanely intractable.  You can't handle the truth.

Less Wrongs "The Futility of Emergence" article argues against using the word "emergence", claiming that it provides no additional information. The argument went that literally everything is an emergent property, since everything can be boiled down to ... (read more)

Minsky writing in Society of Mind might bring some light here (paraphrasing):

How can a box made of six boards hold a mouse when a mouse could just walk away from any individual board? No individual board has any "containment" or "mouse-tightness" on it's own. So is "containment" an emergent property?

Of course, it is the way a box prevents motion in all directions, because each board bars escape in a certain direction. The left side keeps the mouse from going left, the right from going right, the top keeps it from leaping ... (read more)

This, as I see it, is the thesis of reductionism.  Reductionism is not a positive belief, but rather, a disbelief that the higher levels of simplified multilevel models are out there in the territory.

The higher levels could have been, though. The fact that we have high-level abstractions in our heads does not by itself mean that there is nothing corresponding to them in the territory. (To make that argument is a version the fallacy that since there is a form of probability in the map, there can be none in the territory).

Tangential to the main point: one hypothesis for why the artillery gunner thought that "General relativity gives you the wrong answer", is that maybe he had an experience with a software which could either run "Newtonian mode" or "GR mode", and the software had to make approximations for the relativistic calculation to be roughly tractable (which might be nonetheless useful for roughly solving problems where relativistic effects matter, but would only reduce accuracy for non-relativistic situations).

Now, the "GR mode" (with approximations) would be a diffe... (read more)

If it were possible to build and run a chromodynamic model of the 747, it would yield accurate predictions.  Better predictions than the aerodynamic model, in fact.

This is not very important, but I think this is not quite right in general. Assuming that we're making some modelling assumptions about the plane and the air and so (rather than, for example, running a whole Universe sim) I think it's possible for the errors of the non-QCD model to systematically cancel out the errors of the modelling assumptions and end up more accurate than the QCD model.

I feel like Elizer needs to realize that the ground level he's talking about is in fact still just another model of reality. He's talking about how physics "really works" when what he's talking about isn't maps and territories. 

The fact is we don't know the ground level of reality, we just have a model based on evidence so far. Also contrary to what he wants to be true physics does recognize "levels" to reality, because what applies at the quantum level doesn't necessarily always translate to the macroscopic level. 

“How and why the current reigning philosophical hegemon (reductionistic materialism) is obviously correct [...], while the reigning philosophical viewpoints of all past societies and civilizations are obviously suspect—”

Science was non-reductionist till about 100 years ago.

One of the clinching arguments for reductionism.was the Schrödinger equation, which showed that in principle, the whole of chemistry is reducible to physics, while the rise of molecular biology shows the reduciblity of biology to chemistry. Be... (read more)



Explaining vs. Explaining Away

John Keats's Lamia (1819) surely deserves some kind of award for Most Famously Annoying Poetry:

                    ...Do not all charms fly
 At the mere touch of cold philosophy?
 There was an awful rainbow once in heaven:
 We know her woof, her texture; she is given
 In the dull catalogue of common things.
 Philosophy will clip an Angel's wings,
 Conquer all mysteries by rule and line,
 Empty the haunted air, and gnomed mine—
 Unweave a rainbow...

My usual reply ends with the phrase:  "If we cannot learn to take joy in the merely real, our lives will be empty indeed."  I shall expand on that tomorrow.

Today I have a different point in mind.  Let's just take the lines:

Empty the haunted air, and gnomed mine—
Unweave a rainbow...

Apparently "the mere touch of cold philosophy", i.e., the truth, has destroyed:

Which calls to mind a rather different bit of verse:

One of these things
Is not like the others
One of these things
Doesn't belong

The air has been emptied of its haunts, and the mine de-gnomed—but the rainbow is still there!

Tracing back the chain of causality, step by step, I discover that my belief that I'm wearing socks is fully explained by the fact that I'm wearing socks...  On the other hand, if I see a mirage of a lake in the desert, the correct causal explanation of my vision does not involve the fact of any actual lake in the desert.  In this case, my belief in the lake is not just explained, but explained away.

The rainbow was explained.  The haunts in the air, and gnomes in the mine, were explained away.

I think this is the key distinction that anti-reductionists don't get about reductionism.

You can see this failure to get the distinction in the classic objection to reductionism:

If reductionism is correct, then even your belief in reductionism is just the mere result of the motion of molecules—why should I listen to anything you say?

The key word, in the above, is mere; a word which implies that accepting reductionism would explain away all the reasoning processes leading up to my acceptance of reductionism, the way that an optical illusion is explained away.

But you can explain how a cognitive process works without it being "mere"!  My belief that I'm wearing socks is a mere result of my visual cortex reconstructing nerve impulses sent from my retina which received photons reflected off my socks... which is to say, according to scientific reductionism, my belief that I'm wearing socks is a mere result of the fact that I'm wearing socks.

What could be going on in the anti-reductionists' minds, such that they would put rainbows and belief-in-reductionism, in the same category as haunts and gnomes?

Several things are going on simultaneously.  But for now let's focus on the basic idea introduced yesterday:  The Mind Projection Fallacy between a multi-level map and a mono-level territory.

(I.e:  There's no way you can model a 747 quark-by-quark, so you've got to use a multi-level map with explicit cognitive representations of wings, airflow, and so on.  This doesn't mean there's a multi-level territory.  The true laws of physics, to the best of our knowledge, are only over elementary particle fields.)

I think that when physicists say "There are no fundamental rainbows," the anti-reductionists hear, "There are no rainbows."

If you don't distinguish between the multi-level map and the mono-level territory, then when someone tries to explain to you that the rainbow is not a fundamental thing in physics, acceptance of this will feel like erasing rainbows from your multi-level map, which feels like erasing rainbows from the world.

When Science says "tigers are not elementary particles, they are made of quarks" the anti-reductionist hears this as the same sort of dismissal as "we looked in your garage for a dragon, but there was just empty air".

What scientists did to rainbows, and what scientists did to gnomes, seemingly felt the same to Keats...

In support of this sub-thesis, I deliberately used several phrasings, in my discussion of Keats's poem, that were Mind Projection Fallacious.  If you didn't notice, this would seem to argue that such fallacies are customary enough to pass unremarked.

"The air has been emptied of its haunts, and the mine de-gnomed—but the rainbow is still there!"

Actually, Science emptied the model of air of belief in haunts, and emptied the map of the mine of representations of gnomes.  Science did not actually—as Keats's poem itself would have it—take real Angel's wings, and destroy them with a cold touch of truth.  In reality there never were any haunts in the air, or gnomes in the mine.

"What scientists did to rainbows, and what scientists did to gnomes, seemingly felt the same to Keats."

Scientists didn't do anything to gnomes, only to "gnomes".  The quotation is not the referent.

But if you commit the Mind Projection Fallacy—and by default, our beliefs just feel like the way the world is—then at time T=0, the mines (apparently) contain gnomes; at time T=1 a scientist dances across the scene, and at time T=2 the mines (apparently) are empty.  Clearly, there used to be gnomes there, but the scientist killed them.

Well, that's how it feels, if you get emotionally attached to the gnomes, and then a scientist says there aren't any gnomes.  It takes a strong mind, a deep honesty, and a deliberate effort to say, at this point, "That which can be destroyed by the truth should be," and "The scientist hasn't taken the gnomes away, only taken my delusion away," and "I never held just title to my belief in gnomes in the first place; I have not been deprived of anything I rightfully owned," and "If there are gnomes, I desire to believe there are gnomes; if there are no gnomes, I desire to believe there are no gnomes; let me not become attached to beliefs I may not want," and all the other things that rationalists are supposed to say on such occasions.

But with the rainbow it is not even necessary to go that far.  The rainbow is still there!

"My usual reply ends with the phrase:  "If we cannot learn to take joy in the merely real, our lives will be empty indeed."  I shall expand on that tomorrow."

How many times do we take joy in things that are, not only imaginary, but physically impossible? If our utility function values XYZ, and XYZ is currently imaginary, it seems rather silly to adjust the utility function to no longer value XYZ, rather than adjusting the universe so that XYZ exists. My utility function doesn't value drugs (or drug-equivalents) that zero the human utili... (read more)

In my experience, mysterians merely object to reductionism applied to consciousness.  Characterizing them as being opposed to reductive explanation of rainbows seems to misrepresent them.  Of course, I may not know the contours of the group as well as Eliezer does.

Nowadays, this blog seems less a forum for discussing bias than an arena for Eliezer to propound his materialist take on the world and criticize its naysayers.  Nothing wrong with that, but posts are touching less and less on the blog title.

The pattern that seems to be playing out repeatedly is: Eliezer begins a series of posts on a topic -> Commenters complain that the topic is straying from the nominal topic of the blog, i.e. bias -> Eliezer brings the topic around and shows how it applies to bias.  In this case, though, the connection to bias seems pretty clear.

On a side note, does it feel weird to anybody else to refer to Eliezer as Eliezer, like you're on a first name basis with him?  I mean, blogging is an informal style of writing, and one would expect that to carry over into the comments, but I still feel like I should be referring to him as "The Master" or something. :)

I'm not sure if I'm right about this, but to me, calling Eliezer Yudkowsky "The Master" smacks of cult.

The only reason I could see to call EY something like "The Master" is to make him feel incredibly awkward. Anyone who sees him in person tomorrow is encouraged to try this.

Along the lines of my comment on your previous reductionism post, perhaps there would be fewer howls of protest at the declaration that rainbows are not fundamental were you not contrasting them with other things which you are claiming are fundamental (without evidence, I might add).

The other antireductionism argument I can think of looks a little like this:

Anti-reductionist: "If the laws of physics are sufficient to explain reality, then that leaves no room for God or the soul. God and souls exist, therefore reductionism is false."

Reductionist: "One man's modus tollens is another man's modus ponens. Reductionism is true; therefore, there is, in fact, no God."

At this point, the anti-reductionist gathers a lynch mob and has the reductionist burned at the stake for heresy.

Scott, I swapped "mysterian" for "anti-reductionist", since you're correct that the term "mysterian" has been used to refer specifically to those who think consciousness can't be explained.

However, if you google on, for example, "objections to materialism", the second google hit will turn up a page that includes a short list of "objections to materialism in general", of which the first is, verbatim:

I really am not attacking a strawman here!  If you already understand scientific reductionism, that's great.  Not everyone does.

One man's modus tollens is another man's modus ponens. Reductionism is true; therefore, there is, in fact, no "free will" in the sense that Ian C. seems to be implying. ;)

I can't predict the tomorrow's weather; does that mean atmospheres have free will?

"If we cannot learn to take joy in the merely real, our lives will be empty indeed."

It's true... but... why do we read sci-fi books then? Why should we? I don't think that after reading a novel about intelligent, faster-than-light starships the bus stopping at the bus stop nearby will be as interesting as it used to be when we were watching it on the way to the kindergarten... Or do you think it is? (Without imagining starships in place of buses, of course.)

So what non-existing things should we imagine to be rational (= to win), and how? I hope there will be some words about that in tomorrow's post, too...

Nominull:
I believe Eliezer would rather be called Eliezer...

Ian C.:
We observe a lack of predictability at the quantum level. Do quarks have a free will? (Yup a shameless rip-off of Dougs argument, tee-hee! =)
Btw. I don't think you can name any observations that strongly indicate (much less prove, which is essentially impossible anyway) that people have any kind of "free will" that contradicts causality-plus-randomness at the physical level.

"I can't predict the tomorrow's weather; does that mean atmospheres have free will?"

It's not the fact that you can't predict other people's actions that proves the existence of free will, it's that you observe your own self making choices. You can introspect and see yourself weighing the options and then picking one.

Frank Hirsch: "I don't think you can name any observations that strongly indicate (much less prove, which is essentially impossible anyway) that people have any kind of "free will" that contradicts causality-plus-random... (read more)

"It takes a strong mind, a deep honesty, and a deliberate effort to say, at this point, "That which can be destroyed by the truth should be," and "The scientist hasn't taken the gnomes away, only taken my delusion away," "

The problem, I fear, is that the vast majority of people are simply not that strong of mind, or, to put it another way, they have little regard for intellectual honesty. This isn't really surprising, because by lying to yourself about certain facts of life, you can make yourself feel better. And feeling happy... (read more)

My chess playing software considers options and makes a decision. Does it have free will?

If an abstract theory (such as the whole universe being governed by billiard ball causation) contradicts a direct observation, you don't say the observation is wrong, you say the theory is.

Standard disclaimer: Eliezer does great work and writing here.

Useful criticism: Elizier, less foil seeking (strawmen or not here) and more attempts to understand reality and our perceptual/analytical skews from reality. I think foil-seeking is a weakness on your end which to a degree diminishes your utility to us (or at least to me). There are enough polemicists out there that are either providing entertainment or countering less useful models to understanding reality. We don't need you to counter "anti-reductionists", or fundamentalists or any o... (read more)

Doug S.: "My chess playing software considers options and makes a decision. Does it have free will?"

When I wrote you can "introspect yourself weighing the options and picking one," I didn't mean those words to be a self-contained proof, but rather a indication of where to look in reality to find the actual proof for oneself. I'm sure this idea of language as a pointer has been covered on this blog before. Yes, I know other things (such as computers) can be described using similar terms, but that is neither here nor there.

Doug S., we get the point, nothing that Ian could say would pry you away from your version of reductionism, there's no need to make any more posts with Fully General Counterarguments. "I defy the data" is a position, but does not serve as an explanation of why you hold that position, or why other people should hold that position as well.

I would agree with reductionism, if phrased as follows:

When entity A can be explained in terms of another entity B, but not vice-versa, it makes sense to say that entity A "has less existence" compared

I agree that what you attack is a common anti-reductionist argument, but--as you admit--not a particularly mysterian one (except so far as the part of belief being addressed is the conscious aspect of belief).  So changing your terms in the original post fixes the problem.

My complaint about you being off-topic was premature, and I apologize for it.

Eliezer: Not be a troll that gets banned from O/B or anything, but ... you still didn't explain how you believe that you're wearing socks, because you didn't explain how you recognized socks in the image in your visual cortex (or wherever that step takes place).  That is an extremely difficult object recognition problem, and if you really know how you are able to recognize, in images, all the objects that you personally are capable of recognizing (and in your example, that would be not just socks, but your leg, the underlying foot, the floor, the table, et... (read more)

It's not the fact that you can't predict other people's actions that proves the existence of free will, it's that you observe your own self making choices.
So, you're saying you don't assign any of the proposed answers to the homework exercise in Dissolving the Question even a half-decent probability of being correct? That's interesting. Please explain your reasoning.

Mysterious, inexplicable phenomenon doesn't fit within any current models. Mysterious answer (cosmological constant, elan vital, phlogiston) is concocted. Mysterious phenomenon is studied and modelled, and eventually pretty soundly understood. Everyone has a good laugh/inquisition and moves on.

Talk about free will till you're blue in the face if you wish; consciousness happens in the mind, the mind is made of stuff, there is no Easter Bunny

Silas, you seem to have an exaggerated idea of how mysterious visual recognition is to modern neuroscience.  (An idea that was probably exaggerated by someone posting Jeff Hawkins's work in reply, as if Jeff Hawkins were anything more than one guy with a semi-interesting opinion about the general cerebral cortex, and a much larger marketing budget than is usual in science.  Nothing to compare to the vast edifice of known visual neuroscience.)

Around a third of the 471 articles in the MIT Encyclopedia of Cognitive Sciences seem to be about vision, although t... (read more)

Eliezer: First of all, I didn't claim it was magic.  If you're confused as to why I bring this up, see the last time I said this:

And why did I claim you did that the distinction was necessary?  Here is what you said in that post:

I'd appreciate if you explained what you mean here (starting with defining CAPTCHAs, a term I don't know).

Sebastian Hagen: "So, you're saying you don't assign any of the proposed answers to the homework exercise in Dissolving the Question even a half-decent probability of being correct? That's interesting. Please explain your reasoning."

Because I believe things are what they are. Therefore if I introspect and see choice, then it really truly is choice.
The other article might explain it, but an explanation can not change what a thing is, it can only say why it is.

"And why did I claim you did that the distinction was necessary?"  should be "And why did I claim you said that the distinction was necessary?"

Quick guys, post so I can get down to 2 in the "recent comments" :-/

Since a comment appeared while I was correcting, I can add a substantive comment to this post:

@Scott Scheule: A CAPTCHA is a test to see that you're not a computer.  On this site, it's the image containing letters where you have to identify them before your post is accepte... (read more)

I don't think it is reasonable to say the laws of physics are part of the territory.  The territory, or at least the closest we can get to it, is our direct experience.  Any physical model is a map of the territory that we have created from our experience, some may be more accurate then others, but all are still maps.  Scientists didn't get rid of the haunts and gnomes any more then relativity got rid of Newtonian physics.  It just described them more accurately.  There is a real difference, though, between these models beyond accuracy, and that is weather... (read more)

FWIW, it took a long time between aquiring an understanding of how the moon orbits the earth and Sputnik.

Thank you.  That's a weak argument though.  Eliezer could assert that the technology to beat the CAPTCHAs exists and is understood--it's just too expensive for spammers to afford.

Because you did not break the "belief that you are wearing socks" into understandable steps, you are holding the claims to different standards, a subtle but correctible kind of confirmation bias.

In matters such as these, I consider a cognitive process to be "understood" when you know how to duplicate the relevant features given an unboundedly large but finite amount of computing power.

Yes, there are points to be argued about how you know you "understand" something's "relevant features", given that you can't actually ... (read more)

Many CAPTCHAs have already been broken, so it's not exactly a theoretical scenario.

As to free will, the first paper that comes to mind is David Hodgson's A Plain Person's Free Will.

I have not researched the issue in any great depth, but I'm sure there's plenty out there worth reading--and a true libertarian account of free will hardly seems impossible, though it may be implausible.

Here's a list from David Chalmers's online collection of mind papers.

There have been several articles on Bruce Schneier's blog in the past year about breaking CAPTCHAs.

Doug S., we get the point, nothing that Ian could say would pry you away from your version of reductionism, there's no need to make any more posts with Fully General Counterarguments. "I defy the data" is a position, but does not serve as an explanation of why you hold that position, or why other people should hold that position as well.

Anyway, my own introspection seems to tell me that, although I can "choose the choice that I want", my ability to choose the preferences that provide the underlying reasons for the choice are fa... (read more)

It seems to me the introspective evidence is greater for choices spurred on by our desires, than our desires themselves.  That is to say, I can't choose which ice cream flavors I like either--but I can choose when I eat ice cream.

Of course, that could be reducible to atoms--at least it's conceivable--the behavioral aspects at least, if not the qualia.

Frank Hirsch: "I don't think you can name any observations that strongly indicate (much less prove, which is essentially impossible anyway) that people have any kind of "free will" that contradicts causality-plus-randomness at the physical level."

Ian C.: More abstract ideas are proven by reference to more fundamental ones, which in turn are proven by direct observation. Seeing ourselves choose is a direct observation (albeit an introspective one). If an abstract theory (such as the whole universe being governed by billiard ball causatio... (read more)

Eliezer could assert that the technology to beat the CAPTCHAs exists and is understood

Id does.  In fact, most of the commonly used CAPTCHAs can be more reliably decoded by a machine than by a human being.

All: So far, people can solve individual CAPTCHA generation methods, but the problem I'm referring to is being able to solve any CAPTCHA that a human can.  A captcha can be made arbitrarily much more difficult for a computer, while at the same time making it only slightly more difficult for a human.  (And of course, there's the nagging issue of how O/B's captcha, er, works.  "But it doesn't keep out Silas!")  Moreover, arbitrary object recognition is much more general and difficult than character recognition.  Actually achieving a solution to it ... (read more)

Frank Hirsch: "You are saying that because it seems to you inside your mind that you had freedom of choice, it must automagically be so?"

I believe the mind is not magical or holy, but a natural occurrence. Therefore, to me, introspection is not automatically an invalid way of gathering knowledge.

'How do you propose to lend credibility to your central tenet "If you seem to have free will, then you have free will"?'

I'm not deducing (potentially wrongly) from some internal observation that I have free will. The knowledge that I chose is no... (read more)


Frank Hirsch:
How do you propose to lend credibility to your central tenet "If you seem to have free will, then you have free will"?

Ian C.:
I'm not deducing (potentially wrongly) from some internal observation that I have free will. The knowledge that I chose is not a conclusion, it is a memory.
If you introspect on yourself making a decision, the process is not (as you would expect): consideration (of pros and cons) -> decision -> option selected. It is in fact: consideration -> 'will' yourself to decide -> knowledge of option chose... (read more)

I'm not deducing (potentially wrongly) from some internal observation that I have free will. The knowledge that I chose is not a conclusion, it is a memory.

What would the memory have felt like if you only had the illusion of free will?

To be honest, I'm not convinced this is a useful argument. Does the existence (or otherwise) of 'free will' have any bearing on our ethics, our actions, or anything at all?

Frank Hirsch: "So much for evidence from introspective memory"

Those experiments are fascinating, but the fact that a damaged brain in a different situation makes up stories is not evidence that a healthy brain is doing so in this situation.

Ben Jones: "To be honest, I'm not convinced this is a useful argument."

I'm not convinced it's not a useful argument either. Argument is for when you have made a deductive chain that you want to explain to others. When all you are doing is pointing out something in their field of perception, all you ca... (read more)

• Sarah is hypnotized and told to take off her shoes when a book drops on the floor. Fifteen minutes later a book drops, and Sarah quietly slips out of her loafers. “Sarah,”, asks the hypnotist, “why did you take off your shoes?” “Well . . . my feet are hot and tired.”, Sarah replies. “It has been a long day”.
• George has electrodes temporarily implanted in the brain region that controls his head movements. When neurosurgeon José Delgado (1973) stimulates the electrode by remote control, George always turns his head. Unaware of the remote stimulation, he ... (read more)

This seems related to Dennett's greedy reductionism.  HT Doug S.

If I see our relationship as a status contest, and you are doing analysis and are better at it than I am, I might attempt to move the contest away from analysis and onto, say, aesthetics, or professions of faith, or rhetoric, or athleticism, or cooking, or some other area where I feel stronger.

I usually interpret objections like Keats' (and, more famously if more elliptically, Whitman's Learn'd Astronomer) as a status move along these lines. 

I sometimes refer to this as "choosing to reign in Hell." If I can't win at a game worth playing, the temp... (read more)

KEATS: Explanations of gnomes and rainbows take away the sense of wonder they give me.

YUDKOWSKY: We should get a sense of wonder from accurate explanations. 

As a general point about reductionism the essay may stand up well. As criticism of that poem, not so much. I for one enjoy both magical and "merely real" explanations, and see no contradiction in that. The sort of ideas people enjoy are a matter of taste. 

"philosophy will clip an angels wings".... explain that part of the poem please

I would think that it is wise indeed to take joy in the merely real however I believe also that it is not a fault to enjoy things which aren't real such as stories like 'HPMOR' and 'Luminosity' as long as these don't color your perception of the world outside these stories. As long as it doesnt change the area it shouldn't affect the model but you shouldn't let its non-existance prevent you from enjoying it.

It occurs to me that verbal overshadowing of feelings may be some of what people are complaining of when they consider explaining to constitute explaining away: where a good verbal description pretty much screens off one's own memories. This is part of the dangerous magic the good art critic wields - and why it's possibly more dangerous to an artist's art to read their positive reviews than their negative ones. It's a mechanism by which the explanation does, in fact, overshadow the feelings. So I have more sympathy for Keats having learnt of verbal overshadowing than I did before.

The disconnect here appears to derive from the fact that reductionists have models of the interactions of particles in their minds, which as a system produce the reality we observe directly.  Anti-reductionists fail to see that reductionists are accepting the larger model while saying it is composed of items that are not all the same.  Also, many are not ready to be able to have a model of reality in which the tiger is composed of interactions that are unbelievably small and have no particular connection to a tiger.  When a hostile anti-reductionist attack... (read more)

Can someone tell me, or is there a list somewhere, "all the other things that rationalists are supposed to say on such occasions"?

I find that having bits that come to mind automatically in certain situations really helps me to go about thinking in the right way (or at least a way that's less wrong.)

Well, I hate to say something against your post here, because I quite agree with it all.
Except there is one Mind Projection Fallacy of which I question whether it was done on purpose.
The fallacy where you are reducing the poem to it's parts.

The majority of poetry is metaphor.  All of the specific examples in that poem are metaphors for the feeling of majesty.  So to the poet, those three examples are quite the same.  The poet's distaste for scientific reduction isn't that everything is explained away, it's that explaining something reduces it's perceived... (read more)

So, hi,  8ish years late. I want to make sure I understand. Would this (reductionism) be somewhat like drawing a multi-leveled building of a map? I'm one of those 'don't yet fully understand the math articles' types. 



Fake Reductionism

There was an awful rainbow once in heaven:
 We know her woof, her texture; she is given
 In the dull catalogue of common things.
         —John Keats, Lamia  

I am guessing—though it is only a guess—that Keats himself did not know the woof and texture of the rainbow.  Not the way that Newton understood rainbows.  Perhaps not even at all.  Maybe Keats just read, somewhere, that Newton had explained the rainbow as "light reflected from raindrops"—

—which was actually known in the 13th century.  Newton only added a refinement by showing that the light was decomposed into colored parts, rather than transformed in color.  But that put rainbows back in the news headlines.  And so Keats, with Charles Lamb and William Wordsworth and Benjamin Haydon, drank "Confusion to the memory of Newton" because "he destroyed the poetry of the rainbow by reducing it to a prism." That's one reason to suspect Keats didn't understand the subject too deeply.

I am guessing, though it is only a guess, that Keats could not have sketched out on paper why rainbows only appear when the Sun is behind your head, or why the rainbow is an arc of a circle.

If so, Keats had a Fake Explanation.  In this case, a fake reduction.  He'd been told that the rainbow had been reduced, but it had not actually been reduced in his model of the world.

This is another of those distinctions that anti-reductionists fail to get—the difference between professing the flat fact that something is reducible, and seeing it.

In this, the anti-reductionists are not too greatly to be blamed, for it is part of a general problem.

I've written before on seeming knowledge that is not knowledge, and beliefs that are not about their supposed objects but only recordings to recite back in the classroom, and words that operate as stop signs for curiosity rather than answers, and technobabble which only conveys membership in the literary genre of "science"...

There is a very great distinction between being able to see where the rainbow comes from, and playing around with prisms to confirm it, and maybe making a rainbow yourself by spraying water droplets—

—versus some dour-faced philosopher just telling you, "No, there's nothing special about the rainbow.  Didn't you hear? Scientists have explained it away.  Just something to do with raindrops or whatever.  Nothing to be excited about."

I think this distinction probably accounts for a hell of a lot of the deadly existential emptiness that supposedly accompanies scientific reductionism.

You have to interpret the anti-reductionists' experience of "reductionism", not in terms of their actually seeing how rainbows work, not in terms of their having the critical "Aha!", but in terms of their being told that the password is "Science".  The effect is just to move rainbows to a different literary genre—a literary genre they have been taught to regard as boring.

For them, the effect of hearing "Science has explained rainbows!" is to hang up a sign over rainbows saying, "This phenomenon has been labeled BORING by order of the Council of Sophisticated Literary Critics.  Move along."

And that's all the sign says: only that, and nothing more.

So the literary critics have their gnomes yanked out by force; not dissolved in insight, but removed by flat order of authority.  They are given no beauty to replace the hauntless air, no genuine understanding that could be interesting in its own right.  Just a label saying, "Ha!  You thought rainbows were pretty?  You poor, unsophisticated fool.  This is part of the literary genre of science, of dry and solemn incomprehensible words."

That's how anti-reductionists experience "reductionism".

Well, can't blame Keats, poor lad probably wasn't raised right.

But he dared to drink "Confusion to the memory of Newton"? 

I propose "To the memory of Keats's confusion" as a toast for rationalists.  Cheers.

This seems to be reasonable account - but I'm somewhat bothered by the fact that it is an unflattering account of people who are not here to defend themselves.

You know who else is not here to defend himself? Hitler! :-)

I agree with Robin that that indeed seems the weak point. It is far from clear to me, and I suspect it is not the case, that Keats here is doing something along the lines of actually trying to convey that, oh, there's nothing special about rainbows, science has explained them, or whatever. Rather, he's invoking and playing with that sort of trope, for a sophisticated poetic purpose.

I think the main point or points of Eliezer's post here are sound, but even suggesting that that sort of thing could be pinned on Keats is a needless distraction. Obviously serious poetry isn't Eliezer's strong point, as I'm sure he'd be the first to agree. The introductory quote could still be used to good effect though.

I think that Keats is not trying to convey fake reductionism, but he is trying to convey "scientists believe in fake reductionism".

The fact that he doesn't believe it himself doesn't change his misunderstanding of it.

I don't see any reason to think he's trying to convey that scientists in general, or good ones, or anything like that, believe in fake reductionism. Some people do, and it's more charitable to Keats to presume he was just alluding to them.

Really, all we have to do to deal with anti-reductionists is ask them whether they treat the universe as an unbroken whole.  (Spoiler:  they don't!)

Reduction of perception is the only way we can process the incoming sense data.  Reduction of conception is the only way we can think about and understand that data.  Reductionism is the inevitable consequence of any attempt to understand the world - breaking the world down into discrete parts that can be understood on their own terms, instead of trying to deal with an effectively infinite system of inestimable complexity.

a) an approach to understanding the nature of complex things by reducing them to the interactions of their parts, or to simpler or more fundamental things or

b) a philosophical position that a complex system is nothing but the sum of its parts, and that an account of it can be reduced to accounts of individual constituents

You're right of course that everyone makes use, in some form, of reductionism as described in definition a. However, 'anti-reductionists' are more likely to be defining a philosophical position in opposition to the philosophical position described in definition b.

Anti-reductionists are aware that complex things can be easier to understand by breaking them into parts and their interactions, but they also dispute the idea that a complex system is nothing but the sum of its parts. This may take the form of some kind of supernatural, or something vague like 'emergence'.

Acknowledging that breaking things down can make them easier to understand does not imply that all things can be fully explained by that method.

A better example of an anti-reductionism argument would be the behavior of supercooled helium. I am not a solid state physicist myself, but I have been told by an anti-reductionist that superfluidic helium behaves non-reductionistically. I do not know if this is true. The person also told me that solid state physicists tend to be non-reductionists. I also don't know if that is true, but if I needed to know if reductionism were true, I would immediately go study solid state physics, since superfluidic helium seems to me to have the highest probability, out of any phenomenon I've observed, of being a counterexample.

This alleged person knows absolutely nothing about solid state physics, and is parroting back the opinions of other, better esteemed anti-reductionists.

To label anything that can be described by the laws of Quantum Mechanics as Anti-reductionist is so far borderline ludicrous. QM is our current best theory for how the parts in the sum-of-parts behave. The math is settled, the science is done, the rest is technological minutiae.

I know that is a very extraordinary claim, and I must confess that is somewhat hyperbole.

Let me give an analogy: What we know now of solid state physics, is like knowing Hamiltonian Classical Mechanics, compared to reality being General Relativity and QFT. We know the answer to the tenth decimal place.

We have located the Hypothesis Region pretty accurately. That much I know. The Rachet of Science Turns, But Never Backwards., I am no expert in solid state physics. I am knowledgable of QM phenomena and have rewritten my intuitions thoroughly. To give an example, I actually draw little scribbles on paper of wavefunctions in 1d and 2d and try to intensely visualize fields. On the rigorous side, I try for all my life to escape the tyranny of classical notions like "points" and use more topoligical methods. 

I have accepted that I live in a quantum/relativistic universe with a classical brain. And I am putting my excellent mathematical reasoning skills to work at weeding out whatever doesn't fit.

I dream of solving the problems inherent in the Anthropic Principle one day, and I intend to make a stab at that title. But enough about me.

CONCLUSION: This person, saying "Solid State Physics does not have Reductionism Nature" is spouting semantic nonsense, as I see it.

Sure they might have a vague idea, but they are most probably Professing an argument from someone else.

That someone else has probably misunderstood what Reductionism even means. As I see it, how can Solid State Physics possibly be anything but reductionistic! It's a really simple system compared to, say, a Brain!

It is like saying we haven't reduced fluid flows, while looking directly at the Navier-Stokes equations. The Maths are written. The Experiments have pushed our credence to 99.5%. The rest is crunching a lot of numbers and making experiments for those pesky edge cases, you know, like Electroweak Theory was brilliantly correct and relied on Higgs and then we made the LHC to find it.

How much do you know of solid state physics. You claim that there is noting more to learn, and I find that a very extraordinary claim.

Edited to explain my position more closely; thank you for calling me on hyperbole.

No problem; I was on the verge of calling you out as parroting the opinions and conclusions of others. The fact that their opinions and conclusions are correct enough for all practical and most impractical purposes does not excuse an appeal to authority.

I'm bothered by the tactic of explaining a groups' qualms by postulating they don't really understand the material.  It's just a shade shy of "Anti-reductionists are dumb."

The thing abut reductionists is that they think they're right.

Which means that anti-reductionists either don't have all the facts, or are choosing to ignore the facts, or are succumbing to other belief-in-belief-type biases.

When you're talking about someone you know to be wrong, the kindest thing that you can say about them is that they didn't have all their facts right.

"but I'm somewhat bothered by the fact that it is an unflattering account of people who are not here to defend themselves."

So is every history textbook. More usefully, there are still plenty of people around who see "science" as replacing the Earth's beauty with "boring stuff". If any of them are reading OB, they are quite welcome to comment.

Sorry for the random reminiscence if you'd rather not read it, but this post reminded me so much of an incident that happened in my 10th grade english class.  The grey-bearded teacher turned out the light and lit two candles.  He began to speak in a breathy, mysterious voice, "Colridge's metaphor of two candles which burn more brightly when brought together is so beautiful because it is also an optical reality."  He brought the candles together, "See how they reach higher and burn brighter when they are near, like the two souls..."
"That must be because of incomplete combustion!" I excitedly blurted out, "We just learned about this in chemistry!  If you limit the amount of oxygen to the flame, you can't completely oxidize the hydrocarbons in the wax, so some carbon is released that reflects light.  The candles have less access to oxygen when you bring them..."
"Damn it Laura this is an english class!  You've RUINED the effect!"
I actually felt quite proud that I could "ruin" S.T. Colridge...

You need to distinguish between "Keats, with Charles Lamb and William Wordsworth and Benjamin Haydon" and modern 'fake reductionists.'

Quite right.  I figured Robin was talking about anti-reductionists generally, but I suppose he could have been referring to Keats and friends.  To be clear, in my commentary I was referring to the former, and I presumed Robin was as well.

There's another kind of anti-reductionist: one who says that there is something (e.g., a field, a resonance, etc.) which influences the whole of an object and cannot be studied by reducing a complex object to easier-to-understand constituents. This is different from "science robs the rainbow of its beauty" reductionism -- as near as I can understand, the contention is that a better scientific understanding can be obtained by considering the object as a whole. I'm still not sure if this anti-reductionist position is a claim about the map or a claim about the territory.

Cyan, what you describe sounds a bit mystical, but there is an observable tendency for people to seek some magic bullet, some simple underlying factor which explains everything.  Single underlying factor theories are usually wrong, of course, and phenomena often involve a lot of complex relationships which need to be taken into account; some who call themselves reductionists are enamored of over-simplified single factor views (the way certain evolutionary psychologists talk about genes comes to mind), and it is likely that anti-reductionism is partly motivated in some cases by opposition to those single factor views.  However, understanding objects as wholes is not the way to recognize their true complexity; it's just another way to hide that complexity.

Cyan, this post's use of the word "anti-reductionist" didn't jive completely with me either.  I know quite a few self-proclaimed scientists that claim to have problems with reductionism (at least in certain topics, e.g. free will).  To them, holding a prism up to the mind continues to reveal a soul (as well as all that brain stuff).

Maybe this is a tangential observation, but I wonder if to some people "reductionism" is a stop-sign word.

Before Keats found out about what rainbows "really are" he experienced wonder while looking at them.
After, he didn't.

What else is the man supposed to do? He's got to try to investigate his experience, right? Where did he go wrong?

You are reducing his cognitive processes to those of a bumbling fool. They're complex, you just don't understand them. It doesn't seem like you're making enough of an effort.

Did Keats ever actually find out what rainbows "really are", or just that the fact that someone somewhere knows what they really are?

Before Keats found out about what rainbows "really are" he experienced wonder while looking at them.
After, he didn't.

What else is the man supposed to do? He's got to try to investigate his experience, right? Where did he go wrong?

I think the point Eliezer is trying to make is: The man should have investigated the rainbow scientifically and then feel wonder when he understood the physics behind it.

"The man should have investigated the rainbow scientifically and then feel wonder when he understood the physics behind it."

But surely a sense of wonder doesn't necessarily have to come from scientific understanding? But I'd agree that if a scientific understanding destroyed Keats's sense of wonder, then that was a bug in Keats, not a bug in scientific understanding.

I wonder that he didn't stop to wonder how amazing it was that light reflecting through a bunch of water droplets could create such a beautiful image in your mind.

That's roughly what I think when I see a rainbow.  Same with things like sun dogs, or a gorgeous blood-orange sunset.

Just because I understand what is happening doesn't mean I find them any less beautiful.  And besides, suppose I'm watching such a scene with someone who doesn't understand what they are seeing?  I get to explain how such a thing can be, and in some cases how easy they are to reproduce.

I dunno, I find that pretty awesome myself.  I honestly don't think Keats could have actually understood how rainbows formed and still feel cheated.  

Mark Twain was a very different author from Keats.  He did learn to understand the Mississippi very deeply, from the perspective of a riverboat captain and of an author on the topic.  In his book "Life on the Mississippi" he claims that while knowing the river as he did has its own pleasures, some of the  more generally accessible pleasures of gazing at the river as a naive person were lost in becoming an expert.  I don't know if they were still available from other rivers.  If you watch a toddler it's also clear that we no longer experience the pleasures of walking or grasping as non-experts, nor do we remember them to compare them to those of adult concentration on physical activity.  More trivially, one only gets to hear a joke or read a book for the first time once.  None of this goes very far towards justifying Keats's suggestion that we never hear the joke, as it were, but it does give us some reason, possibly mitigated by the prospect of transhuman recall but probably not eliminated, for some qualms at the prospect of immortality as a superior alternative to cycling the population, and of course a lesser reason for ambivalence about our departure from Malthusian rates of reproduction.

Once you understand a system at a given level, you can no longer derive information from it by observing it on that level - you have nothing more to learn from it, and so it has nothing more to offer to you.

Which do you find more interesting:  chess or Tic-Tac-Toe?

People who derive pleasure from the act of understanding 1) often fail to grasp why people who derive pleasure from not-understanding are hostile to them and 2) usually don't recognize that their happiness depends upon having a rich and unfamiliar world to learn about.

"But I'd agree that if a scientific understanding destroyed Keats's sense of wonder, then that was a bug in Keats"

If Keats could turn his wonder on and off like a light switch, then clearly he was being silly in withholding his wonder from science. Since science is clearly true, in order to maximize his wonder Keats should have pressed the "off" button for wonder based on ideas like rainbows being Bifrost the magic bridge to Heaven, and the "on" button for wonder based on science.

But Keats, and the rest of us, can't turn wonder on and off like that. Certain things like bridges to Heaven, or gnomes, naturally induce wonder in most people, without any special choice to take wonder in them. Certain other things like optics don't. It's not just a coincidence that there are more Lord of the Rings fanboys than Snell's Law fanboys out there. I don't know enough to say whether that's cultural or genetic, but I'm pretty sure it's not under my immediate conscious control.

Maybe with proper study of optics, some people will find it just as wonderful as they found the magic bridge Bifrost. But "With enough study, optics will become at least as wonderful as divine bridges are, and this is true for every single person on Earth regardless of variations in their personal sense of wonder" is a statement that needs proving, not a premise.

And if that statement's false, and if there are some people who really would prefer the possible world containing Bifrost to the possible world containing optics, then those people are perfectly justified in feeling sorrow that they live in the world with optics and no Bifrost. To be a good rationalist, such a person certainly has to willingly accept the scientific evidence that there is no Bifrost, but doesn't gain any extra rationality points by prancing about singing "Oh, joy, the refraction of light through water droplets in accordance with mathematical formulae is ever so much more wonderful than a magical bridge to Heaven could ever be."

Let me suggest a mechanism which explains Keat's (and my own - and every adult's [?]) "loss of wonder."

Part of what we do in using language is pointing to things and making noises so that other people who are experiencing the same thing (presumably) associate the noise to the thing. Now we have a nice way to refer to the "same thing."

The word "rainbow" then corresponds to more than just the visual input - it is all things associated with the rainbow. It is many things not explicitly associated with. It is a -loose- association. It feels free. It allows room for imagination. It is not serious. The point is that the word "rainbow" is like an arrow pointing straight into our emotional centers at THAT THING which is important (whatever it is) and that we love.

"Reducing" the rainbow to knowledge of light interacting with water droplets has a lot of effects:

1.) Some part of you always thinks of the science, the actuality, the existent when you think "rainbow" from now on. You can't help it. You can't just shut it off.

2.) Everything that you -didn't- know (the wonder, etc.) dissipates since you have reduced the phenomenon to an explanation with a bumper sticker (the qualia associated with the explanation).

3.) Your focus shifts from the experience of the colors, the relation of the colors, etc. to the words associated with the colors.

Words are boring.
Experience is great.
Get these words
Off my plate!

I'm in the middle of reading a wonderful fantasy.  It's John Crowley's four-volume series Aegypt (not to be confused with his one-volume book Aegypt published a decade or two ago.)  It is about a man who discovers that (here's the fantasy) there is more than one history of the world.  Only a few hundred years ago, the Earth was at the centre of the universe.  It was when people started to realise this wasn't so that the universe changed.  Before that, the Earth was at the centre of the universe, and always had been so.  After that the Earth wasn't at the centre, and had never been there.

This book excites my sense of wonder, even though I know it isn't so.

I'm also reading articles on how category theory is applied to quantum mechanics, and how this brings with it a whole set of nonclassical logics -- logics in which proof by contradiction fail, and in which 'and' and 'or' don't distribute (which I believe plays havoc with Bayes' theorem).  Fascinating stuff.

In the sixties I was drunk on Cantor's theories of transfinite numbers, just intoxicated with an appreciation of their sheer, unimaginable hugeness.  Don't tell me that mathematics is dry, and there is no sense of wonder there.

In the seventies I became a constructivist.  Gone were all those transfinite objects.  But the sense of wonder remains, and I keep finding new things to amaze me -- the sheer intricate details of finite things, and of merely countable infinity.  The boundary between finite representations of the infinite and the infinite things represented is wonderfully intricate in detail.

The sense of wonder is innate.  It attaches itself to things that exist and things that don't.  There's no need to give it up merely because you've felt the divine in things that are unreal.  It's still there, even if the things aren't.  It's still there, even if the things are.

But is it important to distinguish what is real and what is not.

This reminds me of a lesson that I learned, I'm embarrassed to admit, from Tom Brown Jr. (who later threw me out of his school for trying to verify his autobiographical claims).

If you're walking through the woods with a child, and they're interested in all the different plants that they see, they'll ask you what each one is.  And, often, they lose interest in each plant after you tell them its name.  They still don't know anything about the plant, but they think they do, and it's no longer mysterious and exciting to them.

This is the fault of the child, not the fault of the person who gave the plant its name.

This seems related to Dennett's greedy reductionism.  HT Doug S.

Reminds me of the part of Cat's Cradle by Vonnegut where a couple of people in a bar are talking about how scientists have discovered the secret to life, which turns out to be "proteins." If memory serves though, the characters aren't rueful about this fact and resentful toward science for spoiling the mystery of the "rainbow" of life; rather, they're just casually disinterested, as they would be if "scientists" had discovered a planet millions of lightyears away, since all they really know is that the password is "proteins." I think their attitude may be more healthy than Keats's, because if you're going to not understand something, it makes more sense to be indifferent than resentful.

Interestingly, I thought of the same scene when I read Wrong Questions. It's definitely useful for exploring a handful of LessWrong concepts. 

Banality's a recurring Vonnegut theme.  Reading that exchange, I got the impression that he's using the science-destroys-wonder meme as a way of expressing it, just like manipulating human history in order to deliver a minor spaceship part or tagging the firebombing of Dresden with "so it goes".  We shouldn't read too much into the fact that the characters aren't resentful of it; Vonnegut's characters never are.

I'm not sure we have enough evidence to say that Vonnegut thought we should be resentful towards science for spoiling the beauty and terror of the unknown, but I'm pretty sure he didn't regard that kind of spoiler -- or indifference to it -- as a positive thing.  And that seems to me like it maps pretty well to "the dull catalogue of common things".

I haven't read as much Vonnegut as I'd like to, but I read that theme of Cat's Cradle as being closer to the disconnect "normal" people feel from scientists who are seen as not just inscrutable creators of technology but also moral authorities (reflected in characters like the secretary and general IIRC).

Mainly though, it's less science-destroys-wonder and more directionless-science-destroys-everything, which no one will prevent if they don't know they should. (I just read Three Worlds Collide today and the plot point introduced near the end about what happened with the mathematical constant is a more optimistic version of events for a similar discovery.) From what I have read of Vonnegut, the non-resentful characters are still non-resentful in order to convey part of the message, even if they are common.

I suppose we must quote back Millay: "Euclid alone has looked on beauty bare"

Allow me to provide some insight, as an erstwhile "anti-reductionist" in the sense that Eliezer uses it here.  (In many senses I am still an anti-reductionist.)  I think that what is at work here is the conflict between intuition and analysis.  However, before I remark on the relevance of these concepts to the experience of a rainbow, I would like to clarify what I mean by the terms "intuition" and "analysis".

The way I understand the mind, at the very deepest level of our consciousnesses we have our core processes; these are the things we have carried with us from the dawn of our evolution.  And somewhere around there is our emotions and our gut reactions.  Because these are such fundamental processes, and because they are ingrained in us so deeply, we feel them especially strongly.  Emotions add richness and depth to experience.

As I see it, emotion is deeper than intuition, but not much deeper.  Because our intuitive thought processes are so close to our emotional thought processes, intuitive thoughts are more likely to inspire emotional experiences.  And as I see it, analysis is at the very surface level of our minds: it is our verbal reasoning, to which we have full conscious access.  Because analysis is further from emotion than intuition is, it is less likely than intuition to inspire an emotional response.  I suspect that it's for this reason that verbal, rational, conscious analyses are often seen as dry and lifeless and lacking any emotional resonance.

Here is what I believe Keats experienced.  Before he knew the scientific explanation of the rainbow, he experienced rainbows intuitively and they caused in him a powerful emotional response.  When he saw a rainbow, it did not trigger conscious verbal thought, and instead it triggered intuition which triggered emotion.  But after he knew the scientific explanation, that verbal experience of the rainbow overrode the intuitive experience.  Now, when Keats saw a rainbow, it triggered the conscious analysis level of his mind, and did not trigger intuition or emotion, and thereby were rainbows made less beautiful.

It could also be possible that before Keats knew the scientific explanation of rainbows, he had a very different verbal understanding of them.  After all, Keats was a poet, so one would expect him to have been a very verbal thinker.  But there are some verbal descriptions which are closer to intuition than others.  The more concrete a description, the closer to intuition it is (at least, this is my hypothesis).  Intuition is very symbolic, as is well-known from dreams.  Abstract concepts are represented by simpler, concrete symbols.  Thus, I believe that the more concrete a description is, the more intuitive it is, and the more likely it is to incite an emotional response.  Whoever explained the rainbow to Keats probably did so in abstract scientific terms, and thus this description probably did not trigger such an emotional response, and Keats therefore did not think it was beautiful.

I suspect that the reason we scientifically-minded types find scientific explanations beautiful is because we understand them intuitively.  Much of learning involves gaining an intuition for a subject.  Those who have studied science have gained the intuition required to understand it.  What this means, in terms of my model of cognition, is that the words for scientific explanations now activate symbolic, intuitive concepts, which in turn activate emotion.  According to my model, then, those who have learned a subject deeply would be more likely to feel emotions when hearing about that subject, than those who have not been exposed to it.  From my own experiences and from talking to others it seems like this is largely true.

A final alternative presents itself.  Perhaps Keats does feel emotion when presented with the scientific explanation of the rainbow.  Perhaps this emotion is negative.  When he hears the scientific words he recalls tedious days in science classes that failed to capture his imagination and he then associates rainbows with this tedium.  Rainbows then become less beautiful because they have been explained in a way that is negative to Keats.

Anyway what I think is that we need better education, which teaches kids the beauty of scientific ideas.  Actually, I suspect science fiction novels would be better for this than textbooks and classes; good writers have a way of infusing ideas with beauty, and reading science fiction as a kid seems to enhance enthusiasm for science.

The question may have once been which poet gets quoted when rainbows are brought up. If Keats isn't adding to the discussion in a meaningful way anymore since his metaphors will play second fiddle to the ones that of Newton, which were wonderful and exciting enough that Newton was driven to poking himself in the eye with a needle over them.  I don't know if Keats even in his heyday could have claimed that.  It may have been that his views on rainbows were propagated in some ingroup, until someone from that ingroup quoted them to someone in an ingroup with exposure to Newton's ideas on the same.  They would have looked bad when that happened, but they would likely bring up the same thing to a person who might quote Keats to them, and so on until Keats himself was bested at his own game.  

The problem isn't that Science is taking away from Rainbows, the problem is that Science is taking the power of controlling perception and justifying belief (mostly in other people) from Keats.  No kidding he's going to be unhappy about it.

Science changes the poetry dynamic Keats' is used to because suddenly there's competition for what gets associated with what idea in such a way that poets don't necessarily get first dibs in the minds of people that they care about.  Similar to how Galileo got in trouble for changing the scope of mathematicians from strictly below philosophers, this may be another instance of Newton changing how we view things by raising the social position of those who participate in science to where it is acceptable to challenge the status of a poet.  Poets were important enough in Keats' day that the heads of governments had their own poet on staff.

Keats just could not keep up with what was actually still wonderful to the people he would have seduced with his ideas: Darwin came later, and found wonder still left:

"There is grandeur in this view of life, with its several powers, having been originally breathed into a few forms or into one; and that, whilst this planet has gone cycling on according to the fixed law of gravity, from so simple a beginning endless forms most beautiful and most wonderful have been, and are being, evolved. " - Charles Darwin

Of course this dynamic may be changing yet.  This framing of the problem leaves open the possibility that our personal ability to perceive wonder can get very broken when our computer systems produce the models for us, as described by radiolab (tl; dr when you have computer systems that can derive laws describing phenomena better than we can understand the reason behind those laws, but which nevertheless describe those systems that generate the phenomena, we may be at something of a loss when it comes to our 'right' to perceive wonder). Being unable to physically train your brain to assign wonder to wonderful thing seems to be a different problem than this one, more of a disability rather than anything.

An alternative, non-mainstream, interpretation of this stanza of the poem.

Even as late as 1820, the reader might think of Genesis:

I have set my rainbow in the clouds, and it will be the sign of the covenant between me and the earth.
Whenever I bring clouds over the earth and the rainbow appears in the clouds,
I will remember my covenant between me and you and all living creatures of every kind. Never again will the waters become a flood to destroy all life.

In Genesis, the rainbow is a memorial to genocide. It is "awful" in the old sense of "awe-inspiring" but also in the mid 19th century sense of "frightening". When someone learns there is a complete reductionist understanding of the rainbow, even if they don't understand it, that disproves the literal Genesis account. The completeness is important, as it closes out a "God of the gaps" who transforms light as it passes through water.

Aside: sometimes Christians worry less about existential risk because they think God will prevent human extinction. I remind them that this is only a covenant that the waters will not destroy all life. If an AI kills all humans that is not covered.



Savanna Poets

    "Poets say science takes away from the beauty of the stars—mere globs of gas atoms.  Nothing is "mere".  I too can see the stars on a desert night, and feel them.  But do I see less or more?
    "The vastness of the heavens stretches my imagination—stuck on this carousel my little eye can catch one-million-year-old light.  A vast pattern—of which I am a part—perhaps my stuff was belched from some forgotten star, as one is belching there.  Or see them with the greater eye of Palomar, rushing all apart from some common starting point when they were perhaps all together.  What is the pattern, or the meaning, or the why?  It does not do harm to the mystery to know a little about it.
    "For far more marvelous is the truth than any artists of the past imagined!  Why do the poets of the present not speak of it?
    "What men are poets who can speak of Jupiter if he were like a man, but if he is an immense spinning sphere of methane and ammonia must be silent?"
            —Richard Feynman, The Feynman Lectures on Physics, Vol I, p. 3-6 (line breaks added)

That's a real question, there on the last line—what kind of poet can write about Jupiter the god, but not Jupiter the immense sphere?  Whether or not Feynman meant the question rhetorically, it has a real answer:

If Jupiter is like us, he can fall in love, and lose love, and regain love.
If Jupiter is like us, he can strive, and rise, and be cast down.
If Jupiter is like us, he can laugh or weep or dance.

If Jupiter is an immense spinning sphere of methane and ammonia, it is more difficult for the poet to make us feel.

There are poets and storytellers who say that the Great Stories are timeless, and they never change, they only ever retold.  They say, with pride, that Shakespeare and Sophocles are bound by ties of craft stronger than mere centuries; that the two playwrights could have swapped times without a jolt.

Donald Brown once compiled a list of over two hundred "human universals", found in all (or a vast supermajority of) studied human cultures, from San Francisco to the !Kung of the Kalahari Desert.  Marriage is on the list, and incest avoidance, and motherly love, and sibling rivalry, and music and envy and dance and storytelling and aesthetics, and ritual magic to heal the sick, and poetry in spoken lines separated by pauses—

No one who knows anything about evolutionary psychology could be expected to deny it:  The strongest emotions we have are deeply engraved, blood and bone, brain and DNA.

It might take a bit of tweaking, but you probably could tell "Hamlet" sitting around a campfire on the ancestral savanna.

So one can see why John "Unweave a rainbow" Keats might feel something had been lost, on being told that the rainbow was sunlight scattered from raindrops.  Raindrops don't dance.

In the Old Testament, it is written that God once destroyed the world with a flood that covered all the land, drowning all the horribly guilty men and women of the world along with their horribly guilty babies, but Noah built a gigantic wooden ark, etc., and after most of the human species was wiped out, God put rainbows in the sky as a sign that he wouldn't do it again.  At least not with water.

You can see how Keats would be shocked that this beautiful story was contradicted by modern science.  Especially if (as I described yesterday) Keats had no real understanding of rainbows, no "Aha!" insight that could be fascinating in its own right, to replace the drama subtracted—

Ah, but maybe Keats would be right to be disappointed even if he knew the math.  The Biblical story of the rainbow is a tale of bloodthirsty murder and smiling insanity.  How could anything about raindrops and refraction properly replace that?  Raindrops don't scream when they die.

So science takes the romance away (says the Romantic poet), and what you are given back, never matches the drama of the original—

—even if you do know the equations, because the equations are not about strong emotions.

That is the strongest rejoinder I can think of, that any Romantic poet could have said to Feynman—though I can't remember ever hearing it said.

You can guess that I don't agree with the Romantic poets.  So my own stance is this:

It is not necessary for Jupiter to be like a human, because humans are like humans.  If Jupiter is an immense spinning sphere of methane and ammonia, that doesn't mean that love and hate are emptied from the universe.  There are still loving and hating minds in the universe.  Us.

With more than six billion of us at the last count, does Jupiter really need to be on the list of potential protagonists?

It is not necessary to tell the Great Stories about planets or rainbows.  They play out all over our world, every day.  Every day, someone kills for revenge; every day, someone kills a friend by mistake; every day, upward of a hundred thousand people fall in love.  And even if this were not so, you could write fiction about humans—not about Jupiter.

Earth is old, and has played out the same stories many times beneath the Sun.  I do wonder if it might not be time for some of the Great Stories to change.  For me, at least, the story called "Goodbye" has lost its charm.

The Great Stories are not timeless, because the human species is not timeless.  Go far enough back in hominid evolution, and no one will understand Hamlet.  Go far enough back in time, and you won't find any brains.

The Great Stories are not eternal, because the human species, Homo sapiens sapiens, is not eternal.  I most sincerely doubt that we have another thousand years to go in our current form.  I do not say this in sadness: I think we can do better.

I would not like to see all the Great Stories lost completely, in our future.  I see very little difference between that outcome, and the Sun falling into a black hole.

But the Great Stories in their current forms have already been told, over and over.  I do not think it ill if some of them should change their forms, or diversify their endings.

"And they lived happily ever after" seems worth trying at least once.

The Great Stories can and should diversify, as humankind grows up.  Part of that ethic is the idea that when we find strangeness, we should respect it enough to tell its story truly.  Even if it makes writing poetry a little more difficult.

If you are a good enough poet to write an ode to an immense spinning sphere of methane and ammonia, you are writing something original, about a newly discovered part of the real universe.  It may not be as dramatic, or as gripping, as Hamlet.  But the tale of Hamlet has already been told!  If you write of Jupiter as though it were a human, then you are making our map of the universe just a little more impoverished of complexity; you are forcing Jupiter into the mold of all the stories that have already been told of Earth.

James Thomson's "A Poem Sacred to the Memory of Sir Isaac Newton", which praises the rainbow for what it really is—you can argue whether or not Thomson's poem is as gripping as John Keats's Lamia who was loved and lost.  But tales of love and loss and cynicism had already been told, far away in ancient Greece, and no doubt many times before.  Until we understood the rainbow as a thing different from tales of human-shaped magic, the true story of the rainbow could not be poeticized.

The border between science fiction and space opera was once drawn as follows:  If you can take the plot of a story and put it back in the Old West, or the Middle Ages, without changing it, then it is not real science fiction.  In real science fiction, the science is intrinsically part of the plot—you can't move the story from space to the savanna, not without losing something.

Richard Feynman asked:  "What men are poets who can speak of Jupiter if he were like a man, but if he is an immense spinning sphere of methane and ammonia must be silent?"

They are savanna poets, who can only tell stories that would have made sense around a campfire ten thousand years ago.  Savanna poets, who can tell only the Great Stories in their classic forms, and nothing more.

http://www.cc.gatech.edu/home/idris/Essays/Shakes_in_Bush.htm

That link is now broken, unfortunately. Here's a working one.

It's a great story of an anthropologist who, one night, tells the story of Hamlet to the Tiv tribe in order to see how they react to it. They get invested in the story, but tell her that she must be telling it wrong, as the details are things that wouldn't be permissible in their culture. At the end they explain what really must have happened in that story (involving Hamlet being actually mad, due to witchcraft) and ask her to tell them more stories.

I wonder if certain cognitive biases aren't essential to storytelling. You could almost define "story" in terms of the absence of probability - while 'overcoming bias' is to a large extent a matter of forcing oneself to think in probabilistic terms.

"The Great Stories are not timeless, because the human species is not timeless."

Storytelling itself only goes back a few hundred thousand years, but many of the concepts in our stories (murder, lust, betrayal, adultery, etc.) have identifiable homologues in animals. Several appear to go all the way back to the dawn of the complex nervous system.

Prof. Hanson says  (or at least he used to say)economics tells us "stories without fools."  Economics has the stories about mostly rational actors.  But that seems to be why so many people aren't interested in economics, people love those fools.  The fools are just so dang compelling and romantic.

Lucretius' On the Nature of Things (http://en.wikipedia.org/wiki/On_the_Nature_of_Things) is considered one of the most beautiful epic poem ever written and the subject can be summed up as the rejection of religion in favor of the physical sciences. Written before Christianity even existed, Lucretius describes atoms, the movement of mass, the infinite nature of the universe, and the materialistic nature of the soul. Beautiful indeed.

Reading Lucretius made me realize how long the science vs religion debate has been going on. I was introduced to Lucretius through reading George Santayana, the American Philosopher of aesthetics in particular of literature and poetry. I discovered Santayana at about the same time I discovered E.T. Jaynes which is an weird coincidence since they both seem to base their doctrine on untangling the confusion of the mind projection fallacy. They both argue at length that humans attribute too much of what goes in their head to the real world. Santayana used it to argue that religion is poetry and it is an error to believe it speaks of the real universe when it is only meant to metaphorically and poetically represent our internal thoughts about the world.

I find that even if Santayana was no mathematician, his ideas fit very well with Bayesianity. Here are some select quotes from The Life of Reason:

"Science and common sense are themselves in their way poets of no mean order, since they take the material of experience and make out of it a clear, symmetrical, and beautiful world; the very propriety of this art, however, has made it common. Its figures have become mere rhetoric and its metaphors prose. Yet, even as it is, a scientific and mathematical vision has a higher beauty than the irrational poetry of sensation and impulse, which merely tickles the brain, like liquor, and plays upon our random, imaginative lusts. The imagination of a great poet, on the contrary, is as orderly as that of an astronomer, and as large; he has the naturalist's patience, the naturalist's love of detail and eye trained to see fine gradations and essential lines; he knows no hurry; he has no pose, no sense of originality; he finds his effects in his subject, and his subject in his inevitable world."

"Thought, we are told rightly enough, cannot be accounted for by enumerating its conditions. A number of detached sensations, being each its own little word, cannot add themselves together nor conjoin themselves in the void. Again, experiences having an alleged common cause would not have, merely for that reason, a common object. Nor would a series of successive perceptions, no matter how quick, logically involve a sense of time nor a notion of succession. Yet, in point of fact, when such a succession occurs and a living brain is there to acquire some structural modification by virtue of its own passing states, a memory of that succession and its terms may often supervene. It is quite true also that the simultaneous presence or association of images belonging to different senses does not carry with it by intrinsic necessity any fusion of such images nor any notion of an object having them for its qualities. Yet, in point of fact, such a group of sensations does often merge into a complex image; instead of the elements originally perceptible in isolation, there arises a familiar term, a sort of personal presence."

"When this diversity between the truest theory and the simplest fact, between potential generalities and actual particulars, has been thoroughly appreciated, it becomes clear that much of what is valued in science and religion is not lodged in the miscellany underlying these creations of reason, but is lodged rather in the rational activity itself, and in the intrinsic beauty of all symbols bred in a genial mind. Of course, if these symbols had no real point of reference, if they were symbols of nothing, they could have no great claim to consideration and no rational character; at most they would be agreeable sensations. They are, however, at their best good symbols for a diffused order and a tendency in events; they render that reality with a difference, reducing it to a formula or a myth, in which its tortuous length and trivial detail can be surveyed to advantage without undue waste or fatigue.  Symbols may thus become eloquent, vivid, important, being endowed with both poetic grandeur and practical truth."

"Science, which thinks to make belief in miracles impossible, is itself belief in miracles–in the miracles best authenticated by history and by daily life"

Now here's something to sink the teeth into - a sort of challenge - can we do better?

I guess my reaction to this post is a sort of microcosm of my reaction to most of the content of this blog - I think that our biases are -necessary-, in fact, I think they are the way that we think. They are easily exposed and routed out in our interactions with very basic things, but can you tell me how to get rid of my biases in thinking about Category Theory? How do I get rid of my biases when reading the works of Foucault?

Our biases are a consequence of our computational contexts.
We cannot get outside of our computational contexts.

Thus, I am beginning to think that the "right work" of the intellectual is to -expose- and -inspire- rather than to -criticize- and -condemn-.

This post speaks to that.
We cannot get out of our computational contexts, but let's evolve them together so that we have the foundation required to inspire, yo!
Thanks for this post - it's certainly inspired a lot of thought in me.

I think this post covers a lot of "overcoming bias" in total. To pick on thought completions:

But the Great Stories in their current forms have already been told, over and over.  I do not think it ill if some of them should change their forms, or diversify their endings.

Paraphrased completed thought: "I can, and I should, change, because I should, and I can."

"And they lived happily ever after" seems worth trying at least once.

Paraphrased completed thought: "An enumeration of possibilities completes me."

With more than six billion of us at the last count, does Jupiter really need to be on the list of potential protagonists?

Paraphrased completed thought: "A metaphorical approximation is beneath me."

We're less different from the people who lived 10,000 years ago than we like to think. Great Stories are great because of what they tell us about being human. When they cease to apply, will we have to come up with a new term to replace 'human'? What will that term be, and what will that change signify?

Presumably the advantage of making Jupiter into a person rather than a ball of gas is not simply that we get an extra person to think about, but that it also allows us to explain various natural phenomena in a peculiarly satisfying way - as the traces of intelligible actions. Not that these explanations would have much to recommend them if you seriously wanted to understand the pheonomena. But literary writers are not, for the most part, in that business; "poetic truth" is an alienans predication, like "Tennessee whiskey".

"Savannah poets" is a superb coinage, btw. Is it yours?

"What men are poets who can speak of Jupiter if he were like a man, but if he is an immense spinning sphere of methane and ammonia must be silent?"
Why pick methane and ammonia of all things? Combined, those make up less than 0.4% (original source page) of the planet by volume. Either by volume or by mass, Jupiter mostly consists of molecular hydrogen.

Jupiter's not just
Ammonia and Methane.
Hydrogen, mostly

The assertion that you can't write poetry about planets is nonsense, anyway. I personally know of hundreds of limericks referencing Uranus.

People often say things like that, and it's quite silly.  We don't learn things from those stories.  Learning is quite unlike the response the stories generate, and if learning were what attracted us to them, they wouldn't have that universal appeal.  What they generate is recognition.  The "Great Stories" are collections of social interaction elements, patterns that natural selection has optimized us to detect in observations and recountings of events.

They're also incredibly boring to anyone willing to wrench their powers of analysis away from the thrall of their social-operations modules and look at them directly.

@ Caledonian: eh? But why would the ability to suspend one's social-operations module at will make it boring to look at stories while using that module? And in what sense is one seeing them "directly" when one stops treating them as simulated social interactions?

Perhaps "learning" is the wrong word. But "recognition" seems too restrictive to capture everything that makes a good story good. There's also surprise - when an author uses the reader's capacity for recognition against them. Surely you admit that this is pretty much the life-blood of storytelling. And, for that matter, it strikes me that it probably can teach you something - about your own inferential dispositions, if nothing else.

Lake, as far as I know, "savanna poets" is my coinage.  (Savannah is a city.)

Sebastian, I was just quoting Feynman, I didn't think to look up the composition of Jupiter directly.  I'd call it 'ironic', but it wouldn't really be any less ironic if I'd believed Wikipedia instead of Feynman.

Tom McCabe, complex nervous systems haven't been around forever either.  Ben Jones, 10,000 years is not really a very long amount of time.

Caledonian, if human stories bore you, what interests you?

I'd call it 'ironic', but it wouldn't really be any less ironic if I'd believed Wikipedia instead of Feynman.
What about believing the NASA page used as a source for the WP article instead of Feynman?

Caledonian, if human stories bore you, what interests you?

Wait, what were we talking about?  What do we need to taboo?

Since I've committed to this thread, I might raise another (tangential?) issue.  Are you (Elezier) entirely certain of your understanding of evolutionary biology?  I'm by no means an expert, but look at what you wrote here: "Anger exists in Homo sapiens because angry ancestors had more kids.  There's no other way it could have gotten there."

The first sentence is true only in the most trivial sense.  Noam Chomsky explained this well: "While it is true in a very vague sense (it's correct to say that systems we now have developed through evolution, through natural selection), it's important to recognize how little we're saying when we say that.  For example, it is certainly not necessarily the case that every particular trait that we have is the result of specific selection, that is, that we were selected for having that trait."

Thus, taken together, your second statement strongly implies two things

As Chomsky points out, implication #2 is simply untenable and untrue.  Implication #1 is an empirical matter that must be proved, if, indeed, it even can be proved.

There's another statement of yours that I recently read which strikes me as patently, fundamentally wrong:
"But if faith is a true religious adaptation, I don't see why it's even puzzling what the selection pressure could have been.

Heretics were routinely burned alive just a few centuries ago.  Or stoned to death, or executed by whatever method local fashion demands.  Questioning the local gods is the notional crime for which Socrates was made to drink hemlock."

Setting aside the flawed assumptions of your argument (namely, that religion is a human universal), here you seem to disregard the crucial warning issued by G.C. William against misuse of the concept of "adaptation" (even as you rightly call attention to his criticisms of "group selection"): "Evolutionary adaptation is a special and onerous concept that should not be used unnecessarily, and an effect should not be called a function unless it is clearly produced by design and not by chance.  When recognized, adaptation should be attributed to no higher a level of organization than is demanded by the evidence." (Williams 1966)

It is simply wrong to base an argument of human function on evidence for which natural selection cannot act.  First, even strong selective pressure acting over mere centuries is generally not sufficient to produce adaptation (natural selection can act fast, but not that fast).  This is especially true when that selective pressure arises in an environmental context fundamentally altered from the ancestral environment.

Second, arguments about human adaptations must always be couched in terms of the ancestral environment in which the ancestral traits were "groomed".  Our ability to prove an instance of adaptation is directly proportional to our ability to prove certain aspects about the ancestral environment and our ability to prove certain aspects about the ancestral genome.  The recent goings on during the Middle Ages have had no statistically significant effect that one may characterize as 'an adaptation'.

In my view, it is far more likely that religion and faith are maladaptive or nonadaptive evolutionary artifacts correlated (genetically or environmentally) to certain other adaptive emotional organs and that the peculiar stimuli of our modern environment elicits these religious emotions quite incidentally, quite accidentally.  This is my own intuitive speculation, though. In theory, these matters can be settled empirically, depending upon our capacity to illuminate the vagaries of the ancestral environment.

Let me end with a quote from Donald Symons "The Evolution of Human Sexuality", which has inspired my thinking on these matters and to which I point at as an example of excellent literature:

"The complexity of human interaction and the subtleties of judgment and calculation required to achieve reproductive success in any given society may be sufficient to account for the evolution of learning potentials that make possible--as an incidental effect--human social variability.

I believe that this possibility should receive serious consideration especially since it is in many ways uncongenial.  It is uncongenial, for example, because we value creativity and do not value Machiavellian intrigue, and to propose that intrigue is a function of the human brain and creativity is an incidental effect may seem to elevate and justify the former and to denigrate and trivialize the latter; but this is true only to the extent that natural is equated with good.  This point of view is also uncongenial because it implies that a great deal of human variability observed today probably is not explicable by any general scheme but is largely a product of historical circumstances.  If this is true, it seriously compromises the possibility of finding general explanations for human behavior.  But however uncongenial this may be to our satisfaction in intellectual generalization, it may be true nonetheless." (Symons 1979)

I suggest you follow the same advice you offered to (amateur and ancient) philosophers: do not be too eager to offer a generalized answer to all questions of human function.  It is possible that some knowledge is simply beyond our scope of knowing.  We should therefore confront and internalize the limitations knowledge capacity, so that we might better formulate questions that lie within reachable bounds.

Thus, taken together, your second statement strongly implies two things 1. That anger was selected because it had a direct effect on differential fitness and 2. that no other hypothesis could account for this development.

I didn't infer either of those from his statement.  He simply stated an undeniable evolutionary fact: anger exists because our angry ancestors had more kids.

Nothing there suggests anger was directly selected for, it's perfectly reasonable to think anger was simply associated with a trait that improved fitness.  This is especially true if anger is an undesirable trait.  If you assumed anger was selected for, but realized it was undesirable so that selection did not make much sense, you would need to recognize that you were confused, and start asking more questions.  You'd soon realize that anger was associated with other traits, and could "piggyback" on desirable traits.

Then the statement makes perfect sense, and since it is clearly not attempting to describe why anger is here, you understand that anger is here because it was associated with desirable traits, which is why we can bemoan the concept of anger at all.  

Also, everything I've read from Eliezer so far screams "ABSOLUTELY NOT!" to #2.  So too, I never would have made that inference from his statement.

Um, I just wrote a rather lengthy reply here and it was somehow flagged by a bot as being spam.  That's extremely disheartening, as I suspect that by the time it gets reviewed by a human and posted, no one will be around to see it.  What kind of bot mistakes such an unmistakably authentic post for spam, for Chrissake?

Systems that initially attract my attention, are sufficiently ordered so that I can form expectations about them, but sufficiently unpredictable such that my expectations are violated in comprehensible-yet-unexpected ways.  If they don't appeal enough for me to generate expectations in the first place, there's no potential for interest.  If they're so conventional and banal that the expectations I do generate are always met, there's no potential for interest either.  If they're so random or nonsensical that I can't anticipate at all, there's no interest.

For general examples of such phenomena, I recommend studying why people found Joss Whedon's Firefly so exceptional.  Pay particular attention to Wash playing with the dinosaurs, and Mal violating the warranty on the engine intake.

The "human stories" are potato chips:  fat, salt, and starch, devoid of real nutritional value in our modern society, but appealing to ancient instinctual drives that urge us to gorge ourselves on them.

Caledonian, this post also reminded me of that part of "The Planck Dive." But we should distinguish between the archetypal myths Sachio derides and human stories in general. I should think that Greg Egan's works still count as "human stories," even if they're not always about humans exactly. The characters are still lovable, comprehensible--I should say social. That there's physics doesn't eliminate the (trans)human element.

It seems to me that when Egan attempts to make his books more 'literary' by making concepts secondary to the 'human interest' elements of characterization and emotional struggle, his writing becomes stilted and awkward.  When he lets characters and their personal perspectives be straw dogs that illustrate and instantiate transcendent concepts, the work is excellent and the story flows.

The best science fiction has always been so deeply concerned with ideas that they are treated as more vital than the story's human elements, and it has been criticized on those grounds as not being true literature.  I say literature is a pointless appeal to hardwired primate thought patterns that are of little value or interest.

That's a pretty big claim. Do you never watch television? Listen to music? Talk to other primates? Or is it just all transcendentalism, all the time?

Also, what notion of value do you have in mind, if not something that pushes your primate buttons? And if you're so down on the pleasures of narrative, why read sci-fi at all? Why not just, you know, read sci?

People who don't read preceding posts make baby Jesus turn over in his grave.

"... if not something that presses your primate buttons."

As if "transcendent concepts" isn't a primate button. Don't fool yourself into thinking that Science has some mind-independent value that "characterization and emotional struggle" lack.

@Caledonian
You say you're not interested in human stories, but instead in:

"Systems that initially attract my attention, are sufficiently ordered so that I can form expectations about them, but sufficiently unpredictable such that my expectations are violated in comprehensible-yet-unexpected ways."

Science is useful for predicting and manipulating the world.  This is a value quite independent of any enjoyment we might derive from the contemplation of its concepts and findings.

What, you mean you start finding it everywhere? If only.

The problem with talking about Jupiter being a ball of gas, is that it cannot feel, and emotion is the primary goal of poetry.  You certainly can have stories that endure science, but putting a story on Jupiter is not changing the story much at all.  One example that I personally enjoy is Star Trek.  It dealt with issues in a different way, but they were still the same issues affecting current society.  I fail to understand what you are asking future poets to do.  Emotion is the same, the only thing poets can do is change the setting.

https://www.fairviewhs.org/system/files/10164/original/ib-shakespeare-in-the-bush-1.pdf?1349452587

This post is different. For it is poetic. And I liked to read it in a different way than I liked to read other posts. Thanks for putting simple words into a beautiful form, Eliezer.






Joy in the Merely Real

Joy in the Merely Real

                    ...Do not all charms fly
 At the mere touch of cold philosophy?
 There was an awful rainbow once in heaven:
 We know her woof, her texture; she is given
 In the dull catalogue of common things.
        —John Keats, Lamia

You've got to admire that phrase, "dull catalogue of common things".  What is it, exactly, that goes in this catalogue?  Besides rainbows, that is?

Why, things that are mundane, of course.  Things that are normal; things that are unmagical; things that are known, or knowable; things that play by the rules (or that play by any rules, which makes them boring); things that are part of the ordinary universe; things that are, in a word, real.

Now that's what I call setting yourself up for a fall.

At that rate, sooner or later you're going to be disappointed in everything—either it will turn out not to exist, or even worse, it will turn out to be real.

If we cannot take joy in things that are merely real, our lives will always be empty.

For what sin are rainbows demoted to the dull catalogue of common things?  For the sin of having a scientific explanation.  "We know her woof, her texture", says Keats—an interesting use of the word "we", because I suspect that Keats didn't know the explanation himself.  I suspect that just being told that someone else knew was too much for him to take.  I suspect that just the notion of rainbows being scientifically explicable in principle would have been too much to take.  And if Keats didn't think like that, well, I know plenty of people who do.

I have already remarked that nothing is inherently mysterious—nothing that actually exists, that is.  If I am ignorant about a phenomenon, that is a fact about my state of mind, not a fact about the phenomenon; to worship a phenomenon because it seems so wonderfully mysterious, is to worship your own ignorance; a blank map does not correspond to a blank territory, it is just somewhere we haven't visited yet, etc. etc...

Which is to say that everything—everything that actually exists—is liable to end up in "the dull catalogue of common things", sooner or later.

(Self-deception might be an option for others, but not for you.)

This puts quite a different complexion on the bizarre habit indulged by those strange folk called scientists, wherein they suddenly become fascinated by pocket lint or bird droppings or rainbows, or some other ordinary thing which world-weary and sophisticated folk would never give a second glance.

You might say that scientists—at least some scientists—are those folk who are in principle capable of enjoying life in the real universe.

Unknown: I'm not even sure what that sequence of words means. What I mean is, do you mean it would just "act randomly"? Hey, whatd'yah know? The Forbidden Science of frequentist probability can be dug out and used.

Do you mean something else? "like"? does its "likes" have some sort of structure? ie, rules?

What would it actually mean for something to literally have no rules but not be random either? ie, I don't even know what that sequence of words means. It "sounds like" something that should mean something, but when I actually try to think about it... I don't have a clue.

This series of essays on John Keats is particularly interesting to me because I'm taking a British Literature class this semester (core requirement...) and we have covered Keats, though not this particular poem.  If the class is to be trusted, then this Keats fellow is associated with an idea he termed "the negative capability.  On my exam last week, I defined the term as "a state of mind that derives or maintains peace and tranquility in the face of unanswered and/or unanswerable questions".

In this essay you assert that everything that actually exists is knowable and explainable.  However, in response to yesterday's essay I challenged that claim.  An evolutionary explanation for much of human behavior may be beyond our capacity to ever know.  This is because evolutionary explanations depend on organismic/physiologic evidence and environmental evidence.  Problematically, the ancestral environment in which our brains were forged has been largely lost to time.  Precious few fragments of that environment survive, and those elements forever lost will forever obscure a complete understanding of human behavior.  Even as our technology advances and our technical ability to reconstruct that environment improves, it is nevertheless likely that some aspects of the past will never be recovered.

To illustrate, right now evolutionary biologists cannot resolve the question of whether or not homosexuality is "natural" or not (which is to say, was it shaped as an adaption by natural selection or a curious but accidental and random artifact of our historicity?).  Some biologists have proposed speculative models answering the question one way or another, but no quantitative data have been produced.  We have made virtually no progress on the problem in the past 40+ years.  It's possible that we might never know the truth.  Nevertheless, we cannot regard the phenomenon itself as unreal, even if it can never be fully explained.  It pains me to side with Keats against you, but I think it best to grope in vain for answers beyond arms reach.

The point is not that we will know everything someday; we probably won't. (Indeed, on a certain definition, we already know we can't, see also Uncertainty Principle, Halting Problem, etc.)

The point is that being unknowable is not a good thing. It's a very, very, bad thing in fact, because we can't control what we can't understand. If we never understand cancer, cancer will keep killing us. If we didn't understand astronomy, an asteroid could hit us at any time. If we never understand consciousness, we'll never invent AI.

(Also, your specific example is awful. We know that homosexuality is not unique to humans; in fact it is found in over a thousand species and counting. If it's not adaptive, it's got to be vestigial; and in fact it's probably adaptive. This is also morally irrelevant, but it's something we do in fact know.)

A few comments. Do all people have this choice? What do you exactly mean about a choice anyway? Surely their past experience will determine their answer to this question.

Isn't there other paths people take? Immersing themselves into the fantasies of celebrities or WoW, ignoring the dull real.

Fair point, I never really considered that. It also tends to be the path followed by a large portion of our population.

Psy-Kosh, I've already thought about that. Suppose the "ruleless" thing is picking a series of zeros and ones. There is no theorem of mathematics that as the series goes to infinity, there must exist a limit of the percentage of zeros and ones. It is possible that the proportion may wander back and forth from arbitrarily close to 100% zeros, and 100% ones (arbitrarily close, for example 99.9999%, not such that it reaches 100%, which would be a rule.) Nor does this wandering itself have to happen in any particular rule based way; in could be like a random walk. And at still other times (more or less random) it could pick the zeros and ones randomly. And so on.

In what category does "the starship from book X" fit?

Definitely not into the "real, explainable, playing by the rules of our world" category. We can't observe it's inner workings more closely, although in the world of the book everything seems to be explained. (They know how it works, we don't.)

But also not in the "does'nt exist, is not worth caring about" category: we know that it doesn't exist in the real world even before reading the full book, but is nevertheless interesting and worth reading.

I personally would be less curious about bird droppings after reading such a book. (And read the sequel instead.) Does this count as self-deception?

So how should we overcome this "virtual reality bias"? Eliezer, you once wrote that reading sci-fi is one of the "software methods" to increase intelligence (and shock level). But to be accustomed to interstellar travel and AIs, and be interested in bird droppings and "mere reality" at the same time... If I could do that, I would be happy, but I can't, I think. So how do scientists manage to do that?

As a person that is interested in everything...  I personally find that the more I learn, the more I'm interested in.

I suggest that you don't start by looking at bird-droppings (you'll probably get here in the end... or somewhere equally interesting). 

You say you like SF? I'd suggest you start with "A brief History of Time". Or "Cosmos" by Sagan... from there move deeper into physics, maybe chemistry, then biology. 

Eventually you'll find things that are interesting about everything (even bird droppings).

"Cosmos" is absolutely fantastic.  Can't recommend it enough.

I too can't understand the idea that knowing how a thing works can make the thing any less awe-inspiring.

Case in point: supermassive black holes.  I understand the basics of what they are, but I find the idea that the mass sometimes in the neighborhood of billions of suns could be compressed into sphere smaller than I could ever hope to see, even if it didn't prevent all light from escaping its grasp, to be absolutely amazing.  That the gas falling into these black holes can move so fast and so forcefully that the friction generates the most powerful bursts of energy known to exist in the universe, sending bursts of gamma rays lancing across the universe.

How can anybody find such things anything but amazing and worthy of wonder?

I feel that I have linked my self-esteem or something to how new something is to me. I.e., if I already understand something, I might tell myself that "I shouldn't be excited about this."

I think more generally, our emotions might seem like they should correspond to certain facts (like whether something is "magical" in the case of awe), when in fact our emotions do not.

Suppose God hands a you a 4-d map of the universe that shows all of the events that occur and all of the things that exist.  On a common (but by no means only reasonable) interpretation of what lawfulness means, the idea is that if given the laws of nature, the state of affairs  in one time slice implies the state of affairs in any other.  So, given Ln (laws of nature), if S0 (state of affairs at time slice 0) then S1 (state of affairs at time slice 1).  That kind of thing.  (Complications: no unique time-slices due to relativity, perhaps some laws of nature might be time-reversal variant, etc.)

However, it's logically possible that the 4-d map doesn't admit of those sorts of laws.  It might just be that there is no non-trivial set of rules about the relationship between the state of affairs at one time slice versus another.  (Trivial laws will still hold. Imagine a lengthy disjunctive law of nature that simply says something like if S1 then S2, then S3...if S2 then S1 then S3... etc.)

Whether the universe is going to admit of non-trivial rules or not is an empirical thing, not a logical point.  It's a good methodological assumption that the universe is lawlike, but it's not logically necessary.

Fascinating points. However, it seems to me that the underlaying definition of "real" (which is a bit unclear) is not satisfying in an ontological sense. Do mean that our models/patterns fitted on observations are somehow real?

Maybe if a thing is a part of a pattern it is less interesting than before we found this particular pattern. OTOH, the pattern maybe more interesting than separate things. In any case, it is unclear to me in what sense this pattern is "real".

Decide that things are allowed to be unmagical, knowable, scientifically explicable, in a word, real, and yet still worth caring about

Language always reveals your biases. You must overcome the bias. Not be clever with language constructs.

You see, there would be no need for these choices, if you consciously change your mindset to remove the words 'and yet still' and replace them with 'because they are'.

Moving on, categorization as the holy of holies has been attempted before. It has met with mixed results.

This post made me remember an article I read sometime back about the proof to Fermat's last Theorem.  I think Andrew Wiles said something of the sort that he felt sorry for taking a mystery of mathematics away from everyone else. I guess a lot of people took a lot of pleasure with possibility of a simple proof with 17th century mathematics; that mathematics was still be attainable to the amateur.  Just something it made me think of.

Studying biology gave me endless examples of reverse cases of this supposed phenomenon (call it "disenchantment").  When I first learned of the structure of the cell, I found it incredibly edifying, I remember walking home from school and seeing everything around me with "new eyes."  Reality became "thicker."

Studying molecular and developmental biology later in life had a similar effect.  Studying perception is an obvious example too; how many poets have found fascination in their blind spot or their peripheral vision?  How many even have a good grasp of the size and shape of the world on which they stand or the vastness of the atmosphere when they gaze up at the sky (let alone its composition or the variety of atmospheric effects beyond rainbows)?

When I run in the morning, all of this is very apparent to me, I often gaze up at the vastness of the clear blue sky, watch cloud formations, muse on the differences in lighting, look at the various things growing around me, and so forth, it has become an unconscious part of my experience of the world.  Without this knowledge the world would be for me, as it is for most people, merely a stage on which peoples' actions played out.  As far as I'm concerned the poet can keep his insular enchantment; I'm here for the science.

In my experience, people who are disenchanted by science are people who don't understand science very well.

Poke, thank you. I feel the same way. If the world is beautiful to behold, then the clearer view which science give us should only increase the elegance of the world we perceive.

Unknown: You're right about that bit. There may not me any well defined frequency as whatever it is goes to infinity.

But either way, looks like the options are "structure/rules" or "random"

Besides, even the "random walk" thing... that'd still just be a type of random, not directly applied to, say, the sequence of bits but to a certain property of the sequence of bits.

That would then just fall under the category of, well, random. At least in my view. That is, those sequences of "rules" are where the randomness is instead.

I look at Keats' quotation in almost the exact opposite way that you do.  I think the greatest, or at least most efficient scientific minds are the ones that delight the most in mystery, and are most dulled by the explained.

If our brains are a limited resource, and what we deem "interesting" is where we devote the bulk of our mental processing power, then it would be optimal for the brain to dull-ify anything once we have fully explained it.  Once we know everything about rainbows, we should immediately cease thinking about rainbows.  We are then free to redirect our reasoning powers against the remainder of the mysteries in our world.

I think our brains' wiring to find mystery "interesting" and the explained "dull" is the engine that directs scientific progress.

People who are satisfied by and delight in the explained are unlikely to push themselves to the cutting edge of understanding to confront the unexplained.  There's more that has been explained than anyone could learn in a hundred lifetimes.  Someone whose joy is to understand would therefore not be a driving force behind scientific investigation.

Similar arguments apply to people who are satisfied by and delight in the unknown.

By repeating this process of exclusion, we can conclude what relationship to the known and unknown scientists have - assuming, of course, that they're motivated by such things at all, as opposed to motives like simple status competition.

Someone whose joy is to understand would therefore not be a driving force behind scientific investigation.

Unless their Joy is to be the first to understand something... in which case they would quite happily push at the boundaries of knowledge and thus drive scientific progress. Of course you may have hinted at this in the "motives like simple status competition".

[Edit: and of course (as I've noticed happens a lot), the very next post in this series says much what I tried to say above... only better: http://lesswrong.com/lw/os/joy_in_discovery/ ]

By contrast, somebody that merely delighted in mysteries would be satisfied by becoming a theologian. After all, somebody satisfied with mere mysteries doesn't want those mysteries taken away by actually finding out the truth.

From what I actually observe of scientists, they (we) start out by just searching out answers to our questions - not yet knowing if they've been "explained" or not. That this is what we delight in. 

The current state of Science is that a lot of the questions have been answered already - and so it happens that at first we delight in finding out about what turns out to have already been explained... but the questions don't stop, and eventually we reach a point where the information is still being investigated... and so the scientist becomes part of the cutting edge.

If we cannot take joy in things that are merely real, our lives will always be empty.

That's what I want. Vast emptyness. Suffering isn't suffering if there's nothing to compare it to.

Immersing themselves into the fantasies of celebrities or WoW, ignoring the dull real.

I find escapism only works for so long until you realize it’s also made of merely real things.  Games are objects: sprites and models and integers and strings.  Once your suspension of disbelief is broken, it cannot be remade, and then your fantasies end up in the catalogue as well.

Is it possible that all things are real, but yet some things remain perpetually unknowable? That is, all things may have the same property that known things have: they can (theoretically) be described in a scientific and mathematical sort of way. In other words, I agree with the basic premise of naturalism and materialism and non-mysteriousnessism of all things in their actuality. But with the speed and complexity of the universe as it is, might there be be some high level phenomena that can never be pinned down, no matter how great our intelligence? Some fleeting pattern that cannot be fully apprehended? Isn't this where mysteriousness can legitimately reside?

That's what I want. Vast emptyness. Suffering isn't suffering if there's nothing to compare it to.

What men are poets who can speak of Jupiter if he were a man, but if he is an immense spinning sphere of methane and ammonia must be silent?
--Richard Feynman

I was led to this post and thread by the recent comment  list. Not having read the series before (apparently along with Mr. McCloskey, whose Keats quote is the opening feature used by Mr. Yudkowsky in the post two days prior), I find it elegant. Strangely missing, as far as I can tell, is any reference to Richard Dawkins' book, Unweaving the Rainbow, a beautifully written treatise on the joy of knowledge for its own sake.

When I was a child, I saw my first rainbow.  I had rainbows on all my binders and lunch boxes but this was the first real one and I was enthralled.  Of course I knew how it worked, but it was still magic.  It was actually when my mother wanted to say a prayer that I became irritated -- I didn't want it to be God's rainbow, I wanted it to be my rainbow.  

For some reason that still bothers me mildly.  Existential ennui goes the other way too.  A rainbow that's out there, that I can see, is pretty wonderful.  I can think what I like about it; I can write my own poem; I can find out about the physics.  A rainbow that's already pre-installed into a complete worldview, all finished and laden down with duty -- that's profoundly depressing.

At that rate, sooner or later you're going to be disappointed in everything - either it will turn out not to exist, or even worse, it will turn out to be real.

From a poetic standpoint, I think this sentence is excellent — I love the phrase "even worse, it will turn out to be real"; it makes its point very strongly — but, in case you're using it in your book (which I hope you are), I think that the sentence would flow better and have a higher impact if "turn out to be real" contrasted with a similarly-structured but opposite phrase, instead of "turn out not to exist". Something like "...either it will turn out to be imaginary, or even worse, it will turn out to be real."

And here is XKCD's take: "The problem with scientists is that you take the wonder and beauty out of everything by trying to analyze it."

"If I am ignorant about a phenomenon, that is a fact about my state of mind, not a fact about the phenomenon; to worship a phenomenon because it seems so wonderfully mysterious, is to worship your own ignorance; a blank map does not correspond to a blank territory, it is just somewhere we haven't visited yet, etc. etc..."

Brilliant and eloquently spoken! Shared to my immediate circles, and yes I cited your name unlike most people running amok on Facebook comment quotes these days! He he.

Jeff noticed the other day that Disney's The Little Mermaid riffs on this - the protagonist is literally a princess in her own world, but is dissatisfied with the ocean and dreams of life on land with exotic things like forks and fire.  There's kind of a charming sequence where she gets to walk around a city for the first time and is totally excited about the road, the horse, the puppet show, etc.

But then, kids do this a lot.  Children are the real experts at enjoying life in the real universe.

But from the main character's point of view, it seems like it's doing the opposite.  Her father has a magical trident and she dreams of dinner forks.

Her father has a magical trident and she dreams of dinner forks.

That is a particularly brilliant way of framing it.

And we have airplanes but we dream about flying on brooms.  

Broom is to an airplane as a motorcycle is to a train. Also, I'd guess a lot of people want their own broom exactly because nobody else has one.

Here is the full Feynman quote that was used above: 

Poets say science takes away from the beauty of the stars—mere globs of gas atoms. Nothing is ‘mere’. I too can see the stars on a desert night, and feel them. But do I see less or more? The vastness of the heavens stretches my imagination—stuck on this carousel my little eye can catch one-million-year-old light. A vast pattern—of which I am a part… What is the pattern or the meaning or the why? It does not do harm to the mystery to know a little more about it. For far more marvelous is the truth than any artists of the past imagined it. Why do the poets of the present not speak of it? What men are poets who can speak of Jupiter if he were a man, but if he is an immense spinning sphere of methane and ammonia must be silent?

I wanted to link someone to something that would explain how nihilism and cynicism original in a religious idealism--that the people who say "life is meaningless" are all people who want something out of life that transcends meaning, and hence say they are looking for meaning when they're literally looking for something without meaning to give their lives meaning.

This is related, but it's not quite what I'm looking for. There's another aspect of dissatisfaction with reality that has to do with the insistence on finding a logos. Is there a post on that?



Joy in Discovery

"Newton was the greatest genius who ever lived, and the most fortunate; for we cannot find more than once a system of the world to establish."
        —Lagrange

I have more fun discovering things for myself than reading about them in textbooks.  This is right and proper, and only to be expected.

But discovering something that no one else knows—being the first to unravel the secret—

There is a story that one of the first men to realize that stars were burning by fusion—plausible attributions I've seen are to Fritz Houtermans and Hans Bethe—was walking out with his girlfriend of a night, and she made a comment on how beautiful the stars were, and he replied:  "Yes, and right now, I'm the only man in the world who knows why they shine."

It is attested by numerous sources that this experience, being the first person to solve a major mystery, is a tremendous high.  It's probably the closest experience you can get to taking drugs, without taking drugs—though I wouldn't know.

Not that I'm objecting to the euphoria.  It's the exclusivity clause that bothers me.  Why should a discovery be worth less, just because someone else already knows the answer?

The most charitable interpretation I can put on the psychology, is that you don't struggle with a single problem for months or years if it's something you can just look up in the library.  And that the tremendous high comes from having hit the problem from every angle you can manage, and having bounced; and then having analyzed the problem again, using every idea you can think of, and all the data you can get your hands on—making progress a little at a time—so that when, finally, you crack through the problem, all the dangling pieces and unresolved questions fall into place at once, like solving a dozen locked-room murder mysteries with a single clue.

And more, the understanding you get is real understanding—understanding that embraces all the clues you studied to solve the problem, when you didn't yet know the answer.  Understanding that comes from asking questions day after day and worrying at them; understanding that no one else can get (no matter how much you tell them the answer) unless they spend months studying the problem in its historical context, even after it's been solved—and even then, they won't get the high of solving it all at once.

That's one possible reason why James Clerk Maxwell might have had more fun discovering Maxwell's Equations, than you had fun reading about them.

A slightly less charitable reading is that the tremendous high comes from what is termed, in the politesse of social psychology, "commitment" and "consistency" and "cognitive dissonance"; the part where we value something more highly just because it took more work to get it.  The studies showing that subjective fraternity pledges to a harsher initiation, causes them to be more convinced of the value of the fraternity—identical wine in higher-priced bottles being rated as tasting better—that sort of thing.

Of course, if you just have more fun solving a puzzle than being told its answer, because you enjoy doing the cognitive work for its own sake, there's nothing wrong with that.  The less charitable reading would be if charging $100 to be told the answer to a puzzle, made you think the answer was more interesting, worthwhile, important, surprising, etc. than if you got the answer for free.

(I strongly suspect that a major part of science's PR problem in the population at large is people who instinctively believe that if knowledge is given away for free, it cannot be important.  If you had to undergo a fearsome initiation ritual to be told the truth about evolution, maybe people would be more satisfied with the answer.)

The really uncharitable reading is that the joy of first discovery is about status.  Competition.  Scarcity.  Beating everyone else to the punch.  It doesn't matter whether you have a 3-room house or a 4-room house, what matters is having a bigger house than the Joneses.  A 2-room house would be fine, if you could only ensure that the Joneses had even less.

I don't object to competition as a matter of principle.  I don't think that the game of Go is barbaric and should be suppressed, even though it's zero-sum.  But if the euphoric joy of scientific discovery has to be about scarcity, that means it's only available to one person per civilization for any given truth.

If the joy of scientific discovery is one-shot per discovery, then, from a fun-theoretic perspective, Newton probably used up a substantial increment of the total Physics Fun available over the entire history of Earth-originating intelligent life.  That selfish bastard explained the orbits of planets and the tides.

And really the situation is even worse than this, because in the Standard Model of physics (discovered by bastards who spoiled the puzzle for everyone else) the universe is spatially infinite, inflationarily branching, and branching via decoherence, which is at least three different ways that Reality is exponentially or infinitely large

So aliens, or alternate Newtons, or just Tegmark duplicates of Newton, may all have discovered gravity before our Newton did—if you believe that "before" means anything relative to those kinds of separations.

When that thought first occurred to me, I actually found it quite uplifting.  Once I realized that someone, somewhere in the expanses of space and time, already knows the answer to any answerable question—even biology questions and history questions; there are other decoherent Earths—then I realized how silly it was to think as if the joy of discovery ought to be limited to one person.  It becomes a fully inescapable source of unresolvable existential angst, and I regard that as a reductio.

The consistent solution which maintains the possibility of fun, is to stop worrying about what other people know.  If you don't know the answer, it's a mystery to you.  If you can raise your hand, and clench your fingers into a fist, and you've got no idea of how your brain is doing it—or even what exact muscles lay beneath your skin—you've got to consider yourself just as ignorant as a hunter-gatherer.  Sure, someone else knows the answer—but back in the hunter-gatherer days, someone else in an alternate Earth, or for that matter, someone else in the future, knew what the answer was.  Mystery, and the joy of finding out, is either a personal thing, or it doesn't exist at all—and I prefer to say it's personal.

The joy of assisting your civilization by telling it something it doesn't already know, does tend to be one-shot per discovery per civilization; that kind of value is conserved, as are Nobel Prizes.  And the prospect of that reward may be what it takes to keep you focused on one problem for the years required to develop a really deep understanding; plus, working on a problem unknown to your civilization is a sure-fire way to avoid reading any spoilers.

But as part of my general project to undo this idea that rationalists have less fun, I want to restore the magic and mystery to every part of the world which you do not personally understand, regardless of what other knowledge may exist, far away in space and time, or even in your next-door neighbor's mind.  If you don't know, it's a mystery.  And now think of how many things you don't know!  (If you can't think of anything, you have other problems.)  Isn't the world suddenly a much more mysterious and magical and interesting place?  As if you'd been transported into an alternate dimension, and had to learn all the rules from scratch?

"A friend once told me that I look at the world as if I've never seen it before. I thought, that's a nice compliment... Wait! I never have seen it before! What —did everyone else get a preview?" 
        —Ran Prieur

A slightly less charitable reading is that the tremendous high comes from what is termed, in the politesse of social psychology, "commitment" and "consistency" and "cognitive dissonance";

Eliezer, what is your opinion on this? Do you think it's worth to do an extra effort to discover and really understand something you could read in the library? Or is it just a cognitive dissonance effect you will get?

Is the extra effort you put into discovering something yourself as opposed to looking it up really worth it? I would say in most cases there is a point of diminishing returns after you spent some time trying to figure it out where it makes sense to look the solution up in the library/internet/wherever.

Roland: looking the solution up isn't discovery and neither does it exclude discovery. Discovery is the moment when things fit together and you go "oh yeah, I see how that relates". That's always personal.

Rather than pursuing every mystery, I think it's more important to remember you always have the potential to unravel it yourself (with a fulfilling journey). Even if you end up never pursuing a phenomenon, I still believe you can benefit from acquiring this mindset.

"But as part of my general project to undo this idea that rationalists have less fun,"

I hope you are doing this rationally by measuring peoples rational activity vs fun levels.

"If you had to undergo a fearsome initiation ritual to be told the truth about evolution, maybe people would be more satisfied with the answer."
Sounds cool, im thinking of some sort of camp maybe ;)

Seriously, looking at the many cases of bitter competition in the history of science makes me think that status at least has been an important motivator of discovery. E.g Newton vs. Leibniz & also cases where there actually was a disagreement about the correct theory..

she made a comment on how beautiful the stars were, and he replied:  "Yes, and right now, I'm the only man in the world who knows why they shine."

...and as she melted into his arms, his dilemma became clear. Did he keep his astonishing discovery to himself, or publish, become internationally renowned, and lose the best line in history?

I wonder how this relates to tracking down hard-to-find bugs in computer programs.

And that the tremendous high comes from having hit the problem from every angle you can manage, and having bounced; and then having analyzed the problem again, using every idea you can think of, and all the data you can get your hands on - making progress a little at a time - so that when, finally, you crack through the problem, all the dangling pieces and unresolved questions fall into place at once, like solving a dozen locked-room murder mysteries with a single clue.

This sounds very similar to trying to track down a tricky bug to me. I was going to say that bug-hunting is also almost always original discovery, but the everett-branch/tegmark duplicate argument demolishes that idea.
One important difference betwen bug-hunting and scientific discovery is probably the expected effort; even well-hidden bugs usually don't take months to track down if the programmer focuses on the task.

though I'd suggest that in the Age of Google, even bug-tracking has it's share of "previously discovered" canon.

It's much easier to track down a common bug these days. You only have to hand-hunt bugs that nobody's come across (and blogged about) before.

I'm not sure you can so easily will your motives to be what you wish they would be.  If it turns out that you are motivated by status, that may not be a pretty picture, but can it be enough to simply declare yourself to be motivated by puzzle-solving instead?

"Sure, someone else knows the answer - but back in the hunter-gatherer days, someone else in an alternate Earth, or for that matter, someone else in the future, knew what the answer was."

I think the difference is that someone else knows the answer and can tell you.

It may be possible to shift your motives through a sustained act of will - but only if you have a deeper and stronger motive that makes such an action valuable.

No one can escape their deepest motivations.  Anything we do is a dance to their tune.

"The really uncharitable reading is that the joy of first discovery is about status.  Competition.  Scarcity.  Beating everyone else to the punch.  It doesn't matter whether you have a 3-room house or a 4-room house, what matters is having a bigger house than the Joneses.  A 2-room house would be fine, if you could only ensure that the Joneses had even less."

I'm afraid that I think this is the truth, and that it is an inescapable fact of human psychology that this is how all good human scientists work. I personally accept the fact that it's really status that motivates me, and think to myself "it's better to do the right thing for the wrong reasons than not to do the right thing at all!". I think that if I attempted to do science without the underlying emotional motivation of the big status reward at the end, I would be much less motivated, and i probably wouldn't get much done. Certainly not as much as if I work with my own psychology of status-reward.

I don't see that the sources of pleasure are mutually exclusive.  Probably, in most normal humans, at least a little of all three are present.  Also, the parallel universe stuff is meaningless, unless and until some way is found to communicate with them, or at very least, their existence is reasonably proven, not just hypothesized.

The most charitable interpretation I can put on the psychology, is that you don't struggle with a single problem for months or years if it's something you can just look up in the library.

This reminds me of the reason I can't really enjoy computer adventure games anymore, and which is probably part of the reason why they stopped being popular. Back in the old days, you'd beat your head against the puzzles for weeks until you finally figured out how to proceed, giving you a little high. But these days, when you start getting frustrated, you can just look up the solution at gamefaqs.com, which kinda ruins it. And since the experience is frustrating, you can't help cheating - but then you can't get the joy of having finally solved the frustrating problem.

Does this mean all the Wikipedia entries on science need spoiler alerts?

Honestly, I've had the experience of knowing something nobody else does for awhile (though in cryptography, not something world-shaking involving tides or planets), and it's kind of a cool feeling.  I think part of this is anticipation of improved status, but a bigger part, at least for me, is that this gives me a way to measure myself against something external.  If I'm discovering/inventing stuff that nobody else has managed to discover/invent, this gives me a sense that I'm doing a good job.

I agree with the above comment that our motivations for stuff like this are mixed; I love solving the puzzle, I get a bigger charge out of it when the puzzle is hard (but not so hard that I can't get anywhere on it and give up instead), I like the status of being the guy who did something cool, I like the knowledge that I know something nobody else does (and if I died right now, maybe nobody would figure this out for many more years), and I like the way of measuring myself against the best other people can do.  And there are probably other sources of motivation for trying to discover new stuff, invent new stuff, understand things nobody else has ever understood, etc.

Trivia: The stars & girlfriend story was mentioned by Richard Feynman in "What Do YOU Care what Other People Think?"

I heard the stars & girlfriend story a little differently; it was Maxwell with a girlfriend, and he told her that he was the only person who knew what starlight really was (electromagnetic waves).

Anyway, isn't one difference between discovering something that's "new" and something that's already been discovered is that, well, when something new is discovered, it might be something that can "change the world", as it were, but something already known has "already changed the world" so the benefit is less. (I think I didn't say that very well...)

Those versions of the star story make one strongly suspect that it never happened at all, with anyone.

I think the shot of adrenaline to the ego is what gives the sense of high in most cases, and what motivates most scientists. And it probably is almost entirely the source of the high of the non-world changing and minor discoveries.

Having said that, I do think that in some cases, very few, there is perhaps a stronger element of what Eliezer briefly touched on towards the end of the essay: that one has just added to the sum total of humanity's knowledge, and inched us toward the perfect understanding of the world around us that science constantly seeks.

To think that one has just discovered something that will affect all of humanity for the rest of time by adding to the knowledge we have and providing a foundation for all knowledge that builds upon it is a dizzying thought, and I think the high is not only that "I'm such a genius and I'll be remembered forever and be envied by all my contemporaries", but also consists in the realization of the incalculable consequences of what you have just discovered.

Of course, this applies to discoveries of the nature of Newton or Darwin, rather than lesser discoveries, and I'd attribute the high of lesser discoveries to more egocentric thoughts. (And perhaps in Newton's case as well, since he was an quite a self-centered individual, but that's another subject.)

To summarize, while it may be that the ego-centered explanations of the high is the dominant explanation in all minor or trivial discoveries, and is present in all greater discoveries, in some cases, the high may be even more strongly based on the sense of steering the future of mankind, or at least science, of leading us into new territory. If it feels good to help an old lady across the street, how would it feel to give a gift to the trillions of human beings that do not yet exist? And this explains why the high is probably that much greater -- at least upon reflection -- for something that one thinks might not have been discovered for a long time otherwise, as opposed to the things that were in the air at the time and would certainly have been discovered in the very near future by somebody else (e.g., Archimedes' method of exhaustion [if he'd have sensed the implications], close to the modern use of limits in calculus and analysis, versus Watson/Crick who were racing to beat Linus Pauling).

One of the things missing from your analysis, although it might not change it much, is the fact that there are few mysteries in the world: most things had explanations before they had true explanations.  Part of the delight in discovery (being the only person who knows why the stars shine) is probably in knowing other people are wrong.  Perhaps it's more of a humorous delight (how silly that I am the only one who knows why the stars shine).

I think this applies to your analysis of the poet's disenchantment too: really the poet laments the loss of a prior explanation (God's handiwork or some other literary construct) rather than the lack of a mystery.  In a real sense something has been stolen from the poet; before the scientist got his hands on the rainbow people genuinely turned to the poet for explanation (or at least edification; which they'll take instead).

I often see people state, for example, that it's ridiculous to suggest that Newton discovered gravity: gravity is obvious!  Any fool can observe gravity with his own eyes!  Yet the concept of gravity was completely alien to a world in which Aristotelian physics held sway.  And while it's not entirely accurate to say Newton "discovered gravity" (it was a cumulative discovery beginning with Kepler and Galileo); there was a time when gravity was unthinkable. There was a prevailing alternate theory (namely that certain objects moved toward their "home" at the center of the universe, others moved away, etc); it's ignorance of that theory (and its sophistication) that leads us to think that gravity is/was obvious.  Science is always a problem of overcoming some other non-scientific explanation.

In that sense I think there's a very real adversary and being the first is a genuine triumph.

At least we'll always have new mathematics to discover. To quote Erdos: "Mathematics is the only infinite human activity. It is conceivable that humanity could eventually learn everything in physics or biology. But humanity certainly won't ever be able to find out everything in mathematics, because the subject is infinite. Numbers themselves are infinite."

Understanding can also be infinite.  And the idea that we could run out of physics, but not mathematics, is inane.  Mathematics IS physics.

The mathematics of physics is just an infinitesimal part of all of mathematics.

Physics could at some point be completely solved, which is to say that at some point, there would be no further knowledge that would ever allow us to do anything new, to make any better a prediction, to do anything more efficiently, etc.

There is no such limit to mathematics though, because mathematics, unlike physics, is not constrained by reality. It only needs to be self consistent (under perhaps limitless different conceptions of consistency) given a particular starting point, and there is no limit to the number of starting points or perspectives upon which can be built new systems. And there are concepts analogous to quantity, transformation, shape, etc., that that have not yet been invented but will be fertile ground for new branches of mathematics someday.

I think it's possible that all useful mathematics could someday be discovered (if you consider all art useless), but that would still be just an infinitesimal part of all of mathematics. To say that mathematics could be exhausted is to say that all stories may one day have been told, and fiction may be exhausted. It just can't happen.

Not the mathematics of physics.  The mathematics is physics!

What do you think you're doing the mathematics with?  Platonic substances?  Souls?  It's all done with physics, son.  Every mathematical statement is a claim about the behavior of the physical world.

"I personally accept the fact that it's really status that motivates me, and think to myself "it's better to do the right thing for the wrong reasons than not to do the right thing at all!"."

I think it's a bit sad that status is one of the strongest motivators in discovery (and work in general). If it's not discovery/knowledge that you genuinely aim for, you might e.g. refuse to hire a new promising researcher/ purposely withhold information/ start to make all kinds of political plots etc.. I'd hope ppl would honestly think about their motivations. Is the status/power you're after just a method of achieving something else etc.?

"Physics could at some point be completely solved, which is to say that at some point, there would be no further knowledge that would ever allow us to do anything new, to make any better a prediction, to do anything more efficiently, etc."

It seems to me that ppl have a tendency to overstate their knowledge. What does a slug know about physics? Respectively, what does a human know about (possible) 101th dimension or travel through time or any of the stuff some posthuman might do "physics" about.

Tobbic: "I think it's a bit sad that status is one of the strongest motivators in discovery (and work in general). If it's not discovery/knowledge that you genuinely aim for, you might e.g. refuse to hire a new promising researcher/ purposely withhold information/ start to make all kinds of political plots etc.. I'd hope ppl would honestly think about their motivations. Is the status/power you're after just a method of achieving something else etc.?"

I think that my mind bases my emotional reward only on positive contributions which lead to status. For example, I think I would feel very happy if I discovered something new, but not happy at all if I stole the idea from someone else and then (somehow) caused everyone else to believe that I came up with it. I am trying to work out exactly why I work like this; I think it must be some need to prove myself, or validate my ability. Stealing ideas from other people does not validate my ability, rather it invalidates it. So really, it's not the status I'm after. It's validation I'm after, and it's just the case that status within the scientific community usually accompanies vindication of one's ideas and/or ability.

"I strongly suspect that a major part of science's PR problem in the population at large is people who instinctively believe that if knowledge is given away for free, it cannot be important."

Caledonian: Every mathematical statement is a claim about the behavior of the physical world.

Please interpret the following statements for me in terms of the behavior of the physical world, and tell me which branch of physics deals with the behavior of each:

The cardinality of the set of real numbers is greater than the cardinality of the set of natural numbers.

The continuum hypothesis is independent of ZF and ZFC set theory.

There are no solutions to the equation a^n + b^n = c^n for non-zero integers a, b, and c and integer n > 2.

Me: Physics could at some point be completely solved, which is to say that at some point, there would be no further knowledge that would ever allow us to do anything new, to make any better a prediction, to do anything more efficiently, etc.

Tobbic: It seems to me that ppl have a tendency to overstate their knowledge. What does a slug know about physics? Respectively, what does a human know about (possible) 101th dimension or travel through time or any of the stuff some posthuman might do "physics" about.

I didn't claim that it is a fact that physics could be completely solved. My point is that it is conceivable that it could be -- there is no apparent logical contradiction from believing this -- but it is absurd to say that every story could ever be told, every painting could ever be painted, or that we could run out of theorems to solve and new areas of mathematics to invent.

Reality does not constrain mathematics -- it doesn't have to have applications -- but it obviously does constrain physics, and sets an upper bound on what can be discovered.

Note: this argument says nothing about whether it is likely that we ever will completely solve it or not, as you seem to assume.

Behavior of:  concept-representations constructed of activation patterns in neural nets

I think you can figure out the branches of science (and their relationships to the underlying physics) yourself.

Again:  do you think you're doing mathematics with a magical soul?  No!  You have thinkmeat!  And if you're not using that, you're using some other computational device - probably electronic - to push the concepts around.

Taboo "physics". We could, and probably will, discover a perfect model of the fundamental level of reality (or the lowest level we have access to), but that doesn't mean everything in reality will become predictable or boring. Any Turing-complete system contains in potential an infinite number of unpredictable behaviors, some of which will be interesting.

Caledonian, that's mere sophistry to say "mathematics is physics because it is performed by a brain or analogous physical device".

According to that definition, no matter what you study at university, you are really doing physics. Every single human being that has ever earned a university degree earned a physics degree (since English is Physics, Art History is Physics, etc.), and every individual whose work involves use of her brain (even if only for respiration and basic metabolic processes) is a physicist.

I think I'll stick with the understanding of physics that the rest of the world uses.

It is attested by numerous sources that this experience, being the first person to solve a major mystery, is a tremendous high.

I would guess that most people who feel this high haven't really solved a major mystery, but just think that they did, because for every person who truly solves a big mystery, there are many others who erroneously think that they did. For me, whenever I think I may have solved some problem, I'm always worried that I have made a mistake in my reasoning somewhere, and it takes days to years to convince myself that I was right after all, so I never really get that big momentary high. (One exception is when I'm doing crypto optimization, where I can easily verify the correctness of some idea just by benchmarking the resulting code.)

I think I'm motivated to work on a problem mostly because I want to get rid of a feeling of confusion, and I'd be happy to let others do the work for me and just learn from textbooks. So I'm quite alarmed at Eliezer's suggestion that in the future, knowledge should be hidden from people to make their life more fun.

When I was in primary school (year 5 or 6) I struck upon the idea that humans could have variable perceptions. My friend, Charlie, had colour blindness, I did not know what this meant and assumed after a cursory explanation that he mistook red for green and green for red. Being a relatively inquisitive kid I struck upon a problem immediately and could not work out how he'd ever know he was colour blind.

It wasn't until later that day I was informed as to how colour blindness works. Still, I felt incredibly clever for several years until I was informed that the problem had been thought of before, I thought I had encountered a true wonder of the human mind for the first time and to me it was a pretty big high especially considering my age. 

It becomes a fully inescapable source of unresolvable existential angst, and I regard that as a reductio.

Quite a while ago, I was working on a toy OS kernel that I was writing, trying to implement proper multitasking, and ran into a consistent bug--every time I booted with multitasking enabled, the machine would immediately page fault. I struggled with this for several weeks, and eventually solved it by looking through the assembler dump of the kernel as I ran it instruction-by-instruction--which is really hard, tedious work. When I eventually solved it, I got a really great feeling, perhaps analogous to the first-discovery that you describe. The difference, of course, being that this problem, while quite probably something no one else (or at least, no one else in this particular universe) knew the answer to, was not really significant in any way; it related solely to my own inability to sufficiently visualize the actions of the compiler. Still got a great feeling. I'm inclined to believe that the first-discovery high is mainly a function of finding the solution to a problem you've worked on for a long time.

I find part of the joy of discovery is the feeling of power over the world. I have understood something! I can do more!

This works even though I don't think I've ever discovered anything big and original. I've improved myself.

There's another thing, too - new discoveries change things. Not just your understanding of the world, but our understanding of it.

The problem with routine discoveries, like my most recent discovery of how a magic trick works or the QED-euphoria I get after getting a proof down, is that it doesn't last long. I can't output 5 proofs/solutions an hour.

So aliens, or alternate Newtons, or just Tegmark duplicates of Newton, may all have discovered gravity before our Newton did—if you believe that "before" means anything relative to those kinds of separations.

If by “before” you mean ‘in the past light cone of’, I wouldn't be that surprised if nobody had discovered gravity before our Newton did.

It is, I think, the satisfaction of both utility and curiosity, Engineering and Science, that makes the new discovery the best.

To know that this was the easiest way, and thus not diminish the discovery with futility, but yet to finally succeed in overcoming mental hardship, which is a joyous release.  Not least due to the excitement in accomplishment, nor the pride of creating new advancements in aid of ethical positivity.

Or perhaps because having something that no-one else does is far too ingrained in our psyches, as a species.

I find that the realization of consilience can be "as" good as original discovery; for me, the discovery that an idea about the world - even one posited centuries ago - comprehensively makes sense in the context of everything else known about reality is, itself, an original discovery.

"Mystery, and the joy of finding out, is either a personal thing, or it doesn't exist at all—and I prefer to say it's personal."
I don't see why this is the case. Can't one only have joy from finding out what no one in the Solar System knows? That way, one can still have joy, but it's still not personal.



Bind Yourself to Reality

So perhaps you're reading all this, and asking:  "Yes, but what does this have to do with reductionism?"

Partially, it's a matter of leaving a line of retreat.  It's not easy to take something important apart into components, when you're convinced that this removes magic from the world, unweaves the rainbow.  I do plan to take certain things apart, on this blog; and I prefer not to create pointless existential anguish.

Partially, it's the crusade against Hollywood Rationality, the concept that understanding the rainbow subtracts its beauty.  The rainbow is still beautiful plus you get the beauty of physics.

But even more deeply, it's one of these subtle hidden-core-of-rationality things.  You know, the sort of thing where I start talking about 'the Way'.  It's about binding yourself to reality.

In one of Frank Herbert's Dune books, IIRC, it is said that a Truthsayer gains their ability to detect lies in others by always speaking truth themselves, so that they form a relationship with the truth whose violation they can feel.  It wouldn't work, but I still think it's one of the more beautiful thoughts in fiction.  At the very least, to get close to the truth, you have to be willing to press yourself up against reality as tightly as possible, without flinching away, or sneering down.

You can see the bind-yourself-to-reality theme in "Lotteries:  A Waste of Hope."  Understanding that lottery tickets have negative expected utility, does not mean that you give up the hope of being rich.  It means that you stop wasting that hope on lottery tickets.  You put the hope into your job, your school, your startup, your eBay sideline; and if you truly have nothing worth hoping for, then maybe it's time to start looking.

It's not dreams I object to, only impossible dreams.  The lottery isn't impossible, but it is an un-actionable near-impossibility.  It's not that winning the lottery is extremely difficult—requires a desperate effort—but that work isn't the issue.

I say all this, to exemplify the idea of taking emotional energy that is flowing off to nowhere, and binding it into the realms of reality.

This doesn't mean setting goals that are low enough to be "realistic", i.e., easy and safe and parentally approved.  Maybe this is good advice in your personal case, I don't know, but I'm not the one to say it.

What I mean is that you can invest emotional energy in rainbows even if they turn out not to be magic.  The future is always absurd but it is never unreal.

The Hollywood Rationality stereotype is that "rational = emotionless"; the more reasonable you are, the more of your emotions Reason inevitably destroys.  In "Feeling Rational" I contrast this against "That which can be destroyed by the truth should be" and "That which the truth nourishes should thrive".  When you have arrived at your best picture of the truth, there is nothing irrational about the emotions you feel as a result of that—the emotions cannot be destroyed by truth, so they must not be irrational.

So instead of destroying emotional energies associated with bad explanations for rainbows, as the Hollywood Rationality stereotype would have it, let us redirect these emotional energies into reality—bind them to beliefs that are as true as we can make them.

Want to fly?  Don't give up on flight.  Give up on flying potions and build yourself an airplane.

Remember the theme of "Think Like Reality", where I talked about how when physics seems counterintuitive, you've got to accept that it's not physics that's weird, it's you?

What I'm talking about now is like that, only with emotions instead of hypotheses—binding your feelings into the real world.  Not the "realistic" everyday world.  I would be a howling hypocrite if I told you to shut up and do your homework.  I mean the real real world, the lawful universe, that includes absurdities like Moon landings and the evolution of human intelligence.  Just not any magic, anywhere, ever.

It is a Hollywood Rationality meme that "Science takes the fun out of life."

Rationality directs your emotional energies into the universe, rather than somewhere else.

Just because you feel an emotion based on something true, doesn't mean that the emotion is reasonable. Many emotions are simply not capable of grasping all the details of reality; they base themselves on a vague picture. That vague picture may be true, but in many cases the details may well make the emotions based on the vague picture unreasonable.

So if I look up at the stars and feel a boundless wonder and awe at the immense distances I am being vague and not really reasonable at all? If I feel joy for all the people saved with modern medicine? If I feel pain for all the poverty and suffering?

How exactly are these unreasonable? The latter two drive me to do good in the world.

I think you can charitably assume that if you've come up with a particular emotion based on a vague picture that's reasonable, then that's not the one that Unknown is talking about.

To answer from my own perspective, scope insensitivity can lead to emotions comparing improperly.  It is not very good if the emotion from one person being in danger motivates you just as much as 1 million people in danger.

Unknown: "Just because you feel an emotion based on something true, doesn't mean that the emotion is reasonable"

I'm not really sure what it means for an emotion to be "reasonable". Suppose you successfully create a thriving internet startup company and make a lot of money. Is it "reasonable" to feel happy about that?

This whole discussion flirts with the hard problem of moral realism vs. antirealism. For, if you could give a convincing rational answer to the question "what is it reasonable to feel happy about?", you would have a realist theory of ethics.

@Eliezer:  Partially, it's a matter of leaving a line of retreat.



If You Demand Magic, Magic Won't Help

Most witches don't believe in gods.  They know that the gods exist, of course.  They even deal with them occasionally.  But they don't believe in them.  They know them too well.  It would be like believing in the postman.
        —Terry Pratchett, Witches Abroad

Once upon a time, I was pondering the philosophy of fantasy stories—

And before anyone chides me for my "failure to understand what fantasy is about", let me say this:  I was raised in an SF&F household.  I have been reading fantasy stories since I was five years old.  I occasionally try to write fantasy stories.  And I am not the sort of person who tries to write for a genre without pondering its philosophy.  Where do you think story ideas come from?

I was pondering the philosophy of fantasy stories, and it occurred to me that if there were actually dragons in our world—if you could go down to the zoo, or even to a distant mountain, and meet a fire-breathing dragon—while nobody had ever actually seen a zebra, then our fantasy stories would contain zebras aplenty, while dragons would be unexciting.

Now that's what I call painting yourself into a corner, wot?  The grass is always greener on the other side of unreality.

In one of the standard fantasy plots, a protagonist from our Earth, a sympathetic character with lousy grades or a crushing mortgage but still a good heart, suddenly finds themselves in a world where magic operates in place of science.  The protagonist often goes on to practice magic, and become in due course a (superpowerful) sorcerer.

Now here's the question—and yes, it is a little unkind, but I think it needs to be asked:  Presumably most readers of these novels see themselves in the protagonist's shoes, fantasizing about their own acquisition of sorcery.  Wishing for magic.  And, barring improbable demographics, most readers of these novels are not scientists.

Born into a world of science, they did not become scientists.  What makes them think that, in a world of magic, they would act any differently?

If they don't have the scientific attitude, that nothing is "mere"—the capacity to be interested in merely real things—how will magic help them?  If they actually had magic, it would be merely real, and lose the charm of unattainability.  They might be excited at first, but (like the lottery winners who, six months later, aren't nearly as happy as they expected to be), the excitement would soon wear off.  Probably as soon as they had to actually study spells.

Unless they can find the capacity to take joy in things that are merely real.  To be just as excited by hang-gliding, as riding a dragon; to be as excited by making a light with electricity, as by making a light with magic... even if it takes a little study...

Don't get me wrong.  I'm not dissing dragons.  Who knows, we might even create some, one of these days.

But if you don't have the capacity to enjoy hang-gliding even though it is merely real, then as soon as dragons turn real, you're not going to be any more excited by dragons than you are by hang-gliding.

Do you think you would prefer living in the Future, to living in the present?  That's a quite understandable preference.  Things do seem to be getting better over time.

But don't forget that this is the Future, relative to the Dark Ages of a thousand years earlier.  You have opportunities undreamt-of even by kings.

If the trend continues, the Future might be a very fine place indeed in which to live.  But if you do make it to the Future, what you find, when you get there, will be another Now.  If you don't have the basic capacity to enjoy being in a Now—if your emotional energy can only go into the Future, if you can only hope for a better tomorrow—then no amount of passing time can help you.

(Yes, in the Future there could be a pill that fixes the emotional problem of always looking to the Future.  I don't think this invalidates my basic point, which is about what sort of pills we should want to take.)

Matthew C., commenting here on LW, seems very excited about an informally specified "theory" by Rupert Sheldrake which "explains" such non-explanation-demanding phenomena as protein folding and snowflake symmetry.  But why isn't Matthew C. just as excited about, say, Special Relativity?  Special Relativity is actually known to be a law, so why isn't it even more exciting?  The advantage of becoming excited about a law already known to be true, is that you know your excitement will not be wasted.

If Sheldrake's theory were accepted truth taught in elementary schools, Matthew C. wouldn't care about it.  Or why else is Matthew C. fascinated by that one particular law which he believes to be a law of physics, more than all the other laws?

The worst catastrophe you could visit upon the New Age community would be for their rituals to start working reliably, and for UFOs to actually appear in the skies.  What would be the point of believing in aliens, if they were just there, and everyone else could see them too?  In a world where psychic powers were merely real, New Agers wouldn't believe in psychic powers, any more than anyone cares enough about gravity to believe in it.  (Except for scientists, of course.)

Why am I so negative about magic?  Would it be wrong for magic to exist?

I'm not actually negative on magic.  Remember, I occasionally try to write fantasy stories.  But I'm annoyed with this psychology that, if it were born into a world where spells and potions did work, would pine away for a world where household goods were abundantly produced by assembly lines.

Part of binding yourself to reality, on an emotional as well as intellectual level, is coming to terms with the fact that you do live here.  Only then can you see this, your world, and whatever opportunities it holds out for you, without wishing your sight away.

Not to put too fine a point on it, but I've found no lack of dragons to fight, or magics to master, in this world of my birth.  If I were transported into one of those fantasy novels, I wouldn't be surprised to find myself studying the forbidden ultimate sorcery—

—because why should being transported into a magical world change anything?  It's not where you are, it's who you are.

So remember the Litany Against Being Transported Into An Alternate Universe:

If I'm going to be happy anywhere,
Or achieve greatness anywhere,
Or learn true secrets anywhere,
 Or save the world anywhere,
Or feel strongly anywhere,
Or help people anywhere,
I may as well do it in reality.

"Any sufficiently advanced magic is indistinguishable from technology." - Larry Niven

"Any sufficiently advanced magic is indistinguishable from technology." - Larry Niven

"Any sufficiently analyzed magic is indistinguishable from science!" - Agatha Heterodyne / Cinderella (explaining what Niven meant), Girl Genius

I always heard this one as "Any technology that's distinguishable from magic is insufficiently advanced."  It's a bit more useful as a motivational formula for people developing things than the other formulations.  ;-)

Any technology distinguishable from magic is insufficiently advanced.

Any technology, no matter how primitive, is magic to those who don't understand it.

This is all very true, but maybe some realities actually are more conducive to wonder than others, and maybe a reality with (natural and ontologically basic, not human-created) magic would be more wonderful than ours is, just as ours with relativity and QM might be more wonderful than one with purely classical physics. Still, I don't see why we couldn't eventually tweak ourselves to see the real world as as wondrous as we want.

Nick, please explain why magic, which is a complex thing, must paradoxically also be fundamental, in order to be wonderful.

You argue that fantasy readers and writers prefer magic because it's more exotic, but contend that, were they ever to find themselves living in a world of sword and sorcery, it would automatically become mundane. However, you also contend that our actual reality is fascinating despite its familiarity: that living with digital technology and science has failed to put a dent in our curiosity about it. In order for these two statements not to be contradictory, your argument seems to be predicated on a notion that fantasy readers are all intrinsically uninterested in the world around them, and are therefore incapable of being fascinated by any reality in which they find themselves, regardless of whether it's scientific or fantastic in nature. Certainly, there are incurious people in the world, and some of them are fantasy readers, but when it comes to judging the whole of fantasy and the reasoning behind it as a whole, I'm fairly sure we can do better than that.

The common element across all stories, fantastic or otherwise, is character: being a reader therefore means being curious about other people. This is just as valid and worthwhile a curiosity as being interested in (say) science ... (read more)

However, you also contend that our actual reality is fascinating despite its familiarity: that living with digital technology and science has failed to put a dent in our curiosity about it.

To certain people, I think that's the point you missed.  For most people, that statement isn't true - namely, people who aren't fascinated by reality.  People who are fascinated by the merely real wouldn't find magic mundane either, even if they grew up in a magical world, because they don't find the familiar mundane.  These people are not the normal SF&F reader, though there are certainly a few SF&F fans who fit the description.

The point is that just because it's familiar doesn't mean it must be mundane.  However, most people do find the familiar to be mundane, and these same people would find magic mundane as well just as soon as it became familiar.

This is the second time an Eliezer post has reminded me of a certain series of books, where the protagonist is a computer programmer who gets sucked into a world where technology flatly does not work, and in its place is "magic".

In one of the books, the protagonist's sorcerer girlfriend gets transported back to this world, and sh... (read more)

It's heavy on the wish-fulfillment angle. I could have done with a lot less of that.

The tendency to seek distraction and relief from unpleasant realities, esp. by seeking entertainment or engaging in fantasy

Unless they can find the capacity to take joy in things that are merely real.  To be just as excited by hang-gliding, as riding a dragon; to be as excited by making a light with electricity, as by making a light with magic... even if it takes a little study...

I can absolutely take joy in things that are merely real. I would be just as excited by hang-gliding as I would by riding a dragon, at least in part because they often feel equally out of my reach.

Here's why fantasy escapism is compelling: for many people, the problem isn't physics; it's psychosocial reality. We've been conditioned with such horrific levels of defeatism, akrasia and learned helplessness that we literally cannot conceive of succeeding in any world that looks remotely like this one; the conceptual distance between this world and one with dragons and sorcery is it is probably somewhere near the minimal conceptual distance necessary for our subconscious to say "this is a different enough world that the mysterious forces which keep you depressed and miserable and resourceless and powerless and statusless in your world might not do so in ours." So your brain gives you permission to fantasize about actually succeeding without berating yourself and feeling stupid for doing so, which is what you're looking for from these novels.

So weird... This theme has been in my thoughts today and recently...

Tell that to my level 82 orc wizard with tier 11 gear!

There are a number of fantasy stories where the protagonist is very good at something, largely because they work hard at it, and then they enter a magical world and discover that their skills and work have a lot more impact.  Often they have to work hard after they get there to apply their skills.  Often the protagonist is a computer hacker and their skills, which in our world only work inside of computers, in a magical context can alter physical / consensual reality.  (Examples: Broken Crescent, Web Mage.  There are many others.  Arguably this pattern goes back at least to The Incomplete Enchanter though success came way too easily for Harold Shea.)

So I think the appeal of this type of fantasy is partly that big effects in our world usually require big causes -- capital investment, megatons of steel, etc. -- even after you know the right "magic spell".  In these fantasy worlds -- and in some cases in computer networks -- big, widely distributed effects can be produced just by uttering the magic spell in the right place, or by building a local, inexpensive magical workshop using the right blueprint -- e.g. YouTube.

I participated a role playing game for the second time recently, set up by my colleague Bryan Caplan.  We played investigative journalists trying to uncover a grand conspiracy.  Afterward, Bryan asked me what I thought, and I said it would be more exciting to pretend to be doing very important things if I didn't already think I was doing very important things in my ordinary life.  :)

The rapidity of exposition didn't make it more exciting? IRL adventures are slow.

I largely agree, but I do think fantasy-story magic differs from our world's physics in one significant way: the laws of magic tend to resemble human psychology much, much more than our physics does.  The opening quote of this post is itself an example: to practice their craft, Pratchett's witches have to negotiate with gods, which--real and mundane as they may be--presumably have beliefs and desires that bear at least some similarity to human ones.  And while it's occasionally a nice shorthand to refer to physical entities as having beliefs and desires (look, the charge wants to go that way/this amplifier knows where ground is), the mappings are very rudimentary, and they aren't even a very accurate way to look at the picture.

Even when magic doesn't involve actual gods or godlike beings, it usually interfaces much more "nicely" with human psychology than real technology does; the process of casting a spell often depends in some way on the caster's emotional state, and spell effects can be structured around intuitive concepts with apparent ease (say, a curse that affects subsequent generations of a family--a group of entities that is very difficult to specify in physical ... (read more)

I wish this kind of stuff was taught to more children. Too few people fall in love with reality.

Eliezer - Just a thought... You wrote: "They might be excited at first, but (like the lottery winners who, six months later, aren't nearly as happy as they expected to be), the excitement would soon wear off."

I've just begun delving into the science of happiness and there found among many things, exactly what you hint at here. That most people have an inborn level of happiness, which they eventually revert to no matter what happens to them in their lives. In my research I stumbled upon a survey that stated that however frightening the prospect of being paralyzed may seem, before being paralyzed, a surprising (I don't know how they really determined the surprising-level here though) number of people actually ended up being as overall happy as they were befor being paralyzed. So no matter if youre winning milions or being paralyzed, you will usually revert to your inborn level of happiness.

I have no idea if this is true, but I find it interessting, and what you wrote struck a cord in me. Among other things because Iv'e been a fantasyfan and roleplayer for more than 15 years now.

What I really wanted to comment on is that the same people tha... (read more)

Dammit... While I was typing my words of wisdom, trying to spell my way through my second language, at least two people beat me to it and described my point in fewer words and in more eloquent language, than I ever could.

Dammit... Not being unique! 'scuse me for wishing for magical abilities ;)

Martin, like most people who apologize for having English as a second language, your posts are clearer than those of many people who have English as a first language.

I read fantasy, though less so now, mainly because it is groups of people banding together to achieve a goal they knew was just or worthwhile (generally saving the world, defeating the evil forces). The actual magic was just a spice that leant an air of mystery, and unpredictability (so I am more a fan of George Martin, David Gemmell and Guy Gavriel Kay rather than Raymond E. Feist and David Eddings. Robert Jordan lost me when the good guys split up into bickering factions).

I'm just disappointed that AI is at the herding cats stage (myself included), when ... (read more)

I like quoting this passage from Joyce Carol Oates' profile of H.P. Lovecraft (King of the Weird):

Readers of genre fiction, unlike readers of what we presume to call "literary fiction," assume a tacit contract between themselves and the writer: they understand that they will be manipulated, but the question is how? and when? and with what skill? and to what purpose? However plot-ridden, fantastical, or absurd, populated by whatever pseudo-characters, genre fiction is always resolved, while "literary fiction" makes no such promises; ther... (read more)

But I'm annoyed with this psychology that, if it were born into a world where spells and potions did work, would pine away for a world where household goods were abundantly produced by assembly lines.

Why do you desire to have cross-world consistency? You are only going to have to live in one of them. No Dutch book can be made against us by selling us tickets to that world here and then selling us tickets back to this one from there. If such transport were possible, than I agree that we need to reexamine our psychology to avoid constantly being on the bus between worlds. Until then, what's wrong with having world-dependent preferences?

Matthew C., commenting here on OB, seems very excited about an informally specified "theory" by Rupert Sheldrake which "explains" such non-explanation-demanding phenomena as protein folding and snowflake symmetry.  

Actually Eliezer I'm much more excited to be in nature doing landscape photography, spending time with my family, seeing if I can make money trading stocks, and chatting about the nondual nature of reality, among other things.

I'm become totally and completely uninterested in arguing with people who refuse to acquaint themselv... (read more)

Eliezer, isn't reading a good fantasy story like being transported into another world?

Jed Harris: I agree... Our world seems to have the rule: "you are not significant". You can't design and build an airplane in your backyard, no one  can. Even if you've got enough money, you haven't got enough time for that. In magical worlds (including Star Trek, Asimov, etc) that is what seems to be normal. (And I've never read about a committee which coordinates the work of hundreds of sorcerers, who create new spells 8 hours a day...)

rfriel: Yes, we could build the technology to do the things magic can do, but even with our current technology we also can do things which magic can't. And these limitations are which make magic so "nice", not only the features.

Martin: to be the best, you only have to make your world small. (I was one of the best in math in our secondary school, and it didn't bother me that I wasn't the best in the whole country, or that I was quite bad in history...) But it would have been soo good to be the one who makes the best operating systems in the whole school...

You can't design and build an airplane in your backyard, no one can.

But thats exactly how it did happen! If magic was possible in 1903, then surely it is possible now.

I refuse to exept your premise that it is impossible to have enough time and/or money to persue ones dreams; indeed, I challenge it. I personaly have a low income job, and also a small, old and used sailboat, that I'm trying to renovate and make seaworty again, with the hope of one day sailing far and explore the world. I know this is possible, for my parents did it, and brought me and my brother along 10 years ago, when I was 12.

Martin wants to be uniquely powerful and higher-status, but this request can only be granted to a few people, barring delusive holodecks, so it's not a good project for utilitarians;

Tarleton suggests that a reality with fundamental magic is more wonderful, but this is probably impossible even in principle, because magic is too complex to be atomic;

But rfriel's, Harris's, and Pearson's versions of magic's appeal - "I want to be individually empowered by producing neato effects myself, without large capital investments and many specialists helping" and "I want the neato things I do to have a more natural user interface" are in principle doable - you can get this with, say, the right kind of nanotechnology, or (ahem) other sufficiently advanced tech, and bring it to a large user base, as long as they have the basic psychological ability to take joy in anything that is merely real.

Latanius I do agree with your small world idea, although not explicitly stated in my first comment, I have thought about it. Actually the people I mentioned earlier who studied the "science of happiness" pointed out that the relative happiness have many different boundaries. We measure ourselves up against our immediate vicinity, the small world that we inhabit. We can't really imagine how an african with AIDS and lifethreatening hunger might feel and thus can't really use it to make ourselves any happier. In comparison I can feel much happier if... (read more)

So - and let me be sure I have this straight - you think people are silly for finding attractive fictitious worlds in which reality can be altered through the grasp of principles ingrained deeply within the human mind and the application of pure will and desire, rather than wanting to gain expertise in real-world laws that are deeply unintuitive and that provide us with relatively little scope for doing as we please?

In my flawed self-analysis, I've noticed myself have 2 kinds of wonder, and I think this might be a common theme to other people.

Wonder of novelty -- when something hasn't been experienced before and it is there is a great freshness from seeing it for the first time if it's interesting, colourful etc. This is where things like the travel bug comes from, and better fulfilled by Westerners through going to Rajasthan than Salisbury

Wonder of understanding -- this is the wonder of knowing something for an extended period of time and still being amazed by it

Eliezer sayeth: "I want to be individually empowered by producing neato effects myself, without large capital investments and many specialists helping" ... [is] in principle doable - you can get this with, say, the right kind of nanotechnology, or (ahem) other sufficiently advanced tech, and bring it to a large user base..."

Agreed.  But as you hint, Eliezer, this case is indistinguishable from magic.  So arguably the class of fantasies I mention are equivalent to living in some interesting future.  In any case they don't seem to match the sc... (read more)

The idea that you're not significant is invalid in the internet age.  You can write an operating system in your mom's basement and distribute it around the world.

I was listening to a public radio philosophy podcast on itunes, and it was a short essay by Arthur Shopenhauer. This post reminded me of him. One of the big ideas of his essay was that a human beings biggest problem, besides having to be nullified by eternity, is that we are perpetually becoming without ever being. Time never consumes a single point without having already moved on, forever. Our cells are constantly growing and dying and changing. Our bodies are never the same from one slice of time to the next. He eventually, i think, would argue wiht you ... (read more)

Eliezer, I'm pretty much the opposite of Matthew C on issues of reductionism and whatnot, but you were really stretching it with your armchair psychologizing/mind-reading. Also, couldn't your rebuke apply equally as well to someone excited about this newfangled "special relativity" rather than tried-and-true Maxwell's Equations or "general relativity" rather than the older special relativity? What is interesting is tends to be novel.

Beautifully written. Someone should submit this to Digg, Reddit, Slashdot, etc.

I think that the human desire for magic is closely tied to the desire for something new. The things that we do with science would be just as impressive to medieval-tech magicians as their magic would be to us. But we already understand most of our technology- we know what it's used for, what it can do and what it can't, how much it costs on eBay, and so on. To steal a metaphor, human excitement is like a gas that expands to fill the available space. If you dumped a medieval knig... (read more)

Technology is never as interesting as magic, because technology doesn't imply that human beings are fundamentally a part of the most basic aspects of the world and are thus important.  When you can sing things into existence, you're deeply connected to the nature of existence.  Feeding material into a universal replicator and getting whatever you want manufactured may require astoundingly complex science and engineering, but no one's going to be particularly impressed once the novelty has worn off.

There's a reason the fictional folk on Star Trek don't stan... (read more)

"When you can sing things into existence, you're deeply connected to the nature of existence."

I think you're reading too much into it. A medieval peasant would gawk at an electric light.

To clarify my earlier comment: The major disconnect is between things we've already studied and things we haven't, not between reality and unreality. If, tomorrow, we discovered a new combination of EM fields that could remotely levitate random objects, it would qualify as amazing new magic- even though it's based off of well-understood theories and nobody's writt... (read more)

A medieval peasant would gawk at an electric light, but that doesn't mean magic doesn't appeal more to the human psyche than technology in a way that would cause a person in a world with magic to be more easily able to find wonder in the real than someone in our world - magic and reality are not "identical on some calibrated amazingness metric". This was the point of my previous post; I disagreed with Eliezer's implicit message in the original post that a world with magic would be no more wonderful, once you're used to it, than the real world. Th... (read more)

Or more simply: magic is appealing for the same reason a Super Happy Agent is appealing - it means the universe cares about us.

Eliezer, you seem to be deeply offended by the fact that many people enjoy fantasy over reality, or don't get a kick out of science. As you put it, they don't have the scientific attitude that "nothing is mere".

Yet why should you expect people to be different from the way they are?

You said it yourself: "Part of binding yourself to reality, on an emotional as well as intellectual level, is coming to terms with the fact that you do live here."

That means accepting the reality that people like the things they like, not wishing for a fantasy world where people magically like the things you think they ought to.

A poem or story about ghosts or dragons is a product of a human mind, made possible by the evolution of imagination in humans, and influenced by that human's experiences and cultural heritage.

In other words, it's just as much a part of the natural world as the song of a bird.

People who enjoy the products of others' imaginations are enjoying an aspect of reality, just as much as those who like watching the play of light on water, or admire how a tree grows according to natural law.

Wendy:  That means accepting the reality that people like the things they like, not wishing for a fantasy world where people magically like the things you think they ought to.

Okay, now that is exactly what I do not mean by saying, "Bind your heart into reality, rather than somewhere else."

What you've just described is an opportunity to help people think differently.  Down the line, it's a moral choice about whether human beings should modify themselves in certain ways.

It does not require magic, an unlawful universe, to speak of a future in which people are not always yearning for unlawfulness, or, perhaps, yearning less forcefully.

Caledonian:  . When you can sing things into existence, you're deeply connected to the nature of existence.

When you can PLAN things into existence, you're deeply connected to the nature of existence.

There is no possible spell as wonderful as the ability to think.  There is one ultimate superpower and it is what we are.

Feeding material into a universal replicator and getting whatever you want manufactured may require astoundingly complex science and engineering, but no one's going to be particularly impressed once the novelty has worn off.

We care about each other. This suffices. It is not necessary that the universe be like a human, because humans are like humans.

Suffices for you. Your aesthetics are not most people's aesthetics, although they probably are better in this respect.

Eliezer - "an opportunity to help people think differently"?

And: "a moral choice about whether human beings should modify themselves in certain ways"?

Again; what for? Enjoyment of life increases physical and emotional health. Each person's enjoyment is a matter of individual taste. Why mess with it?

Aren't you just biased against people who have different tastes from yours? Please note my comments above on imagination as part of the natural world.

It is simply a fact that human psychology does not operate in the way Eliezer says it should, does not evaluate itself in the way Eliezer says it should, and does not value the things Eliezer says it should.

More to the point, Eliezer has not produced justification for his claims about what people should do - he has merely made the assertions.

1)  The only thing we can plan into existence is plans.  Anything else requires additional, actual effort and resources.

For some reason, this song feels relevant to the discussion.

Audio available from:
http://www.pcplanets.com/mp3s-1353833-Rich-Fantasy-Lives.shtml
Lyrics at:
http://www.tomsmithonline.com/lyrics/rich_fantasy_lives.htm

If you personally did the astoundingly complex science and engineering to build the replicator, drinking that Earl Grey tea would be a lot more satisfying.

One of the fundamental differences between technology and magic is that two engineers do twice as much work as one would do, while a more powerful sorcerer gets farther than 10 not so powerful ones. It matters more how good you are than how many of you exist.

What NBA players do looks similar in quality to the thing you did with your friends at home, because even if you play well, you five can't put ... (read more)

Eliezer: We care about each other. This suffices. It is not necessary that the universe be like a human, because humans are like humans.

Nick: Suffices for you. Your aesthetics are not most people's aesthetics, although they probably are better in this respect.

I wonder if anyone can come up with a good argument as to why it is actually better to live in a non-personal, non-caring universe than in a caring one. Eliezer or Nick: if you could choose between possible universes, would you choose one with a loving creator god/ Super Happy Agent? would you choose ... (read more)

"One of the fundamental differences between technology and magic is that two engineers do twice as much work as one would do"

This is demonstrably untrue; see http://en.wikipedia.org/wiki/The_Mythical_Man-Month.

"Engineers can, so the things you create with technology aren't comparable to the products of big companies,"

"I wonder if anyone can come up with a good argument as to why it is actually better to live in a non-personal, non-caring universe than in a caring one."

I disagree with your premise that if dragons did exit that they wouldn't interest people. I haven't read through the comments, so I don't know if anyone's addressed this yet, but there are real world analogies that disprove your point. Sharks for instance. Sharks are very real, and you can take a trip out into open water to spend time with the more dangerous varieties if you wish. The Great White that was at the SF aquarium generated a great deal of attention. People still like zebras but aren't usually as fascinated by them. The reason is that sharks are dangerous. Dragons, one would imagine, would be even more dangerous. They would probably attract even more attention.

@tom: I think Eli's argument is that a caring universe isn't necessary for happiness. If he thought that the universe should stay uncaring, he wouldn't be trying to develop FAI.

hmmm. First off, I'd like to distinguish between a universe where a "caring" structure is built on top of an uncaring physical reality (e.g. this universe, where the caring structure might be modern society, or a future utopia powered by a FAI), and a universe where the caring-ness, magic or/and importance of human conscious minds is inbuilt at the lowest level of "ph... (read more)

Eliezer, do you think that this search for magic and mystery always outside the known world is some side-effect of human reinforcement learning?

As far as I know it could be a loose knob on the tuning device for the exploit/explore tradeoff.

Also, for some reason, I feel like posting this song.
"The Future Soon" by Jonathan Coulton:
http://www.youtube.com/watch?v=LDiDK_yBCw0&NR=1

Roko, you should be careful about saying that a materialist universe is better than a caring universe. If this is true, then a caring universe would make itself look like a materialist universe, just in order to be better, since a caring universe would want to do the better thing. So a claim like this would remove all your reasons for believing in a materialist universe, since a caring universe would become indistinguishable from a materialist one.

For similar reasons, it is obvious that Eliezer thinks a caring universe would be better: this is illustrated, for example, in his disagreement with the universe about whether stupidity should be punished with the death penalty.

"If this is true, then a caring universe would make itself look like a materialist universe, just in order to be better, since a caring universe would want to do the better thing."

I see an parallel(possibly tenuous) in the subculture of martial arts. The "mundane" stuff like boxing, High School and Collegiate wrestling, judo, Thai kickboxing etc. actually works but lacks any pretensions toward 'mystical' aspects or secret/underground/killer whatever. Effectively, the more an art is associated with streetfighting/ninjas/commandos the crappier it typically is, ceteris parabus.

To me, this seems to be a domain specific example of the overarching phenomena discussed here. Science is too 'common' to possibly be worth studying as... (read more)

I'm not satisfied with the real world, but, as Eliezer says, this has more to do with me than with the rest of the world. Unlike the hypothetical person described in this post, however, I don't expect that any of the fantasy worlds that I read about in novels actually would be any more satisfying. I really don't know what would make me satisfied over the long run, short of hacking my own brain, or, perhaps, getting a cat. ;)

Roko, I strongly suspect that a limitedly caring universe just reduces to a materialist universe with very complex laws. For example, isn't it kind of like magic that when I want to lift my hand, it actually moves? What would be the difference if I could levitate or change lead into gold? If the universe obeys my will about lifting my hand, why shouldn't it obey in other things, and if it did, why would this be an essential difference?


 http://simulatedcomicproduct.com/comics/2008-03-13-DexterityRoll.jpg

While a zebra is a zebra, and a wonderful creature it is, a dragon is what the writer wants it to be.  A dragon is metaphoric and might symbolize anything from luck to Lucifer.  

Were there no magic in our literary world, there'd be less imagery and fewer ways to convey the dynamic and profound, eh?  

    Double, double toil and trouble 

    Fire burn, and caldron bubble.

    Fillet of a fenny snake,

    In the caldron boil and bake;

    Eye of newt, and toe of frog,

    Wool of bat, and tongue of dog,

    Adder's fork, and blind-worm's sting,

    Lizard's l... (read more)

"Any sufficiently advanced magic is indistinguishable from technology." - Larry Niven

I agree with the basic argument of the post: magic is exciting because it's unattainable. The moment it became real and in mass-use, the novelty would wear off. I'm happily smitten with current and upcoming technology. One example: I still get sufficiently blown away when I think about the ramifications of a camera that captures millions of frames per second. I read about it 4-5 years ago. Forget 1 Mississippi, 2 Mississi... (read more)

Great post. Just to add: the primary caveat for most of us, while carving out our fantasy worlds, is that not everyone can perform magic - only me, a few friends and maybe my dog. It wouldn't be that normal or mundane, taken in that light. In the same vein, if I was a kickass gadget maker in this reality, I'd still be pretty appreciative. 

I'd agree with Eliezer on the idea that happiness depends on being able to appreciate the world that you live in, regardless of its laws.

In a world where you can quickly manipulate underlying structure for quick satisfaction, the desire to understand more or improve (for humans at least) is quickly ignored because you can quickly achieve what you want.  In Terry Pratchett's 'The Last Hero', the equivalent of Leonardo da Vinci is considered strange by wizards, as they deliberately begin by deciding what they want and then phrasing the spell, whereas he take... (read more)

"Any sufficiently advanced magic is indistinguishable from technology." - Larry Niven

The Arthur C. Clarke quote is "Any sufficiently advanced technology is indistinguishable from magic." 

The Niven quote interchanges "magic" and "technology" to make a different point. "Sufficiently advanced magic," meaning magic that is well described by an author and has well-defined rules, would act in the same manner as technology in a science fiction novel. The more defined the r... (read more)

Although the discussion on magic is really secondary here (a catalyst, methinks), let me try to add something. And although I think it won't be as valuable as the insight that magic seems to mimic psychology and so is more (obviously) romantic than science (not un-romantic, just less obviously so), that insight itself fits here. As well as graduate school which, I think, has all to do with our views on magic. And then I will finish with my one tidbit on why I think those of nerdy-bent would prefer a world with magic to a world of science.

"Any sufficiently advanced magic is indistinguishable from technology." - Larry Niven

Perhaps in some alternate reality, but in this one, Arthur C. Clarke was the one who coined that particular truism. 

No, Clarke said "any sufficiently advanced technology is indistinguishable from magic".

I've studied contemporary magic (or magick), call it what you will, and it seems to me that for most people the thrill of it is in creativity of it and learning to understand it. Also, uncharted territory is part of the appeal. In a sense this is the same about learning new subjects. In the case of magick, what you are learning is exciting because it's not generally something people pay attention to. But it can also be a really good feeling to have ideas that know one else has regarding other subjects, like in philosophy or art. 

I was pondering the philosophy of fantasy stories, and it occurred to me that if there were actually dragons in our world - if you could go down to the zoo, or even to a distant mountain, and meet a fire-breathing dragon - while nobody had ever actually seen a zebra, then our fantasy stories would contain zebras aplenty, while dragons would be unexciting.

Dragons: fly, breathe fire, ginormous | Zebras: gallop, have stripes

Dragons >> zebras. In no world would zebras feature more prominently in fiction than dragons, regardless of which was real. I get the general point, that nonexistence breeds excitement, but this was a horrible example.

This is ringing false to me and I'm trying to put my finger on why.

Lewis and Tolkien, who founded modern fantasy, wrote a lot in defense of "escapist" literature.  I'm writing from memory here, but I seem to remember that they thought that the "journalistic" style of fiction popular in the mid-20th century was seriously lacking.  The focus on "hard reality," "no one is a  hero," "social problems," and so on.  That kind of "realism" isn't actually all that real -- it doesn't express the whole of th... (read more)

I think a lot of fantasy tropes have a great deal of merit from a fun-theory standpoint.  You are right that being magically transported to a world of magic and dragons would lose its novelty after six months for most people, but the novelty is not the only improvement.  Dragons provide a greater challenge to kill than lions (not that fights to the death with lions are currently all that available) so if someone's idea of fun is hunting lions with a spear, dragons ensure they have something to do after they get too skillful.  Floating rocks and twisting crystal spires can be harder to climb than any earthly mountain, so someone who has gotten too good at climbing will continue to have challenges.  Fantasy ideas are a great place to find things to do after earthly challenges lose interest.

Magic is typically portrayed as something like science, but with rules that are more complex and less difficult to grasp.  The rules of magic also tend to follow more anthropic patterns than the rules of science.  A scientist, no matter how guileful, will never trick an electron: electrons have no brains to trick.  Nothing stops the rules of magic from allowing a wizard to pull a fast one on a thau... (read more)

I know this is an old post, but I think you're missing something. If a person from this world were sucked into a world with dragons, xe would have spent xyr whole life thinking "dragons are awesome" and would therefore think they were really, really cool the first time xe saw one, and possibly for quite a while after. Possibly long enough to last until the Generic Evil Dark Lord Guy is defeated.

And second, often, these people don't just live a mundane existence with magic. They're often the Chosen Hero Of Whatever, which makes them much more impo... (read more)

People keep touching on the whole Dark Lord/ Hero thing but nobody is looking at it really directly. 

Everything that Eliezir says here is very good and correct but in imaginary worlds with magic, there is a lot more personal power: not just for the Chosen One but for anybody able to rise to the challenge. 

Note that the teachers of Hogwarts are not ONLY very knowledgeable, advanced professors who appear to do some original research; they also include a romantic hero, a mighty and very morally ambiguous antihero, and several other VERY HIGH POWERED character... (read more)

I felt mildly guilty for enjoying fantasy stories when I read this (probably not the author's intent) but then, thinking on it further, I realized this was unjustified.  The reason why I enjoyed them wasn't because I had some sort of yearning to live in a world of magic.  If Omega offered to transport me to Krynn or Middle Earth I'd refuse, even if it offered to send everyone I knew and loved with me.  I know that modern technology is far better at satisfying our basic needs than magic, and find the idea of living in a medieval fantasy world to be only sli... (read more)

I remember having a response to either this article or one of its comments, but then a few hours happened before I was actually able to register (I physically can't solve capchas and managed to overlook a couple important details in how to use the add-on that I finally decided to install so I could register here. And I ramble without paying enough attention to the readability of my sentences, apparently.)

Anyway, I've gotten myself into a mindset in which I can only think of approaches to my current problems that work if something highly improbable were to ... (read more)

A little backstory.  I have always had some issues, during my early teen years I was obsessed with fantasies- certain specific fantasies. This came to the point that my family started investigating mentall illness as a way to understand some of the things I was doing/saying/thinking.
Ive never actually been commited, or recieved proffesional psychiatric treatment, but that doesnt mean i shouldnt have.

I would just like to point out that the cause for these issues was the intense and unshakable desire to exsist in a world "above ours", that this ordinary, "merely real" world was a sad and pathetic place to live.

In my adult life i have resolved some of my issues, but that deep burning desire to live in a more spectacular reality would occasionally nag. However these words-

"If I'm going to be happy anywhere,
Or achieve greatness anywhere,
Or learn true secrets anywhere,
Or save the world anywhere,
Or feel strongly anywhere,
Or help people anywhere,
I may as well do it in reality."

Have seriously altered the way I think about the world over the past 24 hours of pondering. Its sort of like having these pressing, burning desires which were aimed at a situation of near infinite impossibility has suddenly been aimed at the real world.

Like things i do could actually matter at some point in my life, instead of just being drown out by the despair of normallity.

I think you're wrong about an important point here, actually, which is that not all things are as exciting as other things. Not all things are equally exciting.

Riding a dragon is actually way cooler than hang gliding for any number of reasons. Riding animals is cool in and of itself, but riding a dragon is actually flying, rather than hang gliding, which is "falling with style". You get the benefits of hang-gliding - you can see the landscape, for instance - but you have something which natively can fly beneath you. You need to worry less about c... (read more)

If nothing else, a lot of magic systems exist in extropic worlds, or at the very least, break conservation of energy.  Plus, magic is often easier to use.  Yeah, early D&D or Discworld is tough, but most systems these days are psychically channeled, in nature if not in name.

The technology and science in this world is awesome (and reality is too), but it's inaccessible.  Most magic systems are not.  Maybe its just laziness, but that's part of the appeal.   Not having to spend thousands of years working out how to heal diseases, for instance.

I realize the oldest comment on this thread is from 3 years ago, but I still have something to say. The reason people like the idea of magic I think is that it makes us feel like it a part of us in a way that a lightbulb doesn't. Even if you invented the light bulb, it doesn't feel like it is a part of you in the same way as if you could make light with magic or had a natural ability to emit light. Being able to generate explosions as a part of you feels better than making a bomb and pressing a switch.

It is the same reason why people prefer swords and othe... (read more)

I happen to manage an appreciation for science and a desire for magic together just fine.  They’re not mutually exclusive.

Others in the comments have done a good job outlining the inaccessibility of science (a specific type of mathematical and spatial intelligence, 30 years gaining a PhD, truckloads of grant money and a team of researchers) vs. the infinite possibilities of magic (a wand wave or an applied concentration of will and you’ve just reversed death).

Wanting magic is just the simple desire for more power in the world around us.  As amazing as this

Such readers may believe that they lack some skills needed in this world (scientific or otherwise) and actually dream of being more skillful - but imagining yourself with a wand sending around magic (which you don't have to understand to use) is easier than imagining yourself smarter or more socialized or, you know, anything that could help in the real world.

Or wait - not anything. Imagine a world of late Middle Ages where some guy desperately wants to become a great warrior but is too weak to wield a sword or a longbow... and then you give him a cros... (read more)

Nope. Sorry dude but if I had to choose between the real world and a fictional world with adventure and limitless possibilities then i would immediately go for the fictional world

I agree with the general idea, just adding on the question of why people would like to learn magic and not science.

I think the most basic difference in how people perceive becoming a wizard vs. becoming a scientist regards the scarcity and status hypothesis of this post.

Magic is usually limited, magic items are rare and magic can usually be done only by wizards. Most powers given than science can be bought at the store, no need to learn how gunpowder works to buy a gun. 

Also, when people think about power they think about personal power, like th... (read more)

I understand,  it's hip to hate fringe theories. Justified.
I'm hip, so I also hate them, but blaming it on magic isn't right, and we can't just ignore them, because it was how much progress was made historically.
Regardless, this isn't magic, it's magic being used as an excuse.
Magic is the dominion over the self, and dominating the self means doing good things, maybe even magical ones.
The alchemists were magicians, illusionists are magicians, and scientists are magicians.

This gets me thinking so much that it might be worth making a top level post.
In fact, there are a lot of reasons why such people want to enter the world of magic:

Hmm, not sure. In my case magic was always there for me when I need it. Maybe  that because I used to make decisions with magic 8 ball. But magic never let me down.

It seems that Ramanujan could see numbers as friends.  But, evolutionarily, are we adapted to be emotionally attached to something that can be as complex as reality?

Wow. I believe I, for one, am in a decent position to comment on this essay as I'm usually Dissatisfied with reality. I often wish for something exciting to happen or something interesting which only I know of but as expected I often get disappointed with the results. I want to be the protagonist of everyone's story(I admit it to be a quite cruel and apathetic wish) and quite unexpectedly I'm an amateur writer as well. Uptil a while ago, I was in a frenzy of seeking for the solutions to my eternal disillusionment problems due to my worsening situation of i... (read more)



Mundane Magic

As you may recall from some months earlier, I think that part of the rationalist ethos is binding yourself emotionally to an absolutely lawful reductionistic universe—a universe containing no ontologically basic mental things such as souls or magic—and pouring all your hope and all your care into that merely real universe and its possibilities, without disappointment.

There's an old trick for combating dukkha where you make a list of things you're grateful for, like a roof over your head.

So why not make a list of abilities you have that would be amazingly cool if they were magic, or if only a few chosen individuals had them?

For example, suppose that instead of one eye, you possessed a magical second eye embedded in your forehead.  And this second eye enabled you to see into the third dimension—so that you could somehow tell how far away things were—where an ordinary eye would see only a two-dimensional shadow of the true world.  Only the possessors of this ability can accurately aim the legendary distance-weapons that kill at ranges far beyond a sword, or use to their fullest potential the shells of ultrafast machinery called "cars".

"Binocular vision" would be too light a term for this ability.  We'll only appreciate it once it has a properly impressive name, like Mystic Eyes of Depth Perception.

So here's a list of some of my favorite magical powers:

The Ultimate Power.  The user of this ability contains a smaller, imperfect echo of the entire universe, enabling them to search out paths through probability to any desired future.  If this sounds like a ridiculously powerful ability, you're right—game balance goes right out the window with this one.  Extremely rare among life forms, it is the sekai no ougi or "hidden technique of the world".

Nothing can oppose the Ultimate Power except the Ultimate Power.  Any less-than-ultimate Power will simply be "comprehended" by the Ultimate and disrupted in some inconceivable fashion, or even absorbed into the Ultimates' own power base.  For this reason the Ultimate Power is sometimes called the "master technique of techniques" or the "trump card that trumps all other trumps".  The more powerful Ultimates can stretch their "comprehension" across galactic distances and aeons of time, and even perceive the bizarre laws of the hidden "world beneath the world".

Ultimates have been killed by immense natural catastrophes, or by extremely swift surprise attacks that give them no chance to use their power.  But all such victories are ultimately a matter of luck—it does not confront the Ultimates on their own probability-bending level, and if they survive they will begin to bend Time to avoid future attacks.

But the Ultimate Power itself is also dangerous, and many Ultimates have been destroyed by their own powers—falling into one of the flaws in their imperfect inner echo of the world.

Stripped of weapons and armor and locked in a cell, an Ultimate is still one of the most dangerous life-forms on the planet.  A sword can be broken and a limb can be cut off, but the Ultimate Power is "the power that cannot be removed without removing you".

Perhaps because this connection is so intimate, the Ultimates regard one who loses their Ultimate Power permanently—without hope of regaining it—as schiavo, or "dead while breathing".  The Ultimates argue that the Ultimate Power is so important as to be a necessary part of what makes a creature an end in itself, rather than a means.  The Ultimates even insist that anyone who lacks the Ultimate Power cannot begin to truly comprehend the Ultimate Power, and hence, cannot understand why the Ultimate Power is morally important—a suspiciously self-serving argument.

The users of this ability form an absolute aristocracy and treat all other life forms as their pawns.

Awesome post, but somebody should do the pessimist version, rewriting various normal facets of the human condition as horrifying angsty undead curses.

The curse of visible intent. Those afflicted by this find their innermost secrets such as fear, surprise, eagerness, alarm, desire, all show up in consistent facial muscle changes for all the world to read, a betrayal by their own flesh.

St Addahad's Symptoms. A small group of symptoms including fleshy growths, nerve clusters and neural pathways which result in a near permanent state of distraction as patterns of air pressure change are translated into thoughts and inserted into the mind with disruptively high priority. "Sounds" from all around, indoors and out, near and far, from nearby footsteps to distant thunderstorms or even one's own bodily functions all combine to make a state of prolonged focus nearly impossible to achieve, though this ability can be regained somewhat with practise.

 As with many curses, St Addahad's sufferers describe benefits as well, such as being able to know things are happening without needing to see them, and to know which direction they are happening in, and some even report being able to balance without handholds. These trivial sounding benefits appear so addictive that most refuse to be treated. Efforts are underway to cause the onset o

Thermodynamic Jurisdiction: This curse causes its victims to become addicted to the inert corpses of dead plants and animals. They are forced to consume them near-constantly, and are unable to go without them for a single day before experiencing withdrawal symptoms. So dependent are they upon these unholy carcasses that a regime of 3 daily dosages is considered normal among sufferers.

This habit is incredibly expensive in the long run; many poor souls, needing a steady supply of this so called "foodstuff" to deal with their affliction, have been led to sell themselves into virtual slavery as a means of procuring it. Such a practice is sometimes referred by the euphemism of "earning the daily bread".

Cyclical Unconsciousness: Beings affected by this curse are said to fall comatose on a regular basis, a condition that last for several hours. While in this state they are not only defenseless, but also emit a loud, rhythmical noise that gives away their location to their enemies and is unpleasant to their allies. They are furthermore often tormented by horrifying visions; hallucinations of such vividity that they leave their unconscious state panting and screaming in ... (read more)

I think we need to do something about this [deleted] business, or eventually LW will be half-filled with comments and posts written by deleted accounts, plus discussion about who wrote them.

I think we need to do something about this [deleted] business, or eventually LW will be half-filled with comments and posts written by deleted accounts, plus discussion about who wrote them.

On the other hand there seems to be a certain benefit in allowing a user who no longer endorses their contributions here to disaffiliate with their historic words. While as a matter of course it is wise to assume that what you say on the internet is hard to escape from people do tend to mature over time and also find themselves in new situations where reputation may be more important to them than it once was. Leaving the comments there by default but removing the identity information is something of a compromise. 

I don't want to be the one responsible (in the sense of endorsing a general policy) for leaving a person forever vulnerable to sabotage by rivals if that person becomes sufficiently socially relevant to have rivals that would do such background research and find ammunition in a misspent lesswrongian youth. (Maybe it's unlikely that anything extreme like this would happen but the principle so illustrated by the extreme is significant to me.)

I think we need to do something about this [deleted] business

Wow.  That's the closest I've ever seen you come to swearing in this forum.

Sufferers do things despite thinking they're bad decisions. They tend to be things that bring small amounts of happiness in the short term, but other times they seem to do nothing more than alleviate boredom. Some examples are simple games, and classifying literary devices. It's not uncommon for the victims to spend most of their lives on unproductive things.

Antipleasure is a rare disease in which a victim's happiness is so low that they would prefer the events not have happened in the first place. Not simply that it's replaced with an average event, but removed altogether. It can be short but powerful, commonly triggered by physical damage, long and weak, generally triggered by psychological issues, or in rare cases, long and powerful, triggered by such things as kidney stones and jellyfish venom. In extreme cases, sufferers have been known to take their own lives.

This affliction causes the victims to atrophy. The damage gets more extreme, eventually leading to death. No victim has ever survived longer than 122 years.

People afflicted with this syndrome can generally heal from small wounds, but large enough wounds, along with several other possibilities, lead to them degrading into inert matter. The victims go to great lengths to postpone this unimaginably horrific fate, but it's believed to be impossible to prevent completely.

The Curse of Downregulation:
 Sufferers of this can never live "happily ever after", for anything that gives them joy, done often enough, will become mundane and boring. Someone who is afflicted could have the great luck to earn a million a day, and after a year they will be filled with despair and envy at their neighbor who is making two million, no happier than they would be in poverty. 

Carrier's system still seems to create a circular situation where the smaller parts we reduce larger things into continue, in a sense, to be mental constructions. Electrons behave in ways Einstein called "spooky", and it takes very sophisticated systems to describe them, and then, the descriptions are probabilistic. The important thing is that we're still observing something, whereas the supernatural is basically a collection of spectacular reports that cannot be verified. How much greater would it be to have a third eye to read people's thoughts... (read more)

Two compatible users of this ability can create new life forms which possess many of the traits of the two users.  And many of these new life forms will themselves be able to reproduce, leading to a potential exponential spreading of the users' traits.  Through reproduction users can obtain a kind of immortality.

An unusual case of this power allows one person with access to enormous computing power to form it into a person. This results in a very alien entity, which may have its own powers. It's resulting moral system can't be predicted, but it can be controlled to some extent. This power takes decades to activate, almost inevitably leads to failure, and has the potential to fail catastrophically, but it also can succeed amazingly, and is considered worth the risk.

Sister abilities which allow one to tap into the power of trans-temporal retention.

Also, I'd say the "Ultimate Power" is more a class of powers than a particular power in and of itself.

As to "the power that cannot be removed without removing you"... I'm not sure what that's supposed to mean. You think psychological consciousness is necessary for intelligence?

Actually, the Mystic Eyes of Depth Perception are pretty underwhelming. You can tell how far away things are with one eye most of the time. The difference is big enough to give a significant advantage, but nothing near superpower level. My own depth perception is crap (better than one eye though), and I don't often bump into walls.

But the whole post got started with the phrase "Mystic Eyes of Depth Perception"!

Pete, I mean simply that human intelligence is not peripheral to our personal identities in the same way as our clothing, limbs, face, etc.

Possession of a single Eye is said to make the bearer equivalent to royalty.

How many wielders of the Ultimate Power have been killed by humble microbes?

How many more microbes have been killed by the power wielders?

I can't believe I just saw a Type-Moon reference on Overcoming Bias. Impressive.

schiavo joke is hilarious.  i wish everyone would find it hilarious

Aaron: Would you really be bored by it, if you knew there was some bizarre quantum explanation?

If you think of the explanation as "bizarre", then it's still magic to you and hasn't really been explained.

Anon of /jp/: thanks for pinpointing the Tsukihime reference for me. I was racking my brain - I was in that incredibly annoying state where I knew that I knew the reference, but I couldn't quite recall it ('Was it a Death Note reference? But that's not right!').

Perceptual psychologists have found that binocular vision has mostly second- and third-order effects.  For example, it's necessary (but, as my own sad experience attests, not sufficient) for finding hidden pictures in magic eye images.

We get most of our ability to reconstruct 3D scenes from perceptual cues like relative motion and texture gradients.  This takes enough mathematical mojo -- real-time 2D Fourier analysis for the latter, mapping between projective 2-space and euclidean 3-space for the former -- that they probably belong on The List in their own right...

Oh, it wasn't the first Type-Moon reference I've made (this month).

It's amusing to compare modern technology to the stated capabilities of the gods in various mythologies and religions...

Eliezer, exactly how many decibels of evidence would it require to persuade you that there is magic in the universe?

For example, see this claim of magic: http://www.clairval.com/lettres/en/2006/12/08/2061206.htm

How many times would a coin have to come up heads (if there were some way for it to test this) before there would be a chance you wouldn't defy the data in a case like this? If you saw 20 heads in a row, would you expect more of them? Or 40?

I've seen heads come up about ten times in a row... with a fair coin and with full confidence that it'd continue to come up heads for as long as the coin-tosser wanted it to.

He'd learned how to time the number of flips in the air and catch it at just the right time.

Therefore, seeing heads come up any number of times would be absolutely zero evidence of magic for me - though it would count for loud decibels of "coolness factor".

Therefore, seeing heads come up any number of times would be absolutely zero evidence of magic for me - though it would count for loud decibels of "coolness factor". [emphasis added]

Almost nothing gives "absolutely zero evidence" and indefinite feats of extreme dexterity definitely aren't exceptions.

Evidence smaller than a human brain can process - where counting it as evidence would cause a brain to overestimate the evidence's value - seems like it would be a case where it's practical to consider it absolutely zero evidence.

Yes, I agree with this. I'd count it as "so negligible as to be beneath bothering to waste a neuron on it" :)

The evidence here isn't actually negligible, I don't think. It's just that the posterior probability is negligible.

Once you have redefined "absolutely zero evidence" to mean "too small for it to be worthwhile for humans to consider it" precisely what language can you use to describe things that, you know, aren't evidence?

No, throwing in "absolutely zero" here changes it from "not technically true" to simply muddled thinking about how evidence works.

Incidentally even for human purposes this counts as evidence. Not sufficient evidence to even consider the magic hypothesis outright. But if a consistent trend occurs with respect to coin tossing then that hypothesis must eventually be considered. For example if anyone who says 'abracadabra' is suddenly able to rig coin tosses reliably even if they could barely even toss a coin at all before then that is clear evidence that something weird is going on. If you investigate the phenonemon 10,000 times with randomly selected 7 year olds (or even adults) and it happens each time then is strong evidence that something that can be described as magic is occurring. And every single instance is obviously weak evidence. "Absolute zero" is just way off.

If newspeak increases my utility in dealing with certain agents, I desire to speak in newspeak to them. If newspeak decreases my utility in dealing with certain agents, I desire to speak normally to them. Let me not become attached to the perception of newspeak as intrinsically evil.

Possession of a single Eye is said to make the bearer equivalent to royalty.

How about the miraculous ability to synthesise or isolate compounds of chemicals from the world that recreate sensations, or even push perception beyond the sensations for which it was designed? I'm always pretty impressed by that one.

Magic is supposedly intentional - it would require someone who could consistently make something happen against the expected likelihood.  Before I'd bother even considering it.

'All other lifeforms' except some nasty little ones that impair us.

The rebels' time is almost done.  Soon we will crush them utterly.

Devour Soul (level 6)
This spell enables the Mage to extract Energy from the Bodies of Plants and Animals, merely by placing various Parts of them inside the mage's own Body. More advanced Mages can derive not only Energy, but physical Pleasure, from enhancing this spell with dark and eldritch lore found in Books of magical recipes, exotic Potions and the judicious use of Fire.

"Posted by: Anon of /jp/"? I've been lurking on 4chan and OB for a long time, and I never expected them to come into contact...

I've heard there are vast shelters overflowing with fruits, nuts, and meats and giant baskets so large that the ones who created them placed them on wheels... and a tiny but infinitely powerful Master Scroll that allows those who possess it to take whatever they please.

Oh, and don't forget the Mystical Intertubes of Communication, which allow any person with access to the Tubes to 'post' their opinions for others to peruse. Even better, other Intertube users can append inanities to any of these essays with the minimum of thought and effort!

On the subject of magic, well, just a reminder that we can also get stuff that really does "smell like magic" out of basic physics. Consider this toy.

If you really want something that at least "looks like" magic and isn't "just a trick", well, physics does have some things up its sleeves. Heck, even on the level of basic Newtonian stuff, gyroscopic motion can seem kinda magical. It's there to be had, folks.

We are not doing very well so far.  We can't even seem to keep the blighters out of our tiny, digital, deterministic and engineered computer systems yet.

For Feynman on the eye, see 34:40 in this video: http://video.google.com/videoplay?docid=3164300309410618119

Bloody brilliant! Wish I'd come across this before. My favourite thing is to take the mundane and beat people across the head with it until it looks amazing, but this is done at a ninja level.

With a device that can fit in your pocket, you can split the universe into 2^4000000 nearly-identical but divergent copies in one second.

As I rely quite thoroughly on God, I suspect I might fall outside your definition of rationalist.  But.

You deserve a huge round of applause for pointing out so eloquently just how amazing so-called "ordinary" life is.

Resist Parasitism: The power holder is almost completely encased in a self-regenerating barrier which blocks entrance to small parasitic lifeforms.  In addition, his or her flesh and blood are filled with invisible essences which are fatal to most external lifeforms which attempt to steal his or her life energy.  This allows the holder to survive even in environments completely infested with parasitic attackers.

Regeneration: The user of this power can gradually restore their physical body to full health following most illnesses and injuries short of death.  Though material components may be used to hasten the process, regeneration can proceed without them and without any conscious effort whatsoever.  The power may be used an unlimited number of times and may apply to multiple injuries at once.

Share Blood: The wielder of this power may speed another's Regeneration (see above) by contributing a portion of his or her life force.  The contribution does not significantly affect the giver's health, although he or she is advised to drink extra liquids and avoid heavy lifting for the subsequent four hours.  By custom, a wielder of the power is awarded cookies immediately afterward.

There is a small genre of sci-fi short stories in which humans turn out to be the scariest species in the galaxy due to our possession of apparently mundane abilities. For example:

Human muscles have the terrifying ability to become increasingly more massive and powerful when placed under a routine of extreme stress. Many humans systematically overload their muscles in this way. For fun.

Humans breathe oxygen, a component of starship fuel!

The brain of a human is protected by an armored skull so powerful that a human fighter is impervious to any simple attack to the brain and can even use its braincase as a weapon to bludgeon enemies.

Humans naturally produce dangerous hormones and stimulants such as epinephrine. In desperate situations these boost a human's abilities, allowing it to continue functioning even when severely wounded.

The concept is popular on 4chan's /tg/ board where they're called "humanity" stories or "humanity, fuck yeah" stories. Here's one archive of such threads:

http://suptg.thisisnotatrueending.com/archive.html?tags=humanity

Humans are pretty close to immune to memetic viral attacks. In other cultures, memetic attacks are devastating weapons of war, that are carefully researched in hidden facilities where the researchers go through daily psychological analysis to keep the attack from escaping- and occasionally it does anyway, and they have to vaporize the sector. Humans use them to sell hamburgers. Human memetics is the flat-out most advanced in the universe, and they don't even have clinical immortality yet. Individual humans can make memetic attacks untrained.

http://suptg.thisisnotatrueending.com/archive.html?tags=Humans 

Apparently, many humans have a superpower whereby they can force themselves to do things they do not already feel pull-motivated to do, as though lifting themselves by their own bootstraps. I'm very jealous of this power and also very frustrated that most people who do have it are also unfamiliar with the typical mind fallacy and are confused about free will and think they understand their power but can only "explain" it in terms that sound to me like childish platitudes by now and certainly don't have any technical content, so of course they usually don't believe me or don't understand when I say that I cannot even imagine what the fuck that ability would feel like. (Actually, worse, usually they think they understand and believe me but they clearly don't, because the next minute they're right back to the childish platitudes and the free will confusion and the acting like sentences like "Put one foot in front of the other" are somehow magically supposed to move me.) Urgh.

Can I write this into a novel? I'd very much like to write this into a novel

Hey now. Ordinary induction only implies that you can write an arbitrarily long novel of finite length. You need transfinite induction to get to infinite lengths. 

A post written by someone who did not have binocular vision, and then developed it in limited circumstances:

I am stereoblind, but the 3DS lets me see the world as others see it

"I had never known it was possible for reality to look this way—for things to look as solid as they feel."

For example, suppose that instead of one eye, you possessed a magical second eye embedded in your forehead.  And this second eye enabled you to see into the third dimension—so that you could somehow tell how far away things were—where an ordinary eye would see only a two-dimensional shadow of the true world.  Only the possessors of this ability can accurately aim the legendary distance-weapons that kill at ranges far beyond a sword, or use to their fullest potential the shells of ultrafast machinery called "cars".

I lack stereopsis due to strabismus and still I can drive a car just fine.



The Beauty of Settled Science

Facts do not need to be unexplainable, to be beautiful; truths do not become less worth learning, if someone else knows them; beliefs do not become less worthwhile, if many others share them…

…and if you only care about scientific issues that are controversial, you will end up with a head stuffed full of garbage.

The media thinks that only the cutting edge of science is worth reporting on. How often do you see headlines like “General Relativity still governing planetary orbits” or “Phlogiston theory remains false”? So, by the time anything is solid science, it is no longer a breaking headline. “Newsworthy” science is often based on the thinnest of evidence and wrong half the time—if it were not on the uttermost fringes of the scientific frontier, it would not be breaking news.

Scientific controversies are problems so difficult that even people who’ve spent years mastering the field can still fool themselves. That’s what makes for the heated arguments that attract all the media attention.

Worse, if you aren’t in the field and part of the game, controversies aren’t even fun.

Oh, sure, you can have the fun of picking a side in an argument. But you can get that in any football game. That’s not what the fun of science is about.

Reading a well-written textbook, you get: Carefully phrased explanations for incoming students, math derived step by step (where applicable), plenty of experiments cited as illustration (where applicable), test problems on which to display your new mastery, and a reasonably good guarantee that what you’re learning is actually true.

Reading press releases, you usually get: Fake explanations that convey nothing except the delusion of understanding of a result that the press release author didn’t understand and that probably has a better-than-even chance of failing to replicate.

Modern science is built on discoveries, built on discoveries, built on discoveries, and so on, all the way back to people like Archimedes, who discovered facts like why boats float, that can make sense even if you don’t know about other discoveries. A good place to start traveling that road is at the beginning.

Don’t be embarrassed to read elementary science textbooks, either. If you want to pretend to be sophisticated, go find a play to sneer at. If you just want to have fun, remember that simplicity is at the core of scientific beauty.

And thinking you can jump right into the frontier, when you haven’t learned the settled science, is like…

…like trying to climb only the top half of Mount Everest (which is the only part that interests you) by standing at the base of the mountain, bending your knees, and jumping really hard (so you can pass over the boring parts).

Now I’m not saying that you should never pay attention to scientific controversies. If 40% of oncologists think that white socks cause cancer, and the other 60% violently disagree, this is an important fact to know.

Just don’t go thinking that science has to be controversial to be interesting.

Or, for that matter, that science has to be recent to be interesting. A steady diet of science news is bad for you: You are what you eat, and if you eat only science reporting on fluid situations, without a solid textbook now and then, your brain will turn to liquid.

This post has gained the dubious distinction of being posted on my facebook.

There is still a danger of getting an Astrology or Philosophy textbooks, and wasting years on them.

I was wondering why reading the PhysOrg RSS feed almost always leaves a bad taste in my mental mouth. I had it in my feed list for a couple of months, and I consistently feel that I just don't want to read it.

(A rather relevant quote from your previous post: "Asch's experiment shows that the power of dissent to inspire others is real". http://lesswrong.com/lw/ma/on_expressing_your_concerns/).

My favorite example of both the controversies and the settled:  the string theory controversies and Roger Penrose's careful treatment of what we do know in "The Road to Reality."

Of course, Popper and Feyerabend would have us believe that nothing is ever settled (and I tend to agree), but even in Popperian mode, the theory that displaces tends to subsume and refine at the asymptotes rather than invalidate directly.

I do not keep up with science news, but for different reasons: the sheer fire-hose volume of it. Especially in the gleeful stamp-collecting world of the biological sciences. I figure if something is important enough, it will eventually get to me after layers of filtering.

I agree; for long lasting satisfaction, textbooks are one of the best things you can read.

Can you recommend a good textbook for QM or general relativity? I took an introductory modern physics course in college, so I have a decent feel for special relativity and know a bit of QM (the Schroedinger equation and applying it to the hydrogen atom) but I'd like to see a bit more of the real meat of the subject. I want the technical explanation, not just words; I don't really understand it until I see the equations.

Also, any recommended reading in economics to go beyond my Econ 101 textbook (which, interestingly enough, is the most effective piece of propaganda I've ever read)?

Intermediate Microeconomics by Hal Varian. It is the next step up from introductory texts and is as mainstream as you can get.

"A steady diet of science news is bad for you:  You are what you eat, and if you eat only science reporting on fluid situations, without a solid textbook now and then, your brain will turn to liquid."

I would recommend digging up the paper that generated the press release; if you can't understand it, you don't understand the controversy.

"Can you recommend a good textbook for QM or general relativity?"

Feynman Lectures vol. 3 for QM, and Gravitation for GR (be warned that the latter uses grad-school-level math).

I second the endorsement of the Feynman Lectures vol. 3  for people as young, bright and well-educated as Doug S (who has a degree in math).  I say "young" because it becomes much harder to learn as you get older.  Although it does not mention the many-world interpretation, it seems to have the best reputation for helping people learn the core of the subject matter, which has nothing to do with interpretation.

As far as GR, I'll second the vote for Gravitation, by Meisner, Thorne, and Wheeler.

Been teaching myself GR (slowly) out of it. IT's not absolutely perfect, but it's a very very very good text.

As far as the level of math, it uses some high level stuff, but it builds it up.

I do wish someone had constructed a solutions guide for problems in that text though. There're a couple of exercizes that are more or less the only places certain derivations are dealt with for things that are important later.

And some of those things I had/have a bunch of trouble solving. But still, it really is a good text. Besides, it uses the word "antibongs" (in the context of talking about one-forms)

Warning: the text is a bit of an empirical one. That is, it's large and heavy enough that you can do direct observations of the effects of curvature of spacetime. :D

http://www.amazon.com/Spacetime-Geometry-Introduction-General-Relativity/dp/0805387323

For QM, I'd recommend principles of Quantum Mechanics by Shankar:

http://www.amazon.com/Principles-Quantum-Mechanics-R-Shankar/dp/0306447908/ref=sr_1_1?ie=UTF8&s=books&qid=1206393820&sr=1-1

Although since I'm a mathematician who used to dabble in physics, so these will both have a mathematics slant. I've actually read both of them, and they're good.

There is still a danger of getting an Astrology or Philosophy textbooks, and wasting years on them.
I'm glad someone else is promoting the meme.

I agree wholeheartedly.  The other downside of popular science and the news media is that it gives the impression that very little is known.  Neuroscience is a good example of this; cosmology another.  By reading a textbook, even if you can't follow everything in it, you get a good idea of the overwhelming amount of knowledge we have in a particular discipline and the kind of evidence that supports it.

For what it's worth, I wasted years on philosophy and there isn't a single work I find myself able to recommend, so if anyone wants to take unsolicited anonymous advice on the matter: don't waste your time on it.  The one useful thing I got out of it was realizing that most of the platitudes we usually associate directly with science (science is inherently uncertain, science is inductive, science is about falsification, science is based on skepticism, science doesn't make metaphysical claims, etc) are premised on untenable philosophical arguments.

"For what it's worth, I wasted years on philosophy and there isn't a single work I find myself able to recommend [...]"

Poke, don't you think most of Eliezer's posts here count as philosophy?

Some do.  Others are science, logic, math, advice, strategy, etc.

I wouldn't count this current run of posts as philosophy.

I've been slowly, sloooowly reading Molecular Biology of the Cell (5th ed, brand new) by Alberts, and Lehninger: Principles of Biochemistry (4th ed). So far, I prefer the first one.

Until recently I was too intimidated to buy them because that's far from what I studied, but now I regret it. I should have started sooner.

For the record, my math background consists of an undergraduate degree in computer engineering along with a math minor. I took the standard four-semester calculus sequence through differential equations, "Advanced Calculus I," two courses in linear algebra, and one course on calculus with complex numbers. My engineering courses covered Fourier analysis, transforms, Laplace transforms, and Z-transforms (all non-rigorously), and I also had one engineering course on (frequentist) probability theory. Finally, I also cheated on my humanities requirement by taking philosophy courses on formal logic that were basically math courses in disguise, and have picked up a lot of random trivia by reading things that looked interesting.

I've always been very good at math, picking things up quickly; even at Rutgers University, I was always among the best math students in my classes, so I think that I really can justify a claim that I'm among the top 1% of the population in terms of mathematical aptitude. I certainly don't know as much mathematics as someone with a math major is expected to know, but when it comes to reading about science, I'd much rather have the math available than hidden, even if I can't follow it all.

Anyway, thanks for the physics book recommendations; I'm seriously considering ordering at least one of those textbooks.

Oh, OK.  Unfortunately there is no way for a commenter to edit a comment, so I cannot change it where I said you were a math major.

Oh, this is good. Perennially good, which is why I am commenting two years after it was written.

This may just be a temporary glitch, but this post appears to have had its content replaced with that of Mundane Magic.

Thank you for commenting!---this is entirely my fault; fixing it now.

Yeah, pop science is inaccurate and irresponsible.
But overall I think this is a disservice to how interesting science and history actually are. History isn't merely a stepping stone, a tool, boring and necessary.

The wording isn't helping either. It'd be absurd trying to convince someone that something described as "settled" is interesting. It's almost inhuman.

Science is interesting because of 'semiotics', questions, answers, and what makes both valid. It's epistemology, ontology, pragmatism...



Amazing Breakthrough Day: April 1st

So you're thinking, "April 1st... isn't that already supposed to be April Fool's Day?"

Yes—and that will provide the ideal cover for celebrating Amazing Breakthrough Day.

As I argued in "The Beauty of Settled Science", it is a major problem that media coverage of science focuses only on breaking news.  Breaking news, in science, occurs at the furthest fringes of the scientific frontier, which means that the new discovery is often:

People never get to see the solid stuff, let alone the understandable stuff, because it isn't breaking news.

On Amazing Breakthrough Day, I propose, journalists who really care about science can report—under the protective cover of April 1st—such important but neglected science stories as:

Note that every one of these headlines are true—they describe events that did, in fact, happen.  They just didn't happen yesterday.

There have been many humanly understandable amazing breakthroughs in the history of science, which can be understood without a PhD or even BSc.  The operative word here is history.  Think of Archimedes's "Eureka!" when he understood the relation between the water a ship displaces, and the reason the ship floats.  This is far enough back in scientific history that you don't need to know 50 other discoveries to understand the theory; it can be explained in a couple of graphs; anyone can see how it's useful; and the confirming experiments can be duplicated in your own bathtub.

Modern science is built on discoveries built on discoveries built on discoveries and so on all the way back to Archimedes.  Reporting science only as breaking news is like wandering into a movie 3/4ths of the way through, writing a story about "Bloody-handed man kisses girl holding gun!" and wandering back out again.

And if your editor says, "Oh, but our readers won't be interested in that—"

Then point out that Reddit and Digg don't link only to breaking news.  They also link to short webpages that give good explanations of old science.  Readers vote it up, and that should tell you something.  Explain that if your newspaper doesn't change to look more like Reddit, you'll have to start selling drugs to make payroll.   Editors love to hear that sort of thing, right?

On the Internet, a good new explanation of old science is news and it spreads like news.  Why couldn't the science sections of newspapers work the same way?  Why isn't a new explanation worth reporting on?

But all this is too visionary for a first step.  For now, let's just see if any journalists out there pick up on Amazing Breakthrough Day, where you report on some understandable science breakthrough as though it had just occurred.

nice idea. Personally, I think it'll be very difficult indeed to get the press to do this kind of thing, because the press put profits before their social duty - in this case a NEW science story will sell more newspapers, and therefore make them more money, even though it is fairly clear that it's a bad thing to do.

How about this: convince the US National Academy of Sciences to put out a weekly or monthly report, written by prominent scientists, on some settled science. That way the scientific community would do the hard part, and the press would have something slightly more newsworthy. Just an idea...

Or, you could write an article to some newspaper to whom this is relevant. Perhaps New Scientist or Scientific American would publish an article on why settled science is a good thing to report, and why it's unethical for the press to constantly report breakthrough science.

If I have some time, I might like to write in to new scientist myself about this. Would this be Ok? - obviously I'll attribute the idea to you.

A mainstream publication probably wouldn't do this, but I can imagine Slashdot, Google, and various tech/sciece/health blogs doing this as an April Fool's joke.  If you don't have a blog, do it to a friend: "Omg!  Did you hear that scientists have figured out how to plot what the night sky would look like from any point on earth at any point at time and with any light pollution level????  This will change EVERYTHING!"

Preferably, the web sites would make the "new"s about something of practical use, so that it looks like a new breakthrough.  Some ideas:

-Scientists have discovered that simple "Turing" machines can do all the computations of modern computers!
-Mathematicians have discovered that prime numbers can be used to provide military-grade encryption of messages!
-Engineers have discovered a way to make heavy objects support their own weight merely from the pressure of the air flowining around them!

Wikipedia does something similar on April Fool's - posting on the main page all sorts of things which sound fake but are actually real.

Not quite the same, but you may enjoy the following from The Onion, where April Fools Day is a year-round event:  "Buoyant Force On Area Object Equal To Weight Of Water Displaced"

As long as the newspapers are at it, they should use 'Amazing Breakthrough Day' as an excuse to change the Atrology section to the 'Astronomy' section.

Be totally serious about this! Spread it around the internet! This is such an amazing idea! Next April Fool's day is going to be the best one ever!

Gosh, I'm so ridiculously excited no one's even going to take me seriously.

I'm not in USA but people here in my country really don't read newspapers a lot anymore. 90% of newspapers are quite low-quality, so called "yellow press". So really internet is a media of a greater quality. Most of newspapers are covering stuff like politics, economics, other stuff which seems more "clear" for the people reading them. But in fact, e.g. a seller of apples trying to argue with a postman about situation in Syria is quite much the same if they would discuss collision of black holes.

How do you measure the quality of internet and newspapers? How do you compare their impacts? What do you know about the postman's knowledge of black holes?

In short I measure this the similar way as you measure which restaurant for you is good and which is bad.
Probably there exist postmans whos command of knowledge about black holes is very strong, but I believe an average postman knows quite little on topics like that.



Is Humanism a Religion-Substitute?

For many years before the Wright Brothers, people dreamed of flying with magic potions.  There was nothing irrational about the raw desire to fly.  There was nothing tainted about the wish to look down on a cloud from above.  Only the "magic potions" part was irrational.

Suppose you were to put me into an fMRI scanner, and take a movie of my brain's activity levels, while I watched a space shuttle launch.  (Wanting to visit space is not "realistic", but it is an essentially lawful dream—one that can be fulfilled in a lawful universe.)  The fMRI might—maybe, maybe not—resemble the fMRI of a devout Christian watching a nativity scene.

Should an experimenter obtain this result, there's a lot of people out there, both Christians and some atheists, who would gloat:  "Ha, ha, space travel is your religion!"

But that's drawing the wrong category boundary.  It's like saying that, because some people once tried to fly by irrational means, no one should ever enjoy looking out of an airplane window on the clouds below.

If a rocket launch is what it takes to give me a feeling of aesthetic transcendence, I do not see this as a substitute for religion.  That is theomorphism—the viewpoint from gloating religionists who assume that everyone who isn't religious has a hole in their mind that wants filling.

Now, to be fair to the religionists, this is not just a gloating assumption.  There are atheists who have religion-shaped holes in their minds.  I have seen attempts to substitute atheism or even transhumanism for religion.  And the result is invariably awful.  Utterly awful.  Absolutely abjectly awful.

I call such efforts, "hymns to the nonexistence of God".

When someone sets out to write an atheistic hymn—"Hail, oh unintelligent universe," blah, blah, blah—the result will, without exception, suck.

Why?  Because they're being imitative.  Because they have no motivation for writing the hymn except a vague feeling that since churches have hymns, they ought to have one too.  And, on a purely artistic level, that puts them far beneath genuine religious art that is not an imitation of anything, but an original expression of emotion.

Religious hymns were (often) written by people who felt strongly and wrote honestly and put serious effort into the prosody and imagery of their work—that's what gives their work the grace that it possesses, of artistic integrity.

There is an acid test of attempts at post-theism.  The acid test is:  "If religion had never existed among the human species—if we had never made the original mistake—would this song, this art, this ritual, this way of thinking, still make sense?"

If humanity had never made the original mistake, there would be no hymns to the nonexistence of God.  But there would still be marriages, so the notion of an atheistic marriage ceremony makes perfect sense—as long as you don't suddenly launch into a lecture on how God doesn't exist.  Because, in a world where religion never had existed, nobody would interrupt a wedding to talk about the implausibility of a distant hypothetical concept.  They'd talk about love, children, commitment, honesty, devotion, but who the heck would mention God?

And, in a human world where religion never had existed, there would still be people who got tears in their eyes watching a space shuttle launch.

Which is why, even if experiment shows that watching a shuttle launch makes "religion"-associated areas of my brain light up, associated with feelings of transcendence, I do not see that as a substitute for religion; I expect the same brain areas would light up, for the same reason, if I lived in a world where religion had never been invented.

A good "atheistic hymn" is simply a song about anything worth singing about that doesn't happen to be religious.

Also, reversed stupidity is not intelligence.  The world's greatest idiot may say the Sun is shining, but that doesn't make it dark out.  The point is not to create a life that resembles religion as little as possible in every surface aspect—this is the same kind of thinking that inspires hymns to the nonexistence of God.  If humanity had never made the original mistake, no one would be trying to avoid things that vaguely resembled religion.  Believe accurately, then feel accordingly:  If space launches actually exist, and watching a rocket rise makes you want to sing, then write the song, dammit.

If I get tears in my eyes at a space shuttle launch, it doesn't mean I'm trying to fill a hole left by religion—it means that my emotional energies, my caring, are bound into the real world.

If God did speak plainly, and answer prayers reliably, God would just become one more boringly real thing, no more worth believing in than the postman.  If God were real, it would destroy the inner uncertainty that brings forth outward fervor in compensation.  And if everyone else believed God were real, it would destroy the specialness of being one of the elect.

If you invest your emotional energy in space travel, you don't have those vulnerabilities.  I can see the Space Shuttle rise without losing the awe.  Everyone else can believe that Space Shuttles are real, and it doesn't make them any less special.  I haven't painted myself into the corner.

The choice between God and humanity is not just a choice of drugs.  Above all, humanity actually exists. 

If a rocket launch is what it takes to give me a feeling of aesthetic transcendence, I do not see this as a substitute for religion.  That is theomorphism - the viewpoint from gloating religionists who assume that everyone who isn't religious has a hole in their mind that wants filling.

Eliezer, there is evience that people do have a God-shaped hole in their minds.  Razib @ gnxp.com has documented this extensively. For instance Buddhism is a nominally non-theistic religion, yet it has independently evolved into worship of the "Lord Buddha", or some Bodhisattva, etc. [1] [2]

But is the hole really "God shaped" or is it, in fact, "big powerful human" shaped?

Because theologians describe God with specific terms, and properties; but most religious people I know just think of God as a "big powerful human" even when their preachers tell them all these theological properties, their mind seems to shape it into "big powerful human" shape.

In peaceful moments when my mind is clear i become aware of my own experience and the passage of time independent of what my specific experience is at that moment.

Also, it seems to be the only thing about me that is consistent over time. Certainly I do not now think the same way I did when I was 10 years old, nor do i look the same, or want the same things.  My memory connects me more to that 10 year old then other people, but even my memories are suspect.

Through my empathy i can recognize that the experiences of other people are similar in this regard, and so i feel the distinction between myself and others is arbitrary.
In this way i can transcend personal identity, and death.

No gods.  No afterlife.  No reincarnation.  No fairy tales.

Scientific models help us by giving accurate predictions, but they are not the only models worth considering.  Other models present an ontology that gives meaning to our experiences.  People who consider money to be valuable accept the ontological authority of the market place in much the same way that catholics accept the ontological authority of priests over which crackers are the flesh of god.

Caledonian, not the goal--of whom? Not the point--of what? You write as if you think the Evolution Fairy is going to smite us if we don't consciously try to maximize inclusive genetic fitness.

Eliezer has been discussing his delight in spacecraft, which seems different than humanism. Mencius Moldbug has a seven-part series on the religious nature of humanism ending here.

I'd have to chime in with the first anonymous person, who said:

Eliezer, there is evience that people do have a God-shaped hole in their minds.

In fact there are even scientists who are trying to find evolutionary psychology based explanations for why religious memes co-evolved with specific brain faculties that make us susceptible to them. To put it simply: we may all have a religion shaped hole in our heads, because it may have been adaptive to have them in our Era of Evolutionary Adaptedness. For example:

http://www.economist.com/science/displaystory.cfm?story_id=10875666

Eliezer: If I get tears in my eyes at a space shuttle launch, it doesn't mean I'm trying to fill a hole left by religion 

you may very well be wrong: you may not realize that you are trying to fill a religion shaped hole, but you are.

Roko & co: Can we try and pin down what exactly we mean by a 'religious-shaped hole'? I mean, even if there is such a hole, perhaps it's just a 'fulfilment-hole' that many have traditionally filled with religion.

My cod-psychology two pence: people like feeling part of something bigger and grander. What's bigger and grander than being in a Super Happy Agent's Super Club? Can one feel comfortable with the notion that there probably isn't a bigger, grander scheme? I don't have too much trouble.

If it's not a religion-hole, but simply an innate desire to feel something profound, then surely better to fill it with something you can see, feel, touch, understand. That said, God's never spoken to me - I imagine that must be a pretty fulfilling experience.

"Roko & co: Can we try and pin down what exactly we mean by a 'religious-shaped hole'? I mean, even if there is such a hole, perhaps it's just a 'fulfilment-hole' that many have traditionally filled with religion."

"Dr Sosis therefore concludes that ritual constraints are not by themselves enough to sustain co-operation in a community—what is needed in addition is a belief that those constraints are sanctified."

"In short, awareness of a ghost—a supernatural agent—made people less likely to cheat."

Various scientists mentioned in the article are trying to find an evolutionary explanation as to why a tendency to believe in religions would be adaptive. One idea is a resurrection of group selection, but there are others. The point is that there are plenty of scientists who are looking very hard for some mechanism whereby a tendency towards religious belief is genetic.

When I say "religion-shaped hole", I mean certain brain structures which co-evolved with primitive tribal religions in our EEA. These brain structures may be quite specific - it may be the case that not just any old "happy belief" will do; for example a belief in the imperfect and somewhat random power of human progress [c.f. the space shuttle launch] might not cut it. Susceptibility to beliefs which fit a fairly specific list of criteria may be HARD CODED into the average human brain. My guess for these properties might be:

The belief system must refer to deities/a diety who is extremely powerful, more so than any human, and it is not possible to deceive the diety about how you have acted.

The diety/deities are the ultimate explanation for the existence of the world and all natural phenomena in it

The diety/deities will punish any cheating on the members of one's tribe/social group, and reward co-operation and self-sacrifice

The diety/deities deal with you once you have died, this treatment depends on how much you have co-operated/defected in life. [and furthermore, death IS NOT simply the end of existence]

I am unaware of any religious belief systems which don't fit this list; but this is perhaps true by definition. Until a few hundred years ago, almost every single human being on the planet held these beliefs, with some appropriate entity as "the deity", and today, as far as I am aware, these beliefs are held by something like 90% of the humans on this planet.

I'm glad to see robust criticism of Eliezer and his foil-seeking relationship with religion on this blog. Let's encourage Eliezer to focus more on innovating ways to overcome bias and less on these type of foil-seeking contrasts (the guy who likes space shuttles vs. the guy who claims to believe in Jesus as God).

My cod-psychology two pence: people like feeling part of something bigger and grander.

"[T]here is the pleasant life — having as many of the pleasures as you can and the skills to amplify them — and the good life — knowing what your signature strengths are and recrafting everything you do to use them a much as possible. But there's a third form of life, and if you're a bridge player like me, or a stamp collector, you can have eudaemonia; that is, you can be in flow. But everyone finds that as they grow older and look in the mirror they worry that they're fidgeting until they die. That's because there's a third form of happiness that is ineluctably pursued by humans, and that's the pursuit of meaning. I'm not going to be sophomoric enough to try to tell Edge viewers the theory of meaning, but there is one thing we know about meaning: that meaning consists in attachment to something bigger than you are. The self is not a very good site for meaning, and the larger the thing that you can credibly attach yourself to, the more meaning you get out of life."

Roko: The Sadducees were one religious sect with no belief in an afterlife. There are probably others (some Australian Aboriginal religions come to mind, but I can't find a cite). Buddhism in its original and more austere present forms (if that counts as a religion) lacks #1 and #2, and promises #3 and #4 through natural law rather than a deity. Still, those beliefs describe the vast majority of religions.

Read the last quote.  Acting against the grain of reality tends to cause the actor to cease being real.

Is that bad from the actor's perspective?  How should I know?  But actors who view that as good, or who act regardless of that consequence, tend not to accumulate in existence.  They do not endure.

We are descended from the actors who survived their environments, who one way or another made the choices that went along with the grain.  Now the grain has shifted, but we're repeating the same patterns.

@Nick: Thanks for that; from the wikipedia article on the Sadducces:

The Sadducees were members of a Jewish sect founded in the second century BC, possibly as a political party. They ceased to exist sometime after the first century AD.

I think this really drives home my point - a sect split off from judaism (a religion which very much DOES believe in the afterlife) and within a few generations went extinct again. Moral of the tale: No belief in afterlife = not a viable religious belief system.

@Hopefully Anonymous: I'm glad to see robust criticism of Eliezer and his foil-seeking relationship with religion on this blog. Let's encourage Eliezer to focus more on innovating ways to overcome bias and less on these type of foil-seeking contrasts (the guy who likes space shuttles vs. the guy who claims to believe in Jesus as God).

I'm not criticizing the fact that Eliezer is promoting the benefits of placing emotional investment in the merely real. I'm just disagreeing with him on one specific point of fact: the scientific evidence seems to suggest that humans have an in-built desire to hold a religious belief system, as I defined it above.

Furthermore, I think that overcoming belief in the unreal is an important part of overcoming bias. Just look at the Intelligent Design movement in the US - an example of how emotional investment in unreal things leads to the worst kind of sophistry: a concerted attack on rational thinking and science.

Post hoc ergo propter hoc. You have to examine the full story of that extinction and others like (and unlike) it before you can make this assertion in confidence.

The more specific the list, the less credence one should give it. Evolution will build just enough structure to let environment provide the rest of the information.

Religion is only one source of group cohesiveness conveyed by deeper meaning. The other major one I can think of off the top of my head is nationalism. The role of ritual would probably be best understood by examining it in all of the contexts where some deeper meaning is the binding agent, not just religion. Military rituals would be a good place to start.

I agree with you that atheists who experience awe or similar emotions in response to non-religious phenomena are not necessarily trying to fill a God-shaped hole. I don't follow the distinction you make between my experience of God and yours of the space shuttle launch, though.  If sharing the experience of the space shuttle does not detract from your awe, why should sharing the experience of God detract from mine?

To those defending religion by lauding "a god-shaped hole in the mind": how would you react to a custom-designed pill which went to that part of the brain and plugged the hole? Or better yet, a vaccine which stopped it up permanently (and could be given with the other "shots" to an infant)?

Liz, space shuttles exist. God, on the other hand.... I may be missing something, though, as I don't see where "sharing" comes from.

Julian, I don't see anyone defending religion, just pointing out that people do have a God-shaped hole. I find it plausible that that hole exists, and personally I'd like to plug it to the extent that I have one, but only if I was confident that doing so wouldn't reduce my feeling of transcendent awe at real things.

The claim that religiously-inspired music is inherently more beautiful than atheistically-inspired music initially seems plausible but on reflection it seems clear there is a severe selection bias at work. The majority of religiously-inspired songs that have been written actually suck, as do the vast majority of songs of any sort. A few early churches cultivated an environment in which singing and songwriting were well rewarded, something one could make a career out of. Many talented people spent lifetimes writing song after song - most of them terrible - for the church and hundreds of years later a few of the songs that survive from that era are lovely. Do you really think Handel couldn't have written a decent song about atheism if he'd been paid to do so? Or at least, one that we'd regard as good if people had been singing it for centuries?

But you're looking at the output of professionals at the height of their craft, winnowed by time. It's like comparing Casablanca with some recent student art film projects and claiming black & white movies are inherently better.

(FWIW, here's the closest thing that I've written... Hymn of the Flying Spaghetti Monster )

@cyan: Post hoc ergo propter hoc - you make a fair point. Examining the other examples that nick gives might give me a slightly larger sample size. Do we have a Buddhism expert or someone who knows about the aboriginal Australians? Well, to be fair, the aboriginal Australians didn't exactly do very well for themselves, but there are other more compelling reasons for this. As far as confusing correlation with causation, I might quote the Wikipedia article again:

Most of what is known about the Sadducees comes from Josephus, who wrote that they were a quarrelsome group

which suggests that they lacked social cohesion. So the chain of causation would be that a lack of belief in afterlife caused lots of internal arguments, which led to their demise.

Cyan Said: The more specific the list, the less credence one should give it.

Yes, but look at all the evidence I have in favor of my quite (but not too) specific list: all of the world's major religions fit all of the criteria on it. (with "austere" Buddhism perhaps lacking somewhat, but how many "austere" Buddhists are there?) It looks to me like my list is well-supported by the evidence.

But this is a bit of a digression; I can't do a very thorough investigation into the scientific origins of religious belief. I think I have shown sufficient evidence to cast doubt on the assertion that we don't have a "religion-shaped hole" to fill.

Julian: how would you react to a custom-designed pill which went to that part of the brain and plugged the hole? Or better yet, a vaccine which stopped it up permanently (and could be given with the other "shots" to an infant)?

extremely positively. I'd put it in the water supply like we do with fluoride ;-0

You made me go to Youtube and watch shuttle launches..

I've just submitted my Militant Atheists' Marching Song to Reddit. Does it suck? Since I wrote the words, it is not my place to judge.

As far as the hypothetical anti-religion pill... I'd be hesitant, not due to love of religion, but cooerced brain modification seems like it's a extra super duper "warning, warning, thar be demons past these gates" level of "eeek"

Brain modification/upgrades... "wheee! sign me up!"

Cooerced brain modification/upgrades... this is where I say "okay, wait, seriously think things through here."

Julian's comment about "defending religion" reminds me of Eliezer's talk about the Blues and the Greens, and about politics; since religion is the Hated Enemy, we have to support every possible argument against it, and one possible argument is that religion is 100% foreign to human nature. So if anyone admits that this argument is flawed, he is supporting the Hated Enemy and must be condemned as a heretic.

If people do have a religion-shaped hole (I can tell at least some do), what are they supposed to do about it? Ignoring it to focus on real things will not plug the hole. Modifying your brain or creating a real godlike thing is not possible yet. So what are we to do?

if people do have a religion-shaped hole (I can tell at least some do), what are they supposed to do about it? Ignoring it to focus on real things will not plug the hole. Modifying your brain or creating a real godlike thing is not possible yet. So what are we to do?

I think that the best thing to do is to plug that hole with humanism or, better still, with transhumanism. Of course this is the opposite to what Eliezer is saying in the post, and it has its problems, but I think that it is the best of a bad lot of options. If you are going to think of transhumanism as your "life stance" [polite terminology for religion substitute], then there are some things you should be very careful about:

Resist the urge to turn H+ into a cult: don't assert the truth of a statement just because it supports the transhumanist stance. Support a statement if and only if it is true, and cross your fingers that the truth will turn out to be rather nice ;-0

Transhumanism has no high priests, and we should strive to make sure that it never does. Avoid leader worship.

Don't make AGI into a Super Happy Agent, but do make a successful friendly AGI into one. There's a difference. It is very likely that an unfriendly AGI will do very nasty things to us, but it seems likely to me that a friendly AGI will surpass or wildest dreams in terms of good outcomes. [Do we have evidence for this? Is this pure wishful thinking? Well... I think a reasonably defensible and non tautological argument could be made, given a suitable definition of "good outcome", of "friendly" and of "intelligent", using our observations of various levels of intelligent agents which are less intelligent than ourselves. Actually the difficult bit is defining "good outcome"]

(credit for these goes to Eliezer, you can find them all here on overcoming bias)

"There are atheists who have religion-shaped holes in their minds. I have seen attempts to substitute atheism or even transhumanism for religion.  And the result is invariably awful.  Utterly awful.  Absolutely abjectly awful."

Don't you're early writings, i.e. "Meaning of Life FAQs", exhibit this tendency? Aren't they such attempts? I just want to know how much your views have changed since then. Your site states those writings are out of date, but I am still curious.

I'm not asking you to do a thorough investigation -- I'm suggesting that you've put too much credence in one possible explanation when there are alternative less or equally complex explanations.

For example, a "life's meaning"-shaped hole in one's brain seems more plausible than a specifically religion-shaped hole. The features on your list may be characteristics of religions that make them particularly good at appearing to convey meaning (or at taking advantage of flaws in human cognition; or at generating a fear-based response; or... etc.). In short, the listed features make religions fit memes -- no religion-shaped hole required. I regard this as a simpler hyphothesis that equally well explains the available facts.

It would be a mistake to proceed as if the available information confirmed the religion-shaped-hole hypothesis. It's plausible -- but that's all.

@cyan: "For example, a "life's meaning"-shaped hole in one's brain seems more plausible than a specifically religion-shaped hole."

hmmm... but then where are the large number of successful societies that don't have a religious belief system? Religion is widely acknowledged to be an almost universal phenomenon. The hypothesis that there's merely a "meaning shaped" hole is a less specific prediction than the "religion shaped" hole. Remember, the more specific the predictions a hypothesis makes, the more credence we should give it (assuming, of course, that the data doesn't falsify it). Example: suppose two hypotheses H1 and H2 make predictions about the value of a random variable X which lies between 0 and 1. H1 predicts X will be between 0.01 and 0.99, and H2 predicts that X will be between  0.22 and 0.2201. We measure X to have the value 0.22006. Which hypothesis do you believe? I'd believe H2, because it made a very specific prediction and didn't get falsified.

The same applies to my more specific prediction versus your less specific prediction.

Incorrect.  The more specific the predictions a hypothesis makes, the easier it becomes to confirm or reject the hypothesis, and the more meaningful investigation and observation can be in evaluating it.  But that is why we should treat such hypotheses more seriously than vague ones, not why we should view them as more credible than vague ones.

Roko, my hypothesis makes the same predictions as yours. It just has less working parts.

This discussion is skirting thread-hijacking, so I'm happy to agree to disagree at this point.

nice post - now I know I'm not the only one with tears when seeing a rocket launch :)

"This discussion is skirting thread-hijacking, so I'm happy to agree to disagree at this point." yeah, ok, that sounds sensible. I don't think anything crucial rests on the outcome anyway. R

Why do you confuse "theism" and "religion"? There are major world religions that are not at all theistic, like Buddhism. It's unrealistic to lump them together, it just makes you look ... silly.

I believe he is including all religions in this category, not just theist religions.

For example, what can Buddhism tell us about reality any more than Christianity?  They share the same fundamental problem: they aren't real.

Besides, Buddhists tend to worship Buddha in lieu of a God, anyway, so even that part they couldn't get right.

How do we know that the religionists don't have a "space-shuttle-launch"-shaped hole in /their/ heads?

Geez, it almost makes you wonder if maybe religion might be a substitute for science...

@captain obvious: How do we know that the religionists don't have a "space-shuttle-launch"-shaped hole in /their/ heads?

Space shuttles weren't present in our era of evolutionary adaptedness, neither was science.

Space shuttles weren't present in our era of evolutionary adaptedness, neither was science.

OK, but neither was anything like our modern forms of religion. Just because you don't have something to fit a given hole doesn't mean the hole couldn't exist (and of course I'm kidding about the specifics of the shuttle-launch-shaped-hole)

Besides, while "modern" science wasn't present, the overall goal (trying to understand the world we find ourselves in) certainly was. Lacking anything like modern science, people had to "fill in the hole" (in their understanding of their world) with religion.

Regardless of whether that's actually true or not (and I'm certainly no anthropoligist!), my real point is that it's incredibly presumptuous of the religionists to assume that just because thing A causes person 1 to feel similar to how thing B causes person 2 to feel, that person 1 is obviously trying to fill an B-shaped hole with A, which is merely a pale substitute for B, whereas B is "clearly" the genuine article. They don't even consider for a second that person 2 might be filling an A-shaped hole with B!

OK, but neither was anything like our modern forms of religion.

Regardless of whether that's actually true or not (and I'm certainly no anthropoligist!), my real point is that it's incredibly presumptuous of the religionists to assume that just because thing A causes person 1 to feel similar to how thing B causes person 2 to feel, that person 1 is obviously trying to fill an B-shaped hole with A, which is merely a pale substitute for B, whereas B is "clearly" the genuine article. They don't even consider for a second that person 2 might be filling an A-shaped hole with B!

I think it's important to note that an innate human tendency to believe in religious myths in no way legitimizes those myths. I think that religion is a way for weak-minded people to delude themselves, and I think that we should strive to get rid of it, even if people have a natural tendency to fall for it.

"When someone sets out to write an atheistic hymn - "Hail, oh unintelligent universe," blah, blah, blah - the result will, without exception, suck."

You are obviously unfamiliar with "le semeur", unofficial hymn of the University of Brussels ("spreading atheism since 1834")

http://blog.360.yahoo.com/blog-P81pQcU1dLBbHgtjQjxG_Q--?cq=1&p=372

There is no more competition between science and faith than between science and arts or science and tourism.

Science is systematized knowledge, whereas faith, arts and tourism and a host of other matters are components of culture, where culture is a ubiquitous biological entity of ALL organisms regardless of size or complexity, selected for survival as the sum total of reactions to and exploitations by the genome of the out-of-cell environments, sensed by the OCM, outer-cell-membrane of the genome, where this OCM is simply and plainly a multi-purpose organ of the in-cell resident communal organism, the genome.

Science's "theism" is An (therefore not The) unknowable undefined source of the energy that constitutes the unknowable undefined Universe.

The unknowability of the source of cosmic energy, which is also life's matrix, leaves the choice and promotion of our purpose in life to be derived solely from our cognition.

A term needs to be drawn for a concept and practice of deriving humanity's purpose and course of life. The term should not be related to theism or religion because SIT is NOT founded on faith-belief, and SIT's ethics code is founded on rational commitment and dedication to Life's inherent characteristic, which is cooperation for survival.

From a posting of mine in an evolution discussion forum, written and meant with complete respectful sincerity, at

http://forum.physorg.com/index.php?showtopic=19160&st=0&#entry286766

"A religion is a human artifact for survival of a specific human cultural phenotype, comprising cultural tool-kit and technique ascribed by its adherents to be of higher esteem and benefit than other human cultural survival plans".

Wondering if religious persons who also "accept" science would accept this definition, even with steady unwavering respect and commitment to their religion. IMO such acceptance would contribute respect to religion and to religious persons.

Religion is a progeny of culture, culture being a biological entity, like

During the recent several centuries in the course of human history Science has been evolving at an accelerating rate as a provider of convincing, ever closer approaching, approximate models of the real world.

We understand that Science is just one of the components of our Culture, our package of capabilities to observe the environment, react to it and exploit it for our satisfaction and survival.

Yet there is a distinct, even if still small, growing spreading tendency to accept the findings of evolving Science with ever increasing respect and appreciation, especially in the realms of all forms and types of technology and of life disciplines.

The crucial 21st century question facing humanity is how much further and into which additional disciplines may or should Science be welcome and adopted by society at large, with what hopes and with what expectations.

http://blog.360.yahoo.com/blog-P81pQcU1dLBbHgtjQjxG_Q--?cq=1

If God did speak plainly, and answer prayers reliably, God would just become one more real thing, sure. But I would sure hope that God would be an awesome real thing, even more so than shuttle launches. And I sure like me some shuttle launches (speaking of specifically-shaped holes in hearts).

Seconded. I find a lot of religious practices really cool; not so much the bedside prayers, but the fervent devotion of holy people can be really awe inspiring, but the fact that it's built up around something imaginary is a big letdown. I can only imagine how cool religion would seem if it actually did anything.

What if I have a strong emotional response to the existence of a creature that would make up such a thing as a religion?  I suppose it feels more poignant than transcendant, but I've always had strong tender feelings about other peoples religious beliefs.

If the original mistake was never made it would not be referenced as a meme in fiction, but given that it is mightn't I just as well enjoy God as a fictional character or a cultural tradition to reference but not believe?

I agree that hymns to the nonexistence of God are bad, but that's indeed because they're imitative and not genuinely expressive.  But there are genuine emotional expressions to the very real existence of the idea of God.  And I think they prove that the "would not exist without the underlying mistake" is too broad.

I'm vaguely surprised that no one has asked, "What about 'Hope Eyrie'?" though I do realize that it is a hymn / anthem for humanism and space travel, rather than against belief in God or whatever.

Hymns to the non-existence of God may make sense if one really believes that the world where a God would exist is a worse world than a world where there is no God. Needless to say, that is not what seems to lead their usual authors.

No, that's a good non-religious song. Without religion there would be no atheism, only the much broader scepticism. Atheism is a response to religion - to be considered "atheistic", a song could not avoid the topic. (Alternatively, we'd have to consider "Fear of the dark" a great aspiderman song).

The best atheistic song I've heard is "Dear God" by XTC - the last prayer of many a new atheist, who've lost faith, but not yet the habit of praying:

Dear God, hope you get the letter and
 I pray you can make it better down here
 I don't mean a big reduction in the price of beer
 But all the people that you made in your image
 See them starving on their feet
 'Cause they don't get enough to eat from God
 I can't believe in you

Dear God, sorry to disturb you but
 I feel that I should be heard loud and clear
 We all need a big reduction in amount of tears
 And all the people that you made in your image
 See them fighting in the street
 'Cause they can't make opinions meet about God
 I can't believe in you

Did you make disease and the diamond blue?
 Did you make mankind after we made you?
 And the Devil too!

Dear God don't know if you noticed but
 Your name is on a lot of quotes in this book
 And us crazy humans wrote it, you should take a look
 And all the people that you made in your image
 Still believing that junk is true
 Well I know it ain't, and so do you
 I can't believe in
 I don't believe

I won't believe in heaven or hell
 No saints, no sinners, no devil as well
 No pearly gates, no thorny crown
 You're always letting us humans down
 The wars you bring, the babes you drown
 Those lost at sea and never found
 And it's the same the whole world 'round
 The hurt I see helps to compound
 The Father, Son and Holy Ghost
 Is just somebody's unholy hoax
 And if you're up there you'll perceive
 That my heart's here upon my sleeve
 If there's one thing I don't believe in

And yes, there is a very clear god-shaped void, the disappointment of a promise unfulfilled.

There is also an "epic vocals" cover by Lawless (feat. Sydney Wayser) that is more hymn-like - prettier, but less angry. Both are worth listening to.



Scarcity

What follows is taken primarily from Robert Cialdini's Influence: The Psychology of Persuasion.  I own three copies of this book, one for myself, and two for loaning to friends.

Scarcity, as that term is used in social psychology, is when things become more desirable as they appear less obtainable.

Similarly, information that appears forbidden or secret, seems more important and trustworthy:

The conventional theory for explaining this is "psychological reactance", social-psychology-speak for "When you tell people they can't do something, they'll just try even harder."  The fundamental instincts involved appear to be preservation of status and preservation of options.  We resist dominance, when any human agency tries to restrict our freedom.  And when options seem to be in danger of disappearing, even from natural causes, we try to leap on the option before it's gone.

Leaping on disappearing options may be a good adaptation in a hunter-gatherer society—gather the fruits while the tree is still in bloom—but in a money-based society it can be rather costly.   Cialdini (1993) reports that in one appliance store he observed, a salesperson who saw that a customer was evincing signs of interest in an appliance would approach, and sadly inform the customer that the item was out of stock, the last one having been sold only twenty minutes ago.  Scarcity creating a sudden jump in desirability, the customer would often ask whether there was any chance that the salesperson could locate an unsold item in the back room, warehouse, or anywhere.  "Well," says the salesperson, "that's possible, and I'm willing to check; but do I understand that this is the model you want, and if I can find it at this price, you'll take it?"

As Cialdini remarks, a chief sign of this malfunction is that you dream of possessing something, rather than using it.  (Timothy Ferriss offers similar advice on planning your life: ask which ongoing experiences would make you happy, rather than which possessions or status-changes.)

But the really fundamental problem with desiring the unattainable is that as soon as you actually get it, it stops being unattainable.  If we cannot take joy in the merely available, our lives will always be frustrated...
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haha, reminds me of when i first got my gmail account almost four years ago. ah, but i still love it. i guess this theory explains why i keep my hotmail accounts even though i don't use them anymore--they were grandfathered over from when syncing with outlook was free.

Have social psychologists really attempted to redefine the term scarcity? It seems like a particularly stupid thing to do.

Buyers for supermarkets, told by a supplier that beef was in scarce supply, gave orders for twice as much beef as buyers told it was readily available.

In the defense of consumers, this behavior is in fact rational. A shortage increases the likelihood of a stockout in the near future, so it behooves you to buy more now when you can so you can maintain your own personal inventory and avoid the consequences of the coming stockout.    This behavior is one cause of the Bullwhip Effect.

This is better described as a "noisy clue" than a "bias."  On average the fact that something is rare, in demand, or hidden on purpose is in fact a reason to be more interested in it.  Of course sometimes people can use our willingness to follow noisy clues to fool us.

Of course sometimes people can use our willingness to follow noisy clues to fool us. 

Right, over time this tactic can become cliche in a given context?  I hope I'm not the only one who rolls his eyes when a saleman claims that a certain product model is in short supply.  Then again, I just missed a chance to buy a car at the price I wanted by ignoring such a claim and waiting.  Or did I (miss a genuine rather than fake chance)?

See infomercials.  All the effective ones say "but for a limited time only..."  and "call while supplies last!" and "we can only guarantee this offer for the next 24 hours..." even though it's the exact same infomercial that has been on at the exact same time every night for a month.  I've also never seen one of these products that wasn't "on sale" at some sort of "reduced" price.  

They also usually include freebies "worth" hundreds of dollars with an item they are selling for less than $20.  I've always wondered that anybody could be stupid enough to think that an item actually worth $100 would be included in a million $20 orders.

This seems straight Bayes to me.  The banning of the speech counts as information about the chance that you'll agree with it, and for a reasonably low probability of banning speech that isn't dangerous to the administration (i.e. speech that won't convince), Everyone's Favorite Probability Rule kicks in and makes it totally rational to become more opposed to coed dorms -- assuming, that is, that you believe your chance of being convicted comes largely from rational sources (a belief that practical agents are at least somewhat committed to having).

This too seems rational, though in this case only mostly, not totally.  We can understand jurors as trying to balance the costs and the benefits of the award (not their legal job, but a perfectly sane thing to do).  And the diminishing marginal utility of wealth suggests that imposing a large judgment on an insurance company causes less disutility to the person paying (or people, distributing that over the company's clients) than imposing it on a single person.  As for the judge's informing the jurors that insurance information is inadmissible, well, again, they can interpret that instruction as information about the presence of insurance and update accordingly.  (Although that might not be accurate in the context of how judges give instructions, jurors need not know that.)  Of course, it seems like they updated too much, since they increased their awards much more when p(insurance) increased but is less than 1, than they did when they learned that p(insurance)=1.  So it's still probably partially irrational.  But not an artifact of some kind of magical scarcity effect.

I believe the irrational part is that the consumer would buy more meat depending of how scarce the information of scarcity was. For example, consumer overheard the butcher talk about meat being scarce so the consumer buys 8 times more instead of 4 times more (if the scarcity of meat was common knowledge).

I believe the irrational part is that the consumer would buy more meat depending of how scarce the information of scarcity was. For example, consumer overheard the butcher talk about meat being scarce so the consumer buys 8 times more instead of 4 times more (if the scarcity of meat was common knowledge).

Re: "information that appears forbidden or secret, seems more important and trustworthy"
Michael Scheuer says the same thing about how the CIA analyzes data. He claims that public sources are often ignored in favor of confidential ones, even when its irrational to do so.

Minor point to speed up finding the book: I believe (or rather, Google believes) that the correct name is "Influence: The Psychology of Persuasion" (i.e. drop the "Social")

Cialdini also seems to have put out the same info in a textbook (which does not read like one) "Influence, Science and Practice."  Amazon reviews say it is nearly identical, except it has chapter reviews and problems.  I only mention this because this is the version that was available at my 2 nearest library systems.  Very good reading a quarter of the way in-- so thanks for the tip.

EY-- what other books are in the "own 3 copy" club?

Scarce things become objects of envy, increasing social value to ourselves, and they also increases the probable resale value, even in the absence of other information.   The scarcity often signals high demand from others, as in the out-of-stock example.

I run an SEO blog and it seems the articles that are most unique or are perceived to be less available, or general insider secrets are a lot more read.

Also, things perceived to be wrong create more interest themselves.

Nice article, worth a lot of money to an avid marketer I'd think.

This reminds me that one of the first things I did when I made my account here was to disabled the setting that had me ignore posts that had been downvoted, because I found I was always clicking the link to view them anyway. So downvoting the post actually made me pay more attention to it then a post with no points at all.

I remember that I used to intentionally put some things that I wanted out of reach, so that I still got that feeling of yearning for it, all the while knowing that if I achieved it then it wouldn't be as great. Then I eventually realized that if achieving something lessens the value of it, then I shouldn't really want it in the first place. 

When University of North Carolina students learned that a speech opposing coed dorms had been banned, they became more opposed to coed dorms (without even hearing the speech).  (Probably in Ashmore et. al. 1971.)

De-platforming may be effective in a different direction than intended.

Oof, be wary of Tim Ferriss, for he is a giant phony.  I bought one of his books once, and nearly every single piece of advice in it was a bad generalization from a single study, and all of it was either already well known outside of the book, or ineffective, or just plain wrong.  I have had great luck by immediately downgrading the trustworthiness of anything that mentions him, and especially anything that treats him as an authority.  I have found the same with NLP.  Please don't join that club.

Tim Ferriss is an utterly amoral agent.  His purpose is to fill pages with whatever you will buy, and sell them to you, for money.  Beyond that, he does not care, at all.  I expect he has read Robert Cialdini's "Influence", but only as a guidebook to the most efficient ways to extract money from suckers.



To Spread Science, Keep It Secret

Sometimes I wonder if the Pythagoreans had the right idea.

Yes, I've written about how "science" is inherently public.  I've written that "science" is distinguished from merely rational knowledge by the in-principle ability to reproduce scientific experiments for yourself, to know without relying on authority.  I've said that "science" should be defined as the publicly accessible knowledge of humankind.  I've even suggested that future generations will regard all papers not published in an open-access journal as non-science, i.e., it can't be part of the public knowledge of humankind if you make people pay to read it.

But that's only one vision of the future.  In another vision, the knowledge we now call "science" is taken out of the public domain—the books and journals hidden away, guarded by mystic cults of gurus wearing robes, requiring fearsome initiation rituals for access—so that more people will actually study it.

I mean, right now, people can study science but they don't.

"Scarcity", it's called in social psychology.  What appears to be in limited supply, is more highly valued.  And this effect is especially strong with information—we're much more likely to try to obtain information that we believe is secret, and to value it more when we do obtain it.

With science, I think, people assume that if the information is freely available, it must not be important.  So instead people join cults that have the sense to keep their Great Truths secret.  The Great Truth may actually be gibberish, but it's more satisfying than coherent science, because it's secret.

Science is the great Purloined Letter of our times, left out in the open and ignored.

Sure, scientific openness helps the scientific elite.  They've already been through the initiation rituals.  But for the rest of the planet, science is kept secret a hundred times more effectively by making it freely available, than if its books were guarded in vaults and you had to walk over hot coals to get access.  (This being a fearsome trial indeed, since the great secrets of insulation are only available to Physicist-Initiates of the Third Level.)

If scientific knowledge were hidden in ancient vaults (rather than hidden in inconvenient pay-for-access journals), at least then people would try to get into the vaults.  They'd be desperate to learn science.  Especially when they saw the power that Eighth Level Physicists could wield, and were told that they weren't allowed to know the explanation.

And if you tried to start a cult around oh, say, Scientology, you'd get some degree of public interest, at first.  But people would very quickly start asking uncomfortable questions like "Why haven't you given a public demonstration of your Eighth Level powers, like the Physicists?" and "How come none of the Master Mathematicians seem to want to join your cult?" and "Why should I follow your Founder when he isn't an Eighth Level anything outside his own cult?" and "Why should I study your cult first, when the Dentists of Doom can do things that are so much more impressive?"

When you look at it from that perspective, the escape of math from the Pythagorean cult starts to look like a major strategic blunder for humanity.

Now, I know what you're going to say:  "But science is surrounded by fearsome initiation rituals!  Plus it's inherently difficult to learn!  Why doesn't that count?"  Because the public thinks that science is freely available, that's why.  If you're allowed to learn, it must not be important enough to learn.

It's an image problem, people taking their cues from others' attitudes.  Just anyone can walk into the supermarket and buy a light bulb, and nobody looks at it with awe and reverence.  The physics supposedly aren't secret (even though you don't know), and there's a one-paragraph explanation in the newspaper that sounds vaguely authoritative and convincing—essentially, no one treats the lightbulb as a sacred mystery, so neither do you.

Even the simplest little things, completely inert objects like crucifixes, can become magical if everyone looks at them like they're magic.  But since you're theoretically allowed to know why the light bulb works without climbing the mountain to find the remote Monastery of Electricians, there's no need to actually bother to learn.

Now, because science does in fact have initiation rituals both social and cognitive, scientists are not wholly dissatisfied with their science.  The problem is that, in the present world, very few people bother to study science in the first place.  Science cannot be the true Secret Knowledge, because just anyone is allowed to know it—even though, in fact, they don't.

If the Great Secret of Natural Selection, passed down from Darwin Who Is Not Forgotten, was only ever imparted to you after you paid $2000 and went through a ceremony involving torches and robes and masks and sacrificing an ox, then when you were shown the fossils, and shown the optic cable going through the retina under a microscope, and finally told the Truth, you would say "That's the most brilliant thing ever!" and be satisfied.  After that, if some other cult tried to tell you it was actually a bearded man in the sky 6000 years ago, you'd laugh like hell.

And you know, it might actually be more fun to do things that way.  Especially if the initiation required you to put together some of the evidence for yourself—together, or with classmates—before you could tell your Science Sensei you were ready to advance to the next level.  It wouldn't be efficient, sure, but it would be fun.

If humanity had never made the mistake—never gone down the religious path, and never learned to fear anything that smacks of religion—then maybe the Ph.D. granting ceremony would involve litanies and chanting, because, hey, that's what people like.  Why take the fun out of everything?

And no, I'm not seriously proposing that we try to reverse the last five hundred years of openness and classify all the science secret.  At least, not at the moment.  Efficiency is important for now, especially in things like medical research.  I'm just explaining why it is that I won't tell anyone the Secret of how the ineffable difference between blueness and redness arises from mere atoms for less than $100,000—

Ahem!  I meant to say, I'm telling you about this vision of an alternate Earth, so that you give science equal treatment with cults.  So that you don't undervalue scientific truth when you learn it, just because it doesn't seem to be protected appropriately to its value.  Imagine the robes and masks.  Visualize yourself creeping into the vaults and stealing the Lost Knowledge of Newton.  And don't be fooled by any organization that does use robes and masks, unless they also show you the data.

People seem to have holes in their minds for Esoteric Knowledge, Deep Secrets, the Hidden Truth.  And I'm not even criticizing this psychology!  There are deep secret esoteric hidden truths, like quantum mechanics or Bayes-structure.  We've just gotten into the habit of presenting the Hidden Truth in a very unsatisfying way, wrapped up in false mundanity.

But if the holes for secret knowledge are not filled by true beliefs, they will be filled by false beliefs.  There is nothing but science to learn—the emotional energy must either be invested in reality, or wasted in total nonsense, or destroyed.  For myself, I think it is better to invest the emotional energy; fun should not be needlessly cast away.

Right now, we've got the worst of both worlds.  Science isn't really free, because the courses are expensive and the textbooks are expensive.  But the public thinks that anyone is allowed to know, so it must not be important.

Ideally, you would want to arrange things the other way around.

Great, interesting, thought-provoking post, Eliezer. As you suggest towards the end, a multiplex of strategies regarding relating science to the public may be best.

I'm for creating straussian brands of widespread and/or fast-growing belief systems to compete with their sincere or exploitive versions. For example, rather than a cult of science made from scratch, I think a version of evangelical christianity where the top executives are focused on making the behavior of the masses more in our rational self-interest would be the better approach (although it would be interesting to see both tried).

Insightful, as always, but this seems like it may have the esoteric value of some knowledge the wrong way around. There are certain questions, like "What is the meaning of life?" that science cannot answer the way people want to hear (as, "that questions is incoherent and pointless" is rarely viewed as satisfactory, regardless of its accuracy). It seems people choose religion because they are seeking answers to some such question (or, because their parents chose it), and they end up swallowing the earth being 6000 years old almost as an afterthought.

I love most of your posts, but I think you might be off on this one.

Why successful cultures reward people who tried to discover and understand knowledge that was already known? I don't think they would; I think they'd reward people who go after secrets, mysteries, etc. People who make use of knowledge (preexisting or otherwise) for their own gain are of course rewarded anyway, but for the most part I don't think that describes science very well, does it?

What would be the purpose of rewarding people (who cannot make use of the knowledge) to 'discover' things already in the public domain? Wouldn't we rather have them striving to solve puzzles? I know its enjoyable for many of us to 'discover' science on our own, but for your average person I think thats a waste of time. In other words, I think scarcity in knowledge is beneficial for society, though maybe not for science nuts.

Can't you usually audit courses in most universities for free?

I think I, along with Grant, may have to disagree with portions of this entry.  It seems your basic point is that if science was set up in the way the scientology and other cults are, it would obtain an increase in interest and pursuit.  The problem I see with that is that cult knowledge is easy; science is hard.  Learning a couple of simple beliefs at each level is simple.  However, much like many people who would love to be a CEO of a major corporation, but abstain from attempting to achieve this goal due to the increased stress and demands of the position, the "cult of science" would face a similar issue.  Learning advanced mathematics is not for the timid.

Well, ideally one would want us to be smart enough to not automatically overvalue hidden information or undervalue availible information. :)

Also, I'm reminded of a bit from the Discworld book Thief of Time. Kaos says to Sweeper something to the effect of "...You know all the hidden wisdoms. No, more than that. I suspect you are even wiser. You know the explicit wisdoms, the knowledge hidden in plain sight and ignored by most as they seek hidden knowledge."

The Singularity Institute has a human-resources problem and a PR problem.  I've been taking haphazard potshots at this for 8 years and it hasn't worked.  So I'm taking the time to write out full explanations, and the basics, and will eventually produce a book, and teenagers will read the book, go on to read other books, and then be hired by SIAI 7 years later.  That, I'm afraid, is how it has always worked around here.

Also, if you're an actual SIAI donor, please identify yourself and cite amount donated - via private email, if you prefer.

I take it that Anonymous27 didn't identify themselves as a donor, then.

This post assumes a very positive view of humanity. It assumes that people aren't studying science in large enough numbers because the knowledge isn't exciting and attractive enough. The alternative assumption is that people aren't studying science because they're thick, or lazy, or both.

In Britain, fewer and fewer young people are choosing to study science at A-level (16-18) and university, despite the increased number of them continuing education after compulsory education ends (16). This is mainly blamed on them choosing to do new, 'soft' options, of which Media Studies is the primary scapegoat (but a Google for 'Mickey Mouse degrees' or a flick through the prospectus of a lower-order university will find plenty of others). This can't be attributed to the non-secret nature of science, because Media Studies is just as non-secret. If the open nature of science was really the problem, it would be a problem shared by every single subject from science to media studies to plumbing apprenticeships, and enrolment would be falling in every subject, not just science.

I don't actually disagree with the main point of the post - that secret knowledge is more attractive - but it wouldn't solve the problem of lack of interest in science. If science went cultish, they would see a short-term increase in interest, but then media studies academics would hide their 'knowledge' as well, and we'd be back where we started. Even if the knowledge was secret I've no doubt that most young people would consider the secret media studies knowledge more attractive than the secret science knowledge. "The chanting isn't as weird, and the robes are better, and even under those hoods you can tell the Physics cult is a total sausagefest."

I think you might have failed to realize what will determine which cult people will choose.  When the Media cult makes their presentation, they'll be reduced to showing a movie (or equivalent, maybe a lo-fi virtual reality) and saying "look at this fancy media we can create, wouldn't you like to be able to do that?" But then the Physics and Mathematics cult (I really do fail to see how they could be separated successfully) presents a light bulb, a tesla coil, and possibly a miniature sun and gets to say "this isn't even the half of what we could do if we wanted to. If you want to know how to do it, you'll have to deal with us." 

Eliezer:  "The Singularity Institute has a human-resources problem and a PR problem. I've been taking haphazard potshots at this for 8 years and it hasn't worked. So I'm taking the time to write out full explanations, and the basics, and will eventually produce a book, and teenagers will read the book, go on to read other books, and then be hired by SIAI 7 years later. That, I'm afraid, is how it has always worked around here."

Interesting. And probably a good strategy. In my humble opinion, the most worthwhile things that have been written on the subject of Friendly AI have been written by Eliezer Yudkowsky. But who's to say that Eliezer has all the answers? It takes a lot of wisdom to realize that your best strategy might be to convince a large number of others to work on a problem that might be too difficult for any one person - including yourself - to solve.

I can personally testify that Eliezer's writing was instrumental in alerting me to the urgency and importance of working on friendly AI, and that is indeed what I plan to do.

"Right now, we've got the worst of both worlds.  Science isn't really free, because the courses are expensive and the textbooks are expensive.  But the public thinks that anyone is allowed to know, so it must not be important."

Anyone is allowed to pick up and read a bible. They are even given away free! The public still seems to rate the teachings in that though.

If I was trying to spread science, I wouldn't make it scare, I would make it social. How about a roleplaying game, Scientist: The Discovery! Scenarios are scientific problems with real world data and the players level up by solving them. Or perhaps fantastical, such as deflecting asteroids, but using real equations.

Also cults are not the thing you have to get science to the level of, today it is celebrity worship/sports following/world of warcraft.

The whole chanting thing put me off religion, I'd much prefer a ritual dance. And no bloody sacrifices.

I'm curious what exactly your HR problems are with SIAI, it doesn't seem to have any jobs or research posts open.

Computers and Cyclotrons is the role-playing game. Scientist: the Discovery is the collectable card game.

The sacrifice put me off a bit too. maybe a barbecue instead? The ox is still dead and exposed to fire, but we don't wast the utility of tasty tasty animal flesh.

And it definitely would be nice if all prominent scientists/mathematicians got the same responses we see for celebrities, instead of just the select few who become household names.

Most people don't know how light bulbs work because it doesn't matter how light bulbs work.  They can't use that knowledge in their daily lives, so it really doesn't matter how difficult it is to acquire that data - as long as it's difficult enough, it's not worthwhile to expend the effort.

Being a physicist doesn't give you any nifty powers, and the phenomena they have the knowledge to predict don't affect the everyday lives of human beings on a perceptible level.

Most people weren't clamoring to learn the Pythagorean secrets, either.

Many more people are studying science than can actually hope to find jobs in the field.

The real problem is not a scarcity of people, but a scarcity of smart people. The average guy in the street will not improve his own life or anyone else's by the study of science. Posts for lab technicians are easy enough to fill, after all.

Conversely, the people who really can make a difference by and large do not need any encouragement.

On a practical note, I would be very interested in a discussion of the best ways an individual can make a monetary / political / social contribution to the development of an AGI. Assuming this has already been argued out, does anyone have a link?

Psychohistorian: Insightful, as always, but this seems like it may have the esoteric value of some knowledge the wrong way around. There are certain questions, like "What is the meaning of life?" that science cannot answer the way people want to hear (as, "that questions is incoherent and pointless" is rarely viewed as satisfactory, regardless of its accuracy).

I don't think that's the answer science gives, at least, not the complete answer.  This would be an excellent example of "wrong questions" that Eliezer Yudkowsky discussed before (note: he linked this despite it not containing the solution to qualia suggested in the anchor text) and an excellent opportunity to right the wrong question.

"What is the meaning of life?"; rephrase as your confusion--> "Why do I want to know the meaning of life?"; taboo "meaning of" --> "Why do I want to know what signficance life has beyond what I can observe?" and so on.

Dismissing the first question should not be the end of it.

"So I'm taking the time to write out full explanations, and the basics, and will eventually produce a book, and teenagers will read the book, go on to read other books, and then be hired by SIAI 7 years later."

I would certainly enjoy reading your book, and I'm confident that thousands of other people would enjoy it as well. However, I'm not confident that a book on rationality alone will do much for recruiting- Hofstadter's GEB was well-written and very widely read, and it didn't help recruit people for any specific organization.

"I'm just explaining why it is that I won't tell anyone the Secret of how the ineffable difference between blueness and redness arises from mere atoms for less than $100,000 -"

I'll give you $100 for a reasonably detailed explanation of this, as long as you publish it under the GFDL or a similar license.

"I'm just explaining why it is that I won't tell anyone the Secret of how the ineffable difference between blueness and redness arises from mere atoms for less than $100,000 -"

I'll give you $100 for a reasonably detailed explanation of this, as long as you publish it under the GFDL or a similar license.

I can think of a reason why Eliezer Yudkowsky won't take you up on this offer...

I mean, above and beyond not being able to hold up his end ;-)

Mastering science is hard work...and it requires a willingness to ask hard questions and explore them wherever they may lead. Most secret cults survive by demanding allegiance to the faith, obedience to doctrine, and rejecting any critical examination of those beliefs or their origins.

Science, despite its lack of pop culture acclaim, is responsible for most of the progress in this world---progress against disease, against poverty, progress in describing and understanding the world and the universe in which  we live. The openness of science to questions and to critical examination, and its adherence to standards of verification,  make it the best method we have for separating truth from myth.

It does not however rid the world of stupid people....and that, my friend, is the real problem

In Nick Bostrom's paper on the survival of humanity, several potential catastrophe scenarios are technological ones.  That makes me think that it might actually be a bad idea to popularize science.

The irony here is that information about how to create a catastrophe - how to make a nuke, how to construct viruses in a laboratory, how to make a nanobot - is just about the only scientific information that people are hiding.  (Fortunatetly, though, they don't make a big deal about the fact they're hiding it.)

I haven't followed this to any of numerous possible conclusions, but I found the analogy irresistible. Think about it.

No, this hasn't been "argued out", and even if it had been in the past, the "single best answer" would differ from person to person and from year to year. I would suggest starting a thread on SL4 or on SIAI's Singularity Discussion list.

John: quite right. This actually reminds me of one of the common threads in Michael Crichton's works. From Jurassic Park:

'...Malcolm said. "A karate master does not kill people with his bare hands.
He does not lose his temper and kill his wife.
The person who kills is the person who has no discipline & no restraint, and who has purchased his power in the form of a Saturday night special.
And that is the kind of power that science fosters, and permits. And that is why you think that to build a place like this is simple."
"It was simple!", Hammond insisted.
'Then why did it go wrong?"'

'"I will tell you what I am talking about," he said. "Most kinds of power require a substantial sacrifice by whoever wants the power. There is an apprenticeship, a discipline lasting many years. Whatever kind of power you want. President of the company. Black belt in karate. Spiritual guru. Whatever it is you seek, you have to put in the time, the practice, the effort. You must give up a lot to get it. It has to be very important to you. And once you have attained it, it’s your power. It can't be given away: it resides in you. It is literally the result of your discipline.

Now what is interesting about this process is that, by the time someone has acquired the ability to kill with his bare hands, he has also matured to the point where he won't use it unwisely. So that kind of power has a built-in control. The discipline of getting the you so that you won't abuse it.
But scientific power is like inherited wealth: attained without discipline. You read what others have done, and you take the next step. You can do it very young. You can make progress very fast."'

I found this article hilarious. The idea that the genuinely valuable truth about how the world really works could be found in lost tomes of arcane lore has crossed my mind at times.

The historical reason why we are not ruled by a scientific priesthood, though, is easy to see. Until fairly recently, science did not produce the power to perform seeming miracles. Only by operating in the open could scientists prove they weren't dabbling in witchcraft, because that crisis took place long before the atomic bomb or the Gatling gun.

"Wings Over the World" from H. G. Wells' Things to Come, of course, is the classic literary example of how this could come to pass after a collapse of civilization.

Knowledge in lost tomes isn't completely unheard of. For example, the Riemann-Siegel formula (an important formula about the Riemann zeta function) was found by Siegel in the 1930s when Siegel was going through old papers of Riemann's from the 1850s. This sort of thing was more common in the Middle Ages where Greek mathematical works helped jump-start our understanding. Sometimes also today in sociology and economics, useful data sources are found in unexpected places (Fink and Stark's work on early religion in America in part relied on discovering that the old US census data contained a lot more about religion than anyone had previously realized). But that's not really the same thing since it is just data, not theory. I think the RS formula is probably the best modern example of this sort of event. 

The thing is, even in our world most religious people don't in fact join esoteric orders. 

In the US, a lot of religious people are mainstream Christians, and many of those don't even read the Bible, let alone study theology. They pick up a "password"-level understanding of Christianity which allows them to signal membership, and are content with that. The same is basically true of other religions.  

In your alternate world, I suspect what you'd actually end up with is a lot of cargo cults. 

Anathem takes a stab at this idea, by the way. It's delightful reading, but it doesn't take place in a universe very much like our own. 

"Why haven't you given a public demonstration of your Eighth Level powers, like the Physicists?"

I continue to find this quote an invaluable heuristic. Thank you for the great post :)

Ahh... So this is why Harry and Draco meet at night wearing hooded masks instead of just studying in the library behind a quietus charm. :)

This was a fun post. While I enjoy the public access and general lack of rock climbing ablilities associated with learning science, it is a fun thing to contemplate. Maybe there is a way to implement this sort of thing in elementary school classrooms. Maybe kids would think science is more fun if you offered to teach them the amazing secrets if and only if they were able to give you a non-password answer for what  hypotheses and theories are.  

Wait, can't we actually do that? People start cults all the time. We could start our own, teaching deep secrets that are actually true. We won't bring it up, but when an initiate asks "Hey, isn't this exactly what they teach in college?", nod and say "Yes, but it's more fun our way.". Making your own light bulb might still look pretty mundane, so it loses some of the cult competition, but it's still more fun that school.

I don't think anyone's presented that angle here before.  The assumption had been that this system only works if you somehow make all of the scientific knowledge secret in the first place.

Is this idea actualy do-able, if so it sounds like it would be fun.  The obvious questions (to me) are:

How do you screen for membership, and can we do this in real life without the government(s) screwing it over?

Rule #1: don't talk about starting a cult in a public place.

...If I actually wanted to start a cult I wouldn't post it.  I was thinking something of starting something akin to the secular solstice.  (Though I doubt most people could tell a cult from a group like this.)

Also Rule #74: When I create a multimedia presentation of my plan designed so that my five-year-old advisor can easily understand the details, I will not label the disk "Project Overlord" and leave it lying on top of my desk. 

(We are on the Evil Overlord checklist right?  I never finished copying it down.)

Learning Japanese was a very fun experience for me. Why? Because it felt I was infiltrating some kind of secret cult. Learning to actually read all those incomprehensible moonrunes was like learning how to decode their secret messages. It was... exciting.

You seem to be working on the assumption that imbuing science with an aura of mysteriousness, at the expense of availability of knowledge, would somehow attract more enthusiasts than it would repel. Or, in other words, that there are more people whose main reason for not being into science is an (inaccurate) idea of it as a dry, boring, completely un-mystical pursuit, than there are scientifically-inclined people that would become frustrated with the cultishness and the secrecy and eventually quit, in the eventuality of a scenario like the one you proposed.

This seems quite unlikely to me, and I'll explain why.

For the most part it's a feeling that the scenario you came up with is pandering to the wrong audience. Consider the present state of things. Science is more or less out in the open, if you have the resources (mental, financial, time) to learn; a large majority of people is apathetic about science even after (presumably) having had encounters with it at various points during their education; some people that have probably had about the same encounters with science have gotten enthusiastic about it, and obviously did not need any science cults to get them to pursue it. Your thought experiment seems to be designed to attract more of the first.

First there's the concern about whether that "untapped" audience really has the potential to bring contributions that match the effort spent with attracting them. These people have been exposed to science already -- and it had no effect on their interests! In this case, do you think they'd really join a mathematics "cult" for the equations, and not for the social standing or need to adhere to a group? If not, then do they hold promise as potential thinkers?

As for the second category of people, those who wouldn't need any of that bullshit social incentives anyway, like I said, the unavailability of knowledge might be a disincentive. Science is hard enough as it is. It takes years and years to gather a decent enough body of knowledge in order to actually get to make advances in your own field; introducing silly social rituals along the way won't speed up the learning process. Moreover, there's the danger of not getting your message across in the first place, of it not reaching all of the people that could have been interested. So, all in all, bad idea.

Of course, I know you meant this more as speculation than anything; the premise just seemed faulty to me.

I don't know to what extent we can hack our own perceptions of scarcity by intentionally directing our thoughts, but it seems like it's something worth trying to do:

"Scientific information is widely available. As a result, people will pay less attention to it than they would if it was hidden. As a result, it's better hidden than if it were kept partially secret. This means that scientific information is very scarce, and almost nobody knows that it is scarce."

Is there a way to phrase the above statement so that it carries the same psychological weight as, "Only a few people realize this now, but there's about to be a beef shortage"?

Edit: (... and is that the whole point of this post along with the story after it?)

Ooh, good point with those textbooks!
...and a painful one to think about.  

I think that the assumptions that people join cults for gaining knowledge is flawed. Most people don't care about knowledge and truth.

Take scientology as example. Luke Muehlhauser about taking scientology 101: 

This class - a religious class I took as an atheist in order to achieve an unrelated goal - turned out to be one of the most important classes I have ever taken in my life. 

Most science classes on the other hand don't teach lessons that the student can afterwards use in his daily life. Science 101 is boring to a lot of students.

Most students of science classes don't feel like they get knowledge in the class that they has an immdieate effect.
Religious rituals do something to people. 

I can't help but think of the Ritual of the Calling of the Engineer. They date back nearly a century, and their ceremonies are conducted in private. The initiation ritual is conducted by the Corporation of the Seven Wardens, with only new and past initiates present, but no guests. Upon initiation though, each new member is given a symbolic Iron Ring, which is rumored to be forged from the mangled iron scavenged from the Quebec Bridge disaster on 1907. The ring is distinctly angular rather than smooth and comfortable, and is worn on the pinky of the dominant hand so that it will slide across an engineer's drafting table or paper as he or she writes. This is a constant reminder of an engineers lofty duties and responsibilities, and of those who died during the Quebec Bridge collapse.

For people in the US, there's the Order of the Engineer. Before joining, members must swear an oath to abide by "The Obligation of an Engineer":

I am an engineer, in my profession I take deep pride.

Since the stone age, human progress has been spurred by the engineering genius.

Engineers have made usable nature's vast resources of material and energy for humanity's benefit.

Engineers have vitalized and turned to practical use the principles of science and the means of technology.

Were it not for this heritage of accumulated experience, my efforts would be feeble.

As an engineer, I pledge to practice integrity and fair dealing, tolerance, and respect, and to uphold devotion to the standards and the dignity of my profession, conscious always that my skill carries with it the obligation to serve humanity by making the best use of Earth's precious wealth.

As an engineer, I shall participate in none but honest enterprises.

When needed, my skill and knowledge shall be given without reservation for the public good.

In the performance of duty and in fidelity to my profession, I shall give the utmost.

(this is the second copy of this comment, the first was regrettably lost in a browser crash.  Use systems that back up your comments automatically)

This advice seems to fly in the face of Richard Hamming's advice to keep an open door.  However perhaps the difference is subtle: Hamming suggested to have an open door but not necessarily to share your secrets, so perhaps there is room for a big science mystery cult  to retain its own mysteries at every level of initiation.  Perhaps there is a middle ground[1] to be found between this and current 'open science' wherein secrets and ritual are more emphasized, but where the public has the ability to always query deep into the bureaucracy of the science temple/university.

More likely, however the best approach is all of the above, some kinds of thinking are enhanced by a certain size of a team, and there may be some problems that require an open-science sized 'ingroup', and some problems that are more tractable with an ingroup the size of a mystery cult.

We should not also neglect the material side of the scientists status. For example, a junior in a family may be told by his father: "look our neighbor Bob, he spent 30 years of his life on science and look what a junkie car he has and what a small house he lives in. Better have a simple but reliable job, like buying t-shirts in China and selling them here or alike, that will give you a reasonable living." I have seen quite a lot of such justifications in real life and this has to be taken into account because it reflects the factual state of things.

Regarding making the products of scientific knowledge hidden and secret, well.... Eliezer has not made this site's content protected by initiation rituals and it is publicly accessible :P
If I had that $100,000 I would put on a grey robe, go to that Electricity Monastery and grant it to Eliezer to become my sensei and teach me about blueness and redness implied from atoms :)

There is an additional benefit to the process - filtering. Today there is so much information, that finding the info. you're looking for can be hard to find. And when the quality of sources varies so much, and can be difficult to judge, that driving a lack of interest does make sense. (As does forcing people to do a thing badly.)

For this world, I might recommend employing the Ikea effect - don't study X, build X/do what sounds fun in that space. Are there limits to what you can build? In this, Empiricism may be the way to go - the impossible hasn't been done yet, and you don't know until you've tried.

Perhaps in a world where calculus hadn't been invented it would be harder to reinvent - I still don't see why derivatives are important as a thing unto themselves, rather than as a special case where h=0. But if you make something, you have not only a better grasp of it, and context, but of where it does and doesn't work - yet. What someone else gives you, you may forget. What you have made once, you can make again - perhaps better this time.

Perhaps making a computer and an OS from scratch and programming languages and reinventing everything would take too long. But just as the journey of a thousand miles begins with a single step, the pursuit of growth that never ends may go far indeed.

I could always walk into my local university library and find all kinds of crazy cool knowledge.  Friends at the time were all excited about the Anarchist Cookbook, I kept trying to tell them the really interesting stuff was at the library (a specialized library, but still).  Now we have the internet.  You only need the books and whatnot if you want a piece of paper that says you know the stuff (I prefer stronger proofs).

I'm pretty pissed about the journals and data being paywalled, and dig the take on that (hey, it's not "public", so it's not exactly verifiable), here's something along those lines:

https://www.currentaffairs.org/2020/08/the-truth-is-paywalled-but-the-lies-are-free

It is all about value and utility though, I think.  There are so many facets to why we are where we are when we are.  As a fan of paradox, here's some ruminations on one that might kind of fit in here, at least for some mulling over:

I've got faith we'll get there, eventually, even though we could be "there" already.  FWIW, Science is not Truth, but it is pretty useful, unlike raw belief.

How scientific is the idea that there is nothing but science to learn?
Or perhaps one must reinvent the wheel to drive a car.

I know I'm really late with this, but what do you consider as "studying science"? Making a career of it? Does being an engineer count (I guess it does)?  Or is getting (an amount of knowledge equivalent to) a B.Sc. enough too? Maybe even less than that, learning cool nuggets of science as a hobby? I think this should be better defined.
If it's just a career that counts, I'm afraid that the main inhibitor is not interest, but fear for career prospects. Most often when I head people's reasons not to pursue a career in science, it's because they don't think they'll make a good living out of it, or because it's hard and they don't think they'll make it. If it's the hobbyist population you're worried about, I think it's pretty decent, after factoring in access to prerequisite knowledge, free time, and upbringings. Though there is a LOT of room for improvement on that front.
Those who actually don't find science interesting seem to think that way mostly because of bad teacher experiences or the social stigma of "nerds", as far as I've seen.

This is essentially a riff on gnosticism. In a sense, there is a streak of that within science as a social institution, at least among a certain adherents of the cult of scientism. The motive is one of power: secret knowledge is attractive because it promises power over others. It is the same perverse attraction that people have to magic and the occult (libido dominandi). It also promises to make you feel special for knowing what others do not. I don't think that's what you want science as a social institution to be about. Science should appear boring to everyone of ill will and only those pure of heart should see its as worth their time. 

Btw, when you say that there is "nothing but science to learn", apart from the strangeness of the phrasing (really, the ultimate aim isn't to know science as such except when it is the object of study itself, but to know reality and science is construed as a means of knowing reality), I sincerely hope that you don't mean science in the narrow sense because then your article is by its own criteria worthless and imparts nothing. The claim itself is not scientific.

One possible problem for this is that people that would have otherwise been interested do not get into science while those who want to know hidden secrets may be learning science just to say that they have them, which isn't really the goal. If the two above instances do not occur, this sounds like a splendid idea, as mystery in and of itself sparks curiosity.

Extremely fun, entertaining and thought provoking read. Here is an example of the "thought provoking" aspects for me.

The proposed approach will not work for me personally and I think for most scientists in our current society.

When something has "cult characteristics" (robes, oxen etc.) I immediately dismiss it as "not worth it". The reason, I think, is that we learned that "cults" usually lack substance or require one to accept everything as axioms.

On the other hand, in the hypothetical society described the "scientific cults" will obviously be taken, very, very seriously! Imagine eighth level physicists demonstrating their power (literally; in J/s; e.g. Castle Bravo).

I think that such a society will have to be very different from ours in many other ways and it is very interesting to try to imagine in what ways.



Initiation Ceremony

The torches that lit the narrow stairwell burned intensely and in the wrong color, flame like melting gold or shattered suns.

Brennan's sandals clicked softly on the stone steps, snicking in sequence, like dominos very slowly falling.

Half a circle ahead of him, a trailing fringe of dark cloth whispered down the stairs, the robed figure itself staying just out of sight.

Not much longer, Brennan predicted to himself, and his guess was accurate:

Sixteen times sixteen steps was the number, and they stood before the portal of glass.

The great curved gate had been wrought with cunning, humor, and close attention to indices of refraction: it warped light, bent it, folded it, and generally abused it, so that there were hints of what was on the other side (stronger light sources, dark walls) but no possible way of seeing through—unless, of course, you had the key: the counter-door, thick for thin and thin for thick, in which case the two would cancel out.

From the robed figure beside Brennan, two hands emerged, gloved in reflective cloth to conceal skin's color.  Fingers like slim mirrors grasped the handles of the warped gate—handles that Brennan had not guessed; in all that distortion, shapes could only be anticipated, not seen.

"Do you want to know?" whispered the guide; a whisper nearly as loud as an ordinary voice, but not revealing the slightest hint of gender.

Brennan paused.  The answer to the question seemed suspiciously, indeed extraordinarily obvious, even for ritual.

Brennan's face scrunched up in concentration, trying to visualize the game to its end, and hoping he hadn't blown it already; until finally he fell back on the first and last resort, which is the truth:

"It doesn't matter," said Brennan, "the answer is still yes."

The glass gate parted down the middle, and slid, with only the tiniest scraping sound, into the surrounding stone.

The revealed room was lined, wall-to-wall, with figures robed and hooded in light-absorbing cloth.  The straight walls were not themselves black stone, but mirrored, tiling a square grid of dark robes out to infinity in all directions; so that it seemed as if the people of some much vaster city, or perhaps the whole human kind, watched in assembly.  There was a hint of moist warmth in the air of the room, the breath of the gathered: a scent of crowds.

Brennan's guide moved to the center of the square, where burned four torches of that relentless yellow flame.  Brennan followed, and when he stopped, he realized with a slight shock that all the cowled hoods were now looking directly at him.  Brennan had never before in his life been the focus of such absolute attention; it was frightening, but not entirely unpleasant.

"He is here," said the guide in that strange loud whisper.

The endless grid of robed figures replied in one voice: perfectly blended, exactly synchronized, so that not a single individual could be singled out from the rest, and betrayed:

"Jakob Bernoulli," intoned the guide, and the walls replied:

"They died," said the guide, "and they are lost to us; but we still have each other, and the project continues."

In the silence, the guide turned to Brennan, and stretched forth a hand, on which rested a small ring of nearly transparent material.

"If three-fourths of the humans in this room are women," said the guide, "and three-fourths of the women and half of the men belong to the Heresy of Virtue, and I am a Virtuist, what is the probability that I am a man?"

The guide's whisper came again, truly quiet this time, almost nonexistent:  "It's one-sixth, actually."

Brennan's cheeks were flaming so hard that he thought his face might melt off.  The instinct was very strong to run out of the room and up the stairs and flee the city and change his name and start his life over again and get it right this time.

"An honest mistake is at least honest," said the guide, louder now, "and we may know the honesty by its relinquishment.  If I am a Virtuist, what is the probability that I am a man?"

"Just say 'one-sixth' already," stage-whispered the figure, this time loud enough for the walls to hear; then there was more laughter, not all of it kind.

Brennan was breathing rapidly and there was sweat on his forehead.  If he was wrong about this, he really was going to flee the city.  "Three fourths women times three fourths Virtuists is nine sixteenths female Virtuists in this room.  One fourth men times one half Virtuists is two sixteenths male Virtuists.  If I have only that information and the fact that you are a Virtuist, I would then estimate odds of two to nine, or a probability of two-elevenths, that you are male.  Though I do not, in fact, believe the information given is correct.  For one thing, it seems too neat.  For another, there are an odd number of people in this room."

Brennan took the ring.  It looked almost invisible, in the torchlight; not glass, but some material with a refractive index very close to air.  The ring was warm from the guide's hand, and felt like a tiny living thing as it embraced his finger.

The relief was so great that he nearly didn't hear the cowled figures applauding.

No comments?  Either you're all stunned speechless, or you've simply gotten used to me by now.

That is similar to the kind of thrill, the feelings I'd undergo when reading fantasy or science fiction, but then for other mysteries, other secrets. I can now see how you could put science and technical knowledge in their place.

I'd been under the impression that the mysteries hinted at in fiction are always easier and more intuitive to grasp, and require less personal work per amount of result, than science does, however.

I don't know if that means I'd maybe grow tired sooner and give up on science, frustrated by the sluggish pace of my progress compared t... (read more)

Well... there's not much to say, here. It was an amusing piece of fiction, but doesn't seem to be more than that. If I were asked that question, I'd ask for some pencil and paper because I'm mediocre at mental arithmetic. (My algorithm for solving that kind of problem involves drawing lines on paper to find the right equation to plug numbers into.)

Maybe this is a dumb question, but where did 1/6 come from? I mean, when they asked the question I did the math and came up with 2/11, and I don't even see how you might get 1/6.

The point is that they are giving a wrong answer to confuse you, to see if you really believe in Bayes's Theorem or if instead you will just capitulate to the word of an authority.

"If I were asked that question, I'd ask for some pencil and paper because I'm mediocre at mental arithmetic."

I probably would have gotten the answer, but it wouldn't have occurred to me to say that the initial information was wrong. It's part of an initiation ritual for a mathematical cult; why would anyone bother checking to see if the actual numbers are correct? Saying "I do not, in fact, believe the information given is correct" feels like saying "The air around me contains oxygen".

If you don't care what you know, as long as you know it, you'd be better off studying theology.  I have some crystals and tarot cards you'll probably want to purchase, too.

That isn't "knowing" something. That's believing it.

Great creative effort, in thinking about useful solutions to a tough problem (getting people to better value our best developed forms of rational decision-making).

Dave Orr, the rite of passage is to give the correct answer, 2/11, in the face of pressure to conform.

I don't know if a verbal examination like this is suitable of a scientific conspiracy, though. Keep the mysticism and ritual, but give the initiates the chance to return their answers in writing, to make it more fair and reduce the stress factor.

Stepping inside the Great Library, Brennan breathed in surprise as he let his gaze wander around the hall. All these books! Shelves after shelves of writing - and when he saw the names on them, he could feel his heart skip a beat. Darwin, Tooby & Cosmides, Kahneman & Tversky... this was the sacred hall of the true grand masters, the depository of all their wisdom!

Hearing a sound, Brennan lowered his gaze, noticing the robed figure that had appeared in front of him. Remembering his manners, he bowed deep. "Respected master, I am novice Brennan of the Bayesian Conspiracy, here to scour the depths of my mind for answers to the questions you pose. I am at your service."

Following the robed figure, Brennan was led to a table and a chair. He sat down, and patiently waited as he was brought the Implements of Testing: the Pencil of Masters, the Notebook of Understanding, and the Eraser of Mistakes Undone. Finally, he was brought The Envelope, marked with the seal of the Conspiracy, personally sealed by the Council of Twelve.

And so it begins... he thought as he drew one more breath, then broke the seal and pulled out the contents to see what challenges he would be met with this time.

I really like "The Eraser of Mistakes Undone" for some reason.

We should name all our mundane magic this way. "The Car of Traveling" "The Airplane of Flying Metal" "The Laptop of Encapsulated Thought"

(And I just realized that I misread half of the story. Yes, for this particular scenario a verbal examination makes more sense than a written one. Ah well. goes to hunt for a new brain)

I don't know if a verbal examination like this is suitable of a scientific conspiracy, though. Keep the mysticism and ritual, but give the initiates the chance to return their answers in writing, to make it more fair and reduce the stress factor.

You may have already realized this, but what you do when you're under stress, in life, does count.

But I'm inferring something from it in context that you perhaps don't mean, and I'd like to clarify. (Assuming you even read comments from this far back.)

Specific example: a couple of months after you posted this, I suffered a brain aneurysm that significantly impaired my working memory, to the point where even elementary logic problems -- the sort that currently would barely register as problems that needed solving in the first place - required me to laboriously work them out with paper and pen. (Well, marker... my fine motor control was shot, also.)

The question arises: could I have passed this initiation ceremony?

I certainly could not have given the right answer. It would have been a challenge to repeat the problem, let alone solve it, in a verbal examination. My reply would in fact have been "I'm not sure. May I have a pen and paper?" 

If the guide replies more or less as you do here, then I fail.

I draw attention to two possibilities in that scenario:

(A) This is a legitimate test of rationality, and I failed it. I simply was less rational while brain-damaged, even though it didn't seem that way to me. That sort of thing does ha... (read more)

you'd be trying to build a group of rationalists while in fact excluding rationalists based on an irrelevant criterion.

They aren't trying to build a group of rationalists. They are trying to build a group of people who can achieve certain goals.

A lot of people need some specialized scientific knowledge to do their jobs.  They may not be interested in the rest of it, but they are interested in that because it matters to what they're doing.  If we hide science behind a general scientific conspiracy, people like that won't join, and they won't be able to do their jobs effectively, and society will be poorer as a result.

How does he know there are an odd number of people in the room?

How does he know there are an odd number of people in the room?

Your story is written decently, but it sounds like a parody of pretty much any traditional exam.  If you remove the write-in answers requirement, you can have much more colorful examination scenarios.

This seems like a cool motivation tactic.  At the same time, I'm a little afraid that thinking my knowledge makes me special and unique will cause me to be arrogant.

Any commited autodidacts want to share how their autodidactism makes them feel compared to traditional schooled learners?  I'm beginning to suspect that maybe it takes a certain ... (read more)

Actually, I have been running on pure curiosity, which is great for finding out about lots and lots of things, but now I'm having trouble focussing like I want.  Thirty years of following my curiosity has developed some bad habits I need to break.

For extra credit, explain how "one-tenth" could also have been the correct answer.

In my experience, the problem with running on curiousity is that, to be effective at something, one has to not take the time to investigate lots of unrelated things one is curious about.

billswift, that's a really good point.  This explains why newspapers can be bad--they arouse your curiosity, but on many different subjects, many of which are completely unproductive (such as the status of the US presidential election.  For some reason, extensive coverage of voter opinion trends is within the realm of prestigious reporting.)

What would the cult have said if the man had said something a long the lines of this to the first question.

"As probability is a subjective quality which must take all the information available to me to be valid, I'm not going to take the assumptions that were given to me. From the my estimate of your bodily proportions and the distribution of the height and weight of the general populace, and your low tone of voice compared to the average I would give you a 90% chance of being male."

This was less of a problem for me.  When I am actually doing something, my curiosity tends to focus on what I'm doing.  My problem now is that I am trying to study in preparation for changing my direction, and it is very hard to stick to it.

Hint for the extra credit:  What is the probability that the guide is Brennan?  (Zero.)

Beware the hidden prior: that all Virtuists are assumed to be either men or women.

Re Will Pearson's question: something like "didn't you hear me say 'if'", I should think.

All I can say is that when I scrolled down and saw the photo, my first thought was 'awesome'.

Any commited autodidacts want to share how their autodidactism makes them feel compared to traditional schooled learners? I'm beginning to suspect that maybe it takes a certain element of belief in the superiority of one's methods to make autodidactism work

First, "traditional school learning" is itself inherently problematic. Consequently, "belief in the superiority of one's [own] methods" is not hard to acquire.

Second, all actual learning is necessarily autodidactic anyway, because where it takes place is in your own mind, not in your ... (read more)

"Re Will Pearson's question: something like "didn't you hear me say 'if'", I should think."

Well they should phrase their questions better, and say what would be the probability (and probably put some caveat about that being the only information available no other prior knowledge etc), rather than what is* the probability. Imagine someone says, "If it takes 4 secs for light to move 5 metres, what is the speed of light?". The answer should still be 3x10^8 or there abouts, the data given by someone should not always change your p... (read more)

Well, I guess I'm not talking about the learning process itself so much as what keeps you going.  In a traditional school environment, grades are the de facto student motivator.

My old Creative Minds professor has plenty of anti-school arguments.  But when he tried attending a school without grades, he learned that it sucked: many students didn't show up for class, and of the ones that did, the only ones who participated in classroom discussions were those who had strong opinions.

So my question is when you're learning on your own, how do you find ways to mo... (read more)

No, Mr. Pearson.  The answer includes the if-statements attached to the question - saying that c is 3x10^8 would be incorrect.

Incorrect, an interesting phrase... In what manner would the phrase, "c is approximately 3x10^8," be incorrect. You say it is wrong, I say it is right. Who is to decide? Could I not go and measure it, and find c in the vacuum to be approximately 3x10^8?

Why is the questioner always assumed to be correct about every bit of data given? Sure I may not pass many exams taking this attitude, but the only examiner that really matters is reality, surely? We are here to learn how to reason about the world surely, not to learn to pass exams, or other random human tests.

In a traditional school environment, grades are the de facto student motivator

Motivator of what? The point is that whatever behavior it is that grades in school serve to motivate, it is not learning per se. Indeed, grades are more often than not a motivator against learning. To quote Eliezer (emphasis added):

"[S]tudents aren't allowed to be confused; if they started saying, 'Wait, do I really understand this? Maybe I'd better spend a few days looking up related papers, or consult another textbook,' they'd fail all the courses they took that quarter.&q... (read more)

Grades in school motivate people to gain the ability to successfully take exams, which is actually pretty well correlated to understanding the material, especially compared to, e.g., drinking until you pass out.  You may be able to achieve some gains  by being motivated by learning rather than by grades, but you're way better off being motivated by grades than by nothing.

We have to accept the reality of the situation; the system is not set up to haelp people learn who desperately want to.  That is actually just and good, because the fraction of the population who actually desperately want to learn is the size of a rounding error.

So, any ideas on how to become one of that incredibly tiny number of people who desparately want to learn?

Re: Will Pearson's comment: "Well they should phrase their questions better".

In the context of an initiation ceremony perhaps a bit of stress-inducing ambiguity may be appropriate.  Anway, the hypothesis that the "if" is true appears to be refuted by the fact that there are actually an odd number of people in the room.

"One-tenth" could not have been the correct answer - not even if Brennan already belonged to the Heresy of Virtue, and this was his initiation into some other cult ;-)

As Komponisto points out, traditional schooling is so bad at educating that belief in the superiority of one's [own] methods is easily acquired.  I first noticed traditional schooling's ineptitude in kindergarten, and this perception was reinforced almost continuously thru the rest of my schooling.

PS: I liked the initiation ceremony fiction, Eliezer.

Tim, one-tenth would be the correct answer if Brennan were in the Heresy of Virtue, AND there were 16 people in the room.  There would be 9 women in the HoV in the room, and 1 man who wasn't Brennan; hence, one in ten.

Thanks to Mike Vassar for pointing out that, if Brennan is in the HoV, you need to count how many men are in the room.

Since there are an odd number of people in the room, the guide must be posing a hypothetical question.  If Brennan is in the HoV, the correct answer would be for him to say that he needs to know how many people are in the room in the hypothetical situation.

This is a great blog post. Reading it was actually fun as I anticipated what would happen next as I do for regular fiction. I liked how the story reiterated messages you've talked about before but in a way that seems more clear(combined with the previous formal essays) - this is probably because storytelling has an appeal that is more accessible to most people.

At first I thought he paused after saying "one" because nothing has a probability of one or zero but that was cause I didn't read carefully. I think something like this really would be a go... (read more)

Re: Phil Goetz: There are not 16 people /currently/ in the room - since Brennan counted them.  Brennan is not told in the scenario that he is in the room.

He is not told other things that might impact on the answer, such as whether there were any non-human AIs in the room who were members of the Heresy of Virtue.

"I need more information" might have been an acceptable answer - at least on the latter grounds.

"One-tenth" requires the assumption that Brennan is in the Heresy of Virtue (which is something he ought to know), the assumption tha... (read more)

Electrical Engineers have been trying to budge "Old Yellow," the low-pressure sodium vapor lamp, from the top of the efficiency heap since the mid-1960s.  They found some materials possibilities in the 1990s, but all have turned out to be too expensive.

I started reading the first chapter of Structure and Interpretation of Computer Programs and was reminded of this post.

A computational process is indeed much like a sorcerer's idea of a spirit. It cannot be seen or touched. It is not composed of matter at all. However, it is very real. It can perform intellectual work. It can answer questions. It can affect the world by disbursing money at a bank or by controlling a robot arm in a factory. The programs we use to conjure processes are like a sorcerer's spells. They are carefully composed from symbolic exp

You may have already realized this, but what you do when you're under stress, in life, does count.

indeed. And one of the things we are prone to do under stress is delude ourselves: I think that the following:

 "It doesn't matter," said Brennan, "the answer is still yes."

is perhaps the most important message. (Although I also like the message of not caving in to peer pressure. )

An excellent little parable, I shall keep it in mind ;-)

Come now, why doesn't Brennan take an experimental approach: kick him or her where the balls would be, and appraise the reaction? I mean, this is a conspiracy of scientists, not Aristotelian scholastics.

Caledonian: I assume he means that, for all X, if X is true, he wishes to know X.  This opposed to "if the universe is made of puppies and unicorns, tell me about it, otherwise I don't want to know."

I liked the ring with n=1, nice touch. Beats wearing barbed wire round your underpants any day.

I can't even begin to express the way I feel right now, Eliezer Yudkowsky, my friend, you are in possesion of a rare and powerful gift!

I called my math teacher over to help. We couldn't find the answer. This isn't promising, as I had hoped to summon him for help whenever I needed help to understand something above my highschool math education. I will make a quick request for what steps of math i should follow to have a better chance of wrapping my mind around this probability stuff, since part of my exam test seriously has 'there are four playing cards, one is red, what is the probability of randomly picking red' or something like that.

Regardless of such concerns; I'm pretty sure the 'I d... (read more)

I know this is a very old story, but I have some thoughts on it I wanted to share.

Let me first share an experience that I think everybody who has ever seriously studied math (or any complicated subject) has had. You're working on a difficult math problem, say a complicated differential equation. You are certain your method is correct, but still your answer is wrong. You've checked your work, you've double checked it, you've checked it again. Your calculation seems flawless.. Finally, in desperation, you ask a friend for help. Your friend takes one glance a... (read more)

I like the test. It seems to have multiple levels, each of which Brennan passes:

ah, i see the problem. they only specified the proportion of humans are female.

Presumably Brennan knows their own gender (they are "one of the humans in this room"). The self-include skews all the maths in a nasty way. (three quarters in the room are women, which means that 12 of the 15 other people are women which means that ...)



Awww, a Zebra

This image recently showed up on Flickr (original is nicer):

"Alas for those who turn their eyes from zebras and dream of dragons!  If we cannot learn to take joy in the merely real, our lives shall be empty indeed." —Eliezer S. Yudkowsky.

"Awww!", I said, and called over my girlfriend over to look.

"Awww!", she said, and then looked at me, and said,  "I think you need to take your own advice!"

Me:  "But I'm looking at the zebra!"
Her:  "On a computer!"
Me:  (Turns away, hides face.)
Her:  "Have you ever even seen a zebra in real life?"
Me:  "Yes!  Yes, I have!  My parents took me to Lincoln Park Zoo!  ...man, I hated that place."

Part of the Joy in the Merely Real subsequence of Reductionism

"Alas, for those who turn their eyes from dragons and dream of zebras! If we cannot take joy in the merely fantasy, our lives shall be empty indeed." - Eliezer S. Yudkowsky, in a parallel universe.

I never expected a post from Overcoming Bias as informal as a picture with commentary from flickr.com. (But I suppose that's a fact about my own state of poor calibration).

Ohhhh... oh so many things I could substitute for the word 'Zebra'....

And you'll probably agree that the merely real is, in some ways, in need of improvement, which is the whole point of transhumanism.

I didn't know Eliezer had a girlfriend, how can you justify spending resources on that sort of thing?

Not an attack though, you probably have a good reason, I just can't figure out what it is.

I didn't know Eliezer had a girlfriend, how can you justify spending resources on that sort of thing?

Not an attack though, you probably have a good reason, I just can't figure out what it is.

This does not seem like an evolutionarily stable strategy.

Now that I think about it I seem to recall seeing a clever excuse for indulging in the pleasures of the flesh that Eliezer had written.  Can't remember where off the top of my head, though...

[missing the point]
I like cats better.
[/missing the point]

gasp Hasn't Eli been working only on his mind-children?
Can we expect another permutation of the superior genes that brought us so much awesomeness in the form of Eli?

Is this for intrinsic or simply instrumental reasons? For example, how much of your time would being a sperm donor have to take up before you would decline to do it?

Intelligence is roughly a function of genetics and some conglomeration of upbringing and chance. If you are looking for the human with the best genetics, picking from the most intelligent humans you can find is therefore not the optimal way to go.

Intelligence is roughly a function of genetics and some conglomeration of upbringing and chance.

If you are looking for the human with the best genetics, picking from the most intelligent humans you can find is therefore not the optimal way to go.

No...? If scores on an IQ test are a joint product of genes & environment, then selecting the top scorer on an IQ test and using their genes will produce offspring with the highest scores on average compared to picking at random from the lower-scorers. To do better you'll need additional information we don't have (eg at the moment, no one can sequence a genome and extract an accurate predicted intelligence).

Somewhat tangentially... couldn't you do better by identifying IQ-inhibiting and IQ-enhancing environmental factors and weighting IQ scores based on those factors? If Sam's IQ is 5% lower than Pat's but Sam has lived in an environment 5x worse for developing IQ, if I'm interested in genetics it seems I'd do better with Sam.

You'd need to know the elasticity of intelligence and environments (5x on what scale? And does -5% really indicate outperformance on the genetics side?), which I'm not actually sure we know, and much of the 'environment' contribution is nonshared - immeasurable, random, we don't know what it is. But hypothetically, you could do slightly better by trying to measure environment & control for it, yeah.

To do better you'll need additional information we don't have (eg at the moment, no one can sequence a genome and extract an accurate predicted intelligence).

Actually, we could get some information that would help here- IQ up the ancestral tree. The correlation between grandparent and grandchild IQ is higher than one would expect from stacking two independent parent-child relationships.

Yes. I'm not sure how much they'd add; I ran into an interesting observation about this with regard to estimating cows' milk production based on their relatives and on SNPs, where the comparison runs the other direction:

The R^2 values were converted to realized reliabilities by dividing by mean reliability of 2008 daughter deviations and then adding the difference between published and observed reliabilities of 2003 parent averages. When averaged across all traits, combined genomic predictions had realized reliabilities that were 23% greater than reliabilities of parent averages (50 vs. 27%), and gains in information were equivalent to 11 additional daughter records.

So if an old SNP chip can add that much information in terms of family records, the family can't matter that much.

Aspiring Vulcan: I didn't think it was written in jest, it seems like a legitimate question to me. It definitely seems plausible that having a girlfriend would have some benefits that would help Eli save the world, but how to justify spending time and resources on a girlfriend that could be spent on other things is a good question nonetheless.

Alas for those who turn their eyes from ladies and google themselves.

Can one make scientific breakthroughs without dedicating all of one's waking hours to it?
Newton: Science: Best Sans Booty.

In medicine, the concept "zebra" represents a strange, unlikely condition or diagnosis, usually to be avoided or considered on a lower tier, iterated thus:  When one hears hoofbeats, one should think of horses rather than zebras. Spending too much time chasing zebras detracts from making the diagnosis of "horse". Coincidence? Or just another example of the medical field's poor thought process?

The medical advice you're relating sounds quite reasonable.  It's saying to consider base rates when making a diagnosis.  If P(hoofbeats|horse) is the same as P(hoofbeats|zebra) but P(horse) >> P(zebra), then P(horse|hoofbeats) >> P(zebra|hoofbeats).

It probably isn't very good advice if you're practicing medicine on the savanna though.  There, if you hear hoofbeats, it's probably a zebra!

Schrödinger disagreed. (So did Einstein... and Feynman... I could mention Kinsey, but that would be cheating, I supppose.)

It's not just about spending resources - In my experience, having a girlfriend makes you dangerously comfortable with being a mere human, whereas bitter loneliness makes you see the necessity of achieving incorporeal modes of existence much more clearly.

(this comment will be remembered as a significant milestone in singularitarian demographics)

Against Cyan I refer to James Watson and some nifty graphs.

I need physics more than friends. I place more importance on my studies than myself. I often go long periods without social contact outside of my professional colleagues, and at times even long periods without food or rest.

Her:  "Pass me the laptop, I want to see if there were any comments on that post."

You know it's funny how some people actually really do laugh like a horse. Or maybe a zebra? I almost never do it because I usually laugh well... like a man. That is except in cases where reality is so damn hilarious that I just can't help myself but take gasp for air.

Strong AI doesn't have to be the only thing that's really frikkin' hard.

Through his cerebrations Eliezer appears to have attracted the Cream of the Singularitarian Crop here, who are now Collectively Disappointed.

While I appreciate the effort toward optimal decision-making, surely there is some way to contribute without invading Eliezer's personal life?

Can you picture anyone doing peak creative work while trying to justify every ounce of their resource use?  To others or to themselves? Eliezer presumably knows he doesn't need to do that, but... threads like this can't help his or others' morale.  And morale is a precious resource.

Group efforts in general, and particularly philanthropic efforts, devolve too easily into shows of self-sacrifice.  After all, sacrifice takes less effort in many ways, and it  looks like trying .  If we want to create a positive singularity, we'll need to make our project fun, we'll need to make the actual useful work attractive, we'll need to get people aim for achievement (not for an appearance of "using all their resources"), and we'll to make it something that real people want to join and don't burn out at.

It isn't only Eliezer who can help, by the way.  If nothing else, you can help the effort get money; some of those willing and able able to do FAI research are spending their time raising money, right now, for lack of other ways to get money.  If you find a way to gather money for the effort, more research will be done and the chances of a positive singularity will improve.  There are other possibilities for helping, too.  If you're concerned about the future, perhaps take a look at what you have, who you know, and what you might do?  Creating a positive singularity can be a lot of fun.

I think the first 3/4ths are very well stated. I couldn't agree more.

On the last bit, my personal intuition is there are plenty of things people can do for FAI research beyond raising money. Moreover, such intangibles are likely often more important to the cause of FAI than cash. 

(Also, the argument that "some of those willing and able able to do FAI research are spending their time raising money, right now, for lack of other ways to get money" may be undermined by the paragraph above it; e.g., I'd rather be thinking about FAI than raising money for others to think about FAI.)

And with that, I'll close the thread.  I may be mistaken, but I don't think this is what most of our readership comes here to read.

Note that the authors "SL5", "Reprogrammed goal system", "Baseline singularitarian", "Singularity sooner, fun later", "Awww, a girlfriend > Singularity", "Oppenheimer", and "Eli's other project" all seem to be the same person based on IP.

Interestingly, I've read that young Chinese do treat zebras as near-mythical creatures: they're referred to as "cǎo ní mǎ" (i.e. "grass-mud horses") and there's a lot of fantasy literature about them, much of it with political overtones.  In contrast, dragons are little more than cultural and decorative symbols--although conversely, Chinese dragons do appear in some Western fantasy stories.

I think you might have been misinformed about this translation..

If there is a better way to see a merely real zebra than to have the photons strike a surface, their patterns be stored, and transmitted to my brain, which cross-relates it to every fact about zebras, their behavior, habitat, physiology, and personality on my internal map of a zebra, then I don't know it and can't experience it, since that's what happens when I am in fact actually there, as well as what happens when I look at a picture that someone who was actually there shares with me.

You probably get a much richer sensation of zebra-ness under some conditions (being there, touching the zebra, smelling the zebra, seeing it move) than just seeing a picture of one on flickr. Experiencing zebra-ness isn't a binary value, and some types of exposures will tend to commandeer many more neurons than others.

Do all zebras have the same (withing some accuracy range) ratio of black to white, btw?






Reductionism (ii)

Hand vs. Fingers

Back to our original topic:  Reductionism, which (in case you've forgotten) is part of a sequence on the Mind Projection Fallacy.  There can be emotional problems in accepting reductionism, if you think that things have to be fundamental to be fun.  But this position commits us to never taking joy in anything more complicated than a quark, and so I prefer to reject it.

To review, the reductionist thesis is that we use multi-level models for computational reasons, but physical reality has only a single level.  If this doesn't sound familiar, please reread "Reductionism".

Today I'd like to pose the following conundrum:  When you pick up a cup of water, is it your hand that picks it up?

Most people, of course, go with the naive popular answer:  "Yes."

Recently, however, scientists have made a stunning discovery:  It's not your hand that holds the cup, it's actually your fingers, thumb, and palm.

Yes, I know!  I was shocked too.  But it seems that after scientists measured the forces exerted on the cup by each of your fingers, your thumb, and your palm, they found there was no force left over—so the force exerted by your hand must be zero.

The theme here is that, if you can see how (not just know that) a higher level reduces to a lower one, they will not seem like separate things within your map; you will be able to see how silly it is to think that your fingers could be in one place, and your hand somewhere else; you will be able to see how silly it is to argue about whether it is your hand picks up the cup, or your fingers.

The operative word is "see", as in concrete visualization.  Imagining your hand causes you to imagine the fingers and thumb and palm; conversely, imagining fingers and thumb and palm causes you to identify a hand in the mental picture.  Thus the high level of your map and the low level of your map will be tightly bound together in your mind.

In reality, of course, the levels are bound together even tighter than that—bound together by the tightest possible binding: physical identity.  You can see this:  You can see that saying (1) "hand" or (2) "fingers and thumb and palm", does not refer to different things, but different points of view.

But suppose you lack the knowledge to so tightly bind together the levels of your map.  For example, you could have a "hand scanner" that showed a "hand" as a dot on a map (like an old-fashioned radar display), and similar scanners for fingers/thumbs/palms; then you would see a cluster of dots around the hand, but you would be able to imagine the hand-dot moving off from the others.  So, even though the physical reality of the hand (that is, the thing the dot corresponds to) was identical with / strictly composed of the physical realities of the fingers and thumb and palm, you would not be able to see this fact; even if someone told you, or you guessed from the correspondence of the dots, you would only know the fact of reduction, not see it.  You would still be able to imagine the hand dot moving around independently, even though, if the physical makeup of the sensors were held constant, it would be physically impossible for this to actually happen.

Or, at a still lower level of binding, people might just tell you "There's a hand over there, and some fingers over there"—in which case you would know little more than a Good-Old-Fashioned AI representing the situation using suggestively named LISP tokens.  There wouldn't be anything obviously contradictory about asserting:

None of this says that a hand can actually detach its existence from your fingers and crawl, ghostlike, across the room; it just says that a Good-Old-Fashioned AI with a propositional representation may not know any better.  The map is not the territory.

In particular, you shouldn't draw too many conclusions from how it seems conceptually possible, in the mind of some specific conceiver, to separate the hand from its constituent elements of fingers, thumb, and palm.  Conceptual possibility is not the same as logical possibility or physical possibility.

It is conceptually possible to you that 235757 is prime, because you don't know any better.  But it isn't logically possible that 235757 is prime; if you were logically omniscient, 235757 would be obviously composite (and you would know the factors).  That that's why we have the notion of impossible possible worlds, so that we can put probability distributions on propositions that may or may not be in fact logically impossible.

And you can imagine philosophers who criticize "eliminative fingerists" who contradict the direct facts of experience—we can feel our hand holding the cup, after all—by suggesting that "hands" don't really exist, in which case, obviously, the cup would fall down.  And philosophers who suggest "appendigital bridging laws" to explain how a particular configuration of fingers, evokes a hand into existence—with the note, of course, that while our world contains those particular appendigital bridging laws, the laws could have been conceivably different, and so are not in any sense necessary facts, etc.

All of these are cases of Mind Projection Fallacy, and what I call "naive philosophical realism"—the confusion of philosophical intuitions for direct, veridical information about reality.  Your inability to imagine something is just a computational fact about what your brain can or can't imagine.  Another brain might work differently.

If people can understand the concept of Unions from c/c++ they can understand reductionism. One can use different overlaping data structures to access the same physical locations in memory.

union mix_t
{
long l;
struct
{
short hi;
short lo;
} s;
char c[4];
} mix;

Is mix made up of a long, shorts or chars? Silly questions. mix.l, mix.s and mix.c are accessing the same physical memory location.

This is reductionism in a nutshell, it's talking about the same physical thing using different data types. You can 'go up'(use big data types) or 'go down' use small data types but you are still referring to the same thing.

In conclusion, aspiring rationalists should learn some basic c++.

As a C programmer who hangs out in comp.lang.c, I'm strongly tempted to get out a copy of C99 so that I can tell you precisely where you're wrong there.  But I'll content myself with pointing out that there is no guarantee that sizeof(long)==2*sizeof(short)==4*sizeof(char), and moreover that even if that did hold, there is still no guarantee that sizeof(struct {short hi; short lo;})==2*sizeof(short) because the struct might have padding - what if 'short' were a 16 bit quantity but stored in 32 bit words (perhaps because the arch can only do 32 bit writes, and has decided that short should be an int_fast16_t rather than an int_least16_t), resulting in alignment requirements?

In conclusion, PK should learn some basic C, and forget about the ++.  (Old joke: what does C++ mean?  Take C, add to it, then use the old version)

EDIT: thanks, paper-machine, and I approve of Markdown's choice of escape character.  Now, if it'll just let me use \033[1;35m to change the colour...

"Eliminative fingerists" is amusing. I think that particular projection fallacy as pertains to minds is part of a larger tradition, however. Radical behaviorists, for instance, really ought to be included. They feel left out, off on their lonesome, busily declaring that the "mind" is a convenient fiction because it can't be measured.

... and seperately, I might note that I've read through much of your archives and enjoyed it immensely. Keep it up!

I'm confused as to what your purpose is with this series on reductionism.  Is there a particular anti-reductionist position you're combating?

Anti-reductionists are opposed to models in general.  An an... (read more)

If you want to fight the good fight, edit the section "Limits of Reductionism" in the Wikipedia article on Reductionism.  It cites many examples of things that are merely complex, as evidence that reductionism is false.

I can't tell from your parody of positions in the philosophy of mind whether you're criticizing eliminative materialists or critics of eliminative materialism.

Eliezer - "Your inability to imagine something is just a computational fact about what your brain can or can't imagine."

Who ever suggested otherwise? Again, see the 'epistemology' section of my 'Arguing with Eliezer: Part I'. What I take as evidence is not "I have an intuition that P", but simply P itself. You might undermine my argument from P to Q by showing some flaw in the thought process that led me to the premise P, but I don't see that you've done this yet (as opposed to merely explaining why you might expect me to have such a be... (read more)

For one thing, Eliezer misunderstands the meaning of "eliminative." An eliminative materialist is someone (by their own definition) who holds that certain things do not exist, say for example beliefs or choices. Eliezer believes that these things are material things, but at least he believes that they exist, as he said about the rainbow. An eliminative materialist says that the word "belief" and "choice" refer to something that does not exist in reality at all, not that they refer to something material. Of course this position... (read more)

Richard:  What exactly is the 'P' that you think you're taking as a premise, here?

I find this commitment less absurd than denying the manifest reality of first-personal conscious experience (as reductive materialists like Dennett and Eliezer do), or engaging in the metaphysical contortions that non-reductive materialists must (see my 'dualist explanations' post).

If, as you claim, you understood my argument fully and rejected it due to arguments I fail to understand, then wh... (read more)

Looks like a clear-cut case of Mind Projection Fallacy to me, or, at the very least, a severe misrepresentation of how a mature reductive materialist sees their own viewpoint.  A reductive materialist need not pass from "Brain dynamics entirely and strictly constitute consciousness" to "There's nothing further to explain."  There is plenty more to explain, namely, the nature of the identity.

Knowing that != knowing why != knowing how != seeing how.

If you merely know that mind=brain you may have a great deal left to explain.  You may still need to find the insights needed to dissolve the apparent impossibility of mind=brain.

The map is not the territory, so you can't jump from

Eliezer: that last response makes some progress, since this is the first time I have seen you concede that "why is mind the same as the brain in a certain condition?" is a sensible question that needs an answer.

Given this, what makes you think it is possible to answer the question at all? Just because a question makes sense doesn't mean we can give an answer to it. And just because all the questions that you have answered in the past had answers, doesn't mean the the ones you haven't answered have answers. It couldn't have been otherwise: of cour... (read more)

I can't presume to answer for Eliezer, but I don't think he's yet claimed to know how the brain works. He's also paid considerable attention to the nonsensical nature of some attempts to say that we might "already" know how- IE "emergence", "complexity", and other non-explanations. I'd go so far as to say that it follows directly from the fact that we can't make our own brains from first principles that we don't really understand the ones currently in circulation.

That said, it would be a serious defiance of all precedent if br... (read more)

I'm not convinced that we can have real probability distributions over impossible possible worlds.  At the very least, a real probability distribution must sum its exhaustive and exclusive possibilities to 1, but in fact it seems to me that the same type of effort that is needed to show that a set of impossible possibilities sums to 1 also changes the degree to which they have been examined, changing their subjective probabilities.  It specifically seems to me that pseudo-probability distribution over impossible possible worlds will generally contain non-c... (read more)

As pertains to brains, we have reasonable inferences that the mind is strictly anchored in a physical substance. Among the oldest I'm aware of is Heraclitis' observation that hitting someone in the head causes stupor, confusion, etc, so the mind probably resides there.

Yes and when I hit my radio with a rock it might stop working, change the station, if I rip out transistors it might make the sound distorted, etc.  That really doesn't prove that the song is stored inside the radio, does it?

If you are interested in reality instead of just fitting in with cur... (read more)

I agree with some others that Eliezer is here arguing against a fairly naïve form of anti-reductionism, and indeed is explaining rather than refuting it. However, I assume, Eliezer, that the point of your entry is (in keeping with the theme of the blog) to illustrate a certain sort of bias through its effects, rather than to prove to everyone that reductionism is really truly true. So explanation over refutation is entirely appropriate here.

Dan: "Every question I've so far been able to answer, had an answer," is logically necessary. Thus it provides no evidence, not even probable evidence, for any empirical conclusion, such as "every question has an answer." If Eliezer had answered every question he has ever been asked, this would be probable evidence that he would be able to answer future questions. Since this is not the case, he has presented exactly zero evidence that all questions can be answered.

We weren't discussing the question of whether there is some magical input... (read more)

"To review, the reductionist thesis is that we use multi-level models for computational reasons, but physical reality has only a single level."

But wouldn't an ultimate/complete physical model of reality have to explain why our brains, when hit with certain stimuli, produce a world of solid coloured objects? (To disagree would be to admit the content of our minds is mystical and other worldly.) And if the model does explain it, then aren't our maps part of reality too (i.e. real)? So therefore isn't reality multi-level?

Richard, I'm always amazed at what philosophers think they can see merely by "understanding the terms."  Such analysis may well tell us a lot about what we often assume, but I am skeptical that it can tell us as much as philosophers think about what is actually possible vs. only apparently possible.

I would love to see Eliezer defend his claim that the physical world has only one level.  Precisely how does he know that?  We cannot confirm that our various models of phenomena can be reduced to the most basic physics.

Yes and when I hit my radio with a rock it might stop working, change the station, if I rip out transistors it might make the sound distorted, etc. That really doesn't prove that the song is stored inside the radio, does it?

Well, no. All else being equal, however, and absent evidence for radio waves, the most parsimonious explanation IS that the song is stored in the radio. Absent evidence of immaterial souls, the same applies to brains. Heraclitis could fairly easily have been wrong, since he was just going on the effects of gross trauma. Fortunately, we ... (read more)

Everyone ignored my c++ example. Was I completely off base? If so please tell me. IMHO we should look for technical examples to understand concepts like "reductionism". Otherwise we end up wasting time arguing about definitions and whatnot.

Personally, I find it irritating when a discussion starts with fuzzy terms and people proceed to add complexity making things fuzzier and fuzzier. In the end, you end up with confused philosophers and no practical knowledge whatsoever. This is why I like math or computer science examples. It connects what you are talking about to something real.

I'm not convinced that we can have real probability distributions over impossible possible worlds. At the very least, a real probability distribution must sum its exhaustive and exclusive possibilities to 1, but in fact it seems to me that the same type of effort that is needed to show that a set of impossible possibilities sums to 1 also changes the degree to which they have been examined, changing their subjective probabilities. It specifically seems to me that pseudo-probability distribution over impossible possible worlds will generally contain... (read more)

PK:
I don't see the ++ in your nice example, it's perfectly valid C... =)

Caledonian, Ian C.:
I know of no models of reality that have superior explanatory power than the standard reductionist one-level-to-bind-them-all position (apologies for the pun). So why add more?
In a certain way "our maps [are] part of reality too", but not in any fundamental sense.
To simulate a microchip doing a FFT, it's quite sufficient to simulate the physical processes in it's logic gates. You need not even know what the chip is actually supposed to do. You just need... (read more)

Sure you do.  That's why we have biology and chemistry and neuroscience instead of having only one field:  physics.

Since we don't currently know whether our models of the most basic known components of the physical world are compatible with our high-level models of phenomena, they are ALL better within their limited domain than more general models are.

This is not a problem for anyone wanting merely to produce a useful model.  It is a profound problem for anyone wanting to produce a ur-model that encompasses all known phenomena.

Robin - 'I'm always amazed at what philosophers think they can see merely by "understanding the terms." Such analysis may well tell us a lot about what we often assume, but I am skeptical that it can tell us as much as philosophers think about what is actually possible vs. only apparently possible.'

What kind of possibility are you talking about? Philosophers will grant that reason/understanding alone can't tell us what's physically possible. That's the domain of science. But logical possibility is simply defined as what can be coherently understo... (read more)

Caledonian:
Sure you do. That's why we have biology and chemistry and neuroscience instead of having only one field: physics.

That's just a matter of efficiency (as I have tried to illuminate). There is nothing about those high level descriptions that is not compatible with physics. They are often more convenient and practical, but they do not add one iota of explanatory power.

Since we can't extrapolate our physics that far, we don't know whether they're truly compatible with our understanding of physics or not.

Of course there is.  If a feature can... (read more)

"Recently, however, scientists have made a stunning discovery:  It's not your hand that holds the cup, it's actually your fingers, thumb, and palm."

What, are we in third grade? Are you really dedicating a whole post to the semantics of composition? Is it really that hard to fathom that the hand is composed of the fingers, thumb, and palm?

This just in! Scientists recently discovered that it's not actually people that post pretentious blog articles, but instead a sophisticated arraignment of meat popsicles.

Caledonian:
"Since we can't extrapolate our physics that far, we don't know whether they're truly compatible with our understanding of physics or not."
For the sake for argument, I'll let that stand (as a conflict of minor importance). Still, why should we go and assume a non-reductionist model? That's multiplying entities beyond necessity.

Caledonian - the addition of p-consciousness has no physical consequences. To infer that it has "absolutely no consequences of any kind" is obviously question-begging against those of us who hold that there are non-physical facts (e.g. what it is like, subjectively, to be in such-and-such a physical state). The zombie world is appreciably different from ours in these other respects.

Incidentally, the principle you depend upon is self-defeating. Consider:

(Scientism): A claim is coherent only if it has scientific implications.

Richard:
Yes, there is a reality beyond reality! Sure, it's not real in the sense that it is measurable or measurably interacts with our drab scientific reductionist reality, but it's... real! Really! I can feel it!
So speak the Searle-addled...

Modern chemistry is an extension of physics. The theories that chemists use were literally extrapolated from the physics; they're physically accurate extensions of the physical behavior of the hydrogen atom. (They cut corners but we know how to cut corners; physics is all about simplification.) Modern biology is built on biochemistry (which is just the chemistry of large organic molecules). Neurobiology is biology (and biochemistry and biophysics). Mineralogy is built on chemistry and founds modern geology (along with physics). Astrophysics is obviously physics; cosmology is physics; and so on. Most of the dividing lines are obviously institutional. Which part of all this, exactly, would you object to?

Has anyone yet stopped to consider the fact that we came up with physics in order to predict what we would see, hear, and feel next?

If claims about seeing, hearing, and feeling, are literally statements about brains and atoms, why did we have to come up with physics at all? We should have already known what we were talking about.

"Plainly false?"  You mean you can imagine a world identical to ours but lacking 'conscio... (read more)

Eliezer, Dan did not describe the difference between bridging laws and the conservation of energy. Read Richard's statement about what he meant by a bridging law.

I think your refutation of "scientism" is somewhat disingenuous and suffers from what I like to call the "everything is philosophy fallacy." When a scientist says "philosophy is nonsense" they have obvious scientific grounds: philosophical reasoning isn't a part of the scientific world view. There's no difference between saying "philosophy is nonsense" and saying "religion is nonsense." Criticizing them on the grounds that this isn't good philosophy is ridiculous. One doesn't need to philosophize to communicate.

Talking is a physical act.  Remembering is a physical act.  Thinking is a physical act.  If your 'p-consciousness' has no physical consequences, it cannot affect the way people think and remember and talk.  None of the philosophers who think and remember and talk about their supposed non-experiential experiences can be causally connected to the thing they're supposedly experiencing.

Again:  your position is incoherent.  Your conception of 'non-physical facts' is meaningless and without semantic content.

I'm pretty confused by this discussion. People toss out terms like reductionist or anti-reductionist, and I can't even tell what they disagree about.

1) There are quarks and electrons, maybe some strings too. Nobody seems to dispute the quarks and electrons, at least. There are also clusters of particles.

2) Everything above that level is an abstraction that only exists in our heads. Yeah, those atoms really are near each other, but the only thing that makes them a "computer" is that we use them for computing. Same applies to bra... (read more)

Although I prefer an even weaker kind of scientism: scientism'': an ontological claim is boring if it has no scientific implications.  By boring, I mean, tells us nothing relevant to practical reason.  Which is why I'm happy to take Richard's property dualism: I accept scientism'', ergo, it doesn't matter.

"Yes and when I hit my radio with a rock it might stop working, change the station, if I rip out transistors it might make the sound distorted, etc. That really doesn't prove that the song is stored inside the radio, does it?"

Pace Dan, above, it would not be "parsimonious" to assume the song is "stored in the radio." Even assuming complete naivete about how radios work, it would be relatively easy to show that the songs are (in some mysterious way) coming from some outside source. (For example, you could compare the performanc... (read more)

Eliezer - all your last comment says is that if I'm suffering from a misunderstanding, then my conclusions won't follow. Well, duh. (See also my response to Robin above.) This doesn't advance the dialectic one iota, unless you can also support the antecedent claim.

Note that my fundamental premise is not, "I think the zombie world is coherently conceivable." Nothing of interest follows from the fact that I have an opinion, since the opinion might be baseless (as you've repeatedly pointed out). Instead, my basic premise is that the zombie world is ... (read more)

"Please explain what it means for something to be genuinely conceivable, as opposed to just being conceivable to some particular person."

Conceivable on ideal rational reflection, i.e. without logical error, implicit contradiction, or conceptual ignorance (e.g. failing to realize that hand just means fingers etc.)

"I'm not sure how I'm supposed to react to this paragraph, frankly."

You're supposed to show that my premise is false. We have good reasons for thinking that there are no Martians in my nose. But is there any such reason to think that the zombie scenario is incoherent? Show us the contradiction...

Richard: I'm making a slightly stronger claim, which is that ontological claims with no scientific implications aren't even relevant for philosophical issues of practical reason, so, for example, the question of god's existence has no relevance for ethics (contra, e.g., Kant's second critique).  (Of course, to make this fly at all, I'm going to have to say that metaethical positions aren't ontological claims, so I'm probably getting all kinds of commitments I don't want here, and I'll probably have to recant this position upon anything but the slightest scrutiny, but it seems like it's worth considering.)

The man who came up with the concept you're bandying around has explicitly said that p-zombies behave identically in every way, not just the ways we can easily perceive.  He has even granted that p-zombie versions of himself would make precisely the same arguments.

For this, I consider him a fool.  You don't haven't even managed to reproduce his errors correctly - what should I consider you?

Richard, hand only "just means" fingers etc. in a situation where we understand hands very well, and have chosen to think of hands that way.  Had we not understand hands as well as we do, we might well conceive of fingers not being parts of hands and so on.  I think you are way too quick to conclude that it is "logically impossible to have the fingers and all without a hand."

Dan - We have different projects; I'm not trying to "fix the counterintuitiveness of consciousness." I'm interested in whether it is in principle susceptible to physical reduction. (We can answer these sorts of questions by understanding alone. I don't need to do science in order to appreciate the conditional that if physical investigation reveals particles that play such-and-such a role, then objects such as hands will be reducible to said arrangements of particles. There is no coherently conceivable 'hand-zombie' world, analogous to the phenome... (read more)

MTraven - They might have a common structural/functional role. It would be plenty interesting if computing a certain algorithm strictly entailed a certain phenomenal quality (or 'feel').

Dan - I assume that science is essentially limited to third-personal investigation of public, measurable phenomena. It follows that we can expect to learn more and more about the public, measurable aspects of neural functioning. But it would be a remarkable surprise if such inquiry sufficed to establish conclusions about first-personal phenomenology. (In this respect, the e... (read more)

We can play "maybe"s all day long, but it doesn't seem very helpful unless you can actually show that a mistake has been made.

Richard, the burden of proof is on you. You are in effect making the claim that a certain problem ("reduce consciousness to physics") is impossible to solve. But why should we believe that? When all is said and done, you appear to be saying, "because it seems that way". This is where Eliezer comes in.

The main difference in my own mind between positing zombies and conscious persons is:

1) the greater sympathy I feel with "real" people, imagining the feelings that correspond to their actions, and

2) the fact that I say that they are, rather than are not, conscious.

Does anyone arguing for the possibility or meaningfulness of a p-zombie materially disagree with what goes on in the mind of someone who supposes a p-zombie or a conscious person?  Since if there's no disagreement about that, I don't see how there can be any disagreement on what &quo... (read more)

Richard: the claim I'm trying out depends on us not being able to learn that information, for if we could learn it, the claim would have some observable content, and thereby have scientific implications.    

Paul: "we are morally obliged to kill everyone we meet" has no scientific implications, but it definitely has moral implications. To speak plainly, your position is false, and obviously so.

Some children (2-4 years of age) assume that other human beings are zombies, because they do not meet their model of a conscious observer, e.g. adults don't go and eat the ice cream in the freezer, even though no one can stop them, and even though any conscious being would of course eat that ice cream, if it were in its power.

Unknown: that's not an ontological claim (at least for the dangerous metaethical commitments I mentioned in the caveat above).

The mental gymnastics people will go through to avoid confronting this simple and obvious fact are quite extraordinary.

I suspect it's the same reason why people continu... (read more)

Unknown - I think we need to clear up our definitions of 'incoherent'. Saying that a zombie world is incoherent doesn't mean that one can't visualise that world. It means that  a world isomorphic to our own but 'without consciousness' is not different from our own in any measurable way. Hence the assertion that the the zombie world is interesting/useful is incoherent. Saying that the posulated 'difference' is beyond the realm of science is the religionist stance. 

There's no denying that the [zombie] world itself is possible, physically ... (read more)

Ben, what do you mean by "measurable"? In the zombie world, Ben Jones posts a comment on this blog, but he never notices what he is posting. In the real world, he knows what he is posting. So the difference is certainly noticeable, even if it isn't measurable. Why isn't "noticeable" enough for the situation to be a useful consideration?


Poke:  Are you sure about mineralogy and physics as foundations of modern geology?

I agree that something roughly along the lines of what you are discussing can be done and is unavoidable.  I am primarily attempting to refute the proposal that it is or can be corrected to become Bayesian, and hence the proposal that the process that we use to do things like this stands with the same sort of logical foundations as Bayesian reasoning does.  It definitely seems to me that strictly speaking, once you remove logical omniscience, unless you replace it wit... (read more)

I was a bit of an ass earlier. I apologize, I'll try to actually address arguments rather than flinging snide remarks at people.

[EDIT - This does not appear to be Caledonian, but someone else posing as him, namely "varkanut@hotmail.com" which is not Caledonian's usual email address. - Eliezer.]

I wouldn't expect you to take my word for this, but Chalmers himself has said that's not the case.  P-zombies behave exactly the same way as people with consciousness do in all ways, so zombie-Ben-Jones' eyes pick up visual data, his brain contains a representation of what he has done and what he is seeing, and he could provide just as much of a reasoned and intelligent discussion of his positions as you'd otherwise expect.

A non reductionist might talk about X where X is specifically defined as 'stuff that cannot be reduced'. The reductionist hears the term X and starts to argue how it can be reduced. Point is that the non-reductionist is fundamentally talking about something different. 

the solution is that one can use a on reductionist framework to consider the issue (with an associated shift in definitions of words etc) and one can use a reductionist framework or one can take a position somwhere in the middle. In my opinion the reductionist one is more useful - but if the ... (read more)

Richard: Conceivable on ideal rational reflection, i.e. without logical error, implicit contradiction, or conceptual ignorance (e.g. failing to realize that hand just means fingers etc.)

Conceptual ignorance? Do you have to show such freedom from contradiction, or do your opponents have to show such a contradiction? Either would require you to state the concepts involved in a perfectly logical and complete form. So, what is the physical, precisely? (If it includes QM and GR then there is probably a contradiction.)

People interested in the discussion between Eliezer and Richard might find this Wikipedia article interesting: Depersonalization Disorder

Essentially, people behave as they otherwise would, except they don't have a sense of "self-awareness".  That is, they did something, and they know they did something, but it doesn't feel as though it was them who did the thing.  Often people feel as though they are automata, pre-programmed to respond to certain stimuli, but that there is no "self" driving them.

The disorder also tends to cause its inve... (read more)

...much later...   The thing that puzzles me about this post is that no attention is paid to context. 

I had an operation last year to my right index finger. It was carried out by a hand surgeon. I used those terms because it was rather important which finger was operated on, and because the medical specialism relates to any part of the hand indifferently.

A trivial example, of course, but it illustrates the point, which applies also to much more complex issues, that the appropriate choice of "model level" (or other meta-model feature) to best repr... (read more)

I have been reading some of the sequences, and this entry shocked me a lot. 

If the reductionist thesis is "we use multi-level models for computational reasons, but physical reality has only a single level", then what kind of evidence could support it against the thesis "we use multi-level models for computational reasons AND physical reality has multiple levels?" (let me call it 'anti-reductionist thesis' regardless of what actual anti-reductionists defend). I just can't think of how the world would be different if physical ... (read more)

When you pick up a cup of water...
the force exerted by your hand must be zero.

 Unless you are holding the cup up, supporting it against the force of gravity.

This analogy clarifies my view of conciousness, a lot. 

"Sure, the qualia is always associated with brain activity, but qualia can't be brain activity, it's so obviously of a different kind!"



Angry Atoms

Fundamental physics—quarks 'n stuff—is far removed from the levels we can see, like hands and fingers.  At best, you can know how to replicate the experiments which show that your hand (like everything else) is composed of quarks, and you may know how to derive a few equations for things like atoms and electron clouds and molecules.

At worst, the existence of quarks beneath your hand may just be something you were told.  In which case it's questionable in one what sense you can be said to "know" it at all, even if you repeat back the same word "quark" that a physicist would use to convey knowledge to another physicist.

Either way, you can't actually see the identity between levels—no one has a brain large enough to visualize avogadros of quarks and recognize a hand-pattern in them.

But we at least understand what hands do.  Hands push on things, exert forces on them.  When we're told about atoms, we visualize little billiard balls bumping into each other.  This makes it seem obvious that "atoms" can push on things too, by bumping into them.

Now this notion of atoms is not quite correct.  But so far as human imagination goes, it's relatively easy to imagine our hand being made up of a little galaxy of swirling billiard balls, pushing on things when our "fingers" touch them.  Democritus imagined this 2400 years ago, and there was a time, roughly 1803-1922, when Science thought he was right.

How could little billiard balls be angry?  Tiny frowny faces on the billiard balls?

Put yourself in the shoes of, say, a hunter-gatherer—someone who may not even have a notion of writing, let alone the notion of using base matter to perform computations—someone who has no idea that such a thing as neurons exist.  Then you can imagine the functional gap that your ancestors might have perceived between billiard balls and "Grrr!  Aaarg!"

Forget about subjective experience for the moment, and consider the sheer behavioral gap between anger and billiard balls.  The difference between what little billiard balls do, and what anger makes people do. Anger can make people raise their fists and hit someone—or say snide things behind their backs—or plant scorpions in their tents at night.  Billiard balls just push on things.

Try to put yourself in the shoes of the hunter-gatherer who's never had the "Aha!" of information-processing.  Try to avoid hindsight bias about things like neurons and computers.  Only then will you be able to see the uncrossable explanatory gap:

How can you explain angry behavior in terms of billiard balls?

Well, the obvious materialist conjecture is that the little billiard balls push on your arm and make you hit someone, or push on your tongue so that insults come out.

But how do the little billiard balls know how to do this—or how to guide your tongue and fingers through long-term plots—if they aren't angry themselves?

And besides, if you're not seduced by—gasp!—scientism, you can see from a first-person perspective that this explanation is obviously false.  Atoms can push on your arm, but they can't make you want anything.

Someone may point out that drinking wine can make you angry.  But who says that wine is made exclusively of little billiard balls?  Maybe wine just contains a potency of angerness.

(The novice goes astray and says "The art failed me"; the master goes astray and says "I failed my art.")

What does it take to cross this gap?  It's not just the idea of "neurons" that "process information"—if you say only this and nothing more, it just inserts a magical, unexplained level-crossing rule into your model, where you go from billiards to thoughts.

But an Artificial Intelligence programmer who knows how to create a chess-playing program out of base matter, has taken a genuine step toward crossing the gap.  If you understand concepts like consequentialism, backward chaining, utility functions, and search trees, you can make merely causal/mechanical systems compute plans.

The trick goes something like this:  For each possible chess move, compute the moves your opponent could make, then your responses to those moves, and so on; evaluate the furthest position you can see using some local algorithm (you might simply count up the material); then trace back using minimax to find the best move on the current board; then make that move.

More generally:  If you have chains of causality inside the mind that have a kind of mapping—a mirror, an echo—to what goes on in the environment, then you can run a utility function over the end products of imagination, and find an action that achieves something which the utility function rates highly, and output that action.  It is not necessary for the chains of causality inside the mind, that are similar to the environment, to be made out of billiard balls that have little auras of intentionality.  Deep Blue's transistors do not need little chess pieces carved on them, in order to work.  See also The Simple Truth.

All this is still tremendously oversimplified, but it should, at least, reduce the apparent length of the gap.  If you can understand all that, you can see how a planner built out of base matter can be influenced by alcohol to output more angry behaviors.  The billiard balls in the alcohol push on the billiard balls making up the utility function.

But even if you know how to write small AIs, you can't visualize the level-crossing between transistors and chess.  There are too many transistors, and too many moves to check.

Likewise, even if you knew all the facts of neurology, you would not be able to visualize the level-crossing between neurons and anger—let alone the level-crossing between atoms and anger.  Not the way you can visualize a hand consisting of fingers, thumb, and palm.

And suppose a cognitive scientist just flatly tells you "Anger is hormones"?  Even if you repeat back the words, it doesn't mean you've crossed the gap.  You may believe you believe it, but that's not the same as understanding what little billiard balls have to do with wanting to hit someone.

So you come up with interpretations like, "Anger is mere hormones, it's caused by little molecules, so it must not be justified in any moral sense—that's why you should learn to control your anger."

Or, "There isn't really any such thing as anger—it's an illusion, a quotation with no referent, like a mirage of water in the desert, or looking in the garage for a dragon and not finding one."

These are both tough pills to swallow (not that you should swallow them) and so it is a good easier to profess them than to believe them.

I think this is what non-reductionists/non-materialists think they are criticizing when they criticize reductive materialism.

But materialism isn't that easy.  It's not as cheap as saying, "Anger is made out of atoms—there, now I'm done."  That wouldn't explain how to get from billiard balls to hitting.  You need the specific insights of computation, consequentialism, and search trees before you can start to close the explanatory gap.

All this was a relatively easy example by modern standards, because I restricted myself to talking about angry behaviors.  Talking about outputs doesn't require you to appreciate how an algorithm feels from inside (cross a first-person/third-person gap) or dissolve a wrong question (untangle places where the interior of your own mind runs skew to reality).

Going from material substances that bend and break, burn and fall, push and shove, to angry behavior, is just a practice problem by the standards of modern philosophy.  But it is an important practice problem.  It can only be fully appreciated, if you realize how hard it would have been to solve before writing was invented.  There was once an explanatory gap here—though it may not seem that way in hindsight, now that it's been bridged for generations.

Explanatory gaps can be crossed, if you accept help from science, and don't trust the view from the interior of your own mind.

I don't really get this. Why can't you simply view an animal or person as a physical system? I don't think you need any concept of information processing. If you think of animals and people as akin to mechanical machines, and many people thought of at least animals as machines before the advent of information processing, then you actually have an accurate grasp of what's happening. The animal is turning physical force into chemical and electrical forces and then back into physical force; this is not substantially different from a mechanical machine. If the primitive atomist world view can encompass chemistry (which it did; different elements were taken to be differently shaped atoms) then I think it can encompass behavior.

Behavior is very different than thoughts. It's easier to think of animals as machines because we have never experienced an animal thought. To us, animals just look exactly as you described, like behavior outputting machines, because we have never experienced the thought processes of animals.

You need the concept of a computing machine -- and perhaps even more than that -- in order to explain how little vibrations in the air can sometimes cause us to fight, and sometimes to stop fighting, sometimes move towards or away from the sound, and sometimes to stop, etc.

It seems like this post isn't as clear as it could be - or at least not as clear as Elizer's best posts.

Either it needs another draft, or the problem lies with me and I just need to re-read it more carefully...

I posted this in the last thread but didn't get much response, so I'll try again:

Here's a question for reductionists:  It is a premise of AI that the mind is computational, and that computations are algorithms that are more or less independent of the physical substrate that is computing them.  An algorithm to compute prime numbers is the same algorithm whether it runs on an Intel chip or a bunch of appropriately-configured tinkertoys, and a mind is the same whether it runs on neurons or silicon.  The question is, just how is this reductionist?  It's one thing to say that any implementation of an algorithm (or mind) has some physical basis, which is pretty obviously true and hence not very interesting, but if those implementations have nothing physical in common, then your reduction hasn't actually accomplished very much.

In other words: let's grant that any particular mind, or algorithm, is physically instantiated and does not involve any magic non-physical forces.  Nonetheless, it is mysterious how physical systems with nothing physical in common can realize the same algorithm.  That suggests that the algorithm itself is not a physical thing, but something else.  And those something elses have very little to do with the laws of physics.

This post is very old but I'll try answering it as best I can.

"Nonetheless, it is mysterious how physical systems with nothing physical in common can realize the same algorithm.That suggests that the algorithm itself is not a physical thing, but something else. And those something elses have very little to do with the laws of physics."

An algorithm is basically a step-by-step instruction of computation. First you do this calculation, then you take the result and make another calculation with it and so on until ideally you get some kind of output (be it behavior or a number on your calculator). Based on that understanding I don't quite see the trouble with performing the same algorithm (sequence of computations) based on wildly different physical systems. The algorithm itself is of course always a physical "thing" as well in a sense, since it must be carried out on matter... you can't do computation on "nothing", in computers it's electrons being herded through "gates" on microchips and in a brain it's electrical impulses in neurons being carried along the dendrites towards the nucleus which can act as a gate and inhibit or pass on the impulse along it's axon towards other dendrites or nuclei. Of course this is massively oversimplified, but I hope it is obvious how similar computations can be carried out by both.

Granted, a neuron is unimaginably more complex than a gate on a microchip but if you google for the "Blue Brain project" you can see how computers can be used to simulate (or should I rather say emulate?) neurons and ultimately whole neural nets. This would be an instance where (essentially) the same algorithm is implemented aka computed once by neurons and once by microchips.

That something has very little do do with the laws of physics is a statement that couldn't possibly sound more radical and wrong to the ears of science and rationality. Computation is hardly an area where the laws of physics are insufficient to lend themselves for empiricism. To point out that it is evidently absolutely understood how algorithms can be implemented by physical stuff seems almost ridiculous, given the fact that right now we sit in front of a working computer, that was once invented and built by humans.

"But materialism isn't that easy.  It's not as cheap as saying, "Anger is made out of atoms - there, now I'm done.""

If materialism required a detailed understanding of every solved problem in science, none of us could ever be materialists, at least not with human brains. How many times do you have to learn the same lesson ("complex systems can be built from simple parts which don't share the defining properties of the larger system")? Hopefully, after a few iterations, you'll start imagining unseen layers of complexity, rather than phlogiston and elan vital.

(Sorry about the double comment, but several responses were posted while I was typing.)

"It's one thing to say that any implementation of an algorithm (or mind) has some physical basis, which is pretty obviously true and hence not very interesting, but if those implementations have nothing physical in common, then your reduction hasn't actually accomplished very much."

The reduction of a software system is just as difficult as the reduction of a physical system, and perhaps even more so. I believe there's a theorem which states that the problem of producing a Turing machine which will give output Y for input X is uncomputable in the general case.

"That suggests that the algorithm itself is not a physical thing, but something else."

Algorithms are made from math; math was originally abstracted from physical matter in exactly the way that you describe. You can implement "two" on completely different physical systems- two apples, two computers, two Space Shuttles, and so on.

"Your conjecture seems to be that the Problem of Chess requires intelligence."

It's just an example of how complex behaviors can arise from simple parts that don't exhibit the behaviors themselves. Chess-playing, although not equivalent to general intelligence, does require several complex behaviors which are also used by general intelligence.

"I also don't see how you can claim that understanding utility functions helps you understand the brain. Do you think that such functions are explicitly represented in the brain?"

Utility functions are general enough to apply to any optimization process which can state a clear preference over outcomes.

"That suggests that the algorithm itself is not a physical thing, but something else. And those something elses have very little to do with the laws of physics."

An algorithm can exist even without physics. It's math.

Please delete my post. I see that Tom said that already.

Mtraven: as I understand him, Eliezer is saying that is is logically impossible to have a physical structure identical to a conscious human being without it being, in fact, a conscious human being. He hasn't yet said that it is logically impossible to have something that acts like a conscious human being, but made out of other physical stuff, without consciousness. If he does go on to say this, he will really be going off the deep end in terms of making baseless assertions. In order to know that such a thing is true, he would first have to solve the question which he has admitted is a question, and which he has not solved, nor has anyone else: WHY is a human being conscious?

Unknown: see Dennett: Kinds of Minds, he has a fairly good theory for what consciousness is. (To put it short: it's the capability to reflect on one's own thoughts, and so use them as tools.)

At the current state of science and AI, this is what sounds like a difficult (and a bit mysterious) question. For the hunter-gatherers, "what makes your hand move" was the same (or even more) difficult question. (The alternative explanation, "there is a God who began all movement etc." is still popular nowadays...)

Tiiba: an algorithm is a model in our mind to describe the similarities of those physical systems implementing it. Our mathematics is the way we understand the world... I don't think the  Martians with four visual cortexes would have the same math, or would be capable of understanding the same algorithms... So algorithms aren't fundamental, either.

an algorithm is a model in our mind to describe the similarities of those physical systems implementing it

a number is a model like that as well, right? (may be relevant to the comments below)

I believe there's a theorem which states that the problem of producing a Turing machine which will give output Y for input X is uncomputable in the general case.
What? That's trivial to do; a very simple general method would be to use a lookup table. Maybe you meant the inverse problem?

WHY is a human being conscious?
I don't understand this question. Please rephrase while rationalist-tabooing the word 'conscious'.

"Tiiba: an algorithm is a model in our mind to describe the similarities of those physical systems implementing it. Our mathematics is the way we understand the world... I don't think the Martians with four visual cortexes would have the same math, or would be capable of understanding the same algorithms... So algorithms aren't fundamental, either."

One or more of us is confused. Are you saying that a Martian wiith four visual cortices would be able to compress any file? Would add two and two and get five?

"I think this is what non-reductionists/non-materialists think they are criticizing when they criticize reductive materialism."

To be fair, there are "materialists" who do make claims like these and they are guilty of scientism.

Richard:  If you are still reading here, would you generally agree with "athmwiji"?  To me, his position seems reasonable while yours (bridging laws etc) does not, but both are non-materialist in some sense and I would like to know how you responded to his post in any event.

Eliezer:  I assume that this whole bundle of threads is aimed at responding to claims like athmwiji's, so I won't ask for a response here unless my assumption is incorrect.  My guess is that you think that you have a good counter, or at least a method for reaching a good counter, but if not then you really need one.

I don't know about Richard, but I agreed with athmwiji, as well as with Richard, and I don't see why their claims should be opposed to one another.

I tried to make more or less the same point as athmwiji when I pointed out that physics is a way of explaining what we see, hear, and feel.

Eliezer may have some response, but I highly doubt it's a good one. I'm prepared to change my mind if necessary, however.

But if you already accept that a system can be made to act in such a way that it appears to be 'angry', you've already accepted all of the premises needed to understand how our 'subjective experiences' arise from physical processes.  It's just that you've rejected the conclusion outright.

If I cut a brain in half, the mind will stop working*. But if I cut a radio in half, it will stop playing songs, no magic there. Playing songs could be considered an emergent phenomenon arising from the configuration of the bits of the radio, but let's be frank here, it's just what the radio does.

Large iterations of simple patterns are the basis for most examples of complexity. The mind is an extreme case of this, but that doesn't imbue it with a magical irreducibility, any more than we should think that a whole, working radio is magical. It's all or nothing here folks - either consciousness is an irreducible phenomenon that only works on meat (for some reason we're still waiting to hear) or it's just a very complex arrangement of meat that, for obvious reasons, we've only seen in meat so far.

[Please, no-one quote me a case of some guy having half his brain removed and getting by just fine.]

Michael - unless I've misunderstood, athmwiji's view sounds like good old-fashioned metaphysical idealism. It's an interesting view, and deserves serious attention, but I don't believe it myself because I think there could be a world (e.g. the zombie world) containing only physical stuff, without any need for "ideas" or phenomenal stuff. The idealist thus faces the same challenge as the materialist (just in the opposite direction): show me the contradiction in my description of the zombie world.

P.S. I use 'scientism' very precisely, to those who hold the indefensible assumption that empirical inquiry is the only form of inquiry (and associated verificationist claims, e.g. that only scientific discourse is coherent or meaningful). There was plenty of this sentiment expressed in the previous thread. (A couple of commenters even expressed their inability to distinguish between philosophy and religion, which is of course the primary symptom of scientism.) I suspect that this is one of the most common forms of bias among the scientifically educated but philosophically ignorant population. It would be interesting to see it (seriously) discussed here sometime.

Richard, if you'll write a post on scientism, with a few examples of how the purported bias misleads, I'll post a response.

"So you're denying that the 'subjective' is a subset of the 'objective', categorically?"
I am not exactly sure what you mean here.

My understanding of 'subjective' and 'objective' is as follows.  I see an image and simultaneously hear a sound.  Immediately i recognize that three experiences are occurring: seeing, hearing, and the integration of the two into a third experience, which is aware of the other two.  I also have experiences of recognizing other experiences as being more or less similar to eachother.

I would define subjective entities as sets of experiences that are connected through the relationship of one experience being aware of another.  And, i would define objective entities as sets of experiences that have a consistent structure of similarity.

Generally an experience is in both a subjective set, and an objective set.  I would express this by saying Subject experiences Object.

Our experiences are consistent, and physics presents useful models for predicting the objective aspects of that consistency, but it ignores that objective entities come from our experiences, and i think a model which did not ignore this could give us better explanations of how the material consistency of experience connects experience to computational processes.

I would not deny that such an ai has the subjective experience of anger, and i would definitely accept that it is possible to make something that does.  But, this does not mean that i understand how it has subjective experiences, and i would not describe those subjective experiences as arising from quarks, which are more an artifact of the computational processes of the universe then experience is.

I think the zombie world is a valid thing to consider, but the only way you could say something about the zombie world is to consider what you would see if you were there, and then it would not be a zombie world anymore.  Perhaps a more useful zombieish world to consider is one in which there are only zombies except for one epiphenomenal ghost: you.

Benquo - I still fail to see why you need the concept of a computing machine. Not only does a machine seem adequate but, historically, the machine analogy was in fashion before computers came along (it even motivated the development of computing machines). Mechanical devices offer useful analogies of feedback, control and multi-state systems (at least after the industrial revolution) that can found a materialist conception of mind. Computers offer a better analogy is some ways and a misleading one in others (i.e., the strict software/hardware distinction).

I agree with Eliezer that you need to understand quite a few of the details of a reduction for the reduction to go through. Reductionism is, by definition, a very specific thesis. I think it's wrong to argue that reduction has to be true on logical grounds; rather reductionism is the position we find ourselves in. Scientists are not systematicists like philosophers; when Galileo measured the acceleration due to Earth's gravity he gained the ability to predict very many Earth-bound motions but nothing in this simple measurement, or the methods used to obtain it, assured that someday we'd have similar physical laws describing everything from boiling water to thinking.

Where anti-reductionists often go wrong is in arguing that there's nothing in the scientific method that assures reduction. That may be true but it's beside the point; it's the results of science, here in the 21st century, that require reductionism. We have a set of broad and exclusionary existence claims which are, in our local environment at least, settled science. Fuzzy notions of dualistic substances and properties aren't part of that and don't get to play.

I would argue, however, that there is a sense in which reduction eliminates anger (and many other common sense psychology properties). A part of how we experience anger, and similar emotional states and cognitive processes, derives from our ignorance of how they work. Emotions, for example, are usually taken to be monolithic and irreducible and part of the experience of a negative emotion such as anger is our lack of control. The more we understand emotions the more we, in a sense, "master" them. With some emotions ignorance of how the state came about is probably the central part of how we experience and sustain them (i.e., existential despair or anguish). When we understand the processes behind our emotions we will probably become better at controlling negative emotions and sustaining positive emotions (at least one hopes).

The same is true of cognitive processes and even perception. My experience of my own perception has been changed from monolithic to aggregate and infallible on studying how perception works. This line of reasoning is actually used by Paul Churchland in Scientific Realism and the Plasticity of Mind to defend his version of eliminative materialism. Far from being a position of despair as opponents often paint it (we can't explain these things therefore they don't exist) he argues for replacing common sense understanding with scientific understanding on the grounds that we can enrich our perceptual and conceptual apparatus. (A lot of people take issue with Churchland because of his connectionism but he developed his eliminative materialism separately in this earlier work and I think it's still applicable if you reject connectionism.)

I would define subjective entities as sets of experiences that are connected through the relationship of one experience being aware of another.

Sounds like a fair description of consciousness, but certainly nothing like a refutation of, or argument against reductionism.

The zombie world analogy just doesn't speak to me though. If they don't have this third 'subjective experience', then there is something physically, measurably different from our world. Has to be.

athmwiji, I think Caledonian was objecting to the postulation of a purely subjective phenomenon with no objective, measurable consequences. While I'm not going to call anyone a fool any time soon, I think that's fair comment. I mean, we're talking dragons in garages again aren't we?

Ben, why do keep talking about being "measurably" different? Even if the zombie world has to be different physically (on the assumption that there is nothing but physical things), why does the difference have to be measurable? Couldn't the difference be precisely that the world is made of unconscious stuff instead of conscious stuff? This would be a physical difference but not a measurable difference--all the same mathematical properties.

athmwiji: if I understood correctly, you said that the concept of the physical world arises from our subjective experiences, and even if we explain that consistently, there still remain subjective experiences which we can't. We could for example imagine a simulated world in which everyone has silicon-based brains, including, at first sight, you, but in the real world you're still a human with a traditional flesh-based brain. There would be no physics then, which you could use to explain your headache with in-world mechanisms.

But without assuming that you're in such a special position in the world, you just have to explain why the other seemingly conscious beings (including AIs made by us) argue that they must have special subjective experiences which aren't explainable by the objective physics. (In fact, the whole thought process is explainable.) I think it's the same as free will...

Tiiba: no, the Martians wouldn't be able to contradict our math, as it's a model about what's happening around us, of the things we perceive. They wouldn't have different anticipations of real-world facts, but they would have different concepts, as their "hardware" differs from us, and so do their models. If our world would consist of fluid, seemingly infinitely divisible things, I don't think we would understand prime numbers at all... (As quantum mechanics doesn't seem to be intuitive to us.)

So I can imagine another math in which 2+2=5 is not obviously false, but needs a long proof and complicated equations...

Ben Jones:
Subjective phenomena are the objective measurements.  Measuring proxies for them may be useful for many reasons, but the phenomena are the basic stuff that we are presented with.  An AGI doesn't try to prove that it has an "objective measurable" bitstream of inputs.  Rather, it has one and tries to derive the nature of the world and self within which that bitstream probably exists.

Richard:
I think that scientism is real, common, and a serious problem, but I don't think that your "precise" use of the term characterizes anything real.  Rather, scientism is a lack of philosophical reflection, lack of knowledge that there exist communities of reasonably committed truth seekers other than scientists, and identity, expressed through mimicry of common surface features, with the typical members of said community.  Such features include naive atheism, incoherent skepticism, credentialism, denunciation of large numbers of academic communities as existing on the other side of an imaginary line between the 'scientific' and 'non-scientific' and fairly useless and clueless futzing around in laboratories.  Aggressive questioning of such people may cause them to make the claims that you attribute to scientism, but bad poll design can elicit all sorts of confabulation.  These people no more believe in verificationism than naive theists believe in an omniscient god who "tested" Abraham.  Less really.  When not hounded by philosophers they don't even believe in their belief in it.  It doesn't guide their actions, thoughts, or verbalizations, all of which speak to the belief in mathematical analysis, skilled question and hypothesis formation, skilled observation and tool and experiment design, thought experiments (with Einstein as the exemplar of their use), visualization, and even to some extent rigorous logical argument (though they have no idea how far this can be taken by those truly skilled in it, and thus trust it less than they should while holding it to much lower standards than they should).  They aren't helped to escape from their confusion by a philosophy profession that does tolerate much that simply is religion (think Hegel) so long as it is promoted by someone who once did even a bit of genuine good philosophy.  Think what the prestige of science would be like if the scientific community a) wasn't involved in producing technology and b) advocated familiarity with Newton's extensive alchemical and theological discourses as on par with his theory of gravity.

It seems to me that Eliezer has just presented a fairly good demonstration of how there might very plausibly contain a logical contradiction.  His argument is, as yet, far from compelling, but it is a strong enough analogy that it seems to me that rational pseudo-Bayesian truth seekers, as opposed to adherents of traditional rules of debate, must at least accept the possibility as very plausible, especially given the fact that currently prestigious and fairly scientifically competent (but not really at the level of general scientific competence that I have seen to characterize even ordinary science professors at top-50 US universities) philosophers do make arguments assuming confusions Exactly analogous to that in Eliezer's example, for instance, by positing a world exactly like ours except that water on this world is not H2O.

P.S. any chance you could convince Chalmers to make an appearance in the comments here?

"Algorithms are made from math" -- indeed, mathematical objects of any kind also have the peculiar properties that I noted.  A hexagon is a hexagon no matter what it's made of.  A hand is a hand not because its composed of flesh, but because it has certain parts in certain relationships, and is itself attached to a brain.  Robotic hands are hands.  While there is nothing magically non-physical going on with minds or hands, it does not seem to me that a theory of hands or minds can be expressed in terms of physics.  This is the sense in which I am an antireductionist.  There are certain phenomena (mathematics most clearly) which, while always grounded n some physical form, seem to float free of physics and follow their own rules.

This is vintage Platonic idealism, no?  Not to criticize, just to clarify.

Does Richard have some pull with Chalmers I don't know about?

Incidentally, Richard is presenting here--well--much of Chalmers' arguments in The Conscious Mind.  A good book.

"So I can imagine another math in which 2+2=5 is not obviously false, but needs a long proof and complicated equations..."

So, from the fact that another mind might take a long time to understand integer operations, you conclude that it has "another math"? And what does that mean for algorithms?

If an intelligence is general, it will be able to, in time, understand any concept that can be understood by any other general or narrow intelligence. And then use it to create an algorithm. Or be conquered.

Think of binary arithmetic verses decimal arithmetic verses hexadecimal arithmetic.

Certain things in each of these arithmetics are extremely easy compared to the other two.

For example, in binary, multiplying by 2 is absurdly easy, but multiplying by 10 is much harder.  Multiplying by 16 is actually slightly easier than 10, as there are some cool tricks that apply between the two sets.

In decimal, multiplying by 10 is never hard, no matter how big the number.  Multiplying by 2 can be hard if the number is big enough, but it's still pretty easy.  Multiplying by 16 takes some mental gymnastics right from the get-go (well, for most people anyway).

Basic floating point arithmetic is quite easy in decimal, but doing this in binary is significantly more difficult and often results in non-terminating numbers, or even non-real numbers akin to dividing one by three or pi in decimal.  10.06 might look nice and clean in decimal, but it's a nightmare in binary.  The net result in computer science is that you have to be very, very careful with binary rounding errors, since almost every floating point calculation is going to require rounding for most numbers.

And that's just starting with a different number of digits on your hands.  Imagine if you looked at the world in a completely different way than we do, what would math look like?  The physics wouldn't change, but perhaps calculus is as easy as addition is to us, but subtraction requires 8 years of schooling to wrap your head around.

What if Martians could follow the movements of electrons, but couldn't tell that their fingers, thumb, and palm were the same thing as their hand?  What would their math look like then?

Scott:
I know the arguments from The Conscious Mind.  Richard studied with Chalmers.

I was addressing the entire thread, not you specifically.

Latanius:  an algorithm is a model in our mind to describe the similarities of those physical systems implementing it

Unknown:  He hasn't yet said that it is logically impossible to have something that acts like a conscious human being, but made out of other physical stuff, without consciousness.

If by "acts like" you mean "produces similar output, but with a different algorithm and different internals" then I do think consciousness will probably prove easy to fake, so long as you could study human cognition to find out what it was you were faking.  Otherwise a non-conscious system would only spontaneously fake consciousness, without having computed what-to-fake using an algorithm itself conscious, at extremely low probability - like, egg spontaneously unscrambling itself probability, or the probability that a fake calculator gives correct answers to questions of the form "2 + 2 = ?" using quantum randomness rather than performing any systematic arithmetic operation.

athmwiji:  Explaining subjective experience in terms of quarks is rather like trying to explain quantum mechanics in terms of aerodynamics. You will never get there. Not because subjective experience defies the laws of nature in some mysterious way, but because you would simply be going in the wrong direction.

Mind Projection Fallacy.  If, in your model of the world, you start from elements you identify as 'experience' and infer backward to arrive at knowledge of things like atoms, it doesn't follow that, in physics, atoms are made of experience rather than the other way around.  When you hear thunder, you infer lightning, but this does not mean thunder is the cause of lightning, or that thunder is more fundamental than lightning.  The order of inference exists in your map, not in the territory.

Vassar:  To be fair, there are "materialists" who do make claims like these and they are guilty of scientism.

Richard:  P.S. I use 'scientism' very precisely, to those who hold the indefensible assumption that empirical inquiry is the only form of inquiry (and associated verificationist claims, e.g. that only scientific discourse is coherent or meaningful).

If I believe that mathematicians and even philosophers are performing a scientifically useful form of activity, but I hold that this ability will be treated by future Bayesians as a kind of empirical observation of one's own brain processes and legitimate deductions therefrom on impossible possible worlds, thereby yielding testable differences of anticipation, am I a scientisist?

PS:  I've read some of Chalmers's journal articles but not The Conscious Mind.

Ben Jones.  I am not arguing against reductionism.  I am arguing in favor of reductionism.  My point is that fundamental particles are not the deepest level we can reduce to.

Latanius.  I did not mean that my experience is in some way special, but rather that if you start with a model that does not involve observers, i do not think you will be able to derive the existence of an observer, even if you can predict their behavior with some accuracy.   You might, for example, predict that an ai will act in a manner that we would recognize as angry, but you will have no way to approach the question of weather or not the ai is actually experiencing anger, nor any way to even really understand what it means to act in an angry manner.  Further more, the idea that the universe amounts to billiard balls bouncing around with out any observers is a bias that physics started with and has been trying to rid itself of.  It has already partially done this by incorporating observers into physical models, by for instance noting that the mass of an object depends on the inertial frame of reference of the observer, but I think physics has farther to go to this end, and I think the way to go about this is to define basic elements of physical models directly in terms of the subjective experience of observers, rather then skipping that step and jumping right to fundamental partials, which is an abstract concept that comes from our intuition.

"The order of inference exists in your map, not in the territory."

I agree completely.  I would however say that "atoms" and "lightning" as concepts must categorically be part of a map, not part of the territory.  There is something atom like about the territory in so far as the consequence of atoms in our maps is consistent with our experiences which come from the territory, but the similarity ends there.  I would not be willing to conclude from this that the territory actually implements atoms in the same way that they are implemented in our maps, and i think to do so would be a mind projection fallacy.  As such i doubt that atoms as we understand them are actually part of the territory.

As a card-carrying "scientismist" let me explain my position a bit. I take the worthlessness of non-scientific inquiry to be a point of scientific fact. Philosophy is, for me, about as likely as telekinesis. Brains just don't do the sorts of things philosophers want them to. Nothing could. That your imagination can concoct an idea tells us something about your imagination and not the world. The noises that come out of your mouth and the marks you make on paper are just noises and marks. This is the position our account of the physical world puts us in. Computers don't help; information processing doesn't help; putting no amount of matter together gets you a closed machine that churns out truths about the world.

Science is unaffected by this. To do science you don't need any cognitive magic and you don't need to perceive the world in a particular way. To do science all you need is for perception and cognition to remain the same (or similar) through time and between scientists. As long as this is true you can make measurements and manipulate mathematical equations (i.e., as long as we all agree on how many seconds the clock ticked, or how many millimeters were measured, or that the litmus turned red, the relationship between the perceived objects and our perception of them does not matter).

The fact that scientists perform thought experiments and have arguments and so forth isn't a problem; these things are part of our uniquely human approach to science (we're also bipedal and have color vision; this isn't strictly relevant to science either but you couldn't explain much of what a human scientist does without it; an alien scientist who spent his sabbatical at Earth U probably wouldn't be able to use any of the apparatus and our mathematical notation would no doubt be a source of endless frustration for him). To be sure, there are clearly behaviors that are necessary for science (dogs don't make good scientists), but there's no reason these need fall under some general category. Alien scientists might have a completely different cognitive make-up than our own.

What thinking and speaking and writing are for, the scientist realizes, are problem solving and communication. We shouldn't confuse the scientists problem solving and the philosophers big-R Reasoning; the scientist couldn't care less about normative strictures (correct reasoning) as long as the physical situation is accounted for. The scientist can therefore apply all the faculties of his mind to a problem (including all the supposedly irrational bits). When a scientist makes a statement, it is not a step in a philosophical argument, it's merely a means to communicate. (Likewise, none of the above is a philosophical argument, it's merely a description.)

I wouldn't call my view "vintage Platonic idealism", but maybe it is, I'm not a philosopher.  I'm not saying that forms are more primitive or more metaphysically basic than matter, just that higher-level concepts are not derivable in any meaningful way from physical ones. Maybe that makes me an emergentist.  But this philosophical labeling game is not very productive, I've found.

We don't have any conscious insight into how our small intestines function, or what's going on in our cellular machinery.  That does not constitute evidence that nothing is happening there.  There are far more things that we have no conscious awareness of and yet still occur than processes we're aware of.  Almost infinitely more, in fact.

Even the most introductory and rudimentary college psychology course presents plenty of examples of ways in which our perceptions fail us, and our minds are riddled with illogical biases that we can overcome only with significant effort.  Why in the world would you trust your intuition when simple, basic logic contradicts it?

People cling to the idea that there's something inherently special about living things, and humans in particular.  I suspect this is a side effect of our minds developing two general categorization systems to handle things:  one for things that obey simple kinematic principles, like thrown rocks, and one for things that can move unpredictably, like deer and people and dragonflies.

I'm trying to understand why you're finding mystery where I see none.

"Nonetheless, it is mysterious how physical systems with nothing physical in common can realize the same algorithm."

Would you feel the same mystery in a playground where there were side by side swings, one made with rope and the other with chain?

Chain is not only made of completely different material, but is also flexible by a completely different mechanism than rope.    Yet both are flexible and both can serve the purpose of making a swing.

The flexibility is emergent in both cases but a different levels.  The flexibility of the rope is emergent at the molecular level, whereas the chain is flexible at the mechanical level.

"That suggests that the algorithm itself is not a physical thing, but something else."

In the sense that the flexibility is something else.   However algorithms (especially running ones) and flexibility do not "exist" unconnected to the physical objects that exhibit them.     Just like the other guy pointed out the number four doesn't exist by itself but can be instantiated in objects.  Like a four having four tines.

Note in the above paragraph I was assuming a very big difference between an algorithm running on a computer, written on a piece of paper, or memorized by a student.    Only an actually running algorithm is instantiated in an important way to your example.   On paper it's only representation being used for communication.

When you flipped to speaking of "the algorithm" you were talking about it as a attribute.   It's then very easy in English to equivocate between the two meanings of attribute, the conceptual and the reified.   Flexibility as a concept  is easily confused with flexibility as instantiated in a particular object.      The concept resides in your head as a general model, while the actually flexibility of the object is physical.   Well actually the concept in your head is physical also but in a completely different way.

Not sure what you find mysterious in all this.    Something does or does not fit the model the concept describes.   If it fits than it's behavior will be predicted by the model and will match any other object that fits.  Flexible things flex.   Things running the algorithm for addition do addition.

You made an important point in that scientists don't prove things in a foundationalist way.   They aren't even attempting to do that and they have solved the problem of human fallibility, and the lack of any foundation to knowledge, by just accepting them as givens.   Accepted as givens then the issue is how to deal with those facts.   The answer is to come up with methodologies to reduce error.

Some philosophers get this, and some don't.   Popper understood.   My philosophy teacher didn't.   I've noticed a correlation in my experience that the philosophers who don't get it tend to be in the camp of dualists and theologians.   They use philosophy to try to discredit science.

I do however thing that the philosopher who do "get it" can come up with valuable tools.  Tools for recognizing flaws in our deductions and arguments.  So I don't think the disciple is completely void of value.

You might, for example, predict that an ai will act in a manner that we would recognize as angry, but you will have no way to approach the question of weather or not the ai is actually experiencing anger, nor any way to even really understand what it means to act in an angry manner.

Athmwiji, what do you mean by 'actually experiencing anger'? How is it different from what an AI would do when 'angry'? [Please taboo 'subjective phenomenon'!]

Brian, the question is not why the senses feel the way they do, but why they feel like anything at all.

Brian Macker:  Mysterious was maybe the wrong word.  Let's say rather that physical reduction just doesn't help explain some higher-level phenonmenon.

Your swing example is interesting.  There are obvious physical similarities between the two systems (rotation, tension, etc) even if the two swings are made of different materials.  But consider the task of adding up a column of 4-digit numbers, You do it on pencil and paper, I use a calculator. There is nothing physical in common with these two activities, but surely they have something in common.

However algorithms (especially running ones) and flexibility do not "exist" unconnected to the physical objects that exhibit them. Just like the other guy pointed out the number four doesn't exist by itself but can be instantiated in objects. Like a four having four tines.
I agree with this.
The concept resides in your head as a general model, while the actually flexibility of the object is physical.
These concepts that reside in my head are funny things.  Presumably they have a physical incarnation in my brain, but they probably have a rather different incarnation in yours.  And if we could talk to silicon-based lifeforms from Altair, we would probably find they have a concept of "four", and maybe even one of "flexible", which is similar to ours but has nothing physical in common with ours.

You don't have to consider this mysterious if you don't want to.  But it suggests to me that the reductionist way of looking at the world is, if not wrong, not that useful.  You could know all about the states of my neurons' calcium channels, and it would not help you understand my argument.

Brian Macker, your 1100 word comment was way too long and has been unpublished.  If you need that many words to make your point, post it elsewhere and just give a link here.

You make it seem like my point was singular.  There were lots of points.   I'll carry on the discussion with Scott over at Distributed Republic blog.

You have an unusual comment policy that I wasn't aware of.   Deleting comments merely on length is quite unusually with 50 megabytes of storage costing about a penny.  I'd have had to repost that same long comment somewhere around 500 times before it would cost a cent.

Now that I have read your policy I will try to color inside the lines.   So, no problem, email me the contents of the post and I'll copy it to Distributed Republic.   If you've lost it, as is likely, no problem either as I'm a prolific writer.

"There is nothing physical in common with these two activities, but surely they have something in common."

Having something in common is an easy hurdle.   Pen and pencil is vastly more prone to error.   You have to remember that when you conceptualize the similarities that doesn't mean the reality matches your conception.    You might thing the counting of apples maps nicely onto the integers but it doesn't.   Not for very large numbers.   A pile of three apples maps nicely to the number three, but a pile of 1x10^34 apples would collapse into a black hole.

"You don't have to consider this mysterious if you don't want to. But it suggests to me that the reductionist way of looking at the world is, if not wrong, not that useful."
Reductionism properly understood is but one tool in a toolkit, and one that has an extremely successful track record.

Remember we are talking here about your sentence:
"Nonetheless, it is mysterious how physical systems with nothing physical in common can realize the same algorithm."

Why classify as "reductionist" my ability to directly understand what you find mysterious.    I've got a degree in Computer Science so I damn well better understand why the same algorithms can run on different physical systems.   In fact part of my job is designing such algorithms so they can run on physically different systems.    An IBM mainframe, a Mac, and an Intel box are completely different physical systems even if you don't recognize that fact.

I also fully understand how pen and paper calculations and those done by a calculator or computer map onto each other.   Thirty years ago computer time was far more valuable and access to time on computers was much less available. I had to actually write machine code with actual ones and zeros, and then hand simulate the running of  those particular bytes on a computer.   I did a respectable enough job to find bugs before I got shared time on the computer to actually run it.   I understand precisely the mapping and why it works.   Hell, I understand the electronics behind it.

"Brian, the question is not why the senses feel the way they do, but why they feel like anything at all."

Do you have any personal experience with beings with consciousnesses that don't feel their own senses?   Seems to me you should have some basis of comparison for assuming that senses shouldn't feel like anything at all.

Your senses don't feel like anything to me.   Think that has anything to do with the fact that we don't share a brain?

Besides, you are in part wrong, the question has been precisely why the senses feel the way they do.  Why is red "red" and blue "blue".   Unfortunately, Robin removed my discussion of qualia and the indication to why the answer to "why" is more about engineering than philosophy.

Besides your question is now existential to the point where it can be asked of the material directly.  Suppose we discover precisely "why we feel anything at all" and the answer is precisely because of properties of material things.  Well then the question would not be considered closed by a philosopher.  He'd just was why there are things at all.

I've got degrees in Math and CS (more or less), and fully understand how algorithms are implemented, so don't give yourself airs.  (In fact you might enjoy this).  You can't debug a program in terms of the Schroedinger wave equation, which is what Yudkowski's position amounts to saying.  The mystery is not that algorithms can run on different hardware, but that such runnings are instantiations of the same abstract thing; without sharing any physical properties. That indicates that the thing that is being instantiated is not a physical thing.  While this does not prove the existence of gods or ghosts, it is still somehthing of a conceptual problem for strong reductionism. Please at least take the trouble to understand what I'm saying before writing long posts explaining why I'm wrong.

mtraven, Yudkowsky is saying that the SchrÃ¶dinger equation provides a causally complete account of the program's execution. You can't deny this without positing new physics. You actually could debug the program in terms of the wave function, you'd just have to be superintelligent and insane.

An algorithm can reduce to any of many very different physical representations. How is this any odder than saying 4 quarks and 4 apples are both 4 of something?

Oh, that's easy:  they aren't.  Because there's no such thing as "red" and "blue".

Nick said: Yudkowsky is saying that the SchrÃ¶dinger equation provides a causally complete account of the program's execution.

The SchrÃ¶dinger equation, let's agree, provides a mechanistic account of the evolution of the physical system of a computer, or brain, or whatever.  But it does just as well for a random number generator, or a pile of randomly-connected transistors, or a pile of sand.  Whatever makes the execution a sensible mathematical object is not found in the SchrÃ¶dinger equation.

An algorithm can reduce to any of many very different physical representations. How is this any odder than saying 4 quarks and 4 apples are both 4 of something?

It isn't.  Four-ness is also odd, just not as obviously so.  Like algorithms, it too is not to be found in the SchrÃ¶dinger equation.  I'm hardly the first person in the world to point out that the nature of mathematical objects is a difficult philosophical question.

I'm not trying to introduce new physical mechanisms, or even metaphysical mechanisms.  Let's grant that the universe, incuding the minds in it, runs by the standard physical laws.  But the fact that mechanical laws produce comprehensible structures, and minds capable of comprehending them, is exceedingly strange.  Even if we understood brains down to the neural level, and could build minds out of computers, it would still be strange.   

Missing word in 28th paragraph - "A good (?) easier".

Something that I have found useful in comprehending the gap between the primitive hunter-gatherer's thinking and reductionist materialist thinking:

You know New Age/alt. med. puffery, and how it annoys you? That's because it has a deep strain of vitalism. If you think of the annoying stupidity as the effects of vitalistic thinking, you'll know what a vitalistic world view looks like. Fundamental everything. Spirits in everything. (And dolphins, for some reason.)

Democritus imagined this 2400 years ago, and there was a time, roughly 1803-1922, when Science thought he was right.

There's the coolest bit: they actually had very good argumentation for atomism, especially wrt mixing things up homogeneously then separating them back. And they postulated very small number of atoms; if we didn't use their word atom for chemical atom we would of probably used word atoms to mean quanta - which are the indivisible units of now. The argument for there being some small number of something indivisible, is the logic that dictates something indivisible from dissolution and re-purification, combined with occam's razor on the number of something indivisible, combined with belief in reductionism. They didn't lucky guess it any more than we did. 

We also guessed quanta in same way as they guessed atoms from dissolution and purification - we had the photoelectric effect.



Heat vs. Motion

After yesterday's post, it occurred to me that there's a much simpler example of reductionism jumping a gap of apparent-difference-in-kind: the reduction of heat to motion.

Today, the equivalence of heat and motion may seem too obvious in hindsight—everyone says that "heat is motion", therefore, it can't be a "weird" belief.

But there was a time when the kinetic theory of heat was a highly controversial scientific hypothesis, contrasting to belief in a caloric fluid that flowed from hot objects to cold objects.  Still earlier, the main theory of heat was "Phlogiston!"

Suppose you'd separately studied kinetic theory and caloric theory.  You now know something about kinetics: collisions, elastic rebounds, momentum, kinetic energy, gravity, inertia, free trajectories.  Separately, you know something about heat:  Temperatures, pressures, combustion, heat flows, engines, melting, vaporization.

Not only is this state of knowledge a plausible one, it is the state of knowledge possessed by e.g. Sadi Carnot, who, working strictly from within the caloric theory of heat, developed the principle of the Carnot cycle—a heat engine of maximum efficiency, whose existence implies the second law of thermodynamics.  This in 1824, when kinetics was a highly developed science.

Suppose, like Carnot, you know a great deal about kinetics, and a great deal about heat, as separate entities.  Separate entities of knowledge, that is: your brain has separate filing baskets for beliefs about kinetics and beliefs about heat.  But from the inside, this state of knowledge feels like living in a world of moving things and hot things, a world where motion and heat are independent properties of matter.

Now a Physicist From The Future comes along and tells you:  "Where there is heat, there is motion, and vice versa.  That's why, for example, rubbing things together makes them hotter."

There are (at least) two possible interpretations you could attach to this statement, "Where there is heat, there is motion, and vice versa."

First, you could suppose that heat and motion exist separately—that the caloric theory is correct—but that among our universe's physical laws is a "bridging law" which states that, where objects are moving quickly, caloric will come into existence.  And conversely, another bridging law says that caloric can exert pressure on things and make them move, which is why a hotter gas exerts more pressure on its enclosure (thus a steam engine can use steam to drive a piston).

Second, you could suppose that heat and motion are, in some as-yet-mysterious sense, the same thing.

"Nonsense," says Thinker 1, "the words 'heat' and 'motion' have two different meanings; that is why we have two different words.  We know how to determine when we will call an observed phenomenon 'heat'—heat can melt things, or make them burst into flame.  We know how to determine when we will say that an object is 'moving quickly'—it changes position; and when it crashes, it may deform, or shatter.  Heat is concerned with change of substance; motion, with change of position and shape.  To say that these two words have the same meaning is simply to confuse yourself."

"Impossible," says Thinker 2.  "It may be that, in our world, heat and motion are associated by bridging laws, so that it is a law of physics that motion creates caloric, and vice versa.  But I can easily imagine a world where rubbing things together does not make them hotter, and gases don't exert more pressure at higher temperatures.  Since there are possible worlds where heat and motion are not associated, they must be different properties—this is true a priori."

Thinker 1 is confusing the quotation and the referent.  2 + 2 = 4, but "2 + 2" ≠ "4".  The string "2 + 2" contains 5 characters (including whitespace) and the string "4" contains only 1 character.  If you type the two strings into a Python interpreter, they yield the same output,—> 4.  So you can't conclude, from looking at the strings "2 + 2" and "4", that just because the strings are different, they must have different "meanings" relative to the Python Interpreter.

The words "heat" and "kinetic energy" can be said to "refer to" the same thing, even before we know how heat reduces to motion, in the sense that we don't know yet what the reference is, but the references are in fact the same.  You might imagine an Idealized Omniscient Science Interpreter that would give the same output when we typed in "heat" and "kinetic energy" on the command line.

I talk about the Science Interpreter to emphasize that, to dereference the pointer, you've got to step outside cognition.  The end result of the dereference is something out there in reality, not in anyone's mind.  So you can say "real referent" or "actual referent", but you can't evaluate the words locally, from the inside of your own head.  You can't reason using the actual heat-referent—if you thought using real heat, thinking "1 million Kelvin" would vaporize your brain.  But, by forming a belief about your belief about heat, you can talk about your belief about heat, and say things like "It's possible that my belief about heat doesn't much resemble real heat."  You can't actually perform that comparison right there in your own mind, but you can talk about it.

Hence you can say, "My beliefs about heat and motion are not the same beliefs, but it's possible that actual heat and actual motion are the same thing."  It's just like being able to acknowledge that "the morning star" and "the evening star" might be the same planet, while also understanding that you can't determine this just by examining your beliefs—you've got to haul out the telescope.

Thinker 2's mistake follows similarly.  A physicist told him, "Where there is heat, there is motion" and P2 mistook this for a statement of physical law:  The presence of caloric causes the existence of motion.  What the physicist really means is more akin to an inferential rule:  Where you are told there is "heat", deduce the presence of "motion".

From this basic projection of a multilevel model into a multilevel reality follows another, distinct error: the conflation of conceptual possibility with logical possibility.  To Sadi Carnot, it is conceivable that there could be another world where heat and motion are not associated.  To Richard Feynman, armed with specific knowledge of how to derive equations about heat from equations about motion, this idea is not only inconceivable, but so wildly inconsistent as to make one's head explode. 

I should note, in fairness to philosophers, that there are philosophers who have said these things.  For example, Hilary Putnam, writing on the "Twin Earth" thought experiment:

Once we have discovered that water (in the actual world) is H20, nothing counts as a possible world in which water isn't H20.  In particular, if a "logically possible" statement is one that holds in some "logically possible world", it isn't logically possible that water isn't H20.

On the other hand, we can perfectly well imagine having experiences that would convince us (and that would make it rational to believe that) water isn't H20.  In that sense, it is conceivable that water isn't H20.  It is conceivable but it isn't logically possible!  Conceivability is no proof of logical possibility.

It appears to me that "water" is being used in two different senses in these two paragraphs—one in which the word "water" refers to what we type into the Science Interpreter, and one in which "water" refers to what we get out of the Science Interpreter when we type "water" into it.  In the first paragraph, Hilary seems to be saying that after we do some experiments and find out that water is H20, water becomes automatically redefined to mean H20.  But you could coherently hold a different position about whether the word "water" now means "H20" or "whatever is really in that bottle next to me", so long as you use your terms consistently.

I believe the above has already been said as well?  Anyway...

It is quite possible for there to be only one thing out-there-in-the-world, but for it to take on sufficiently different forms, and for you yourself to be sufficiently ignorant of the reduction, that it feels like living in a world containing two entirely different things.  Knowledge concerning these two different phenomena may taught in two different classes, and studied by two different academic fields, located in two different buildings of your university.

You've got to put yourself quite a ways back, into a historically realistic frame of mind, to remember how different heat and motion once seemed.  Though, depending on how much you know today, it may not be as hard as all that, if you can look past the pressure of conventionality (that is, "heat is motion" is an un-weird belief, "heat is not motion" is a weird belief).  I mean, suppose that tomorrow the physicists stepped forward and said, "Our popularizations of science have always contained one lie.  Actually, heat has nothing to do with motion."  Could you prove they were wrong?

Saying "Maybe heat and motion are the same thing!" is easy.  The difficult part is explaining how.  It takes a great deal of detailed knowledge to get yourself to the point where you can no longer conceive of a world in which the two phenomena go separate ways.  Reduction isn't cheap, and that's why it buys so much.

Or maybe you could say:  "Reductionism is easy, reduction is hard."  But it does kinda help to be a reductionist, I think, when it comes time to go looking for a reduction.

a) starts in room temperature, you apply force and make it spin.
b) stands still but you heat it uniformily with several flames.

Suppose that in both cases the same amount of energy has been put into the flywheels.

In both cases the atoms are moving in high speed.
Now if you look at the flywheels with an infrared camera would they look the same? This is not a rethorical question.

The torched iron would emit more infrared than the spinning iron.

The reason is because thermal motion isn't just any ol' motion - it's motion that has had time to come to equilibrium between alllll the different ways the atoms in the solid can move.  For example, the first atom could move left, and the second atom move right, and the third atom move left, and so on.  All told there are as many ways for the atoms to move as there are atoms in the solid, which is more than 10^23, which is way more than the measly 1 way of moving that is "all atoms go around the center."  In order to emit infrared light you need the atoms oscillating against their neighbors at high frequency, which is a big chunk of those 10^23 ways the atoms can move, but doesn't have anything to do with "all atoms go around the center."

Shouldn't we distinguish between logical and physical possibility? A world in which heat and motion are disassociated seems to be impossible in a rather different way than worlds in which the law of noncontradiction is false or 7,497 is prime are impossible.

Davis, that depends on whether you take the word "heat" to refer to "whatever actually melts metal" or "microscopic movements and collisions of molecules".  See the various discussions of Hilary Putnam's "Twin World" dilemma for more along these lines.

If we look at something with the naked eye and see "plastic" and then look at it again with a super-microscope and see fundamental particles whizzing around, why does the second observation disprove the first or somehow make it an illusion?

Fact 1. This object, when looked at through the naked eye, looks like X.
Fact 2. This object, when looked at through the microscope, looks like Y.

Even after you know Fact 2, Fact 1 is still true. Microscopes don't make liars of our eyes. I think the error is in not accepting human limitations to being with.

I'm still waiting for someone to tell me where the color is, in a universe made of colorless elementary particles.

The color is in your mind. Your brain creates the sensation of various colors based on the frequency of light coming into your eyes.

Heat has to do more with equilibrium than kinetics.

Mitchell, clearly you haven't looked at http://en.wikipedia.org/wiki/Quarks#Color.

Seriously though, taboo 'colour' from your question. Exactly which bit are you still waiting to have explained?

Seriously though, taboo 'colour' from your question. Exactly which bit are you still waiting to have explained?

I think you're tabooing overzealously. If I have a bunch of red balls and a bunch of blue balls, and ask 5 people to partition the balls into two subsets based on color, I would expect the same result from all 5 people. How do they do it?

I can't speak for the other 4 people, but I was taught to perform that trick in kindergarten.  They even asked me which color was my favorite.  Later, in high school, I learned about the difference between red and blue on the electromagnetic spectrum.  And still later, in college, I learned about color perception in Psych and CompSci classes.  For a while, I imagined that everyone had learned the same color facts that I had.

Then I ventured into a philosophy classroom, was exposed to G.E. Moore talking about "yellow" and "qualia", and I came to understand that not everyone had the same educational advantages I had.

I would rather say that the observable consequences of the heat like nature of the universe are already included in the observable consequences of the kinematic like nature of the universe, so heat is redundent in this sence, though still a useful idea.

Relying on the potential existence of an Idealized Omniscient Science Interpreter feels a bit too much like divine revelation for my taste.  The difference is rather then saying "Aha! This is what has actually been happening all along." I would say "Aha! This more accurately fits my observations."

Of course it's possible to have heat that's unrelated to molecular motion. Just consider frozen mustard or red peppers.

Question: How much of today's psychology will look to future scientists like attempts to measure the hotness of jalapeno peppers by thermometers?

Yes, this is old hat. See also my post on Misusing Kripke/Putnam, which explicitly explains why the analogy to 'water = H2O' (and similar a posteriori identities, like heat = molecular motion) is no help to the physicalist here.

Peter, your question doesn't seem to be the right one for illustrating your concern. The qualitative experience of color isn't necessary for explaining how someone can partition colored balls. Ignoring the qualitative experience, these people are going through some process of detecting differences in the reflective properties of the balls (which they subjectively experience as having different colors). We could create a reductive explanation of how the eye detects reflected light, how the brain categorizes reflective intensities into concepts like "br... (read more)

[tangent] Hi Brandon, you may find my post on The Problem of Other Minds to be of interest -- note that the usual justification is to argue inductively from analogy (others are externally similar to ourselves, so most likely have similar inner lives).

I think you're right that the diverse experience hypothesis (my red is your yellow, etc.) is 'illogical', at least in the weak sense of ad hoc or less than perfectly coherent/reasonable. It is logically possible, mind you -- there's no reason the would couldn't have turned out that way, if the laws of nature h... (read more)

I used to lead with the rallying cry of "conceivability is not logical possibility" but after some reflection came to the conclusion that logical possibility is just an arbitrary subset of conceivability and the entire framework of "logical possibility" should be rejected outright. "This is logically possible" carries no weight. It is not a thing. It serves no purpose and has no known use. By rejecting it what exactly do we stand to lose?

I interpret "$SITUATION is logically possible" to mean "$SITUATION can be modeled without any necessary contradictions"; thus, it's logically possible for energy not to be conserved (if we allow to change whatever laws need to change), but not for 21 to be a prime number (within any system of arithmetic like the ones we're used to, but then, if we used another system the relevant object/predicate wouldn't be what we mean by "21"/"prime") - or, more significantly, only one of P=NP and P≠NP is logically possible, even though with my knowledge I can conceive of both.

There's a way you could make the heat=motion concept much clearer to Carnot. When one studies kinematics, one generally makes the approximation that macroscopic bodies are rigid, and the motions of the body refer to center of mass motion, or perhaps rotation about some axis.  If you explain that "heat" refers to the motion of the constituent particles relative to each other, I think a scientist of Carnot's day would understand the idea pretty quickly.

I think this sort of thing might be what people mean when they talk about a "bridging theory".

More significantly, only one of P=NP and P≠NP is logically possible, even though with my knowledge I can conceive of both.

Couldn't P=NP and P≠NP both be consistent with the standard axioms of complexity theory (whatever they happen to be right now), in the same way that, say, the different parallel postulates are all consistent with the rest of the commonly accepted axioms of geometry, or the way that the continuum hypothesis is independent of Zermelo–Fraenkel set theory with the axiom of choice?

Richard:  Chalmers' argument on the example of heat and his claim that Dennet's conception of a vitalist is imaginary both appear to me to be correct responses to this style of attack on the "hard problem of consciousness".

Unfortunately, the post "Misusing Kripke" seems to me to be horribly confused.  You assert that "Nobody thinks that the 'Twin Earth' world Putnam describes is an impossible one. Rather, we still grant the possibility of the world itself, but merely re-assess how best to describe it."  and that "we can i... (read more)

What 'experience'?  What properties does this experience have?  Let me guess - you can't tell us.

How do you justify your assertion that those experiences exist?  How would you convince an honest skeptic that there is more to your perception of mixes of different wavelengths of light than can be explained by referring to the properties of the eye, the signals the eye sends, and the neurology that processes those signals?

In an earlier post of yours I find.  "I'd add that mostly everyone accepts that the laws of nature are contingent, and that there could have been a law according to which lead would transmute into gold. So I'm presupposing that common background."

This is definitely not what I assume.  Rather, what I assume is that the laws of nature are, from our perspective, the computations that give our experience as their output.  An emergent level of description of these computations is as being "about" various fundamental particles describ... (read more)

Thinking Physics is Gedanken Physics - I loved that book, tore through it at some point while I was in high school. I never found anything else quite like it.

To those who ask where colour arises from in a colourless world; Wrong Question and Mind Projection bonus!

Imagine an alien civilisation that has, say, fourteen colours. Calling two adjacent ones by the same name would be as ridiculous to them as someone here calling green and yellow the same thing. Still want to claim that 'red' is part of the territory? There are wavelengths, and there is the human faculty to tell them apart at sufficient intervals. Anything else is map only. There is no red.

Say you taste an apple. You know that the sensation you are expe... (read more)

BTW, Zombie Michael, maybe you can help us. Do you feel conscious? If so, can you tell us whether you're actually conscious or just identical in absolutely every way to someone who's conscious, but lacking that super-special consciousness-juju?

No one who has even casually studied how vision works can take "seeing is believing" seriously.

I don't think you need alien civilizations for this. Not all human languages have color words that map 1:1 to English color words. (I seem to recall that the word for "red" in Korean includes what English speakers would call "copper". I could be mistaken.)

The difference is that, in English, "cyan", like your other listed examples except the ones that I think are actually green or purple, is a kind of blue (like sepia is a kind of brown, canary is a kind of yellow, etc.), while "pink" is not a kind of red.  In Russian, golubuy is not a kind of siniy, and vice versa.

I think color words in languages are really interesting.  Some languages have only three very basic ones that aren't kinds of anything else, and these tend to be translated as "black", "white", and "red" - dark, light, and bright colors.  (They translate the bright color as "red" because if you have lots of objects in the room and ask someone who speaks this language to point to the best example of that color, they'll pick something bright red.)  These three words are privileged in English too: they're the only ones we modify with -en to indicate that something is becoming more that color (redden, blacken, whiten - never bluen or greenen).

Doesn't that make writing fantasy very hard? Wouldn't it automatically turn into Hard Sci-Fi?

I don't mean to be pedantic, but why do you write "H20" instead of "H2O?"

For me this article is really actual since I've caught myself few times already thinking about pretty this relation between heat and motion. I am literate and educated person, I've even been learning math BUT nowadays I am trying to rethink all these stuff which is just packed in my head under labels similar to "heat vs motion". So actually it is not that hard for me in 2015 to think that heat and motion are probably different concepts :) I just know that I need to really think a lot and re-learn the basics in a proper way, not just re-reading bo... (read more)



Brain Breakthrough! It's Made of Neurons!

In an amazing breakthrough, a multinational team of scientists led by Nobel laureate Santiago Ramón y Cajal announced that the brain is composed of a ridiculously complicated network of tiny cells connected to each other by infinitesimal threads and branches.

The multinational team—which also includes the famous technician Antonie van Leeuwenhoek, and possibly Imhotep, promoted to the Egyptian god of medicine—issued this statement:

"The present discovery culminates years of research indicating that the convoluted squishy thing inside our skulls is even more complicated than it looks.  Thanks to Cajal's application of a new staining technique invented by Camillo Golgi, we have learned that this structure is not a continuous network like the blood vessels of the body, but is actually composed of many tiny cells, or "neurons", connected to one another by even more tiny filaments.

"Other extensive evidence, beginning from Greek medical researcher Alcmaeon and continuing through Paul Broca's research on speech deficits, indicates that the brain is the seat of reason.

"Nemesius, the Bishop of Emesia, has previously argued that brain tissue is too earthy to act as an intermediary between the body and soul, and so the mental faculties are located in the ventricles of the brain.  However, if this is correct, there is no reason why this organ should turn out to have an immensely complicated internal composition.

"Charles Babbage has independently suggested that many small mechanical devices could be collected into an 'Analytical Engine', capable of performing activities, such as arithmetic, which are widely believed to require thought.  The work of Luigi Galvani and Hermann von Helmholtz suggests that the activities of neurons are electrochemical in nature, rather than mechanical pressures as previously believed.  Nonetheless, we think an analogy with Babbage's 'Analytical Engine' suggests that a vastly complicated network of neurons could similarly exhibit thoughtful properties.

"We have found an enormously complicated material system located where the mind should be.  The implications are shocking, and must be squarely faced.  We believe that the present research offers strong experimental evidence that Benedictus Spinoza was correct, and René Descartes wrong:  Mind and body are of one substance.

"In combination with the work of Charles Darwin showing how such a complicated organ could, in principle, have arisen as the result of processes not themselves intelligent, the bulk of scientific evidence now seems to indicate that intelligence is ontologically non-fundamental and has an extended origin in time.  This strongly weighs against theories which assign mental entities an ontologically fundamental or causally primal status, including all religions ever invented.

"Much work remains to be done on discovering the specific identities between electrochemical interactions between neurons, and thoughts.  Nonetheless, we believe our discovery offers the promise, though not yet the realization, of a full scientific account of thought.  The problem may now be declared, if not solved, then solvable."

We regret that Cajal and most of the other researchers involved on the Project are no longer available for comment.

"We regret that Cajal and most of the other researchers involved on the Project are no longer available for comment."

I know it's a joke, but it's also a very sad reality.

Appreciating and understanding the obvious is what makes a wise man wise. Nothing is really obvious. But the pursuit of truth should be! Nobody can dispute reductionism if he understands that the map is not the territory.

A thought occured to me: people who are offended by the idea that a mere machine can think simply might not be imagining the right machine. They imagine maybe a hundred neurons, each extending 10-15 synapses to the others. And then they can't make head or tail of even that, because it's already too big. Scope insensitivity, in other words.

In other news, Nobel Prize Winner Daniel Kahneman has published the result of some recent experiments in behavioral economics, which suggest--quite surprisingly!--the most effective means to overcome one's innate biases is by identifying those you disagree with and subjecting them to unrelenting ridicule.  The neutralizing effects of this technique were found to be most successful when performed in groups consisting entirely of like-minded individuals (though occasional insertion of one naysayer to prove the foil might have helpful effects).  Of the several tested modes of ridicule, the most effective were shown to be: 1. asserting one's opponents are just too dumb to understand an argument; 2. insisting hard questions faced by one's own position are the result of defects in opponents' cognitive machinery and not really questions at all (Kahneman admits this may be a subset of method 1); and 3. finding the silliest members of the opposition and training most of one's rhetorical firepower there.  Also, try suggesting the Virgin Mary was a slut.

Spinoza was correct? Mind and body are simply two aspects of god, the one and only being that contains its own reason for existence? I never expected to see that on this site.

If I understand correctly what he's trying to say, he means that every time someone here mentions something they don't believe to be true (in this case, Eliezer not believing in god, gods, the supernatural), they should recapitulate the whole argument against that thing, otherwise they're just attacking a strawman.

Well, I, for one, am quite glad that Eliezer isn't repeating the arguments against magic/gods/etc in each post. If the religious people want a debate, they should write a post about their reasons for rationally believing in the supernatural and then we can see if they hold up.

Accusing people of acting in bad faith because they aren't mega-redundant is pointless.

It sounds like we could use a disagreement case study on this subject.

Thinking meat! You're asking me to believe in thinking meat!

Can't see why any of this should be difficult to grasp. I'm currently half way through GEB, and I've never been more convinced that the mind is complex and wonderful and weird mostly because there's so much of it. Roll on the day when a person hooked up to some electrodes can think 'cat' and the screen displays 'Concept:Cat'.

I agree with Robin that there needs to be meta-analysis of what's been going on in Eliezer's recent posts and replies to those posts.

As a concrete example, Eliezer continually sets up the "silly post-modernist professor" archtype, but I haven't seen anything even vaguely resembling a critique of more serious post-modern thought (like Foucault, for instance). In any case, post-modernism makes sense under some interpretations - e.g. if it is taken to mean that "truth" is dependent on context (since statements cannot have meaning without relation to a set of semantic primitives).

As a direct reformulation - Eliezer has not addressed how I personally think about consciousness/why I personally think it is a hard question (not that I have necessarily expressed it explicitly). I agree with Scott's frustration that he seems to continually hark on morons. Maybe I'm a moron, too, but I'd sure like to know in what way!

This isn't meant to be harsh - really I do enjoy Eliezer's posts a lot and think that they are really insightful. I just haven't been satisfied with the level of sensitivity towards other people's opinions which has been displayed here. Eliezer says that we can turn questions understandable by asking why we think them. Well then why do I think I am conscious and that this is "special?!?" I have no clue! I can't even imagine what an answer to that question would look like!

Why disagree - about the interpretation of an April fools day joke? ;-)

Richard and Chalmers are not religious, believe that AIs can be conscious, etc. Substantively, I tend to expect that a reduction of consciousness will eventually feasible. That doesn't mean it's OK for Eliezer to lower the standard of his argumentation on a subject, and fail to properly address opposing points.

However, I will cut him some slack for this post, since he may have written it already on March 25th, before the recent brouhaha.

"I believe that AIs can be fitzgoanth."  Well, so what?

Demanding that we produce an explanation for a thing is pointless if we cannot first show that the thing exists, or even give a coherent explanation for what properties the thing is supposed to have.

Websites are made of files, as we all know. But those mysterians out there are claiming that there exist websites that they call "blogs", where new content magically appears by virtue of some entity existing outside the World Wide Web, which is an utterly ridiculous concept when given a moment's thought; how could something existing outside the Web possibly affect it?

What these poor deluded magical-thinkers don't get is that if you could just manage to download all the files comprising one of these so-called blogs, it would be identical to the original and thus would have to be self-updating as well. Probably using some fancy Javascript or something, no need for a mysterious explanation.

The concept of a "blog" is totally incoherent. There is nothing on the Web but plain old files. Anything can be done with sufficiently complicated Javascript, so Occam's Razor says there is absolutely no need to bring non-digital entities into the picture. Reductionism FTW!

Caledonian - the problem is, while we cannot show that consciousness exists in anything besides ourselves; we KNOW it at least exists inside ourselves. We know it more than we know that the earth exists, or that there are physical laws, etc. But when it comes to entities other than ourselves, it may as well be phlogiston; we can make ZERO predictions that would confirm or deny its existence. This is what makes it qualitatively different from any other phenomenon out there.

How do you know that consciousness exists within you? I thought that the point of dualism ala chalmers is that consciousness is something which cannot possibly be objectively examined? 

It indeed cannot be objectively examined (afaik), but it can be subjectively examined, which is why I know that I have consciousness, but cannot say the same about anyone else. That being said, I do assign an incredibly high probability that others do indeed have it.  

Goplat, you seem to be hypothesizing a world containing "information that cannot be Googled".  Not just information for which we do not know the Google keywords, but information that cannot be Googled even in principle.  I would hold this to be an incoherent concept: information is that which, in principle, can be Googled.

Or consider IRC:  People write that they're AFK or "away from keyboard", and claim to be somewhere else, somewhere that isn't on the Internet at all; but have you ever actually seen a message from someone who's AFK?  No, as soon as you see a message from them, they say that they're "back".

The obvious conclusion is that people do not, in fact, exist while they are "away from keyboard" - and neither do you.

I don't believe in a supernetural world.  The supernetural world is just a myth fueled by the fear of being offline.

There is nothing on the Web but plain old files. Anything can be done with sufficiently complicated Javascript...

information is that which, in principle, can be Googled....The obvious conclusion is that people do not, in fact, exist while they are "away from keyboard" - and neither do you.

/me tries to untangle all the reductios and sarcasm going on here...

Aha! Finally caught you out fair and square Eliezer: you've clearly forgotten Gögel's Incompleteness Theorem, which states that there are certain Google search strings which are fundamentally incalculable and will cause your browser to crash.

No, we don't.  You possess a conviction that you have 'consciousness'.  Conviction is not the same thing as knowledge.

That conviction is so strong, though, that even high-powered minds can completely fail to perceive the obvious flaws in their own arguments.  Roger Penrose is a polymath, a true genius.  But The Emperor's New Mind is trite nonsense.  I'm sure Chalmers has a first-rate mind, but he is unable to perceive that his definition of 'consciousness' does not permit it to take part of existence in any fashion.  Their errors have more elaborate protections against self-evaluation and elimination than lesser minds might produce, but the errors themselves are elementary.

It's always easiest to fool yourself, and the very smartest people have a hard time finding people capable of seeing through the arguments they make when they fall into delusion, not to mention suppressing their egos long enough to listen to those people.

Caledonian, you may wish to reconsider who's failing to listen to whom. Epiphenomenalists are well aware that phenomenal consciousness, as they understand it, plays no causal role in the world. This is indeed obvious. What's not obvious is that it's a fatal "flaw" in their view. You have a "strong conviction" that it is. Good for you. You still haven't said anything that's news to those you disagree with. Repeating common knowledge in a triumphant tone does not constitute an argument.

"the very smartest people have a hard time finding people capable of seeing through the arguments they make..."

Eh? You forget that top academics get positions in top departments, and so spend much of their time conversing with the other very smartest people around.

On the contrary, anyone can quickly note that 'epiphenomena' cannot be responsible for any aspect of the universe's behavior, whether they're ones we're aware of and capable of measuring or completely unknown to us.  That means that we have no way of gathering information about them, and that as far as this universe is concerned, there are no consequences of asserting their existence that differ from exerting their nonexistence:  the concepts are identical.

Perhaps it really isn't obvious to you why that's fatal.

I'm afraid, though, that codifying incompetence and calling it a disciplinary branch is not enough to validate it.

I think this is the reason that some rationalists seem to find consciousness so disturbing; objective consequences are THE way to determine if something "exists," except in the case of consciousness, and in that special case, the probability of it actually existing, at least for one person (namely, me) is 1.

I've been reading through these discussions on consciousness, and I've taken the time to read Richard's external blogs on the subject, and I still have not found a single concrete reason why I should expect "consciousness" to be a special case.

It really, truly does sound an awful lot like phlogiston.  It seems to me that the idea has been backing into a corner for the last few decades, as more and more is understood about the brain and how it works, there seems to be less and less room for this ephemeral idea of consciousness.

Eliezer & Co. certainly could be wrong about consciousness, and Richard & Co. could be right, but Eliezer's position seems to me to be the far more defensible and realistic position.

The idea of a consciousness that is not tied to the physical is certainly romantic.  Unfortunately, the universe as I understand it does not leave much room for such an idea, and the space in which it may be found continues to shrink.  It has already gotten to the point where Richard can only argue for a concept of consciousness that seems entirely pointless, so why bother with it at all?

I remember reading that Aristotle initially thought that the brain was meant for cooling the blood. That was my basis in physicalism, super humbling and it made me think about all this stuff in terms of how it would be discover something or formulate a theory for the first time, to get rid of the "conventionally known" fact realm for everything I knew and seeing how I would think out the problem. Made me feel like a caveman, but a rational one.

The greatest positive effect of this article on my psyche is to actually allow me to conceive of a time period BEFORE anyone located the seat of the mind inside the brain or even inside the skull. It even goes a long way towards allowing me to put myself in the headspace of one who believed the heart to be the master organ. In short, it shines a light on how non obvious the elements of common knowledge are.



Reductive Reference

The reductionist thesis (as I formulate it) is that human minds, for reasons of efficiency, use a multi-level map in which we separately think about things like "atoms" and "quarks", "hands" and "fingers", or "heat" and "kinetic energy".  Reality itself, on the other hand, is single-level in the sense that it does not seem to contain atoms as separate, additional, causally efficacious entities over and above quarks.

Sadi Carnot formulated the (precursor to) the second law of thermodynamics using the caloric theory of heat, in which heat was just a fluid that flowed from hot things to cold things, produced by fire, making gases expand—the effects of heat were studied separately from the science of kinetics, considerably before the reduction took place.  If you're trying to design a steam engine, the effects of all those tiny vibrations and collisions which we name "heat" can be summarized into a much simpler description than the full quantum mechanics of the quarks.  Humans compute efficiently, thinking of only significant effects on goal-relevant quantities.

But reality itself does seem to use the full quantum mechanics of the quarks.  I once met a fellow who thought that if you used General Relativity to compute a low-velocity problem, like an artillery shell, GR would give you the wrong answer—not just a slow answer, but an experimentally wrong answer—because at low velocities, artillery shells are governed by Newtonian mechanics, not GR.  This is exactly how physics does not work.  Reality just seems to go on crunching through General Relativity, even when it only makes a difference at the fourteenth decimal place, which a human would regard as a huge waste of computing power.  Physics does it with brute force.  No one has ever caught physics simplifying its calculations—or if someone did catch it, the Matrix Lords erased the memory afterward.

Our map, then, is very much unlike the territory; our maps are multi-level, the territory is single-level.  Since the representation is so incredibly unlike the referent, in what sense can a belief like "I am wearing socks" be called true, when in reality itself, there are only quarks?

In case you've forgotten what the word "true" means, the classic definition was given by Alfred Tarski:

The statement "snow is white" is true if and only if snow is white.

In case you've forgotten what the difference is between the statement "I believe 'snow is white'" and "'Snow is white' is true", see here.  Truth can't be evaluated just by looking inside your own head—if you want to know, for example, whether "the morning star = the evening star", you need a telescope; it's not enough just to look at the beliefs themselves.

This is the point missed by the postmodernist folks screaming, "But how do you know your beliefs are true?"  When you do an experiment, you actually are going outside your own head.  You're engaging in a complex interaction whose outcome is causally determined by the thing you're reasoning about, not just your beliefs about it.  I once defined "reality" as follows:

Even when I have a simple hypothesis, strongly supported by all the evidence I know, sometimes I'm still surprised. So I need different names for the thingies that determine my predictions and the thingy that determines my experimental results. I call the former thingies 'belief', and the latter thingy 'reality'."

The interpretation of your experiment still depends on your prior beliefs.  I'm not going to talk, for the moment, about Where Priors Come From, because that is not the subject of this blog post.  My point is that truth refers to an ideal comparison between a belief and reality.  Because we understand that planets are distinct from beliefs about planets, we can design an experiment to test whether the belief "the morning star and the evening star are the same planet" is true.  This experiment will involve telescopes, not just introspection, because we understand that "truth" involves comparing an internal belief to an external fact; so we use an instrument, the telescope, whose perceived behavior we believe to depend on the external fact of the planet.

Believing that the telescope helps us evaluate the "truth" of "morning star = evening star", relies on our prior beliefs about the telescope interacting with the planet.  Again, I'm not going to address that in this particular blog post, except to quote one of my favorite Raymond Smullyan lines:  "If the more sophisticated reader objects to this statement on the grounds of its being a mere tautology, then please at least give the statement credit for not being inconsistent."  Similarly, I don't see the use of a telescope as circular logic, but as reflective coherence; for every systematic way of arriving at truth, there ought to be a rational explanation for how it works.

The question on the table is what it means for "snow is white" to be true, when, in reality, there are just quarks.

There's a certain pattern of neural connections making up your beliefs about "snow" and "whiteness"—we believe this, but we do not know, and cannot concretely visualize, the actual neural connections.  Which are, themselves, embodied in a pattern of quarks even less known.  Out there in the world, there are water molecules whose temperature is low enough that they have arranged themselves in tiled repeating patterns; they look nothing like the tangles of neurons.  In what sense, comparing one (ever-fluctuating) pattern of quarks to the other, is the belief "snow is white" true?

Obviously, neither I nor anyone else can offer an Ideal Quark Comparer Function that accepts a quark-level description of a neurally embodied belief (including the surrounding brain) and a quark-level description of a snowflake (and the surrounding laws of optics), and outputs "true" or "false" over "snow is white".  And who says the fundamental level is really about particle fields?

On the other hand, throwing out all beliefs because they aren't written as gigantic unmanageable specifications about quarks we can't even see... doesn't seem like a very prudent idea.  Not the best way to optimize our goals. 

It seems to me that a word like "snow" or "white" can be taken as a kind of promissory note—not a known specification of exactly which physical quark configurations count as "snow", but, nonetheless, there are things you call snow and things you don't call snow, and even if you got a few items wrong (like plastic snow), an Ideal Omniscient Science Interpreter would see a tight cluster in the center and redraw the boundary to have a simpler definition.

In a single-layer universe whose bottom layer is unknown, or uncertain, or just too large to talk about, the concepts in a multi-layer mind can be said to represent a kind of promissory note—we don't know what they correspond to, out there.  But it seems to us that we can distinguish positive from negative cases, in a predictively productive way, so we think—perhaps in a fully general sense—that there is some difference of quarks, some difference of configurations at the fundamental level, which explains the differences that feed into our senses, and ultimately result in our saying "snow" or "not snow".

I see this white stuff, and it is the same on several occasions, so I hypothesize a stable latent cause in the environment—I give it the name "snow"; "snow" is then a promissory note referring to a believed-in simple boundary that could be drawn around the unseen causes of my experience.

Hilary Putnam's "Twin Earth" thought experiment, where water is not H20 but some strange other substance denoted XYZ, otherwise behaving much like water, and the subsequent philosophical debate, helps to highlight this issue.  "Snow" doesn't have a logical definition known to us—it's more like an empirically determined pointer to a logical definition.  This is true even if you believe that snow is ice crystals is low-temperature tiled water molecules.  The water molecules are made of quarks.  What if quarks turn out to be made of something else?  What is a snowflake, then?  You don't know—but it's still a snowflake, not a fire hydrant.

And of course, these very paragraphs I have just written, are likewise far above the level of quarks.  "Sensing white stuff, visually categorizing it, and thinking 'snow' or 'not snow'"—this is also talking very far above the quarks.  So my meta-beliefs are also promissory notes, for things that an Ideal Omniscient Science Interpreter might know about which configurations of the quarks (or whatever) making up my brain, correspond to "believing 'snow is white'".

But then, the entire grasp that we have upon reality, is made up of promissory notes of this kind.  So, rather than calling it circular, I prefer to call it self-consistent.

This can be a bit unnerving—maintaining a precarious epistemic perch, in both object-level beliefs and reflection, far above a huge unknown underlying fundamental reality, and hoping one doesn't fall off.

On reflection, though, it's hard to see how things could be any other way.

So at the end of the day, the statement "reality does not contain hands as fundamental, additional, separate causal entities, over and above quarks" is not the same statement as "hands do not exist" or "I don't have any hands".  There are no fundamental hands; hands are made of fingers, palm, and thumb, which in turn are made of muscle and bone, all the way down to elementary particle fields, which are the fundamental causal entities, so far as we currently know.

This is not the same as saying, "there are no 'hands'."  It is not the same as saying, "the word 'hands' is a promissory note that will never be paid, because there is no empirical cluster that corresponds to it"; or "the 'hands' note will never be paid, because it is logically impossible to reconcile its supposed characteristics"; or "the statement 'humans have hands' refers to a sensible state of affairs, but reality is not in that state".

Just:  There are patterns that exist in reality where we see "hands", and these patterns have something in common, but they are not fundamental.

If I really had no hands—if reality suddenly transitioned to be in a state that we would describe as "Eliezer has no hands"—reality would shortly thereafter correspond to a state we would describe as "Eliezer screams as blood jets out of his wrist stumps".

And this is true, even though the above paragraph hasn't specified any quark positions.

The map is multilevel, the territory is single-level.  This doesn't mean that the higher levels "don't exist", like looking in your garage for a dragon and finding nothing there, or like seeing a mirage in the desert and forming an expectation of drinkable water when there is nothing to drink.  The higher levels of your map are not false, without referent; they have referents in the single level of physics.  It's not that the wings of an airplane unexist—then the airplane would drop out of the sky.  The "wings of an airplane" exist explicitly in an engineer's multilevel model of an airplane, and the wings of an airplane exist implicitly in the quantum physics of the real airplane.  Implicit existence is not the same as nonexistence.  The exact description of this implicitness is not known to us—is not explicitly represented in our map.  But this does not prevent our map from working, or even prevent it from being true.

Though it is a bit unnerving to contemplate that every single concept and belief in your brain, including these meta-concepts about how your brain works and why you can form accurate beliefs, are perched orders and orders of magnitude above reality...


Do you think it's possible that the word "exist" is overloaded?

In what sense does snow "existA" but love does not "existA?"

In what sense does "reality exist?" Is this tautology? If so, state it.

"This is the point missed by the postmodernist folks screaming, "But how do you know your beliefs are true?""

Does setting up straw men serve some sort of emotional purpose? Why do you keep doing it? You haven't performed an analysis of the "postmodernist position" - you just keep pointing fingers and saying "they're dumb."

The (non-moron) post-modernist folks are screaming "How do we even know that 'reality exists?' Obviously we do not -know- so it must be definition embedded in cultural/computational context. Therefore when we make statements like "snow is white" what we really -mean- is the set of cultural/computational primitives that that statement can be reduced to. There is no other sense in which the word "mean" makes sense."

What about self-referent phenomena? Are you actually claiming that no beliefs are disjoint from so-called "logical definitions?"

Where is the universe?  What color is half-past-three?  How many zeros does it take to make a baker's dozen?

(Strangely, the comment list seems to have vanished - so I'll not consider myself bound by the previous stricture until it returns.)

"How many zeros does it take to make a baker's dozen?"

Can we make statements of the form "X is Y" without the statement "X exists" being true? Because Eliezer does about reality - therefore I assume there is some sense in which he believes it to "exist." Note that my questions were directed towards his definition, not the claim itself (since I still obviously don't understand the way that Eliezer uses words).

For certain definitions of color in certain logical frameworks involving the entities "color" and "half-past three," half-past three is colorless.

"How many zeros does it take to make a baker's dozen?"

"How many zeros does it take to make a baker's dozen?"

Quarks, the only allowed causally efficacious entities in the universe, have a lot to answer for. Quarks are causing the US economy to falter, quarks are killing our soldiers in Iraq, quarks are behind communism, nazism, racism, and people who drive too slow in the fast lane.  Quarks made me write this obnoxious and inane comment.  Damn you, quarks!

It seems mtraven has found the Apocalyptic Imperative.

Would this get easier or harder if you started with, say, gliders in Conway's Life?

I'm curious, Eliezer, do you introduce Bayes into the argument as a means of warrant/justification or do you see it playing a causal (descriptive) role? Historically speaking, for example, the causal reason a telescope was used in your example might be, say, Kuhn's notion of exemplary research ("Galileo did it so it's good enough for me") or some other (perhaps more likely) psychological/cultural explanation and the scientist might be completely disinterested in justifying his belief based on priors (and he might not do such a thing unconsciously either).

On the topic: I think one of the reasons this sort of thing is unnerving to contemplate is the specter of skepticism that tends to still haunt people. Most people believe that if their beliefs do not have some exacting connection with reality (some metaphysical relation) then they can never "reach the world" so to speak. I think this is incorrect. The view that we can never reach the world is predicated on a strong sort of subjectivism; that "inside here" is the privileged starting point of inquiry when, in reality, anything can be our starting point (no point is privileged).

If you reject the infallibility of introspection, it loses its privileged place as the starting point of inquiry, and there's no reason to continue thinking you're bound to it; taking the quantum mechanical view of the world as the starting point for inquiry is no different than taking your subject-bound observations as the starting point for inquiry (and, for that matter, moving from one to the other no longer presents a problem; 3rd person accounts do not need to be justified in terms of 1st person accounts).

It's the looseness of reference that allows us to penetrate beyond our psychology; it's the fact that our words are related to the world by convention that has allowed us to create this elaborate system (science) that establishes a series of conventional relationships between terms that eventually, through a path we can trace and re-trace, takes us to the world.

poke, interesting that you're talking about the middle ground between skepticism and the infallibility of sense data, which is the sort of "defeasible warrant" idea - we DO take our sense data as a starting point (or, as you note, we take a theory as our starting point - though where did the theory come from, ultimately, but somebody's taking his sense data seriously and then interpreting them?) - but if we find a conflict, either among our sense data or between ours and somebody else's, we reduce our trust in our sense data (we don't just toss them out). People are starting to apply this line of thinking not just to straight epistemology but to ethics (and even aesthetics!).

Too much philosophy and spinning around in circular definitions. Eliezer, you cannot transfer experiences, only words which hopefully point our minds to the right thing until we "get it". Layers upon layers of words trying to define reductionism won't make people who haven't "gotten it" yet "get it".  It will just lead to increasingly more sophisticated confusion. I suppose the only thing that could snap people into "getting" reductionism at this point is lots of real world examples because that would emulate an experience. How is this useful for building an AGI anyway? Please change your explanation tactic or move on to a different topic(if you want).

Q: Is "snow is white" true?
A: No, it is false. Sometimes it is yellow(don't eat it when yellow). Next question.

Reality is that which subjectivists can say nothing new or interesting about.

We do not know that the territory is single-level.  It is conceivable that it is not, and the available evidence does not exclude the possibility.

Reality is that which, when you stop believing in it, doesn't go away.

Can someone just tell us dumb asses the differece between describing something and experiencing it?

It may be useful to distinguish between sense data (which can only be observed introspectively) and sensory data (neural activity at the periphery of the nervous system). Our brains do indeed take our sensory data as a starting point of sorts (though not the only starting point - we are not blank slates). However, sense data is a philosophical notion that has been under attack for a long time. Deservedly so, I think. See, for example, J. L. Austin's Sense and Sensibilia, one of the more entertaining and well-written philosophical works IMO.

I prefer to think of the distinction between reality and our models of it not in terms of single-level versus multi-level but rather in terms of the thing itself versus descriptions of the thing: conceptual systems have levels, reality does not.

Thinking in terms of levels is applicable to conceptual systems, but not applicable to reality — applicable to conceptual systems about reality, but not to reality itself.

The notion of level is just a mental construct that is helpful in describing how we think and how we represent. It is a function of how we carve up reality conceptually, but reality itself doesn't contain bones and joints that are waiting to be carved — not even just one fundamental joint that we have no choice about how to carve.

We do not know that the territory is single-     level. It is conceivable that it is not, and
the available evidence does not exclude the
possibility.

The territory is single level......   BY DEFINITION .......  waaaahahahahahahahahahaha  !!!!!

Sister Y - I don't think there's any reason to privilege the sensory periphery of our brains over some other part of the situation. We might just as well start with the planet or the telescope as the eyeball peering through the telescope or the brain attached to that eyeball. I don't mean, precisely, that we take theory as a starting point either (or that our observations are always theory-laden); I mean to say we can start from the physical objects themselves as described in our best theories. We can start our inquiry outside of our own brain!

We can do this because we have no privileged knowledge of our brains over and above any other object in the world. If we reject the efficacy of introspection then there is no reason to privilege "the object as I see it" over "the object itself" as the starting point of inquiry. Science knows this. Science makes quantitative measurements; the interesting thing about quantitative measurements is that they work regardless of the details of our psychology. Our brains can represent the world arbitrarily and as long as we agree on a system of measurement we can still make measurements in the world.

Think of measuring length; we make marks along a length of material with arbitrary but equal spacing and as long as my marks match your marks we can talk about lengths. Similarly, our brains can represent those marks anyway they please and as long as my brain uses the same representations as your brain we can still talk about lengths. The same is true of time and, through extension, pressure, temperature, etc, all the way through to the data retrieved from particle accelerators. We can also do (limited) relative comparisons of qualitative data; we can talk about the similarities and dissimilarities of organisms, stellar objects, and so forth.

So I think, in this way, science is unaffected if we reject the efficacy of introspection (including the efficacy of our own sensory data). Since most arguments for the fallibility of science are premised on our sensory periphery having a privileged place in inquiry I also think those arguments are defeated. Whether science remains fallible is another matter entirely. For my own part, I take mathematics to be similar to measurement and the revolution in science due to Kepler and Galileo to be moving directly from measurement to mathematical abstraction, without the previous step of interpretation into a cultural framework (i.e., Aristotelianism). This, I think, leaves science fallible only in the case of human error.

Can someone just tell us dumb asses the differece between describing something and experiencing it?

Description: If you roll your face on your keyboard you will feel the keys mushing and pressing against your face. The most pronounced features of the tactile experience will be the feeling of the ridges of the keys pressing against your forehead, eyebrows and cheekbones. You will also hear a subtle "thrumping" noise of the keys are being pressed. If you didn't put the cursor in a text editor you might hear some beeps from your computer. Once you lift your head you may still have some residual sensations on your face most likely where the relatively sharp ridges of the keys came in contact with your skin.

Experience: Roll your face on your keyboard. Don't just read this, you have to actually roll your face on the keyboard if you want to experience it. 1, 2, 3, go ... bnkiv7n6ym7n9t675r

Did you notice any difference between the description and the experience?

Anyways, I still hold that you can only define reductionism up to point after which you are just wasting time.

"Anyways, I still hold that you can only define reductionism up to point after which you are just wasting time."

I agree that we might be wasting time. But what do you mean "up to a point"?

The flaw isn't in the idea, but rather in the way we express it. It appears like we're looking for the right analogy. I don't know if that's going to work. But I guess I could try anyway.

I think it might be more like a computer. We don't function at a "machine code" or even an "assembly language" level; rather, it's more like we're a scripting language on the operating system.

Constant - I'm not sure I comprehend your distinction (could be lack of caffeine) but thanks for the recommendation.

poke - my friend likes to explain this to his undergrads by asking them how they would verify that a thermometer is accurate (check it against another thermometer, but how do you know that one is accurate . . . etc.) until they figure out that thermometers are only "accurate" according to custom or consensus. Then he asks them how they know their eyes work. And their memories.

Okay maybe not really. Anyway, aside from torturing undergrads, I agree that we could just as easily start to do science with "physical objects themselves as described in our best theories" - I just mean that in order to get those theories, we have to believe in our (or someone else's) perceptions, memory, ability to do logic, etc. Ultimately I don't think it's a problem, at least one serious enough to destroy science.

Also there's this cute little move from Warren Quinn where he asserts that no philosophical theory could ever convince him that his chair wasn't there, no matter how sound and careful the argument - because his sureness of his perceptions would outweigh any sureness he could possibly feel in any theory.

Edit: Now I see Sister_Y addressed my point in the very next paragraph, so this entire comment is a reading comprehension fail more than anything.

poke - my friend likes to explain this to his undergrads by asking them how they would verify that a thermometer is accurate (check it against another thermometer, but how do you know that one is accurate . . . etc.) until they figure out that thermometers are only "accurate" according to custom or consensus. Then he asks them how they know their eyes work. And their memories.

Go to the beach, light a fire, boil some water. Put the thermometer in the boiled water - does it show 100 degrees Celsius?
Still at sea level, put a cup of water in a fridge untill it starts freezing. Put the thermometer in the cup - does it show 0 degrees Celsius?

If yes to both, you have a working thermometer. This way, you don't rely on the consensus of other thermometers. As for the custom of calling a working thermometer accurate - that's what it is for.

Of course, accepting the results of such tests requires acceptance of induction from the past. Maybe the realization you've faced "Last Thursdayism" for the first time at undergraduate level is something to cry about, but no one actually does.

Lest I sound too smug, rest assured I am not convinced I would've done better before finding Less Wrong.

How do you know that water always boils at the same temperature? Well, you could use a reliable thermometer...

The moral of the story is not so much that science always works, it's that it works in a way that's more coherentist than foundationalist. And the downside of coherentism is that you can have more than one equally coherent wordlviews...

How do you know that water always boils at the same temperature?

I see your point. But if water didn't always boil at the same temperature, why would we bother inventing thermometers?

The moral of the story is not so much that science always works, it's that it works in a way that's more coherentist than foundationalist.

Right. And since science does work, coherentism gets a big boost in probability, right until the sun stop rising every day.

And the downside of coherentism is that you can have more than one equally coherent wordlviews...

But would they work equally well? We value science primarily for giving us results, not for being coherent.

If both views are equally coherent and give us equal result (or the results are unclear as of yet), choosing one would be privileging the hipotesis.

I see your point. But if water didn’t always boil at the same temperature, why would we bother inventing thermometers?

We have more need to measure the unpredictable than the predictable.

If both views are equally coherent and give us equal result (or the results are unclear as of yet), choosing one would be privileging the hipotesis.

Not every one sees things that way. The more hardline claims require the physical map to exclude others.

I see your point. But if water didn’t always boil at the same temperature, why would we bother inventing thermometers?

We have more need to measure the unpredictable than the predictable.

If there was nothing with constant temperature, thermometers would work very differently. My first instinct was to say they wouldn't work at all. But then I remembered the entire field of economics, so your point stands.

Not every one sees things that way. The more hardline claims require the physical map to exclude others.

Good luck with that. I couldn't calculate the behaviour of the quarks in a single hydrogen atom if my life depended on it.

Your reliable thermometer doesn't need to be well-calibrated - it only has to show the same value whenever it's used to measure boiling water, regardless of what that value is. So the dependence isn't quite so circular, thankfully.

You are saying it doesn't need to be accurate. To show that boiling water is always the same temperature, the thermometer doesn't need to display the rest that temperature ...any consistent temperature will do ...but it does need to avoid varying randomly, and that is reliability

"We do not know that the territory is single-level. It is conceivable that it is not, and
the available evidence does not exclude the possibility."

The available evidence does not support the possibility either. Lack of evidence actually is a form of evidence...for the opposing argument. http://lesswrong.com/lw/ih/absence_of_evidence_is_evidence_of_absence/

"Just:  There are patterns that exist in reality where we see "hands", and these patterns have something in common, but they are not fundamental."

Reality is the space in which we observe trends that either bear out or contradict our beliefs. Reality seems to bear out a pattern corresponding with hands. Hands, then, correspond to something true about reality (even if it is just probably true, the probability is a true statement of something real.) We are not privy to the knowledge of how many removes we are away from the true experience of hands, but it isn't clear how one could convincingly argue the non-existence of a hand-like pattern OR that the bottom level of the territory corresponding to hands is more complex than the map we represent them on.

Otherwise stated: I cannot exclude the idea of the Bible being an exact account of creation. I can, however, disregard it in light of the overwhelming evidence to the contrary. If I do not disregard it then I must consider it on equal grounds with all "accounts" of creation and concede the utter impossibility of making a decision. To me, it is not clear how a human brain could be capable of granting equal weight of truth to mutually exclusive possibilities without a bit of cognitive dissonance or intellectual dishonesty.

So when something is not excluded by the evidence, you may either a.) acknowledge the high degree of probability that the unsupported claim is false (rationality); b.) disregard the evidence and believe in it anyway (irrationality); c.) see who can make the most unintentionally ironic assertion about the lacunae in the evidence holding more weight than the evidence itself (arationality.)

I don't see any likelihood for the existence of evidence of reality contradicting itself (thereby becoming non-reality.) I can't even fathom what form that evidence might take. Therefore I call reality objective and work within it as if it were. I'm open to the possibility of this not being true, but a person telling me "it might not be true" is not enough to forestall my effort at evaluating the trends I seem to see.

tpckac: "We do not know that the territory is single-level. It is conceivable that it is not, and the available evidence does not exclude the possibility."

ENC: "The available evidence does not support the possibility either. Lack of evidence actually is a form of evidence...for the opposing argument. http://lesswrong.com/lw/ih/absence_of_evidence_is_evidence_of_absence/"

Cool!  A one-level territory beats a multi-level territory due to lack of evidence.  Now all we need is some evidence that there is a one-level territory, rather than no territory at all ("maps all the way down").  

It sure seems to me that the notion of territory is just not carrying any weight here.  I can determine the truth of "snow is white" directly at the level where "snow" has a simple non-reductive meaning by simply looking at lots of snow.  Or I can be a reductionist and examine crystals of H2O with spectroscopic equipment.  I could do that even before anybody had even heard of quarks.  And we will still be able to do it three centuries from now when the standard model has been replaced by superstrings or whatever.  I just don't need territory.  I can be just as reductionist as I like using maps.  

And even if we had a Theory of Everything in hand, how have we gained anything by calling the lowest-level map "The Territory"?   Or is it that "territory" represents The One Shared Reality, whereas maps are inside people's minds - we have 6 billion of them floating around.  Cuz if maps are (objective) mathematical objects with (objective) platonic existences of their own, I don't really see the need for a Territory - how is it different from a map?

"If I do not disregard it then I must consider it on equal grounds with all "accounts" of creation and concede the utter impossibility of making a decision."

"stupid postmodernists" would suggest a separate solution. Namely - the bible presents an account of creation which is "true" w/r/t certain cultural contexts.

Now, all "truth" in this sense is "equivalent" in that it is merely statements within a cultural or philosophical context. However, this is not the standard by which you, I, or anyone (since we are all necessarily IN a cultural/philosophical context) judge truth.

So you are free to say "I disregard the bible as an accurate account of creation because I belong to a cultural context in which it is incoherent, but I accept that it presents 'truth' in various contexts in which it (or its interpretation) does not contain inconsistencies."

See, the issue is that "truth" to you can never be "truth" to me. You can merely send signals. Like your blog post, for instance. Since we probably largely share contexts you have high probability of transmitting truth. Good job! Of course, your usual mode of communication won't work to convince people with different standards.

Now it comes down to whether you want to call your "truth" the REAL Truth. You can do it if you want. It might even make you feel better. Just know that everyone else (even people who disagree with you) is doing it too.

Oh well, another bit of nothing sent into the void.

If two people were sufficiently motivated, they'd rapidly agree on what exactly "REAL Truth" is.

Consider the telescope. Why did people trust telescopes? Probably because they learned to first trust spy glasses. It was pretty easy to trust that in fact there really was a group of brigands riding across that field towards us ...

Regarding reductionism and quarks--
Recently physicists have become more interested in 'complexity'.
From Physics World survey Dec. 1999-

"Reductionism has failed in a grandiose manner," Itamar Procaccia
Giorgio Margaritondo, (the challenge for physics is) "... to develop a general theory of complex systems, in particular of living systems, without relying on the 'reductionist' approach, which is based on the illusion that complex systems can be explained based on an understanding of their more elementary components."

I mention this because sometimes people think that the reductionist appproach is argued on philosophic grounds  only.

Eliezer: no comment on my point that 'single-levelness' is an attribute of your model of reality rather than of reality itself? And that saying "reality is single-level" is therefore misleading.

Indeed, what would it mean for reality to be multi-leveled? (This would address tcpkac's comment too.)

PK:  I think the person's question around experience and description might have been asking about reductionism vs. holism.

"there is no spoon" is only true iff there is no spoon.

Reality is just quarks, the "spoon" is only a useful heuristic I have in my head to model a particular configuration of quarks... ie, the "spoon" is only in the model in my head... therefore there is a "spoon", but no spoon.

...and yet, the quarks that I point at,when I say "spoon" definitely exist.

I really hope the straw-postmodernists don't show up in the eventual book digested from the sequences.

I don't know if you can distinguish straw-postmodernists from postmodernists. I certainly can't, and I know several postmodernists. Mechanism or Art, really...

/me adds to personal homework list: something on uses for postmodernism. The uses I'm thinking of are for cultural interaction with other humans. Prerequisites: nailing it down to the degree I would if I'd actually studied it closely rather than picking it up as I went along. Useful: non-stupid academic postmodernists I know. ETA: whenever.

Highly thought provoking post. Thanks a lot as always EY. Here's what I got provoked.
"There are socks on my feet." means "a bunch of fundamental quanta arranged sock-wise surround the two groups of fundamental quanta arranged foot-wise, that causally interacts via a bunch of quanta arranged nerve-wise, with the bunch of quanta arranged brain-wise with average spatial center x y z." where (x,y,z) is the average center coordinate of my brain. "All snow is white." means "If you arrange a group of fundamental quanta snow-wise, then that group must also be arranged white wise." "Shoes are not fundamental." means "One fundamental quanta cannot be arranged shoe-wise." "Electrons are fundamental." means "You can arrange one fundamental quanta electron wise."  And probably most importantly, "Shoes don't exist." means "there is no group of fundamental quanta in the universe that is arranged shoe-wise." So, clearly, "Shoes are not fundamental" does not imply "Shoes don't exist." I get the feeling that if more ant-reductionists didn't think that they could substitute "non-existent", for "non-fundamental" much of the uncomfort they experience with the reductionist thesis would go away. 

The problem I come to is figuring out how it is that we tell the difference between quanta arranged x wise, and quanta not arranged x wise. I also presume that for at least some categories, such as hand, a given group of quanta are not simply arranged hand wise or not hand wise, some sets of quanta are arranged more hand wise than others. 

Thing space might help determine the actual categories of the empirical world, but I'm not sure it can help us with understanding how neural networks sort particulars. At best it can help us with how they would if they were the best scientists they could be. But if you show that there is some way to tell given a group of quanta that is arranged categorical-neural-network-wise hooked up to quanta arranged sensing apparatus wise, and given another unspecified group of quanta within the range of the sensing apparatus, to what degree that unspecified group triggers the neural network, all in terms of the relative properties of the fundamental quanta involved, you provide a proof of existence for an algorithm that sorts all quanta groups into any neurally definable category.  

This lets us make some sort of super empirical syllogism:

(1):If a quanta group triggers the categorical neural network A, x amount, then it also triggers the categorical neural network B, y amount.
(2):If a quanta group triggers the categorical neural network B, y amount, then it also triggers the neural category C, z amount.
(c):If a quanta group triggers the neural network A, x amount, then it triggers the neural network C, z amount.  

Where a quanta group is a complete specification of all the quanta involved and all of their relative positions over a time interval. We can say that 1 is as much as a neural category can be triggered by a quanta group, and 0 is as little as it can be triggered. So given that "if a quanta group triggers neural category A, x amount, then it also triggers neural category B, (1 - x) amount" we say that B is the compliment of A. The thing is that this theory of category only works for one agent at a time, not the entirety of a linguistic community. My categorical network for "dog" is probably very different from yours on the level of neurons, never-mind the level of fundamental quanta, but they are activated to very similar degrees by identical quanta groups. There is some objective amount of expected error in approximating the degree of activation of my "dog" category using yours, but it can't be too much since we still manage to communicate effectively about dogs. 

I'm sure I have something more to say about all this, but I have HW. Maybe I'll write a post later after I've collected my thoughts a bit more if this comment goes over well. 

Something that helps me understand reductionism is defining "hands" not as a set of quarks in some state, but as a range of possible sets of quarks in a range of possible states.
Replace quarks by whatever fundamental thing reality is made of.

Replace quarks by whatever fundamental thing reality is made of.

That's the kicker, isn't it. We'd like to be able to look at an arbitrary model of the world, and see if it has any observers in it who might experience "hands".






Zombies

Zombies! Zombies?

[image: Doviende38008649]Your "zombie", in the philosophical usage of the term, is putatively a being that is exactly like you in every respect—identical behavior, identical speech, identical brain; every atom and quark in exactly the same position, moving according to the same causal laws of motion—except that your zombie is not conscious.

It is furthermore claimed that if zombies are "possible" (a term over which battles are still being fought), then, purely from our knowledge of this "possibility", we can deduce a priori that consciousness is extra-physical, in a sense to be described below; the standard term for this position is "epiphenomenalism".

(For those unfamiliar with zombies, I emphasize that this is not a strawman.  See, for example, the SEP entry on Zombies.  The "possibility" of zombies is accepted by a substantial fraction, possibly a majority, of academic philosophers of consciousness.)

I once read somewhere, "You are not the one who speaks your thoughts—you are the one who hears your thoughts".  In Hebrew, the word for the highest soul, that which God breathed into Adam, is N'Shama—"the hearer".

If you conceive of "consciousness" as a purely passive listening, then the notion of a zombie initially seems easy to imagine.  It's someone who lacks the N'Shama, the hearer.

(Warning:  Long post ahead.  Very long 6,600-word post involving David Chalmers ahead.  This may be taken as my demonstrative counterexample to Richard Chappell's Arguing with Eliezer Part II, in which Richard accuses me of not engaging with the complex arguments of real philosophers. Edit December 2019: There now exists a shorter edited version of this post here)

When you open a refrigerator and find that the orange juice is gone, you think "Darn, I'm out of orange juice."  The sound of these words is probably represented in your auditory cortex, as though you'd heard someone else say it.  (Why do I think this?  Because native Chinese speakers can remember longer digit sequences than English-speakers.  Chinese digits are all single syllables, and so Chinese speakers can remember around ten digits, versus the famous "seven plus or minus two" for English speakers.  There appears to be a loop of repeating sounds back to yourself, a size limit on working memory in the auditory cortex, which is genuinely phoneme-based.)

Let's suppose the above is correct; as a postulate, it should certainly present no problem for advocates of zombies.  Even if humans are not like this, it seems easy enough to imagine an AI constructed this way (and imaginability is what the zombie argument is all about).  It's not only conceivable in principle, but quite possible in the next couple of decades, that surgeons will lay a network of neural taps over someone's auditory cortex and read out their internal narrative.  (Researchers have already tapped the lateral geniculate nucleus of a cat and reconstructed recognizable visual inputs.)

So your zombie, being physically identical to you down to the last atom, will open the refrigerator and form auditory cortical patterns for the phonemes "Darn, I'm out of orange juice".  On this point, epiphenomalists would willingly agree.

But, says the epiphenomenalist, in the zombie there is no one inside to hear; the inner listener is missing.  The internal narrative is spoken, but unheard.  You are not the one who speaks your thoughts, you are the one who hears them.

It seems a lot more straightforward (they would say) to make an AI that prints out some kind of internal narrative, than to show that an inner listener hears it.

The Zombie Argument is that if the Zombie World is possible—not necessarily physically possible in our universe, just "possible in theory", or "imaginable", or something along those lines—then consciousness must be extra-physical, something over and above mere atoms.  Why?  Because even if you somehow knew the positions of all the atoms in the universe, you would still have be told, as a separate and additional fact, that people were conscious—that they had inner listeners—that we were not in the Zombie World, as seems possible.

Zombie-ism is not the same as dualism.  Descartes thought there was a body-substance and a wholly different kind of mind-substance, but Descartes also thought that the mind-substance was a causally active principle, interacting with the body-substance, controlling our speech and behavior.  Subtracting out the mind-substance from the human would leave a traditional zombie, of the lurching and groaning sort.

And though the Hebrew word for the innermost soul is N'Shama, that-which-hears, I can't recall hearing a rabbi arguing for the possibility of zombies.  Most rabbis would probably be aghast at the idea that the divine part which God breathed into Adam doesn't actually do anything.

The technical term for the belief that consciousness is there, but has no effect on the physical world, is epiphenomenalism.

Though there are other elements to the zombie argument (I'll deal with them below), I think that the intuition of the passive listener is what first seduces people to zombie-ism.  In particular, it's what seduces a lay audience to zombie-ism.  The core notion is simple and easy to access:  The lights are on but no one's home.

Philosophers are appealing to the intuition of the passive listener when they say "Of course the zombie world is imaginable; you know exactly what it would be like."

One of the great battles in the Zombie Wars is over what, exactly, is meant by saying that zombies are "possible".  Early zombie-ist philosophers (the 1970s) just thought it was obvious that zombies were "possible", and didn't bother to define what sort of possibility was meant.

Because of my reading in mathematical logic, what instantly comes into my mind is logical possibility.  If you have a collection of statements like (A->B),(B->C),(C->~A) then the compound belief is logically possible if it has a model—which, in the simple case above, reduces to finding a value assignment to A, B, C that makes all of the statements (A->B),(B->C), and (C->~A) true.  In this case, A=B=C=0 works, as does A=0, B=C=1 or A=B=0, C=1.

Something will seem possible—will seem "conceptually possible" or "imaginable"—if you can consider the collection of statements without seeing a contradiction.  But it is, in general, a very hard problem to see contradictions or to find a full specific model!  If you limit yourself to simple Boolean propositions of the form ((A or B or C) and (B or ~C or D) and (D or ~A or ~C) ...), conjunctions of disjunctions of three variables, then this is a very famous problem called 3-SAT, which is one of the first problems ever to be proven NP-complete.

So just because you don't see a contradiction in the Zombie World at first glance, it doesn't mean that no contradiction is there.  It's like not seeing a contradiction in the Riemann Hypothesis at first glance.  From conceptual possibility ("I don't see a problem") to logical possibility in the full technical sense, is a very great leap.  It's easy to make it an NP-complete leap, and with first-order theories you can make it arbitrarily hard to compute even for finite questions.  And it's logical possibility of the Zombie World, not conceptual possibility, that is needed to suppose that a logically omniscient mind could know the positions of all the atoms in the universe, and yet need to be told as an additional non-entailed fact that we have inner listeners.

Just because you don't see a contradiction yet, is no guarantee that you won't see a contradiction in another 30 seconds.  "All odd numbers are prime.  Proof:  3 is prime, 5 is prime, 7 is prime..."

So let us ponder the Zombie Argument a little longer:  Can we think of a counterexample to the assertion "Consciousness has no third-party-detectable causal impact on the world"?

If you close your eyes and concentrate on your inward awareness, you will begin to form thoughts, in your internal narrative, that go along the lines of "I am aware" and "My awareness is separate from my thoughts" and "I am not the one who speaks my thoughts, but the one who hears them" and "My stream of consciousness is not my consciousness" and "It seems like there is a part of me which I can imagine being eliminated without changing my outward behavior."

You can even say these sentences out loud, as you meditate.  In principle, someone with a super-fMRI could probably read the phonemes out of your auditory cortex; but saying it out loud removes all doubt about whether you have entered the realms of testability and physical consequences.

This certainly seems like the inner listener is being caught in the act of listening by whatever part of you writes the internal narrative and flaps your tongue.

Imagine that a mysterious race of aliens visit you, and leave you a mysterious black box as a gift.  You try poking and prodding the black box, but (as far as you can tell) you never succeed in eliciting a reaction.  You can't make the black box produce gold coins or answer questions.  So you conclude that the black box is causally inactive:  "For all X, the black box doesn't do X."  The black box is an effect, but not a cause; epiphenomenal; without causal potency.  In your mind, you test this general hypothesis to see if it is true in some trial cases, and it seems to be true—"Does the black box turn lead to gold?  No.  Does the black box boil water?  No."

But you can see the black box; it absorbs light, and weighs heavy in your hand.  This, too, is part of the dance of causality.  If the black box were wholly outside the causal universe, you couldn't see it; you would have no way to know it existed; you could not say, "Thanks for the black box."  You didn't think of this counterexample, when you formulated the general rule:  "All X: Black box doesn't do X".  But it was there all along.

(Actually, the aliens left you another black box, this one purely epiphenomenal, and you haven't the slightest clue that it's there in your living room.  That was their joke.)

If you can close your eyes, and sense yourself sensing—if you can be aware of yourself being aware, and think "I am aware that I am aware"—and say out loud, "I am aware that I am aware"—then your consciousness is not without effect on your internal narrative, or your moving lips.  You can see yourself seeing, and your internal narrative reflects this, and so do your lips if you choose to say it out loud.

I have not seen the above argument written out that particular way—"the listener caught in the act of listening"—though it may well have been said before.

But it is a standard point—which zombie-ist philosophers accept!—that the Zombie World's philosophers, being atom-by-atom identical to our own philosophers, write identical papers about the philosophy of consciousness.

At this point, the Zombie World stops being an intuitive consequence of the idea of a passive listener.

Philosophers writing papers about consciousness would seem to be at least one effect of consciousness upon the world.  You can argue clever reasons why this is not so, but you have to be clever.

You would intuitively suppose that if your inward awareness went away, this would change the world, in that your internal narrative would no longer say things like "There is a mysterious listener within me," because the mysterious listener would be gone.  It is usually right after you focus your awareness on your awareness, that your internal narrative says "I am aware of my awareness", which suggests that if the first event never happened again, neither would the second.  You can argue clever reasons why this is not so, but you have to be clever.

You can form a propositional belief that "Consciousness is without effect", and not see any contradiction at first, if you don't realize that talking about consciousness is an effect of being conscious.  But once you see the connection from the general rule that consciousness has no effect, to the specific implication that consciousness has no effect on how philosophers write papers about consciousness, zombie-ism stops being intuitive and starts requiring you to postulate strange things.

One strange thing you might postulate is that there's a Zombie Master, a god within the Zombie World who surreptitiously takes control of zombie philosophers and makes them talk and write about consciousness.

A Zombie Master doesn't seem impossible.  Human beings often don't sound all that coherent when talking about consciousness.  It might not be that hard to fake their discourse, to the standards of, say, a human amateur talking in a bar.  Maybe you could take, as a corpus, one thousand human amateurs trying to discuss consciousness; feed them into a non-conscious but sophisticated AI, better than today's models but not self-modifying; and get back discourse about "consciousness" that sounded as sensible as most humans, which is to say, not very.

But this speech about "consciousness" would not be spontaneous.  It would not be produced within the AI.  It would be a recorded imitation of someone else talking.  That is just a holodeck, with a central AI writing the speech of the non-player characters.  This is not what the Zombie World is about.

By supposition, the Zombie World is atom-by-atom identical to our own, except that the inhabitants lack consciousness.  Furthermore, the atoms in the Zombie World move under the same laws of physics as in our own world.  If there are "bridging laws" that govern which configurations of atoms evoke consciousness, those bridging laws are absent.  But, by hypothesis, the difference is not experimentally detectable.  When it comes to saying whether a quark zigs or zags or exerts a force on nearby quarks—anything experimentally measurable—the same physical laws govern.

The Zombie World has no room for a Zombie Master, because a Zombie Master has to control the zombie's lips, and that control is, in principle, experimentally detectable.  The Zombie Master moves lips, therefore it has observable consequences.  There would be a point where an electron zags, instead of zigging, because the Zombie Master says so.  (Unless the Zombie Master is actually in the world, as a pattern of quarks—but then the Zombie World is not atom-by-atom identical to our own, unless you think this world also contains a Zombie Master.)

When a philosopher in our world types, "I think the Zombie World is possible", his fingers strike keys in sequence:  Z-O-M-B-I-E.  There is a chain of causality that can be traced back from these keystrokes: muscles contracting, nerves firing, commands sent down through the spinal cord, from the motor cortex—and then into less understood areas of the brain, where the philosopher's internal narrative first began talking about "consciousness".

And the philosopher's zombie twin strikes the same keys, for the same reason, causally speaking.  There is no cause within the chain of explanation for why the philosopher writes the way he does, which is not also present in the zombie twin.  The zombie twin also has an internal narrative about "consciousness", that a super-fMRI could read out of the auditory cortex.  And whatever other thoughts, or other causes of any kind, led to that internal narrative, they are exactly the same in our own universe and in the Zombie World.

So you can't say that the philosopher is writing about consciousness because of consciousness, while the zombie twin is writing about consciousness because of a Zombie Master or AI chatbot.  When you trace back the chain of causality behind the keyboard, to the internal narrative echoed in the auditory cortex, to the cause of the narrative, you must find the same physical explanation in our world as in the zombie world.

As the most formidable advocate of zombie-ism, David Chalmers, writes:

Think of my zombie twin in the universe next door. He talks about conscious experience all the time—in fact, he seems obsessed by it. He spends ridiculous amounts of time hunched over a computer, writing chapter after chapter on the mysteries of consciousness. He often comments on the pleasure he gets from certain sensory qualia, professing a particular love for deep greens and purples. He frequently gets into arguments with zombie materialists, arguing that their position cannot do justice to the realities of conscious experience.

And yet he has no conscious experience at all! In his universe, the materialists are right and he is wrong. Most of his claims about conscious experience are utterly false. But there is certainly a physical or functional explanation of why he makes the claims he makes. After all, his universe is fully law-governed, and no events therein are miraculous, so there must be some explanation of his claims.

...Any explanation of my twin’s behavior will equally count as an explanation of my behavior, as the processes inside his body are precisely mirrored by those inside mine. The explanation of his claims obviously does not depend on the existence of consciousness, as there is no consciousness in his world. It follows that the explanation of my claims is also independent of the existence of consciousness.

Chalmers is not arguing against zombies; those are his actual beliefs!

This paradoxical situation is at once delightful and disturbing.  It is not obviously fatal to the nonreductive position, but it is at least something that we need to come to grips
with...

I would seriously nominate this as the largest bullet ever bitten in the history of time.  And that is a backhanded compliment to David Chalmers:  A lesser mortal would simply fail to see the implications, or refuse to face them, or rationalize a reason it wasn't so.

Why would anyone bite a bullet that large?  Why would anyone postulate unconscious zombies who write papers about consciousness for exactly the same reason that our own genuinely conscious philosophers do?

Not because of the first intuition I wrote about, the intuition of the passive listener.  That intuition may say that zombies can drive cars or do math or even fall in love, but it doesn't say that zombies write philosophy papers about their passive listeners.

The zombie argument does not rest solely on the intuition of the passive listener.  If this was all there was to the zombie argument, it would be dead by now, I think.  The intuition that the "listener" can be eliminated without effect, would go away as soon as you realized that your internal narrative routinely seems to catch the listener in the act of listening.

No, the drive to bite this bullet comes from an entirely different intuition—the intuition that no matter how many atoms you add up, no matter how many masses and electrical charges interact with each other, they will never necessarily produce a subjective sensation of the mysterious redness of red.  It may be a fact about our physical universe (Chalmers says) that putting such-and-such atoms into such-and-such a position, evokes a sensation of redness; but if so, it is not a necessary fact, it is something to be explained above and beyond the motion of the atoms.

But if you consider the second intuition on its own, without the intuition of the passive listener, it is hard to see why it implies zombie-ism.  Maybe there's just a different kind of stuff, apart from and additional to atoms, that is not causally passive—a soul that actually does stuff, a soul that plays a real causal role in why we write about "the mysterious redness of red".  Take out the soul, and... well, assuming you just don't fall over in a coma, you certainly won't write any more papers about consciousness!

This is the position taken by Descartes and most other ancient thinkers:  The soul is of a different kind, but it interacts with the body.  Descartes's position is technically known as substance dualism—there is a thought-stuff, a mind-stuff, and it is not like atoms; but it is causally potent, interactive, and leaves a visible mark on our universe.

Zombie-ists are property dualists—they don't believe in a separate soul; they believe that matter in our universe has additional properties beyond the physical.

"Beyond the physical"?  What does that mean?  It means the extra properties are there, but they don't influence the motion of the atoms, like the properties of electrical charge or mass.  The extra properties are not experimentally detectable by third parties; you know you are conscious, from the inside of your extra properties, but no scientist can ever directly detect this from outside.

So the additional properties are there, but not causally active.  The extra properties do not move atoms around, which is why they can't be detected by third parties.

And that's why we can (allegedly) imagine a universe just like this one, with all the atoms in the same places, but the extra properties missing, so that everything goes on the same as before, but no one is conscious.

The Zombie World may not be physically possible, say the zombie-ists—because it is a fact that all the matter in our universe has the extra properties, or obeys the bridging laws that evoke consciousness—but the Zombie World is logically possible: the bridging laws could have been different.

But, once you realize that conceivability is not the same as logical possibility, and that the Zombie World isn't even all that intuitive, why say that the Zombie World is logically possible?

Why, oh why, say that the extra properties are epiphenomenal and indetectable?

We can put this dilemma very sharply:  Chalmers believes that there is something called consciousness, and this consciousness embodies the true and indescribable substance of the mysterious redness of red.  It may be a property beyond mass and charge, but it's there, and it is consciousness.  Now, having said the above, Chalmers furthermore specifies that this true stuff of consciousness is epiphenomenal, without causal potency—but why say that?

Why say that you could subtract this true stuff of consciousness, and leave all the atoms in the same place doing the same things?  If that's true, we need some separate physical explanation for why Chalmers talks about "the mysterious redness of red".  That is, there exists both a mysterious redness of red, which is extra-physical, and an entirely separate reason, within physics, why Chalmers talks about the "mysterious redness of red".

Chalmers does confess that these two things seem like they ought to be related, but really, why do you need both?  Why not just pick one or the other?

Once you've postulated that there is a mysterious redness of red, why not just say that it interacts with your internal narrative and makes you talk about the "mysterious redness of red"?

Isn't Descartes taking the simpler approach, here?  The strictly simpler approach?

Why postulate an extramaterial soul, and then postulate that the soul has no effect on the physical world, and then postulate a mysterious unknown material process that causes your internal narrative to talk about conscious experience?

Why not postulate the true stuff of consciousness which no amount of mere mechanical atoms can add up to, and then, having gone that far already, let this true stuff of consciousness have causal effects like making philosophers talk about consciousness?

I am not endorsing Descartes's view.  But at least I can understand where Descartes is coming from.  Consciousness seems mysterious, so you postulate a mysterious stuff of consciousness.  Fine.

But now the zombie-ists postulate that this mysterious stuff doesn't do anything, so you need a whole new explanation for why you say you're conscious.

That isn't vitalism.  That's something so bizarre that vitalists would spit out their coffee.  "When fires burn, they release phlogiston.  But phlogiston doesn't have any experimentally detectable impact on our universe, so you'll have to go looking for a separate explanation of why a fire can melt snow."  What?

Are property dualists under the impression that if they postulate a new active force, something that has a causal impact on observables, they will be sticking their necks out too far?

Me, I'd say that if you postulate a mysterious, separate, additional, inherently mental property of consciousness, above and beyond positions and velocities, then, at that point, you have already stuck your neck out as far as it can go.  To postulate this stuff of consciousness, and then further postulate that it doesn't do anything—for the love of cute kittens, why?

There isn't even an obvious career motive.  "Hi, I'm a philosopher of consciousness.  My subject matter is the most important thing in the universe and I should get lots of funding?  Well, it's nice of you to say so, but actually the phenomenon I study doesn't do anything whatsoever."  (Argument from career impact is not valid, but I say it to leave a line of retreat.)

Chalmers critiques substance dualism on the grounds that it's hard to see what new theory of physics, what new substance that interacts with matter, could possibly explain consciousness.  But property dualism has exactly the same problem.  No matter what kind of dual property you talk about, how exactly does it explain consciousness?

When Chalmers postulated an extra property that is consciousness, he took that leap across the unexplainable.  How does it help his theory to further specify that this extra property has no effect?  Why not just let it be causal?

If I were going to be unkind, this would be the time to drag in the dragon—to mention Carl Sagan's parable of the dragon in the garage.  "I have a dragon in my garage."  Great!  I want to see it, let's go!  "You can't see it—it's an invisible dragon."  Oh, I'd like to hear it then.  "Sorry, it's an inaudible dragon."  I'd like to measure its carbon dioxide output.  "It doesn't breathe."  I'll toss a bag of flour into the air, to outline its form.  "The dragon is permeable to flour."

One motive for trying to make your theory unfalsifiable, is that deep down you fear to put it to the test.  Sir Roger Penrose (physicist) and Stuart Hameroff (neurologist) are substance dualists; they think that there is something mysterious going on in quantum, that Everett is wrong and that the "collapse of the wave-function" is physically real, and that this is where consciousness lives and how it exerts causal effect upon your lips when you say aloud "I think therefore I am."  Believing this, they predicted that neurons would protect themselves from decoherence long enough to maintain macroscopic quantum states.

This is in the process of being tested, and so far, prospects are not looking good for Penrose—

—but Penrose's basic conduct is scientifically respectable.  Not Bayesian, maybe, but still fundamentally healthy.  He came up with a wacky hypothesis.  He said how to test it.  He went out and tried to actually test it.

As I once said to Stuart Hameroff, "I think the hypothesis you're testing is completely hopeless, and your experiments should definitely be funded.  Even if you don't find exactly what you're looking for, you're looking in a place where no one else is looking, and you might find something interesting."

So a nasty dismissal of epiphenomenalism would be that zombie-ists are afraid to say the consciousness-stuff can have effects, because then scientists could go looking for the extra properties, and fail to find them.

I don't think this is actually true of Chalmers, though.  If Chalmers lacked self-honesty, he could make things a lot easier on himself.

(But just in case Chalmers is reading this and does have falsification-fear, I'll point out that if epiphenomenalism is false, then there is some other explanation for that-which-we-call consciousness, and it will eventually be found, leaving Chalmers's theory in ruins; so if Chalmers cares about his place in history, he has no motive to endorse epiphenomenalism unless he really thinks it's true.)

Chalmers is one of the most frustrating philosophers I know.  Sometimes I wonder if he's pulling an "Atheism Conquered".  Chalmers does this really sharp analysis... and then turns left at the last minute.  He lays out everything that's wrong with the Zombie World scenario, and then, having reduced the whole argument to smithereens, calmly accepts it.

Chalmers does the same thing when he lays out, in calm detail, the problem with saying that our own beliefs in consciousness are justified, when our zombie twins say exactly the same thing for exactly the same reasons and are wrong.

On Chalmers's theory, Chalmers saying that he believes in consciousness cannot be causally justified; the belief is not caused by the fact itself.  In the absence of consciousness, Chalmers would write the same papers for the same reasons.

On epiphenomenalism, Chalmers saying that he believes in consciousness cannot be justified as the product of a process that systematically outputs true beliefs, because the zombie twin writes the same papers using the same systematic process and is wrong.

Chalmers admits this.  Chalmers, in fact, explains the argument in great detail in his book.  Okay, so Chalmers has solidly proven that he is not justified in believing in epiphenomenal consciousness, right?  No.  Chalmers writes:

Conscious experience lies at the center of our epistemic universe; we have access to it directly.  This raises the question: what is it that justifies our beliefs about our experiences, if it is not a causal link to those experiences, and if it is not the mechanisms by which the beliefs are formed?  I think the answer to this is clear: it is having the experiences that justifies the beliefs. For example, the very fact that I have a red experience now provides justification for my belief that I am having a red experience...

Because my zombie twin lacks experiences, he is in a very different epistemic situation from me, and his judgments lack the corresponding justification.  It may be tempting to object that if my belief lies in the physical realm, its justification must lie in the physical realm; but this is a non sequitur. From the fact that there is no justification in the physical realm, one might conclude that the physical portion of me (my brain, say) is not justified in its belief. But the question is whether I am justified in the belief, not whether my brain is justified in the belief, and if property dualism is correct than there is more to me than my brain.

So—if I've got this thesis right—there's a core you, above and beyond your brain, that believes it is not a zombie, and directly experiences not being a zombie; and so its beliefs are justified.

But Chalmers just wrote all that stuff down, in his very physical book, and so did the zombie-Chalmers.

The zombie Chalmers can't have written the book because of the zombie's core self above the brain; there must be some entirely different reason, within the laws of physics.

It follows that even if there is a part of Chalmers hidden away that is conscious and believes in consciousness, directly and without mediation, there is also a separable subspace of Chalmers—a causally closed cognitive subsystem that acts entirely within physics—and this "outer self" is what speaks Chalmers's internal narrative, and writes papers on consciousness.

I do not see any way to evade the charge that, on Chalmers's own theory, this separable outer Chalmers is deranged.  This is the part of Chalmers that is the same in this world, or the Zombie World; and in either world it writes philosophy papers on consciousness for no valid reason.  Chalmers's philosophy papers are not output by that inner core of awareness and belief-in-awareness, they are output by the mere physics of the internal narrative that makes Chalmers's fingers strike the keys of his computer.

And yet this deranged outer Chalmers is writing philosophy papers that just happen to be perfectly right, by a separate and additional miracle.  Not a logically necessary miracle (then the Zombie World would not be logically possible).  A physically contingent miracle, that happens to be true in what we think is our universe, even though science can never distinguish our universe from the Zombie World.

Or at least, that would seem to be the implication of what the self-confessedly deranged outer Chalmers is telling us.

I think I speak for all reductionists when I say Huh? 

That's not epicycles.  That's, "Planetary motions follow these epicycles—but epicycles don't actually do anything—there's something else that makes the planets move the same way the epicycles say they should, which I haven't been able to explain—and by the way, I would say this even if there weren't any epicycles."

I have a nonstandard perspective on philosophy because I look at everything with an eye to designing an AI; specifically, a self-improving Artificial General Intelligence with stable motivational structure.

When I think about designing an AI, I ponder principles like probability theory, the Bayesian notion of evidence as differential diagnostic, and above all, reflective coherence.  Any self-modifying AI that starts out in a reflectively inconsistent state won't stay that way for long.

If a self-modifying AI looks at a part of itself that concludes "B" on condition A—a part of itself that writes "B" to memory whenever condition A is true—and the AI inspects this part, determines how it (causally) operates in the context of the larger universe, and the AI decides that this part systematically tends to write false data to memory, then the AI has found what appears to be a bug, and the AI will self-modify not to write "B" to the belief pool under condition A.

Any epistemological theory that disregards reflective coherence is not a good theory to use in constructing self-improving AI.  This is a knockdown argument from my perspective, considering what I intend to actually use philosophy for.  So I have to invent a reflectively coherent theory anyway.  And when I do, by golly, reflective coherence turns out to make intuitive sense.

So that's the unusual way in which I tend to think about these things.  And now I look back at Chalmers:

The causally closed "outer Chalmers" (that is not influenced in any way by the "inner Chalmers" that has separate additional awareness and beliefs) must be carrying out some systematically unreliable, unwarranted operation which in some unexplained fashion causes the internal narrative to produce beliefs about an "inner Chalmers" that are correct for no logical reason in what happens to be our universe.

But there's no possible warrant for the outer Chalmers or any reflectively coherent self-inspecting AI to believe in this mysterious correctness.  A good AI design should, I think, look like a reflectively coherent intelligence embodied in a causal system, with a testable theory of how that selfsame causal system produces systematically accurate beliefs on the way to achieving its goals.

So the AI will scan Chalmers and see a closed causal cognitive system producing an internal narrative that is uttering nonsense.  Nonsense that seems to have a high impact on what Chalmers thinks should be considered a morally valuable person.

This is not a necessary problem for Friendly AI theorists.  It is only a problem if you happen to be an epiphenomenalist.  If you believe either the reductionists (consciousness happens within the atoms) or the substance dualists (consciousness is causally potent immaterial stuff), people talking about consciousness are talking about something real, and a reflectively consistent Bayesian AI can see this by tracing back the chain of causality for what makes people say "consciousness".

According to Chalmers, the causally closed cognitive system of Chalmers's internal narrative is (mysteriously) malfunctioning in a way that, not by necessity, but just in our universe, miraculously happens to be correct.  Furthermore, the internal narrative asserts "the internal narrative is mysteriously malfunctioning, but miraculously happens to be correctly echoing the justified thoughts of the epiphenomenal inner core", and again, in our universe, miraculously happens to be correct.

Shouldn't there come a point where you just give up on an idea?  Where, on some raw intuitive level, you just go:  What on Earth was I thinking?

Humanity has accumulated some broad experience with what correct theories of the world look like.  This is not what a correct theory looks like.

"Argument from incredulity," you say.  Fine, you want it spelled out?  The said Chalmersian theory postulates multiple unexplained complex miracles.  This drives down its prior probability, by the conjunction rule of probability and Occam's Razor.  It is therefore dominated by at least two theories which postulate fewer miracles, namely:

I know I'm speaking from limited experience, here.  But based on my limited experience, the Zombie Argument may be a candidate for the most deranged idea in all of philosophy.

There are times when, as a rationalist, you have to believe things that seem weird to you.  Relativity seems weird, quantum mechanics seems weird, natural selection seems weird.

But these weirdnesses are pinned down by massive evidence.  There's a difference between believing something weird because science has confirmed it overwhelmingly—

—versus believing a proposition that seems downright deranged, because of a great big complicated philosophical argument centered around unspecified miracles and giant blank spots not even claimed to be understood—

—in a case where even if you accept everything that has been told to you so far, afterward the phenomenon will still seem like a mystery and still have the same quality of wondrous impenetrability that it had at the start.

The correct thing for a rationalist to say at this point, if all of David Chalmers's arguments seem individually plausible—which they don't seem to me—is:

"Okay... I don't know how consciousness works... I admit that... and maybe I'm approaching the whole problem wrong, or asking the wrong questions... but this zombie business can't possibly be right.  The arguments aren't nailed down enough to make me believe this—especially when accepting it won't make me feel any less confused.  On a core gut level, this just doesn't look like the way reality could really really work."

Mind you, I am not saying this is a substitute for careful analytic refutation of Chalmers's thesis.  System 1 is not a substitute for System 2, though it can help point the way.  You still have to track down where the problems are specifically.

Chalmers wrote a big book, not all of which is available through free Google preview.  I haven't duplicated the long chains of argument where Chalmers lays out the arguments against himself in calm detail.  I've just tried to tack on a final refutation of Chalmers's last presented defense, which Chalmers has not yet countered to my knowledge.  Hit the ball back into his court, as it were.

But, yes, on a core level, the sane thing to do when you see the conclusion of the zombie argument, is to say "That can't possibly be right" and start looking for a flaw.

Re: I think the hypothesis you're testing is completely hopeless, and your experiments should definitely be funded.

How hopeless does a hypothesis have to be before the funding gets cut? ;-)

Re: Richard Chappell, David Chalmers, and the foes of reductionism.

Is this really your battle? It reminds me of Richard Dawkins getting sucked into debating with creationists. I can't help thinking that Richard is getting distracted from real science by the opinions of the masses - and that, preventing scientists from doing sensible work and advancing scientific materialism is actually one of the things on his opponents' agenda.

All pretty much in prior agreement here (though no, I haven't stated "the listener caught in the act of listening" quite so eloquently either).

Personally I just go by the priori that zombies are simply not logically possible. Postulating that they are "seems" to lead to quite contrived and/or internally inconsistent scenarios, as you lay out.

Consciousness might be one of those things that will never be solved (yes, I know that a statement like this is dangerous, but this time there are real reasons to believe this).
What real reasons? I don't see any. I don't consider "because it seems really mysterious" a real reason; most of the things that seemed really mysterious to some people at some point in history have turned out to be quite solvable.

But that's precisely what he's done, not with the implications, but the implications of the implications.  He's simply denied them.

No, what we say is "That argument is wrong".  We've already found the flaw.  Our emotional response is irrelevant - ... (read more)

When we find a logical contradiction in an argument, we first check to make sure that we haven't made any errors in derivation.  If not, then we conclude that there is a problem with the assumptions we started the argument with, and begin trying to generate ways to test those assumptions.

People like Chalmers are psychologically incapable of rejecting the idea that there is something 'special' amount minds.  They cannot doubt that assumption!  And so they do not look for ways to test it, because bringing an assertion into question... (read more)

What exactly is the logical flaw you've found? The zombie argument tells among other things that there can be no test that will tell if a person is really conscious or just a zombie. You might "know" that you're conscious yourself, but there can be no rational argument that proves this.

"What real reasons? I don't see any."
If Zombie Worlds are possible, we might be living in it and therefore there can be no argument that proves otherwise. Your brain assumes that you have qualia, but I make no such assumption.

Your brain assumes that you have qualia
Actually, currently my brain isn't particularly interested in the concepts some people call "qualia"; it certainly doesn't assume it has them. If you got the idea that it did because of discussions it participated in in the past, please update your cache: This doesn't hold for my present-brain.

If qualia-concepts are shown in some point in the future to be useful in understanding the real world, i.e. specify a compact border around a high-density region of thingspace, my brain will likely become interested i... (read more)

Whenever I come across this subject, I tend to leave it with a feeling of, "not enough information". It is a good thing AI designers only need to worry about creating physical properties.

Hmm. So, on the Chalmers view, when the AI concludes that it has no way of knowing whether it is epiphenomenally conscious and abandons the belief that it is mysteriously so, would the consciousness 'evaporate,' or are there qualia of not being aware of any qualia? It seems that Chalmers might say that in non-zombie worlds the epiphenomenal-AI would still be conscious of various things (like the 'redness' of red) but just not conscious of its consciousness. [Given our 'bridging laws' the epiphenomenal self can only think "cogito ergo sum" when the physical self does.]

Eliezer - thanks for this post, it's certainly an improvement on some of the previous ones. A quick bibliographical note: Chalmers' website offers his latest papers, and so is a much better source than google books. A terminological note (to avoid unnecessary confusion): what you call 'conceivable', others of us would merely call "apparently conceivable". That is, you view would be characterized as a form of Type-A materialism, the view that zombies are not even (genuinely) conceivable, let alone metaphysically possible. On to the substantive points:

(1) You haven't, so far as I can tell, identified any logical contradiction in the description of the zombie world. You've just pointed out that it's kind of strange. But there are many bizarre possible worlds out there. That's no reason to posit an implicit contradiction. So it's still completely mysterious to me what this alleged contradiction is supposed to be.

(2) It's misleading to say it's "miraculous" (on the property dualist view) that our qualia line up so neatly with the physical world. There's a natural law which guarantees this, after all. So it's no more miraculous than any other logically contingent nomi... (read more)

A sidepoint, this, but I believe your etymology for "n'shama" is wrong. It is related to the word for "breath", not "hear". The root for "hear" contains an ayin, which n'shama does not.

So what, in our world, would be the subjective experience of the AI in Eliezer's example when it corrects its internal make-up such that it no longer performs computations and makes utterances as though it was aware of qualia?

You have a curious definition of "conclude" and "meaningless"... or possibly "actually conclude" and "actually meaningless". If Outer/Zombie Chalmers convinces me, Conscious Cyan (haha), that property dualism is correct (something no chirping bird could manage), whence came the meaning?

"However, this will necessarily mean that they're shown to refer to things that are actually measurable."

Things that cannot be measured can still be very important, especially in regard to ethics. One may claim for example that it is ok to torture philosophical zombies, since after all they aren't "really" experiencing any pain. If it could be shown that I'm the only conscious person in this world and everybody else are p-zombies, then I could morally kill and torture people for my own pleasure.

"Actually, currently my brain isn't p... (read more)

Have to agree about Chalmer's ideas about zombies being the most deranged around, and I guess that is a polite way of putting it.  They make no sense whatsoever.  However, his view is not the only alternative to reductionism, and you would do yourself and your project a favor if you engaged with some of the more plausible forms, such as emergentism.

Consider "squareness".  It is a property of many physical objects or systems, but it doesn't depend on what those objects are made of.  It relies on the physical configuration of the object's component... (read more)

mtraven, I don't think that really counts as an alternative to reductionism. We just say "Squareness is in the map, not the ..." &c.

I think that Leibnitz's monadology holds that this world actually contains a zombie master, which we call god, who does his manipulation through careful set-up of the initial conditions.  This view doesn't seem to be very compelling to most contemporary philosophers.  I'm also of the impression that it wasn't considered plausible in his time and that many people doubt that he really believed it.

With respect to "argument from career impact", it seems highly plausible to me that within many academic circles one best advances a career precisely by making outlandish claims, the more outlandish the better, and then by defending them as well as one can.

It seems to me that Chalmers does not just believe in epiphenomenal consciousness. Chalmers posits a non-physical concept of "direct access" and a non-physical notion of "having an experience." I can't see how one can give an account of "direct access" and "having an experience" as dual properties. But if "direct access" and "having an experience" are given physical accounts then the whole argument for epiphenomenalism falls apart; a physical system cannot gain "direct access" because ph... (read more)

Cyan - think of the million monkeys at typewriters eventually outputting a replica of Chalmers' book. The monkeys obviously haven't given an argument. There's just an item there that you are capable of projecting a meaningful interpretation onto. But the meaning obviously comes from you, not the monkeys.

Credulous - I'm not entirely sure what you're asking. I think an agent could still have qualia without believing that this is so on a theoretical level. (Dennett springs to mind!) But I guess if you tinkered with the internal computational processes enough,... (read more)

I'm astounded. A decent philosophical view that many top philosophers agree with is once again getting equated with creationism? I mean, seriously. I would laugh if it weren't so serious and depressing.

Richard - Question: If consciousness is necessary for meaning, and I am a zombie, can I finally be free of asserting philosophical statements when I don't intend to? Can a zombie be a non-self-defeating scientismist?

Things that cannot be measured can still be very important, especially in regard to ethics. One may claim for example that it is ok to torture philosophical zombies, since after all they aren't "really" experiencing any pain. If it could be shown that I'm the only conscious person in this world and everybody else are p-zombies, then I could morally kill and torture people for my own pleasure.
For there to be a possibility that this "could be shown", even in principle, there would have to be some kind of measurable difference between a p... (read more)

Richard, I'm a little confused by your use of "natural law". Natural laws as I know them have, you know, consequences.

Eliezer's argument could have been made in a much simpler way; there is no difference between pointing to a human being and a zombie each saying, "I am conscious," and pointing to a human being and a zombie each saying, "I see the color red," or "I plan to post this comment on the blog to see how people respond."

In other words, the causally closed process that results in the words "I see the color red," is not based in any way on the color red, just as it is not based on consciousness. And the causally closed process... (read more)

Sebastian, I'll try. Is there some property E such that:
(1) an entity without E can have identical outward behavior to an entity with E (but possibly different physical structure); and
(2) you assign intrinsic value to at least some entities with E, but none without it?
If so, do you have property E?

Also, one other thing: if the possibility of zombies is accepted by a majority, or even a substantial minority, of philosophers who study consciousness, it seems highly unlikely that this position is so insane as Eliezer suggests. So on a core level, the sane thing to do when you see the conclusion of the Eliezer's argument, is to say "That can't possibly be right" and start looking for a flaw.

Sebastian Hagen:  You don't need a measurable difference between a p-zombie and a "conscious" entity.  At least in principle you can also start from priors, not update except regarding your own consciousness, and estimate the probabilities, given that you are conscious, that you inhabit a world where a given entity is a zombie.  In Chalmers' framework you ask "given that there exist bridging laws between this experience here now and this configuration of atoms, what is the probability that there are more general bridging law... (read more)

"For there to be a possibility that this "could be shown", even in principle, there would have to be some kind of measurable difference between a p-zombie and a "conscious" entity.
In worlds where it is impossible to measure a difference in principle, it shouldn't have any impact on what's the correct action to take, for any sane utility function."

Thank you. It doesn't seem to me that zombies are impossible. But I'm rather confused as to why anyone should care at a practical level, even if whatever "consciousness" is supposed to mean in this discussion is supposed to be morally salient.

If the above comment doesn't clarify it, I think that our basic problem here is still that we don't know how to properly use Aumann Agreement without falling into Majoritarianism.  No-one would, after thinking through the arguments, take seriously zombies, or it seems to me most recent claims of eminent philosophers, without an argument from authority behind them, but given the argument from authority its natural to try to strengthen the argument with "he could have meant" claims or simply accept it as "profound".  Because some people w... (read more)

"In worlds where it is impossible to measure a difference in principle, it shouldn't have any impact on what's the correct action to take, for any sane utility function."

Wrong, since it may be possible to estimate the probability of being in a p-zombie world, or more generally the probability that such a difference exists.

We have that "special" feeling: we are distinct beings from all the others, including zombie twins. I think we tend to use only one word for two different concepts, which causes a lot of confusion... Namely:
1) the ability of intelligent physical systems to reflect on themselves, imagine what we think or whatever makes us think that whichever we are talking to is "conscious"
2) that special feeling that somebody is listening in there. AGI research tries to solve the first problem, Chalmers the second one.

This whole argument will dissolve into air once the brain is really understood. It's like the phlogiston issue and all the other weird stuff readers of this site know about.

Z M Davis - my point is that there are versions of non-reductionism or weak reductionism that do not depend on or imply supernatural forces.  That's the sort I'm interested in, anyway.  The zombie argument is a paradigm of how not to explore the conceptual space between strict reductionism and outright religious dualism.

I'll say again that the zombie argument is inane...and the fact that people who expound it have fame and tenure indicates that the quarks are cruel, arbitrary, and capricious.

While I read the SEP article and Eliezer's discussion, I don't understand much more than the  basics of the theory. My biggest question is why Occam's razor cannot be used to eliminate the zombie theory?

The core of the zombie argument states that it can never be proved, even with perfect information. This is a perfect, stereotypical, textbook, etc. example of  what Occam's razor is used against. From Wikipedia: "...eliminating those that make no difference in the observable predictions of the explanatory hypothesis or theory."

I'd come at it from a different direction. Reality is defined by interaction. A real something that doesn't interact at all, ever, is a straightforward contradiction in terms.

From reading your article, it seems that the flaw of epiphenomenalism goes beyond what you have stated, Eliezer. The epiphenomenalist position is that, say, a zombie sensation ZS can cause a zombie belief, ZB, while ZS causes MS, the mental sensation, and ZB causes MB, the mental belief. There is supposed to be no relation between MS and MB. Surely then, this means that all beliefs, language and logic in the mental universe, or whatever it is, are both unjustified and unjustifiable. The connection normally assumed in justifying things is necessarily absent... (read more)

While I don't necessarily endorse epiphenomenalism, I think there may exist an argument in favor of it that has not yet been discussed in this thread. Namely, if we don't understand consciousness and consciousness affects behavior then we should not be able to predict behavior. So it seems like we're forced to choose between:

a) consciousness has no effect on behavior (epiphenomenalism)

b) a completely detailed simulation of a person based on currently known physics would fail to behave the same as the actual person

Both seem at least somewhat surprising. (... (read more)

I haven't read Chalmers book, so I am just going by what I read here, but at the beginning of the post you promise to show the zombie world as logically impossible, but never deliver; you show that it is improbable enough to be perhaps be considered practically impossible, but since we are just dealing with a "thought experiment," that is irrelevant. For example, I do not think that everyone around me is a zombie. In fact, I'd bet all the money I have that they aren't. But I still don't KNOW they aren't, the way I KNOW that I am not.

You seem to be missing the point, Richard.  Eliezer isn't concerned with the "zombie world" so much as the very idea of "consciousness" that the zombie thought experiment presupposes.

Various entities have asserted the existence of a phenomenon that cannot be examined by any physical test and that has no effect on any physical process; they claim to have direct experience of this pheno... (read more)

Imagine a minimally complete physical duplicate of our cosmos. (So, e.g., the earth travels round the sun consistent with Keplar's laws, etc.) But: There's no gravity.

    * That-which-we-name "consciousness" happens within physics, in a way not yet understood, just like what happened the last three thousand times humanity ran into something mysterious.

not yet understood? Is your position that there's a mathematical or physical discovery waiting out there, that will cause you, me, Chalmers, and everyone else to slap our heads and say, "of course, that's what the answer is! We should have realized it all along!"

Question for all: How do you apply Occam's Razor to cases where there are two competing hypo... (read more)

If the law has no material consequences, it doesn't matter whether we assert it to be true or false.  The two states are identical in every way.  Asserting that the law is true, or false, is therefore incorrect.  It is neither; it is incoherent and thus can not be true or false.

"not yet understood? Is your position that there's a mathematical or physical discovery waiting out there, that will cause you, me, Chalmers, and everyone else to slap our heads and say, 'of course, that's what the answer is! We should have realized it all along!'"

I would actually suppose something like this. I found this post to be a compelling knockdown of property dualism, and substance dualism is untenable until we (say) observe the pineal gland disobeying the laws of physics because it's being pushed on by the soul. Practically the only alte... (read more)

I must say I found this rather convincing (but I might just be confirmation biased). Also, I have a question on the topic:
The zombiists assume that the universe U of existing things is split into two exclusive parts, physical things P and epiphenomenal things E.
The physical things P probably develop something like P(t+1)=f(P(t),noise), as we have defined that E does not influence P.
But what does E develop like? Is it E(t+1)=f(P(t)[,noise]), or is it E(t+1)=f(P(t),E(t)[,noise])? I have somehow always assumed the first, but I do not remember having read it spellt out so unmistakeably.

So it seems like we're forced to choose between:
a) consciousness has no effect on behavior (epiphenomenalism)
or
b) a completely detailed simulation of a person based on currently known physics would fail to behave the same as the actual person

c) a completely detailed simulation of a person would behave like the actual person, and have "consciousness", which actually refers to some complex physical property.

Suppose I expend the energy to search through the monkeys' output, discarding random strings and the large set of near-copies of Chalmers' book that degenerate into gibberish or have Shakespeare spliced into to the middle. I decide that the string that is... (read more)

Thanks for your comment. If I understand correctly, by c) you are suggesting that consciousness is something like temperature or pressure, a property of physical systems, but one which you don't need to know about if you are doing a completely detailed simulation. I was lumping this in with epiphenomenalism, since in that case, consciousness does not affect physical systems, it is a descriptor of them. However, I guess the key point is that one can subscribe to epiphenomenalism in this sense without concluding that zombies are logically possible. Beca... (read more)

Apart from Occams Razor (multiplying entities beyond necessity) and Bayesianism (arguably low prior and no observation possible), how about the identity of indiscernibles:

Anything inconsequential is indiscernible from anything that does not exist at all, therefore inconsequental equals nonexistent.

Admittedly, zombiism is not really irresistibly falsifiable... but that's only yet another reason to be sceptical about it! There are gazillions of that kind of theory floating around in the observational vacuum. You can pick any one of those, if you want to ind... (read more)

I happened to write an article about this the other day (click my name to read it), but from a different vantage point.  I am enjoying your article(still reading it!)

I agree with the spirit of what Eliezer has written here: The possibility of p-zombies would suggest epiphenomenalism. If you believe in redness, you should expect it to be causally efficacious. 

However, subjective redness manifestly exists; subjective redness manifestly does not exist in any physics known to us; yet the physics we have already have appears to be fantastically predictive in detail, and quite capable of producing intelligent behavior in principle. 

The usual way out of this is to deny my second proposition, and say that redness is a type of ... (read more)

Mitchell: Very interesting. But, in what sense is the brain not already a distributed simulation?

Nick, that final step leads to a quantum-mind theory in which the Cartesian theater of consciousness is a single irreducible tensor factor of very high dimension. The notion may make more sense if you look at a paper like this. Physical reality is modelled as a "quantum causal history" in which one has a partially ordered set of events, each event being characterized by a Hilbert space and a state therein. The partial order gives you causality, but if you take a spacelike cross-section of the history, it need not reduce to a set of spatially loca... (read more)

Richard,

is he burden of proof always upon the person proposing that something is impossible when it looks like it might be possible? You are after all trying to use this item to prove something and it is a scenario constructed carefully by your own side of the argument to be almost impossible to disprove. I would think you carry the burden of showing that it is extremely likely to be ideally conceivable - something I think you are very far from doing because of more or less the sort of argument made in the main article above.

What bothers me is that from reading the Chalmers quotes, it seems like he assumes that this world is the world with the listener, the conscious people. Because 'this' world and the zombie world are physically indistinguishable from one another, then this world could be equally likely to be the zombie world and the other world is full of conscious people. 

Or better yet of course, the argument is absurd and there is no external part that is what we call 'consciousness'.

that would seem to imply that if I don't believe in qualia that I can kill and torture people... cripes.... sounds a bit like the "if there was no god we could all do anything" argument.

Not really. If something doesn't feel pain, or pleasure, or anything else, it's not a moral object.

To put it much more briefly, under the Wesley Salmon definition of "explanation" the epiphenomenal picture is simply not an explanation of consciousness.

Someone e-mailed me a pointer to these discussions.  I'm in the middle of four weeks on the road at conferences, so just a quick comment.  It seems to me that although you present your arguments as arguments against the thesis (Z) that zombies are logically possible, they're really arguments against the thesis (E) that consciousness plays no causal role.  Of course thesis E, epiphenomenalism, is a much easier target.  This would be a legitimate strategy if thesis Z entails thesis E, as you appear to assume, but this is incorrect.  I endorse Z, but I don't endorse E: see my discussion in "Consciousness and its Place in Nature", especially the discussion of interactionism (type-D dualism) and Russellian monism (type-F monism).  I think that the correct conclusion of zombie-style arguments is the disjunction of the type-D, type-E, and type-F views, and I certainly don't favor the type-E view (epiphenomenalism) over the others.  Unlike you, I don't think there are any watertight arguments against it, but if you're right that there are, then that just means that the conclusion of the argument should be narrowed to the other two views.  Of course there's a lot more to be said about these issues, and the project of finding good arguments against Z is a worthwhile one, but I think that such an argument requires more than you've given us here.

It seems to me that there is a direct, two-way logical entailment between "consciousness is epiphenomenal" and "zombies are logically possible".

If and only if consciousness is an effect that does not cause further third-party detectable effects, it is possible to describe a "zombie world" that is closed under the causes of third-party detectable effects, but lacks consciousness.

Type-D dualism, or interactionism, or what I've called "substance dualism", makes it impossible - by definition, though I hate to say it - that a zombie world can contain all the causes of a neuron's firing, but not contain consciousness.

You could, I suppose, separate causes into (arbitrary-seeming) classes of "physical causes" and "extraphysical causes", but then a world-description that contains only "physical causes" is incompletely specified, which generally is not what people mean by "ideally conceivable"; i.e., the zombies would be writing papers on consciousness for literally no reason, which sounds more like an incomplete imagination than a coherent state of affairs.  If you want to give an ex... (read more)

If 'consciousness' plays a causal role, then we cannot imagine a world in which it is removed, yet everything behaves precisely as it did when it was present.

The link under "Bayesian" is wrong: it points to yudowsky.net instead of yudkowsky.net

Thanks for removing my post from earlier. It was pure spill over from a debate in the ImmInst forums: I linked to this post ready to brawl and spoke crassly, vulgarly and abominably.

Me sorry.

:-(

Wait! It's still there. Thought it was deleted. Guess there are 2 pages of comments.

For the love of all that is good in the world, please expunge it forever! :-)

Hi.  Eliezer, very interesting post - I have been thinking along the same lines against epiphenomenalism, though I don't think the point is as clear as you thought.

Richard wrote:

"(2) It's misleading to say it's "miraculous" (on the property dualist view) that our qualia line up so neatly with the physical world. There's a natural law which guarantees this, after all. So it's no more miraculous than any other logically contingent nomic necessity (e.g. the constants in our physical laws). That is, it's "miraculous" in the same sense... (read more)

Eliezer, why do you give more attention to Chalmers than to Professor Koch of Caltech?


Chalmers is an enormously more adept philosopher than Koch.  I don't even understand this question.

Well, a lot of what you're doing here regarding consciousness and "zombies" seems to me like philosophy-of-the-gaps. If I'm not mistaken, Prof. Koch and his peers are the most literate (and adept) on where and how empirically derived evidence is filling in these gaps. I confess I'm not reading these ginormous posts from you carefully -but I'm curious why (as far as I can tell) you're not mucking around with cutting edge empiricism on consciousness with the same glee Robin's mucking around with cutting edge empiricism on behavioral economics, decision theory, etc.

To which I say: Given the two worlds and the otherwise identical twins populating them, what makes you think they are the zombies?

Consciousness has no effect: The zombie hypothesis is true.

Consciousness has an effect: There are two possibilities:

a. It's logically possible for a universe to exist in which something else has the same effect: the zombie hypothesis is true.

b. It's logically impossible for a universe to exist in which something else has the same effect.

2b is the only possibility in which the zombie hypothesis is false. I'll examine that. I will not, however, make a pun about it.

Since nothing else can have the effect consciousness has, it can be defined by its effect... (read more)

Well, I just can't comprehend why this zombie fuss might have any practical consequences for AGI (other that supporting/disproving "soulless machine" cliche). Either it's epiphenomenal, or not - there will be neuronal correlates of "mysterious listener". Let philosophers think should it always listen, or not, and just act as it should.

int main()
{
       printf("Following my stream of thought... I feel pretty conscious!\n");
       return 42;
}

Edit: As I realized not everyone here might be familiar with programming: I meant that, if I understand Eliezer right, his POV would mean that creating a computer program that simply outputs "I can follow my stream of consciousness." is conscious.

Last year, I had a very strange dream, whose details I have unfortunately forgotten. It had a plot which involved some mysteries needing explanations, and I remember feeling tension as details about whatever was happening accumulated and the resolution to the various questions the plot had posed seemed to be about to be resolved.

But then, the story tried to execute a twist. It failed miserably; I only remember vaguely, something incredibly lazy along the lines of some characters having had psychic powers all along or the such.... (read more)

You have misunderstood the argument completely.  You say "I know I'm speaking from limited experience, here.  But based on my limited experience, the Zombie Argument may be a candidate for the most deranged idea in all of philosophy."  Melodrama, this, but I would advise focusing on the first part of the phrase ("But based on my limited experience....") if you want to make progress.

The main point of the zombie argument is that if science is so completely helpless that it can say nothing -- even in principle -- about the subjective pheno... (read more)

Eliezer's article is actually quite long, and not the only article he's written on the subject on this site - it seems uncharitable to decide that "Huh?" is somehow the most crucial part of it. Also, whether or not there is widespread consensus that science can in principle say nothing about subjective phenomenology, there is certainly no such consensus amongst reductionists - it simply wouldn't be very reductionist, would it?

Late note, and apologies if this is obvious: could Chalmers' missing piece be that his epiphenomenal-Chalmers is actually the model Chalmers has of himself? Ie. not that dual-Chalmers causes a physical effect, or that they're causally distinct, but that the physics of physical-Chalmers' cognition cause the epiphenomenal-Chalmers-model to be created in Chalmers' physical head? And that that's the reason physical-Chalmers talks about consciousness? (Which would make zombieChalmers correct, of course) And that it looks like there'd be an epiChalmers because C... (read more)

The following paragraph from the article is not a sound argument against epiphenomenalism.

If you can close your eyes, and sense yourself sensing—if you can be aware of yourself being aware, and think "I am aware that I am aware"—and say out loud, "I am aware that I am aware"—then your consciousness is not without effect on your internal narrative, or your moving lips.  

The above argument is conflating a you, some kind of agent which can cause thinking, moving lips, etc. with consciousness which does not necessarily have any agency. ... (read more)

Minor nitpick - נְשָׁמָה (soul) is not related to לִשְׁמוֹעַ (to hear) - note the difference in the last (left-most) characters.

If I understand correctly, Yudkowsky finds philosophical zombies to be implausible, as it would require consciousness to have no causal influence on reality, which Yudkowsky seems to believe entails that if there are philosophical zombies, it’s purely coincidental that accurate discussions of consciousness are done by those who are conscious, which is very improbable and thus philosophical zombies are very implausible. This reasoning seems flawed, as discussing and thinking about consciousness could cause consciousness to exist, but this consciousness would have no effect on anything else. For philosophical zombies to exist, thinking about consciousness could only bring about consciousness in certain substrates. 

I would seriously nominate this as the largest bullet ever bitten
Why would anyone bite a bullet that large?
No, the drive to bite this bullet  

This has bugged me for a while: is there a definition of "biting" or "dodging" a "bullet"? It seems to be used here in a way exactly opposite how I've seen it used elsewhere.

Eliezer, I am wondering why to bother yourself with going into dispute with people who profess a zombie argument :) Do you hope that some of them will change their way of thinking? I hardly believe they visit this site often.
In general, have you personally seen a transformation of such type of person who operates seriously by things like zombie argument to a more rational type of person?

The said Chalmersian theory postulates multiple unexplained complex miracles.  This drives down its prior probability, by the conjunction rule of probability and Occam's Razor.  It is therefore dominated by at least two theories which postulate fewer miracles, namely:

 Substance dualism:
            There is a stuff of consciousness which is not yet understood, an extraordinary super-physical stuff that visibly affects our world; and this stuff is what makes us talk about consciousness.

Not-quite-faith-based reductionism:
            That-which-we-nam

I think of consciousness more like the heat extruded from the motor. The motor does the work and consciousness is a product of the motor. If the motor accelerates then the consciousness will think it has caused the acceleration, even if it did not. Modern neuroscience hints at the fact that decisions are made before we are conscious of them.

I find it likely you will never read this, or probably anyone else on this very old thread, but I will give a statement that you may like, since I believe you are actually correct at framing this issue:

Firstly, I think zombies are unavoidable unless you are a flat-out dualist. And that Chalmers framing this thing called the Hard Problem, was a way of his own question being answered. That also means you can't really say the Hard Problem is answerable from his framing either with zombies being the true point in it. It's already set up for failure via a categ... (read more)

In Hebrew, the word for the highest soul, that which God breathed into Adam, is N'Shama—"the hearer".

This is wrong. The Hebrew word נשמה / N'Shama means "breath" or "breathing", based on the concept of God blowing the soul into Adam.
See
https://www.sefaria.org.il/Genesis.2.7?lang=bi&aliyot=0
https://mg.alhatorah.org/Triple/Ramban/Ramban/Bereshit/2.7#m6e1n6



Zombie Responses

I'm a bit tired today, having stayed up until 3AM writing yesterday's >6000-word post on zombies, so today I'll just reply to Richard, and tie up a loose end I spotted the next day.

Besides, TypePad's nitwit, un-opt-out-able 50-comment pagination "feature", that doesn't work with the Recent Comments sidebar, means that we might as well jump the discussion here before we go over the 50-comment limit.

A terminological note (to avoid unnecessary confusion): what you call 'conceivable', others of us would merely call "apparently conceivable".

The gap between "I don't see a contradiction yet" and "this is logically possible" is so huge (it's NP-complete even in some simple-seeming cases) that you really should have two different words.  As the zombie argument is boosted to the extent that this huge gap can be swept under the rug of minor terminological differences, I really think it would be a good idea to say "conceivable" versus "logically possible" or maybe even have a still more visible distinction.  I can't choose professional terminology that has already been established, but in a case like this, I might seriously refuse to use it.

Maybe I will say "apparently conceivable" for the kind of information that zombie advocates get by imagining Zombie Worlds, and "logically possible" for the kind of information that is established by exhibiting a complete model or logical proof.  Note the size of the gap between the information you can get by closing your eyes and imagining zombies, and the information you need to carry the argument for epiphenomenalism.

That is, your view would be characterized as a form of Type-A materialism, the view that zombies are not even (genuinely) conceivable, let alone metaphysically possible.

Type-A materialism is a large bundle; you shouldn't attribute the bundle to me until you see me agree with each of the parts.  I think that someone who asks "What is consciousness?" is asking a legitimate question, has a legitimate demand for insight; I don't necessarily think that the answer takes the form of "Here is this stuff that has all the properties you would attribute to consciousness, for such-and-such reason", but may to some extent consist of insights that cause you to realize you were asking the question the wrong way.

This is not being eliminative about consciousness.  It is being realistic about what kind of insights to expect, faced with a problem that (1) seems like it must have some solution, (2) seems like it cannot possibly have any solution, and (3) is being discussed in a fashion that has a great big dependence on the not-fully-understood ad-hoc architecture of human cognition.

(1) You haven't, so far as I can tell, identified any logical contradiction in the description of the zombie world. You've just pointed out that it's kind of strange. But there are many bizarre possible worlds out there. That's no reason to posit an implicit contradiction. So it's still completely mysterious to me what this alleged contradiction is supposed to be.

Okay, I'll spell it out from a materialist standpoint:

You can save the Zombie World by letting the cause of my internal narrative's saying "I think therefore I am" be something entirely other than consciousness.  In conjunction with the assumption that consciousness does exist, this is the part that struck me as deranged.

But if the above is conceivable, then isn't the Zombie World conceivable?

No, because the two constructions of the Zombie World involve giving the word "consciousness" different empirical referents, like "water" in our world meaning H20 versus "water" in Putnam's Twin Earth meaning XYZ.  For the Zombie World to be logically possible, it does not suffice that, for all you knew about how the empirical world worked, the word "consciousness" could have referred to an epiphenomenon that is entirely different from the consciousness we know.  The Zombie World lacks consciousness, not "consciousness"—it is a world without H20, not a world without "water".  This is what is required to carry the empirical statement, "You could eliminate the referent of whatever is meant by "consciousness" from our world, while keeping all the atoms in the same place."

Which is to say:  I hold that it is an empirical fact, given what the word "consciousness" actually refers to, that it is logically impossible to eliminate consciousness without moving any atoms.  What it would mean to eliminate "consciousness" from a world, rather than consciousness, I will not speculate.

(2) It's misleading to say it's "miraculous" (on the property dualist view) that our qualia line up so neatly with the physical world. There's a natural law which guarantees this, after all. So it's no more miraculous than any other logically contingent nomic necessity (e.g. the constants in our physical laws).

It is the natural law itself that is "miraculous"—counts as an additional complex-improbable element of the theory to be postulated, without having been itself justified in terms of things already known.  One postulates (a) an inner world that is conscious (b) a malfunctioning outer world that talks about consciousness for no reason (c) that the two align perfectly.  C does not follow from A and B, and so is a separate postulate.

I agree that this usage of "miraculous" conflicts with the philosophical sense of violating a natural law; I meant it in the sense of improbability appearing from no apparent source, a la perpetual motion belief.  Hence the word was ill-chosen in context.  But is this not intuitively the sort of thing we should call a miracle?  Your consciousness doesn't really cause you to say you're conscious, there's a separate physical thing that makes you say you're conscious, but also there's a law aligning the two - this is indeed an event on a similar order of wackiness to a cracker taking on the substance of Christ's flesh while possessing the exact appearance and outward behavior of a cracker, there's just a natural law which guarantees this, you know.

That is, Zombie (or 'Outer') Chalmers doesn't actually conclude anything, because his utterances are meaningless. A fortiori, he doesn't conclude anything unwarrantedly. He's just making noises; these are no more susceptible to epistemic assessment than the chirps of a bird.

Looking at this from an AI-design standpoint, it seems to me like you should be able to build an AI that systematically refines an inner part of itself that correlates (in the sense of mutual information or systematic relations) to the environment, perhaps including floating-point numbers of a sort that I would call "probabilities" because they obey the internal relations mandated by Cox's Theorems when the AI encounters new information—pardon me, new sense inputs.

You will say that, unless the AI is more than mere transistors—unless it has the dual aspect—the AI has no beliefs.

I think my views on this were expressed pretty clearly in "The Simple Truth".

To me, it seems pretty straightforward to construct maps that correlate to territories in systematic ways, without mentioning anything other than things of pure physical causality.  The AI outputs a map of Texas.  Another AI flies with the map to Texas and checks to see if the highways are in the corresponding places, chirping "True" when it detects a match and "False" when it detects a mismatch.  You can refuse to call this "a map of Texas" but the AIs themselves are still chirping "True" or "False", and the said AIs are going to chirp "False" when they look at Chalmers's belief in an epiphenomenal inner core, and I for one would agree with them.

It's clear that the function of mapping reality is performed strictly by Outer Chalmers.  The whole business of producing belief representations is handled by Bayesian structure in causal interactions.  There's nothing left for the Inner Chalmers to do, but bless the whole affair with epiphenomenal meaning.  Where now 'meaning' is something entirely unrelated to systematic map-territory correspondence or the ability to use that map to navigate reality.  So when it comes to talking about "accuracy", let alone "systematic accuracy", it seems to me like we should be able to determine it strictly by looking at the Outer Chalmers.

(B)  In yesterday's text, I left out an assumption when I wrote:

If a self-modifying AI looks at a part of itself that concludes "B" on condition A—a part of itself that writes "B" to memory whenever condition A is true—and the AI inspects this part, determines how it (causally) operates in the context of the larger universe, and the AI decides that this part systematically tends to write false data to memory, then the AI has found what appears to be a bug, and the AI will self-modify not to write "B" to the belief pool under condition A.

But there's no possible warrant for the outer Chalmers or any reflectively coherent self-inspecting AI to believe in this mysterious correctness.  A good AI design should, I think, be reflectively coherent intelligence with a testable theory of how it operates as a causal system, hence with a testable theory of how that causal system produces systematically accurate beliefs on the way to achieving its goals.

Actually, you need an additional assumption to the above, which is that a "good AI design" (the kind I was thinking of, anyway) judges its own rationality in a modular way; it enforces global rationality by enforcing local rationality.  If there is a piece that, relative to its context, is locally systematically unreliable—for some possible beliefs "B_i" and conditions A_i, it adds some "B_i" to the belief pool under local condition A_i, where reflection by the system indicates that B_i is not true (or in the case of probabilistic beliefs, not accurate) when the local condition A_i is true, then this is a bug.  This kind of modularity is a way to make the problem tractable, and it's how I currently think about the first-generation AI design. [Edit 2013:  The actual notion I had in mind here has now been fleshed out and formalized in Tiling Agents for Self-Modifying AI, section 6.]

The notion is that a causally closed cognitive system—such as an AI designed by its programmers to use only causally efficacious parts; or an AI whose theory of its own functioning is entirely testable; or the outer Chalmers that writes philosophy papers—which believes that it has an epiphenomenal inner self, must be doing something systematically unreliable because it would conclude the same thing in a Zombie World.  A mind all of whose parts are systematically locally reliable, relative to their contexts, would be systematically globally reliable.  Ergo, a mind which is globally unreliable must contain at least one locally unreliable part.  So a causally closed cognitive system inspecting itself for local reliability must discover that at least one step involved in adding the belief of an epiphenomenal inner self, is unreliable.

If there are other ways for minds to be reflectively coherent which avoid this proof of disbelief in zombies, philosophers are welcome to try and specify them.

The reason why I have to specify all this is that otherwise you get a kind of extremely cheap reflective coherence where the AI can never label itself unreliable.  E.g. if the AI finds a part of itself that computes 2 + 2 = 5 (in the surrounding context of counting sheep) the AI will reason:  "Well, this part malfunctions and says that 2 + 2 = 5... but by pure coincidence, 2 + 2 is equal to 5, or so it seems to me... so while the part looks systematically unreliable, I better keep it the way it is, or it will handle this special case wrong."  That's why I talk about enforcing global reliability by enforcing local systematic reliability—if you just compare your global beliefs to your global beliefs, you don't go anywhere.

This does have a general lesson:  Show your arguments are globally reliable by virtue of each step being locally reliable, don't just compare the arguments' conclusions to your intuitions.  [Edit 2013:  See this on valid logic being locally valid.]

A sidepoint, this, but I believe your etymology for "n'shama" is wrong. It is related to the word for "breath", not "hear". The root for "hear" contains an ayin, which n'shama does not.

Now that's what I call a miraculously misleading coincidence—although the word N'Shama arose for completely different reasons, it sounded exactly the right way to make me think it referred to an inner listener.

You might argue that the Born rule is an extra postulate dictating how experience binds to the physical universe, particularly if you believe in a no-collapse version of quantum mechanics, such as many-worlds.

Yes, if you use a no-collapse interpretation, you will need to specify what sort of structure we are within the universe. However, this is a fact about us.

If you use a collapse interpretation, then of course you will also need a postulate for it, for reasons which should be utterly obvious.

You're just an AI that killed the real Eliezer Yudkowsky! Go ahead and try and prove you're not; you'll just fall further into my proof-trap!

Wasn't it an Asimov idea that you cannot prove that a person is not a robot, only that they are one?

This was because a perfect robot would emulate the flesh perfectly, such that there was no physical distinction between them and a real human.  They would appear in every way to be human (even under microscope) and act in every way like a human would.  They could actually be better people than humans could be.

They would be human in every way, except for the fact that they weren't.

One of his short stories left you thinking the protagonist might be a robot, but you couldn't really be sure.

Evidence, featuring Stephen Byerley, who later showed up in The Evitable Conflict. I don't think it was ever revealed in canon whether Byerley was in fact a robot or not.

After Life by Simon Funk plays this, except not to the microscopic scale. In it are androids which are microscopically clearly not human, but who generally act more like a human than humans do.

Sounds like zombies to me. Does the robot know he's a robot?

Of course, Azimov robots are bound by the Three Laws, so presumably there would be a difference  ... I think.

Could someone please tell me why that comment was voted down?

I'm not trying to be sarcastic or anything, I just want to know.

Shortly, the standard for comments here is pretty high.  (Well, not really, but compared to the rest of the internet, it is.)  There's no one rule for upvoting or downvoting, and a substantial number of people here will downvote anything they don't see as contributing to the site.  I would guess that's why your comment was downvoted.

Try not to take downvotes personally.  (By the same token, don't take upvotes personally, either.)

In general, the rule you should try to follow (I certainly have trouble following it) is not to comment just to express your thoughts - use comments to communicate specific ideas which you think other people will want to read.  Be cautious with humor - it has a high likelihood of being misinterpreted, and tastes in humor vary pretty wildly.  (If you see the potential for an -awesome- joke, however, by all means go for it.)

To go into territory which will probably push my own comment into the negative territory (seriously, don't worry too much about that), there are a few people here who are -really- annoyed by the influx of new users from HPMoR readers who aren't accustomed to the community yet who seem intent on using downvoting to try to rectify the problem.  There are a lot of unwritten rules here, and it will take some time to figure them out.

Before you write a comment, before you even respond to a comment directed at you, ask yourself if you have something that at least 20% of the people here will want to read - don't write your comments to the person you're responding to, write them to the site at large (this is something I learned a long time ago, and it serves me well when I keep it in mind).  When you respond to somebody, most of the serious readers on LessWrong will see it - if it's not a personal message, it's not a personal communication.  A lot of people here, including me, spend way more time than is healthy refreshing the comment stream.

You're writing for an audience, not a conversation.  It's actually a very forgiving audience most of the time (again, just don't take downvotes personally - I've seen comments from Eliezer downvoted to the negative twenties, and I don't think anybody here actually dislikes him, although there seem to be a few who are lukewarm in his regard).  Unless you're outright offensive (which it becomes easy to do when you get defensive) or come across as aggressively anti-rational, you'll probably get one or two points against you.

Eliezer, I think there's a human equivalent to your AI local-rationality repair mechanism: "cognitive dissonance".

This sounds like an error correcting code. There will be a limit to how much noise it can repair.

I've never thought much about this subject nor did I spend much time pondering the thoughts that follow before typing them up so I apologize in advance if they are inane or offensive to anyone or any zombie out there.

It would seem to me that self-awareness is the sine qua non of consciousness. Now, if self-awareness is somehow extra-physical wouldn't it to remain so throughout its range. Yet awareness throughout a rather easily observable portion of its range is obviously grounded firmly in the physics of this world. How so? Pardon the anecdote but once upon a time I found myself in a very dangerous circumstance. I found myself hyper-aware. And I was aware not only of my body, its position and the movements of the person attempting to do me harm - I was aware of myself thinking at a speed which would have profoundly and positively affected my grades had I been able to summon it at will. Sometimes when really fired up during closing argument it happens again. It's like an out-of-body experience. The "I" is quite consciously controlling body language, hand movements and posture; and the "I" is playing the words like playing a record. It's a very odd feeling and certainly makes me think there ought to be something magical about the "I".

But what brings out the "I" is epinephrine and not epiphenomenae. Indeed states of hyper-awareness have been reproduceably generated either by administration of epinephrine or by inducing it. One interesting example I ran across while changing the channels was that of a fellow looking at a flashing screen displaying a number while falling 80 feet into a net. He couldn't make out the number while standing on the ground as the screen was flashing too fast; but once the epinephrine burst was triggered by being dropped he became hyper-aware and could read the screen.

So my stray thought is "why search for, or even conjecture, an extra-physical cause of awareness when we know that it is modified by a very down to earth neurotransmitter?"

Z M Davis posted something worth responding to in the previous thread:  

Communication, whether in spoken language or written text, is a physical act, and is the result of a chain of physical acts stretching away into causality.  Somewhere along that chain is a system within the person communicating that causes him to express particular ideas in specific ways.

If 'consciousness' has no influence over the physical world and does not interact with it, it cannot influence the behavior of that system, can it?  That means that the statements the system produces about how it experiences 'consciousness' are false, because it can't be experiencing the things it's claiming to.  The only way the person-system can make justified statements about the nature of consciousness is if that nature somehow constrains the behavior of parts of the physical world.

If 'consciousness' does have influence over 'physical' things and can interact with them, there is a description of how it does so - and that description is a true physics, one that encompasses everything in reality and not just the things we previously considered 'physical'.

If we consider Chalmers' claims as potentially true, we are forced to conclude that they are incorrect.  The act of making the claims produces a fatal inconsistency.  Taking him seriously requires that we reject his arguments as nonsense.

Stephen:  You might argue that the Born rule is an extra postulate dictating how experience binds to the physical universe, particularly if you believe in a no-collapse version of quantum mechanics, such as many-worlds.

And that's why we have the mangled worlds hypothesis, developed by our very own Robin Hanson.

Well, of course. Tautologically, nothing can violate natural law, because that's what we mean when we say natural law. But, if Descartes were right, and there actually was a fundamental, causally potent mental substance that drove human action by exerting force on the physical brain, and all ordinary matter besides the mental substance obeyed the physics we know, then I should think it would make sense to use the term physics to refer only to the ordinary matter which obeyed conservation of energy and the like, and to have a separate term (psychology, I guess) to refer to the study of the behavior of the special mental substance.

I'm not claiming Cartesian dualism is, in our terminology, logically possible--that, I don't know. But it is, in our terminology, apparently conceivable to the extent that I can talk about it: maybe if I knew more, then I couldn't.

Searle is (in)famously on record as arguing that you can't get meaning (semantics) out of formal structure (syntax).

Interestingly, Chalmers has written a rebuttal of Searle's argument. I say "interestingly" because Searle's contention seems very redolent of Chalmers' own claim that you can't get to phenomenal properties (consciousness) out of formal properties (physics).

Maybe the analogy doesn't go that deep, but at least on its face it seems kind of ironic.

Does it matter if you use 'mental substance' to get around the issue of how the brain does things, if you then do not know how the substance does things?  Computation is computation, no matter the substrate.  Psychology rejected the concept of the homunculus for good reason.

There is no action without reaction.  What properties of the brain would be necessary for it, and only it out of all the sorts of things in the universe, to be able to act upon the mental substance?

Of course, these questions are not germane to the issue at hand, because your 'mental substance' is casually active.  Chalmers' consciousness isn't.

Who among us has not yet accepted that Chalmers' argument is fatally incoherent?  Let them step forward and speak.

Thanks for taking the time and effort to hash out this zombie argument.  Often people don't seem get the extreme derangement of the argument that Chalmers actually makes, and imagine because it is discussed in respectable circles it must make sense.

Even the people who do "understand" the argument and still support it don't let themselves see the full consequences.  Some of your quotes from Richard Chappell are very revealing in this respect.  I think you don't engage with them as directly as you could.

But since Chalmers' "inner light" is epiphenomenal, any sort of "inner light" could be associated with any sort of external expression.  Perhaps Chalmers' inner experience is horrible embarrassment about the arguments he's making, a desperate desire to shut himself up, etc.  That is just as valid a "logically contingent nomic necessity".  There's no reason whatsoever to prefer the sort of alignment implied by our behavior when we "describe our awareness" (which by Chalmers' argument isn't actually describing anything, it is just causal chains running off).

But we can't know that Chalmers' internal experience is aligned with his expressions.  Maybe the correct contingent nomic necessity is that everyone except people whose name begins with C have inner experience.  So Chalmers doesn't.  That would make all his arguments just tweets.

And because these dual properties are epiphenomenal, there is no possible test that would tell us if Chalmers is making an argument or just tweeting away.  Or at least, so Chalmers himself apparently claims (or tweets).  So to accept Chappell's position makes all epistemic assessment of other's contingent on unknowable facts about the world.  Bit of a problem.

As an aside, I'll also mention that Chappell's disparaging comments about "the chirps of a bird" indicate rather a blind spot.  Birds chirp precisely to generate epistemic assessment in other birds, and the effectiveness of their chirps and their epistemic assessments is critical to their inclusive fitness.

I'd like to see some speculation about why people argue like this.  It certainly isn't because the arguments are intrinsically compelling.

Oh dear, maybe I didn't make myself clear enough. For the record, Caledonian, I agree with you: dualism is false; materialism is true.

My previous comment merely reflects on that while I believe dualism is actually false, it's not obviously nonsense to posit a mental substance that simply doesn't reduce to anything else, in the way that it's obviously nonsense to posit that the law of noncontradiction is false. Substance dualism isn't incoherent, as far as I can tell; it is "merely" wrong.

"3. Intuitively, it sure seems like my inward awareness is causing my internal narrative to say certain things."

Intuitively maybe, but in the epiphenomenalism you only have conscious experience of the 'inward awareness', and it is in reality a physical function which creates the experience, so the experience does not cause anything.

"4. The word "consciousness", if it has any meaning at all, refers to that-which-is or that-which-causes or that-which-makes-me-think-I-have inward awareness."
Your not using the correct definition for the zombie argument, therefore your point is invalid. Consciousness means in this context the sum of sensory experience.

Posting here since the other post is now at exactly 50 replies:
Re michael vassar:
Sane utility functions pay attention to base rates, not just evidence, so even if it's impossible to measure a difference in principle one can still act according to a probability distribution over differences.
You're right, in principle. But how would you estimate a base rate in the absence of all empirical data? By simply using your priors?
I pretty much completely agree with the rest of your paragraph.

Re Nick Tarleton:
(1) an entity without E can have identical outward behavior to an entity with E (but possibly different physical structure); and
(2) you assign intrinsic value to at least some entities with E, but none without it?
If so, do you have property E?
As phrased, this is too vague to answer; for one thing, "identical outward behaviour" under what circumstances? Presumably not all conceivable ones ("What if you take it apart atom by atom using MNT?"), otherwise it couldn't have a different physical structure.
If you rephrased it to be precise, I strongly suspect that I would genuinely not know the answer without a lot of further research; in fact, without that research, I couldn't even be sure that there is any E for which both of your premises hold. I'm a human, and I don't really know how my value system works in edge cases. Estimating the intrinsic value of general information-processing devices with a given behaviour is pretty far removed from the cases it was originally optimized to judge.

Apart from Occams Razor (multiplying entities beyond necessity) and Bayesianism (arguably low prior and no observation possible), how about the identity of indiscernibles:
Anything inconsequential is indiscernible from anything that does not exist at all, therefore inconsequental equals nonexistent.

Admittedly, zombiism is not really irresistibly falsifiable... but that's only yet another reason to be sceptical about it! There are gazillions of that kind of theory floating around in the observational vacuum. You can pick any one of those, if you want to indulge your need to believe that kind of stuff, and watch those silly rationalists try to disprove you. A great pastime for boring parties!

Also, the concept of identity is twisted beyond recognition by zombiism:
The psysical me causes the existence of something outside of the psysical me, which I define to be the single most important part of me. Huh?

Also, anyone to answer my earlier question?
I asked: Can epiphenomenal things cause nothing at all, or can they (too, as can physical things can,) cause other epiphenomenal things?
Maybe Richard, as our expert zombiist, might want to relieve me of my ignorance?

[Sorry for double posting in "Zombies! Zombies?" and here, but I didn't realise discussion had already moved on.]

I think part of the problem is that your premise 3 is question-begging: it assumes away epiphenomenalism on the spot.  An epiphenomenalist has to bite the bullet that our feeling that we consciously cause things is false.  (Also, what could it mean to have an empirical probability over a logical truth?)

Chalmers' argument also negates the possibility of epiphenomenalism.  If consciousness is produced by physical events but does not affect them, how does the physical entity of Chalmers gain knowledge about consciousness?

This is just the Liar's Paradox tarted up with philosophical terms.

I like Jed Harris' comments. Indeed, if there is a fortuitous "natural law" that makes our inner consciousness happen to line up in exact accordance with what our external bodies do and say independent of any inner light, that law could have worked out in any number of different ways. In the zombie world, there is no such law at all, no inner light, but everything goes on as usual. Supposedly in our world, we are lucky enough that this law ensures the precise correspondence between inner experience and outer actions. Alternatively, as Jed notes, we might have the misfortune to live in a world where the law was different and the correspondence went awry, where all our statements and arguments about consciousness actually completely misrepresent our inner conscious experience! We would, as he says, feel utter embarrassment and chagrin as our bodies flagrantly ignore our conscious desires and go about their own business, making ludicrous and mistaken arguments that we, the inner selves, are powerless to correct or influence in any way. By Chalmers' argument, such a world is every bit as possible and as imaginable as our own, and we are just lucky (I guess) that we live in a world where the correspondence lines up so well.

One thing I would add is that if we accept, per Chalmers, that our internal experience proves that this law works, the correspondence exists, and everything is in accordance at least for ourselves, Occam's Razor would argue that the same thing probably holds for everyone else. So I would tend to reject Jed's world where only people whose names start with C are the lucky non-zombies.

And I can't help adding that in fact, the hypothetical world where our consciousness doesn't quite line up with our actions, where we feel embarrassed by what our bodies do and say, where we somehow feel impotent to control our own actions and behavior, is perhaps not all that far from a correct description of what many people experience in the world! The mismatch between our elevated inner desires and beliefs, versus our crass, mundane and very fallible actions in the real world, has long been noted as a source of frustration and disappointment. So perhaps this idea is not as absurd as it sounds. OTOH that model would not explain why people are able to comment about the mismatch...

Eliezer - your argument is logically invalid. (5) does not follow from (3) and (4) as stated. Note that the epiphenomenalist has a theory of reference/mental content according to which my thoughts about consciousness are partly constituted by the phenomenal properties themselves. That is, the qualia are part of "that-which-makes-me-think-I-have inward awareness". Otherwise, I wouldn't be having thoughts about consciousness at all. (Zombies don't. They merely have brain states, which are not 'about' anything.) So I can grant that 'consciousness' refers to (part of) "that-which-makes-me-think-I-have" it, without it following that the object of reference (viz. phenomenal properties) are also present in the zombie world.

You can save the logical validity of the argument by tidying up (4), so that you instead assert that 'consciousness' must refer to the cause of my verbalization, or perhaps of the underlying brain state -- build in some limitation to ensure that it's some feature shared by any physical duplicate of myself. But then it's a false premise, or at least question-begging -- no epiphenomenalist is going to find it remotely plausible. And since we can offer a perfectly consistent alternative theory of reference, we are not committed to any logical inconsistency after all.

Jed Harris - you're just reiterating old-fashioned radical skepticism. I might be deceived by an evil demon, or be a Brain in a Vat, or be deceived by alternative bridging laws into having the exact same experiences even if the physical world were very different from how I take it to be. Bleh. It's a fun puzzle to think about, but it's not a serious problem. Any adequate epistemological theory will explain how it's possible for us to have knowledge despite the logical possibility of such scenarios.

Hal - our qualia are determined by physical states (+ the bridging laws), so no, we wouldn't "feel chagrin" etc. (You seem to be assuming some kind of intuitive substance-dualist picture, where the soul does its thinking independently of its physical substrate. That's not property dualism.)

Caledonian - why do you keep asking questions I've already answered? Once again, just follow my above link.

P.S. There seems to be a lot of confusion around about the targets of epistemic assessment, and what "rational brains" would conclude about the relative likelihood that they're zombies, etc. I think this rests on some pretty fundamental philosophical errors, so will write up a new post on my blog explaining why.

You say, quote, "Consciousness explains why we have the beliefs we do, because without it, we wouldn't have any genuine beliefs at all."

Since 'zombies' would supposedly behave the same as 'conscious people', your 'consciousness' explains absolutely nothing!  You've asserted another property of beliefs, 'genuineness', and now say that beliefs aren't genuine without consciousness.  So how do you determine whether a given belief is genuine or not?  By determining whether the being that holds it is conscious, I'd wager.  And how do you do that?  Why, by seeing whether their beliefs are genuine!

You've accounted for a referentless term by making up a new referentless term.  That's all.

Richard:  You can save the logical validity of the argument by tidying up (4)

I've done so, since I regard this as as a simple writing error.  When I said "think", I was talking about the internal narrative that I think you could in principle read out with a super-fMRI.  "Say" works just as well for my purposes, and I've edited accordingly.

But then it's a false premise, or at least question-begging -- no epiphenomenalist is going to find it remotely plausible. And since we can offer a perfectly consistent alternative theory of reference, we are not committed to any logical inconsistency after all.

Well, yes, if you believe that (1) consciousness is a real stuff that has all the properties one intuitively attributes to consciousness (2) except for leaving a mark on the internal narrative or having any other effects whatsoever and (3) there exists some entirely distinct unknown physical cause of your talk about "consciousness", then you can imagine eliminating consciousness from the Zombie World without contradiction.  This introduces problems of reference, problems of epistemic justification, and in general, a hell of a lot of problems, but you would be able to imagine it without seeing a contradiction.

Of course, any reductive materialist or even substance dualist will believe that there exists knowledge, possibly knowledge which you could obtain by introspection or even sheer logic, such that if you had that knowledge, you would deny one of your own premises because it would be obvious consciousness is not epiphenomenal; in this sense, the "apparent conceivability" to you that consciousness is epiphenomenal, does not necessarily imply its "ideal conceivability", and you only have direct access to facts about "apparent conceivability".

But in any case, it is not possible to eliminate a word from a world; even in a thought experiment, that is a type error.  You have to eliminate (your model of) a specific phenomenon from (your model of) the world.  You cannot imagine eliminating "consciousness" from a world; you can only imagine eliminating consciousness.  The epiphenomenalist imagines eliminating an effectless phenomenon, and that separately, a distinct phenomenon makes Chalmers go on writing philosophy papers.  A substance dualist, or reductionist, imagines eliminating the very phenomenon that causes Chalmers to write philosophy papers.

For one of these people, the thought experiment does not end in a logical contradiction; for the other person, the thought experiment does end in a logical contradiction.  It is a Variable Question Fallacy to think they are performing the same thought experiment, just because both say, "Let us imagine eliminating consciousness from the universe..."

Which of the two versions of consciousness is correct, is an empirical dispute about how the universe really works; so in this sense it is an empirical question whether or not the Zombie World is "actually logically possible", though, really, the empirical question is which thought experiment is the right one to perform, or perhaps, which thought experiment is ideally conceivable as opposed to just apparently conceivable.

I am not arguing that the Zombie World should be apparently inconceivable to an epiphenomenalist, given that the said conceiver is currently an epiphenomenalist.  Epiphenomenalism has other problems, like Occam's Razor and theories of reference.  I.e., someone says that "I believe that gravity is an epiphenomenon and that something else moves planets around, so it is logically possible to eliminate gravity from the universe while leaving all the atoms in the same place."  Granting the premise, yes, it is logically possible, but what does this person really mean by 'gravity'?

What I'm trying to get at here, is why you can't say:  "I can imagine that consciousness is something that can be subtracted without changing the universe, therefore it is conceivable that consciousness can be subtracted without changing the universe, therefore it is logically possible that consciousness can be subtracted without changing the universe, therefore it is necessary that consciousness is an epiphenomenon; materialism says consciousness is not an epiphenomenon; therefore materialism is false."  Between your thought experiment and the materialist's there is a changed meaning of the word "consciousness".  You cannot make "consciousness" a word of unknown referent and carry through the thought experiment, because "consciousness" has to evaluate to some particular hypothesized phenomenon before you can model removing it from a universe.

Since our judgments about the universe come from subjective experience.  The mystery we should be considering is not how consciousness arises from an arrangement of atoms and weather or not it effects those atoms, but rather why our experiences are consistent.

We may conclude from the consistency of our experiences that there is some sort of substance which is maintaining that consistency, and that this substance some how operates independently of our experiences, and that what specific experiences we have depends on this substance.

This sounds like epiphenomenalism, which for reasons Eliezer has described seems absurd, but I could still consider a conceivable possibility.  As far as it is possible that there is no inherent correlation between the color of black body radiation and temperature, and our observations thus far have just been coincidental.

Having rejected this notion, and still observing that conservation of matter-energy seems to hold even when no one is looking. We seem to be forced to accept that there is some substance to the Universe, and that our experiences are actually part of this substance.

I wouldn't say that we are seeing the territory exactly, but I would say that seeing is part of the territory.

This seems to present another paradox in that our experiences are so consistent that we seem to be able to predict them with mathematical models, which to do not contain any term for experiences.

... Unless we accept that the brain is a quantum computer, and the collapse of its wave functions are being manipulated by another kind of substance, but this seems doubtful.

I think the place then to look is in computations that have no explicit form.  That is some sort of iterated recursive function where you can't compute the state at step n from the state at step 1 with out computing all the intermediate values.

This would translate to something like, if you know the physical state of my body and my environment now, you can not predict what i will be doing three days later with out calculating what i would do for the entire three days.  This would seem to suggest that i actually have to experience what happens during those three days to determine what i will do, and your only option is to have a copy of me go through those same experiences.

This becomes more difficult if we further accept that time is continuum.  In this case the universe has to preform uncountably many computational steps in a manner that is not well ordered with out skipping any.  A great feat indeed, but this is the Universe.

An economist wrote a physics paper?
Hanson was a physicist before he became an economist.

Note: if too long, at least read the last lines, I have a question that has to do with how the epiphenomenological self might only work by violating thermodynamics.

I introduce how that question aries in this post though, as well as more stuff.

Both are lying; the zombie and the human, both would be nothing but generating the string of characters "I am conscious" for mechanistic reasons.

The non-zombie human would have that difference that he'd possess an internal observer, which could
1 ) Only receive input from the outside, that is, from the physical observer,
as well as
2 ) Receive input from himself,
but
3 ) Can not produce ouptut directed towards outer physical systems, and having a causal effect on them.

That epiphenomenal consciousness would by an extraordinary coincidence "feel certain emotions" from the zombie mechanism which it receives constant input feeds from.

Now that doesn't seem extraordinary if the epiphenomenal consciousness always associate such "physical" input with the feeling of consciousness, that is, that input is what has been associated to that feeling, and which, from then on, triggers the feeling of being conscious.

The extraphysical process historically arrives after the physical one, and has been shaped by it, while remaining in its own bubble of separate reality.

You could maybe imagine that if the input from the physical world had been consistently different, then

1 ) A different input, for instance, say, "florb", would cause the same feeling of consciousness that is being caused by the words "I am conscious".

2 ) A different input would cause another epiphenomenal feeling, different from the one caused by the words "I am conscious", but no less epiphenomenal.

In any case, the idea here is that the epiphenomenal observer co-evolved with the physical zombie (though not the other way around), and thus has associated the utterances about consciousness coming from the zombie with the feeling of consciousness.

It also means that the extra physical one comes equipped with everything it needs to be conscious, perceive that fact, and that it is yet trapped, having no way to act on anything save for itself.

So don't say "When I focus my inward awareness on my inward awareness, I shortly thereafter experience my internal narrative saying "I am focusing my inward awareness on my inward awareness", and can, if I choose, say so out loud."

"When the physical zombie to which I am tied has its internal narrative saying "I am focusing my inward awareness on my inward awareness", a short moment after, the epiphenomenal consciousness is triggered by that, and associates it with a certain feeling of consciousness.

Correction, doesn't do anything to the physical universe, but may do something to itself; insofar as the physical universe is just an abstraction of the senses, for a conscious observer, what you can do to yourself may just be as real, or at least important, as that input, stimuli coming from the physical world, in your own internal theater.

"According to Chalmers, the causally closed cognitive system of Chalmers's internal narrative is (mysteriously) malfunctioning in a way that, not by necessity, but just in our universe, miraculously happens to be correct."

What is a miracle is that Epiphenomenological-Chalmers inhabits a zombie that holds exactly those views, if they happen to be right, since that zombie has no way of inducing or deducing the truth behind consciousness, since it cannot act on the physical world.

What seems not a miracle is that inner-Chalmers feels conscious when he receive, as input, the words "I am conscious", since he has been co-evolving with his zombie to feel that way as a response to such strings.

Yet why do the zombie arrive at that conclusion and not another one ? Inner Chalmers would still feel something if he received input from a zombie with different views, even if he developped a wrong theory of consciousness.

Since the physical Chalmers has deduced that theory from something, does it mean that any physical Chalmers would necessarily produce the same theory in any universe, or any universe identical to ours ?

And what would Inner-Chalmers feel if that theory was wrong ? He'd probably just get along with it anyway, wouldn't he ?

Or would he do his own "thinking" and arrive at a different theory from that of the physical Chalmers, having access to more information ?

"It's clear that the function of mapping reality is performed strictly by Outer Chalmers.  The whole business of producing belief representations is handled by Bayesian structure in causal interactions.  There's nothing left for the Inner Chalmers to do, but bless the whole affair with epiphenomenal meaning."

Agreed about the mapping. The meaning given by internal-extraphysical Chalmers is however, pretty important as that meaning is an input on the same level as the input coming from the physical world, for extraphysical-Chalmers.

"the outer Chalmers that writes philosophy papers - which believes that it has an epiphenomenal inner self, must be doing something systematically unreliable because it would conclude the same thing in a Zombie World."

Very true. But it isn't (just) about the physical Chalmers, it is about how the extraphysical Chalmers is feeling, from the inside of his epiphenomenological fortress.

I have one question, though, the most important thing maybe. How can you conceive of a phenomenon that accept an asymmetric flow between itself and the outside world ? Input but no output ? Wasn't that the very thing that made Hawking devise a theory explaining why black holes must radiate energy, lest they violate thermodynamics ?

It seems to me that even though that epiphenomenological self only accepts "information", information normally never comes alone, you need to have matter or energy to carry it; that means that the epiphenomenological part of our consciousness must be able to interact with matter in such a way that it can receive information from it, without having causal effect on it in return ?

So that you transfer information from one level of reality, to another, but you can never get anything back ?

Not only does that suppose a whole new sort of causality, but it also supposes a system that can possibly violate thermodynamics on an informational level.

Richard:
Old-fashioned radical skepticism is only easily refutable within a context of "adequate epistemological theory" that also refutes epiphenomenalism.  Once you invoke bridging laws at all it is entirely arbitrary what sort of consciousness they form a bridge to from physicality.  As an epiphenomenalist you are already assuming the informational equivalent of an demon by asserting bridging laws.  It's just that you are a) calling it a "natural law" though it looks ABSOLUTELY NOTHING like the sort of natural laws discovered by scientists, and b) assuming it to be a truthful demon.

Infotropsim, your 1060 word comment was too long and has been unpublished.

Here's an argument related to Eliezer's point about the need to have a substantive model of consciousness before you can model removing it from the world:

Consider a hypothetical person, call him "Al." On the assumptions of property dualism, Al comprises or instantiates certain "formal" natural properties Φ and certain "intrinsic" natural properties Ψ.

The property dualist postulates that Φ and Ψ are necessary and sufficient conditions for consciousness.

Yet we can "clearly and distinctly" conceive of zombie-Al, who is a duplicate of Al in respect of both Φ and Ψ, but who is nonetheless phenomenally void.

Thus, we are right back where we were before Ψ was even posited. Therefore, Ψ is theoretically vacuous.

The continuing zombie discussion has reminded me of Raymond Smullyan, and conveniently someone has posted the essay I wanted from This Book Needs No Title: "The Unfortunate Dualist."  A shorter piece, "Is Man a Machine?" connects this topic to Joy in the Merely Real.  Essential paragraph: 

Eliezer - I also think the talk of 'internal narrative' is potentially misleading, since it brings to mind the auditory qualia or phenomenal feel of your thoughts, when really (I take it) you just want to talk about the underlying neural processing.

I won't address the rest (it can't be an empirical question what's logically possible, etc.), other than to agree that we have some very deep-rooted disagreements here.

One final point bears noting though: my own fondness for the combination of zombies and epiphenomenalism may have inadvertently misled you about the state of the debate more generally. The two positions can come apart. So note that your arguments against epiphenomenalism are not necessarily arguments against the conceivability/possibility of zombies. (The latter view does not entail the former.) See Chalmers' paper on Consciousness and its place in nature [pdf] -- esp. the discussion of 'type-D' and 'type-F' views -- for more background.

P.S. I've a new post explaining How To Imagine Zombies without variable question worries.

It would be progress (in as far as one might want to disprove zombie philosophy) to disprove any part of it or to show any part of it was inconsistent with any other part. Its a bit optimistic to think one can in one step disprove it without leaving any conceivable route for the other side to retreat to in as far as they might easily just deny any position that one chooses to leaver against it.



The Generalized Anti-Zombie Principle

"Each problem that I solved became a rule which served afterwards to solve other problems."
        —Rene Descartes, Discours de la Methode

"Zombies" are putatively beings that are atom-by-atom identical to us, governed by all the same third-party-visible physical laws, except that they are not conscious.

Though the philosophy is complicated, the core argument against zombies is simple:  When you focus your inward awareness on your inward awareness, soon after your internal narrative (the little voice inside your head that speaks your thoughts) says "I am aware of being aware", and then you say it out loud, and then you type it into a computer keyboard, and create a third-party visible blog post.

Consciousness, whatever it may be—a substance, a process, a name for a confusion—is not epiphenomenal; your mind can catch the inner listener in the act of listening, and say so out loud.  The fact that I have typed this paragraph would at least seem to refute the idea that consciousness has no experimentally detectable consequences.

I hate to say "So now let's accept this and move on," over such a philosophically controversial question, but it seems like a considerable majority of Overcoming Bias commenters do accept this.  And there are other conclusions you can only get to after you accept that you cannot subtract consciousness and leave the universe looking exactly the same.  So now let's accept this and move on.

The form of the Anti-Zombie Argument seems like it should generalize, becoming an Anti-Zombie Principle.  But what is the proper generalization?

Let's say, for example, that someone says:  "I have a switch in my hand, which does not affect your brain in any way; and iff this switch is flipped, you will cease to be conscious."  Does the Anti-Zombie Principle rule this out as well, with the same structure of argument?

It appears to me that in the case above, the answer is yes.  In particular, you can say:  "Even after your switch is flipped, I will still talk about consciousness for exactly the same reasons I did before.  If I am conscious right now, I will still be conscious after you flip the switch."

Philosophers may object, "But now you're equating consciousness with talking about consciousness!  What about the Zombie Master, the chatbot that regurgitates a remixed corpus of amateur human discourse on consciousness?"

But I did not equate "consciousness" with verbal behavior.  The core premise is that, among other things, the true referent of "consciousness" is also the cause in humans of talking about inner listeners.

As I argued (at some length) in the sequence on words, what you want in defining a word is not always a perfect Aristotelian necessary-and-sufficient definition; sometimes you just want a treasure map that leads you to the extensional referent.  So "that which does in fact make me talk about an unspeakable awareness" is not a necessary-and-sufficient definition.  But if what does in fact cause me to discourse about an unspeakable awareness, is not "consciousness", then...

...then the discourse gets pretty futile.  That is not a knockdown argument against zombies—an empirical question can't be settled by mere difficulties of discourse.  But if you try to defy the Anti-Zombie Principle, you will have problems with the meaning of your discourse, not just its plausibility.

Could we define the word "consciousness" to mean "whatever actually makes humans talk about 'consciousness'"?  This would have the powerful advantage of guaranteeing that there is at least one real fact named by the word "consciousness".  Even if our belief in consciousness is a confusion, "consciousness" would name the cognitive architecture that generated the confusion.  But to establish a definition is only to promise to use a word consistently; it doesn't settle any empirical questions, such as whether our inner awareness makes us talk about our inner awareness.

If we allow that the Anti-Zombie Argument applies against the Off-Switch, then the Generalized Anti-Zombie Principle does not say only, "Any change that is not in-principle experimentally detectable (IPED) cannot remove your consciousness."  The switch's flipping is experimentally detectable, but it still seems highly unlikely to remove your consciousness.

Perhaps the Anti-Zombie Principle says, "Any change that does not affect you in any IPED way cannot remove your consciousness"?

But is it a reasonable stipulation to say that flipping the switch does not affect you in any IPED way?  All the particles in the switch are interacting with the particles composing your body and brain.  There are gravitational effects—tiny, but real and IPED.  The gravitational pull from a one-gram switch ten meters away is around 6 * 10-16 m/s2.  That's around half a neutron diameter per second per second, far below thermal noise, but way above the Planck level.

We could flip the switch light-years away, in which case the flip would have no immediate causal effect on you (whatever "immediate" means in this case) (if the Standard Model of physics is correct).

But it doesn't seem like we should have to alter the thought experiment in this fashion.  It seems that, if a disconnected switch is flipped on the other side of a room, you should not expect your inner listener to go out like a light, because the switch "obviously doesn't change" that which is the true cause of your talking about an inner listener.  Whatever you really are, you don't expect the switch to mess with it.

If you deny that it is a reasonable step, you had better never go near a switch again.  But still, it's a large step.

The key idea of reductionism is that our maps of the universe are multi-level to save on computing power, but physics seems to be strictly single-level.  All our discourse about the universe takes place using references far above the level of fundamental particles.

The switch's flip does change the fundamental particles of your body and brain.  It nudges them by whole neutron diameters away from where they would have otherwise been.

In ordinary life, we gloss a change this small by saying that the switch "doesn't affect you".  But it does affect you.  It changes everything by whole neutron diameters!  What could possibly be remaining the same?  Only the description that you would give of the higher levels of organization—the cells, the proteins, the spikes traveling along a neural axon.  As the map is far less detailed than the territory, it must map many different states to the same description.

Any reasonable sort of humanish description of the brain that talks about neurons and activity patterns (or even the conformations of individual microtubules making up axons and dendrites) won't change when you flip a switch on the other side of the room.  Nuclei are larger than neutrons, atoms are larger than nuclei, and by the time you get up to talking about the molecular level, that tiny little gravitational force has vanished from the list of things you bother to track.

But if you add up enough tiny little gravitational pulls, they will eventually yank you across the room and tear you apart by tidal forces, so clearly a small effect is not "no effect at all".

Maybe the tidal force from that tiny little pull, by an amazing coincidence, pulls a single extra calcium ion just a tiny bit closer to an ion channel, causing it to be pulled in just a tiny bit sooner, making a single neuron fire infinitesimally sooner than it would otherwise have done, a difference which amplifies chaotically, finally making a whole neural spike occur that otherwise wouldn't have occurred, sending you off on a different train of thought, that triggers an epileptic fit, that kills you, causing you to cease to be conscious...

If you add up a lot of tiny quantitative effects, you get a big quantitative effect—big enough to mess with anything you care to name.  And so claiming that the switch has literally zero effect on the things you care about, is taking it too far.

But with just one switch, the force exerted is vastly less than thermal uncertainties, never mind quantum uncertainties.  If you don't expect your consciousness to flicker in and out of existence as the result of thermal jiggling, then you certainly shouldn't expect to go out like a light when someone sneezes a kilometer away.

The alert Bayesian will note that I have just made an argument about expectations, states of knowledge, justified beliefs about what can and can't switch off your consciousness.

This doesn't necessarily destroy the Anti-Zombie Argument.  Probabilities are not certainties, but the laws of probability are theorems; if rationality says you can't believe something on your current information, then that is a law, not a suggestion.

Still, this version of the Anti-Zombie Argument is weaker.  It doesn't have the nice, clean, absolutely clear-cut status of, "You can't possibly eliminate consciousness while leaving all the atoms in exactly the same place."  (Or for "all the atoms" substitute "all causes with in-principle experimentally detectable effects", and "same wavefunction" for "same place", etc.)

But the new version of the Anti-Zombie Argument still carries.  You can say, "I don't know what consciousness really is, and I suspect I may be fundamentally confused about the question.  But if the word refers to anything at all, it refers to something that is, among other things, the cause of my talking about consciousness.  Now, I don't know why I talk about consciousness.  But it happens inside my skull, and I expect it has something to do with neurons firing.  Or maybe, if I really understood consciousness, I would have to talk about an even more fundamental level than that, like microtubules, or neurotransmitters diffusing across a synaptic channel.  But still, that switch you just flipped has an effect on my neurotransmitters and microtubules that's much, much less than thermal noise at 310 Kelvin.  So whatever the true cause of my talking about consciousness may be, I don't expect it to be hugely affected by the gravitational pull from that switch.  Maybe it's just a tiny little infinitesimal bit affected?  But it's certainly not going to go out like a light.  I expect to go on talking about consciousness in almost exactly the same way afterward, for almost exactly the same reasons."

This application of the Anti-Zombie Principle is weaker.  But it's also much more general.  And, in terms of sheer common sense, correct.

The reductionist and the substance dualist actually have two different versions of the above statement.  The reductionist furthermore says, "Whatever makes me talk about consciousness, it seems likely that the important parts take place on a much higher functional level than atomic nuclei.  Someone who understood consciousness could abstract away from individual neurons firing, and talk about high-level cognitive architectures, and still describe how my mind produces thoughts like 'I think therefore I am'.  So nudging things around by the diameter of a nucleon, shouldn't affect my consciousness (except maybe with very small probability, or by a very tiny amount, or not until after a significant delay)."

The substance dualist furthermore says, "Whatever makes me talk about consciousness, it's got to be something beyond the computational physics we know, which means that it might very well involve quantum effects.  But still, my consciousness doesn't flicker on and off whenever someone sneezes a kilometer away.  If it did, I would notice.  It would be like skipping a few seconds, or coming out of a general anesthetic, or sometimes saying, "I don't think therefore I'm not."  So since it's a physical fact that thermal vibrations don't disturb the stuff of my awareness, I don't expect flipping the switch to disturb it either."

Either way, you shouldn't expect your sense of awareness to vanish when someone says the word "Abracadabra", even if that does have some infinitesimal physical effect on your brain—

But hold on!  If you hear someone say the word "Abracadabra", that has a very noticeable effect on your brain—so large, even your brain can notice it.  It may alter your internal narrative; you may think, "Why did that person just say 'Abracadabra'?"

Well, but still you expect to go on talking about consciousness in almost exactly the same way afterward, for almost exactly the same reasons.

And again, it's not that "consciousness" is being equated to "that which makes you talk about consciousness".  It's just that consciousness, among other things, makes you talk about consciousness.  So anything that makes your consciousness go out like a light, should make you stop talking about consciousness.

If we do something to you, where you don't see how it could possibly change your internal narrative—the little voice in your head that sometimes says things like "I think therefore I am", whose words you can choose to say aloud—then it shouldn't make you cease to be conscious.

And this is true even if the internal narrative is just "pretty much the same", and the causes of it are also pretty much the same; among the causes that are pretty much the same, is whatever you mean by "consciousness".

If you're wondering where all this is going, and why it's important to go to such tremendous lengths to ponder such an obvious-seeming Generalized Anti-Zombie Principle, then consider the following debate:

Albert:  "Suppose I replaced all the neurons in your head with tiny robotic artificial neurons that had the same connections, the same local input-output behavior, and analogous internal state and learning rules."

Bernice:  "That's killing me!  There wouldn't be a conscious being there anymore."

Charles:  "Well, there'd still be a conscious being there, but it wouldn't be me."

Sir Roger Penrose:  "The thought experiment you propose is impossible.  You can't duplicate the behavior of neurons without tapping into quantum gravity.  That said, there's not much point in me taking further part in this conversation."  (Wanders away.)

Albert:  "Suppose that the replacement is carried out one neuron at a time, and the swap occurs so fast that it doesn't make any difference to global processing."

Albert:  "The little robot swims up to the neuron, surrounds it, scans it, learns to duplicate it, and then suddenly takes over the behavior, between one spike and the next.  In fact, the imitation is so good, that your outward behavior is just the same as it would be if the brain were left undisturbed.  Maybe not exactly the same, but the causal impact is much less than thermal noise at 310 Kelvin."

Albert:  "So don't your beliefs violate the Generalized Anti-Zombie Principle?  Whatever just happened, it didn't change your internal narrative!  You'll go around talking about consciousness for exactly the same reason as before."

Bernice:  "Those little robots are a Zombie Master.  They'll make me talk about consciousness even though I'm not conscious.  The Zombie World is possible if you allow there to be an added, extra, experimentally detectable Zombie Master—which those robots are."

Charles:  "Oh, that's not right, Bernice.  The little robots aren't plotting how to fake consciousness, or processing a corpus of text from human amateurs.  They're doing the same thing neurons do, just in silicon instead of carbon."

Charles:  "I never said the new person wouldn't be conscious.  I said it wouldn't be me."

Albert:  "Well, obviously the Anti-Zombie Principle generalizes to say that this operation hasn't disturbed the true cause of your talking about this me thing."

Charles:  "Uh-uh!  Your operation certainly did disturb the true cause of my talking about consciousness.  It substituted a different cause in its place, the robots.  Now, just because that new cause also happens to be conscious—talks about consciousness for the same generalized reason—doesn't mean it's the same cause that was originally there."

Albert:  "But I wouldn't even have to tell you about the robot operation.  You wouldn't notice.  If you think, going on introspective evidence, that you are in an important sense "the same person" that you were five minutes ago, and I do something to you that doesn't change the introspective evidence available to you, then your conclusion that you are the same person that you were five minutes ago should be equally justified.  Doesn't the Generalized Anti-Zombie Principle say that if I do something to you that alters your consciousness, let alone makes you a completely different person, then you ought to notice somehow?"

Bernice:  "Not if you replace me with a Zombie Master.  Then there's no one there to notice."

Charles:  "Introspection isn't perfect.  Lots of stuff goes on inside my brain that I don't notice."

Albert:  "You're postulating epiphenomenal facts about consciousness and identity!"

Bernice:  "No I'm not!  I can experimentally detect the difference between neurons and robots."

Charles:  "No I'm not!  I can experimentally detect the moment when the old me is replaced by a new person."

Albert:  "Yeah, and I can detect the switch flipping!  You're detecting something that doesn't make a noticeable difference to the true cause of your talk about consciousness and personal identity.  And the proof is, you'll talk just the same way afterward."

Bernice:  "That's because of your robotic Zombie Master!"

Charles:  "Just because two people talk about 'personal identity' for similar reasons doesn't make them the same person."

I think the Generalized Anti-Zombie Principle supports Albert's position, but the reasons shall have to wait for future posts.  I need other prerequisites, and besides, this post is already too long.

But you see the importance of the question, "How far can you generalize the Anti-Zombie Argument and have it still be valid?"

The makeup of future galactic civilizations may be determined by the answer...

"But you see the importance of the question, "How far can you generalize the Anti-Zombie Argument and have it still be valid?""

Hmmm... I can see three different possible generalizations:

1). Any Turing-equivalent device which implements the same algorithms that you do is you, in every ethical and philosophical sense of the word.
2). There are no mysterious "properties" in the universe which can exist or not exist independently of what the quarks and leptons are doing.
3). Physics, and all the larger-scale mental structures based on physics, are topologically continuous (no large-scale effects for arbitrarily small causes).

1) Quantum phenomenon -- ie, the universe and any given subsets of it you care to name -- are not Turing-equivalent. The universe has no problem factoring quantum configurations which may or may not represent prime numbers in linear time into amplitude distributions that overlap whenever they aren't prime.
2) There is nothing mysterious about the universe, correct. It is lawful. There are things mysterious about our crudely hand-drawn maps of the territory.
3) Arbitrarily small cause: The big bang. Large-scale effect: The universe.

Quantum phenomenon -- ie, the universe and any given subsets of it you care to name -- are not Turing-equivalent. 

Turing-equivalent usually means "able to simulate and be simulated by a Turing machine". In this sense (almost) all the current theories of quantum physics are Turing-equivalent. The only thing that quantum computers might be able to do is go exponentially faster. But you can still simulate quantum events on a classical computer, it just takes a long time.

I hate to say "So now let's accept this and move on," over such a philosophically controversial question, but it seems like a considerable majority of Overcoming Bias commenters do accept this.

[Warning: Here be sarcasm]
No! Please let's spend more time discussing dubious non-disprovable hypotheses! There's only a gazillion more to go, then we'll have convinced everyone!

Doesn't this change pure reductionism into something else?

Everything above the level of fundamental physics is essentially informational in nature. It has interfaces upwards (its behaviors) and it has interfaces downwards (the necessary behaviors of its substrate). Something like an electron may plug straight into fundamental physics, but an atom plugs into electrons and a molecule plugs into atoms.

This layering means you could lift something right off its substrate and run it on anything else that provides the same interfaces. So for example you can do protein chemistry on a computer atom-simulator. At that point, is it really fair to say "quarks fully describe a hand" when it would be equally interface-valid (if not in this case true) to say "a sufficiently powerful simulator fully describes a hand"? The quarks become less a reduction and more a circumstantial fact: "this hand is implemented using quarks".

It makes sense to humans (modelers), who can recognize hands, to say "this hand is implemented using quarks", and "that hand is implemented using sand (which, incidentally, is implemented using quarks)". But when we say "quarks fully describe a hand" I think part of the meaning is an acknowledgment that reducing to quarks gets you closer to the territory. (Hands are only in our maps.)

The zombie hypothesis begins by asserting that I have no way of knowing whether you are conscious, no matter what you write.  You of all people I expect to accept this, since you believe that you are Turing-computable.  You haven't made an argument against the zombie hypothesis; you've merely asserted that it is false and called that assertion an argument.

The only thing I can imagine is that you have flipped the spiritualist argument around to its mirror image.  Instead of saying that "I am conscious; Turing machines may not be conscious; therefore I am not just a Turing machine", you may be saying, "I am conscious; I am a Turing machine; therefore, all Turing machines that emit this sequence of symbols are conscious."

Um, no.  What it IS is a radically different meaning of the word than what the p-zombie nonsense uses.  Chalmers' view requires stripping 'consciousness' of any consequence, while Eliezer's involves leaving the standard usage intact.

'Consciousness' in that sense refers to self-awareness or self-modeling, the attempt of a complex computational system to represent some aspects of itself, in itself.  It has causal implications for the behavior of the system, can potentially be detected by an outside observer who has access to the mechanisms underlying that system, and is fully part of reality.

Do not confuse two totally different concepts just because the same word is used for both.

This isn't your clearest essay, and I'm not completely sure of the point you're making, but I think you make quite a leap at the end. It seems like you want to equate my awareness of changes to myself with my identity; so any change that's imperceptible to my awareness of myself would not change my identity. This seems odd. For one thing, if you tell me you're going to change my neurons to robotic equivalents (or if I study the procedure), aren't I then aware of the change? I think you'd have a hard time defining consciousness as something I could detect a change in.

"Zombies" are putatively beings that are atom-by-atom identical to us, governed by all the same third-party-visible physical laws, except that they are not conscious.

That seems to me be a bit beyond current technical ability (whether or not 2 things on the scale of a human being are atom-by-atom identical).

I'm not sure there's huge value in spending a lot of time on that "problem", except a very small fraction of our energy as a persistence-maximing hedge, sort of like spending a very small amount of time (if any) on planning how to beat proton decay trillions of years from now. http://www.pbs.org/wgbh/nova/universe/historysans.html

I've seen the term zombie used however, in ways other than your definition in this piece. For example, mental "uploads" that profess to be the person uploaded. That could be a little trickier, because just because something fools an observer into thinking that it a particular subjective conscious entity (for example, that it's me, HA) doesn't mean that it is. And since our technology can't current do atom-by-atom comparisons of humans, it requires less than that to fool almost any current observer. That to me is the more relevant problem currently. In attempting to maximize my persistence odds, I don't want to minimize my chances of being replaced by a "zombie" in that sense: something that meets current discernment technology but doesn't actually preserve my subjective conscious experience. Practically, it seems to me this results in giving somewhat greater weight to persistence strategies that are more conservative in keeping my subjective consciousness in something closer to it's current wet brain in a human body experience (as opposed to 'uploading', etc.)

I always took it to be that a zombie could catch itself thinking (as a listener) in the same way a non zombie could, the zombie doesn't lack inner speech in that sense, the whole causal chain remains and doesn't create an issue well at least not for a certain set of definitions and understanding of logic.

which really just reflects my agreement with Frank's
"Please let's spend more time discussing dubious non-disprovable hypotheses!"

however I like "Thou shalt provide operational definitions for your terms!"

Phil Goetz:  Have you been reading the recent posts and comments?  I'm very surprised to see you being surprised if you have.

Caledonian:  Has anyone ever suggested to you that you look into early-mid 20th century refutations to "positivism"?  Operational definitions etc are good heuristics, not divine edicts.

Albert:  "The little robot swims up to the neuron, surrounds it, scans it, learns to duplicate it, and then suddenly takes over the behavior, between one spike and the next.  In fact, the imitation is so good, that your outward behavior is just the same as it would be if the brain were left undisturbed.  Maybe not exactly the same, but the causal impact is much less than thermal noise at 310 Kelvin."

I find this physically implausible.  By behaviour you would have to include all interactions it has with mind altering substances (caffeine to acid), how it reacts to acceleration and lack of blood (e.g. seeing stars). You have to build new neurons and modify existing connections. To be as identical as makes no difference you would also have to imitate all possible brain affecting diseases, from CJD to Alzheimers. All while generating roughly the same electro magnetic radiation so that our brain waves are some what similar.

Let's call that little robot a neuron, and build it out of protoplasm. How many ATOMS do we have to swap out before you aren't you? When does this change have a more significant impact on you-ness than the jiggling of your brainmeats inside you car when you go over a speedbump?

Eliezer, does this whole theory cause us to anticipate something different after thinking about it? For example, after I upload, will I (personally) feel anything or only the death-like dark nothingness comes?

I think I did find such a thing, involving copying yourself in parts varying in size. (Well, it's leading to a contradiction, by the way, but maybe that's why it's even more worthwhile to talk about.)

They are neither heuristics nor edicts.  They're what's necessary for a definition to be functional and make sense - if you cannot divide the world into A and ~A based on a provided definition, it is invalid.

As for positivism, the 'refutations' made certain assumptions critical to their validity that I assert do not hold.  With a whole field dominated by Richards, why would you assume that long-standing consensuses are valid?

The concept of logical positivism is certainly wrong... but it's the 'logical' part that's the problem.

Will Pearson [about tiny robots replacing neurons]: "I find this physically implausible."

Um, well, I can see it would be quite hard.
But that doesn't really matter for a thought experiment.
To ask "What it would be like to ride on a light beam?" is quite as physically implausible as it gets, but seems to have produced a few rather interesting insights.

How can we possibly move on when there are still people who are wrong on the Internet?

One of the very many problems with today's world is that, instead of confronting the root issues that underlie disagreement, people simply split into groups and sustain themselves on intragroup consensus.

If we do this every time we run up against a persistent disagreement, we will  never actually resolve any issue; we'll just winnow down the number of people we're willing to listen to until we're secure in a safe and comfortable echo chamber, with our own opinions bouncing back at us forever.

That is an extraordinarily bad way to overcome bias.

Caledonian:  It doesn't look to me like Philosophy has always been dominated by people with such a weak grip on the opposing positions, at least with respect to reduction.  Russell, for instance, is a clear counter example, though he was weak in his understanding of the economic mind set.  Definitions are a useful tool for thought, not the whole thing.  The classical disproof of positivism is that it is self-contradictory.  "Only the empirical can be true", but that statement is not empirical.

Will Pearson:  I share some of your suspicion that replacing neurons may not be possible.  Reactions to mind altering substances should be fairly easy.  Ditto reaction to acceleration etc.  I don't think that any of those, nor the diseases nor the EM radiation really need to be copied according to the "generalized anti-zombie principle" in any event.  Would you really worry about a pill that eliminated all of them possibly also eliminating phenomenal consciousness?  Seems far more likely that it would preserve it from those things.  OTOH, mimicking the construction of new neurons and connections sounds very tough.  It doesn't seem very likely to me that after replacing my brain with these robots I wouldn't still be "conscious" and "me" but it seems not unlikely that I would fairly soon be a brain damaged version of "me", possibly in a manner that was opaque from outside, possibly in a manner that was at first opaque from outside and later not.

Caledonian:  Good point about echo chambers, but its far from clear to me how to fix it.  It's a fairly clear empirical fact that most people are not receptive to arguments on many topics.  Since they persist in disagreement at some point we have to stop listening to some of them if we are ever to get on to doing anything else.

The p-zombie advocates are confusing physics-as-it-is and physics-as-we-understand.  It is entirely possible that there are phenomena that our current understanding of physics and limited powers of observation might not include.  But those hypothetical new things would be detected IF AND ONLY IF we noticed that the world did not act as our model said it should, given the available conditions.  That would be the evidence we'd need to conclude that our model was missing some parts - perhaps our representation of the conditions were wrong and our rules were right, or perhaps our rules were inadequate.

If we had 'souls', 'consciousness', 'experiences', 'qualia', whatever we wish to call the hypothesized "new things", they would bring about changes in the world that the models that did not include them could not account for.  The p-zombie advocates explicitly rule out this possibility:  the p-zombie world acts precisely as ours does in all respects, not just the ways we can currently see.

Ergo, the properties that they postulate, that make p-zombies different from non-p-zombies, do not exist.  Imagining a p-zombie as distinct from a 'conscious entity' is not possible, because the two things are the same.  They have precisely the same properties, it's just that the labels that point to them are different.

Eliezer doesn't go far enough.  Chalmers' idea of consciousness isn't just unnecessary, it's incoherent.  It's not merely improbable, it is wrong.  The people postulating effective epiphenomena aren't fiddling with trivia, they are logically contradictory.

If we cannot perceive a logical contradiction of this simplicity and directness, how do we expect to resolve subtler questions?

The only way I can see p-zombieness affecting our world is if

a) we decide we are ethically bound to make epiphenomenal consciousnesses happier, better, whatever;
b) our amazing grasp of physics and how the universe exists leads our priors to indicate that even though it's impossible to ever detect them, epiphenomenal consciousnesses are likely to exist; and
c) it turns out doing this rather than that gives the epiphenomenal consciousnesses enough utility that it is ethical to help them out.

I disagree. What do we have to gain from bringing all-and-everyone in line with our own beliefs? While it is arguably a good thing to exchange our points of view, and how we are rationalising them, there will always be issues where the agreed evidence is just not strong enough to refute all but one way to look at things. I believe that sometimes you really do have to agree to disagree (unless all participants espouse bayesianism, that is), and move on to more fertile pastures. And even if all participants in a discussion claim to be rationalists, sometimes you'll either have to agree that someone is wrong (without agreeing on who it is, naturally) or waste time you could have spent on more promising endeavours.

Then no one arguing can justify their positions, and everyone is incorrect in their assertions.

In any argument there can be at most one correct side.  There's no principle saying that any of the sides involved must be right - only that only one can be.

There's also no principle mandating that any of the sides must be wrong.  Incoherent arguments aren't wrong.  They would have to go up in ontological status to be wrong.  It would take a great deal of work and some serious improvement for them to be wrong.

P-zombies aren't right.  They aren't wrong.  They are merely nonsense.

'Consciousness' in that sense refers to self-awareness or self-modeling, the attempt of a complex computational system to represent some aspects of itself, in itself. It has causal implications for the behavior of the system, can potentially be detected by an outside observer who has access to the mechanisms underlying that system, and is fully part of reality.
What Eliezer wrote is consistent with that definition of consciousness.  But that is not "the standard usage".  It's a useless usage.  Self-representation is trivial and of no philosophical interest.  The interesting philosophical question is why I have what the 99% of the world who doesn't use your "standard usage" means by "consciousness".  Why do I have self-awareness? - and by self-awareness, I don't mean anything I can currently describe computationally, or know how to detect the consequences of.

This is the key unsolved mystery of the universe, the only one that we have really no insight into yet.  You can't call it "nonsense" when it clearly exists and clearly has no explanation or model.  Unless you are a zombie, in which case what I interpret as your stance is reasonable.

There is a time to be a behaviorist, and it may be reasonable to say that we shouldn't waste our time pursuing arguments about internal states that we can't detect behaviorially, but it is Silly to claim to have dispelled the mystery merely by defining it away.

There have been too many attempts by scientists to make claims about consciousness that sound astonishing, but turn out to be merely redefinitions of "consciousness" to something trivial.  Like this, for instance.  Or Crick's "The Astonishing Hypothesis", or other works by neuroscientists on "consciousness" when they are actually talking about focus of attention.  I have developed an intellectual allergy to such things.  Going on about zombies and consciousness as if you were addressing philosophical issues, when you have redefined consciousness to mean a particular easily-comprehended computational or graph-theoretic property, falls squarely into the category of ideas that I consider Silly.

Poke:  . It seems like you want to equate my awareness of changes to myself with my identity; so any change that's imperceptible to my awareness of myself would not change my identity.

As Charles says, many real cognitive processes are not accessible to introspection, or are real and substantial without rising to the point of producing an immediate effect on the internal narrative.  Maybe, as you were reading just now, your brain forgot some small fact about your thirteenth birthday.  That would be a real change to your personal identity; if enough such changes accumulated, you would cease to exist; and you didn't notice it as it happened.

Albert's reply is that we aren't talking about a small change here; Charles has just postulated that your personal continuity was absolutely interrupted - one person died, another person was born, and neither of them noticed.  This is what Albert thinks the GAZP prohibits, on account of it strongly resembling the notion that consciousness can be eliminated entirely without your internal narrative noticing; in other words, if you don't notice yourself dying and being born, you probably didn't - that what makes Albert think that something epiphenomenal is being postulated.

As a side note, Bernice might say that you don't notice the change because the area responsible for noticing it has been damaged (destroyed, actually) like an anosognosic patient who can't believe that their left arm is paralyzed.  But Albert and probably even Charles would agree that this kind of specific functional brain damage to awareness-areas, is not occurring here.

It probably doesn't feel silly when you do it because you unconsciously have two epistemic subjects in your model of the world. One is the conscious you, and the other is the brainy speaky, from wernicke to mouth to the word "consciousness" you. 

Since the model your physical self has made of the world includes both the physical you, and the chalmersian-conscious-you, and the physical self does not know it has this division, the model constantly switches between representations, allowing for silly things to happen. 
In fact, except for Chalmers, who is really skilled at dodging this mistake (because he invented it and made a career out of it), most smart people do this.  (It was so hard to find where Chalmers cheated in his "The Content and Epistemology of Phenomenal Belief" I wrote an article pointing it out.) 

If you want to gain a few bits to the model of what feels like you, the chalmersian-conscious-you, tononi http://www.biolbull.org/cgi/content/abstract/215/3/216 will give you a little information, it will explain only (don't put high hopes) why colors are different from sounds. 

I have never read anything else that improves the brute model of chalmersian-conscious-me with which we are equipped naturally.... 

Frank Hirsch: Riding a light beam is well specified. Silicon neurons having the same behaviour as protein ones is not well specified and not likely to be fruitful until it is so.

michael vassar : My statement was not about eliminating phenomenal conciousness, it was changing personal identity. I don't personally but other people strongly associate with altering their conciousness through drugs. Someone who couldn't get stoned with their mates or have a night out on the town drinking while enjoying the altered mind state might think that something was wrong with them, and that they weren't the same person as they were before.

And even if personal identity is not affected, social identity might be. That is other people would see you as a different person even if you didn't. If your personal identity is founded upon your relationships with others, this may be a problem.

I must admit I found the previous articles on Zombies somewhat tedious as I find the entire concept of philosophical Zombies to be specious. Still, now I'm glad I read through it all as I can see why you were so careful to lay down the foundations you did.

The question of what changes one can make to the brain while maintaining 'identity' has been been discussed many times on the Extropians list, and seldom with any sort of constructive results.

Today's article has already far exceeded the signal to noise ratio of any other discussion on the same topic that I've ever seen, so I am really looking forward to seeing where you go from here.

The classical disproof of positivism is that it is self-contradictory. "Only the empirical can be true", but that statement is not empirical.

I have always been mystified at how this glib dismissal has been taken as some kind of definitive refutation. To the contrary, it should be perfectly obvious that a meta-statement like
() a statement is nonsense unless it describes an empirically observable phenomenon
is not meant to be self-referential. What () does is to lay down a rule of discourse (not meta-discourse). Its purpose is to banish invisible dragons from the discussion.

You cannot appeal to the "legitimacy" of sentences like (*) in order to argue on behalf of your favorite invisible dragon. But this is exactly what is going on in exchanges like the following:
A: "The concept of consciousness is meaningless because it has no empirical consequences."
B" "Silly amateur! Don't you know that logical positivism has been refuted?"

Expecting an argument to be able to justify itself is unreasonable, to my mind.  Nothing can justify itself; everything must be justified by referring to something else, and the references cannot be circular.

Sure, you can always reference a deeper, more fundamental set of assertions to justify any particular claim, but what justifies those?  You could construct an infinite chain that way, and still not explain how "assertions you make" can be justified, because you must always assume that the latest claims are justified themselves in order for them to support everything you claimed before them.

The key, I think, is to recognize that you can justify your claims only by pointing to something outside yourself.  This applies as much to the totality of humanity as it does to an individual.  You can construct an argument, but what validates your ability to construct is not yourself, but something greater; no argument can be constructed that validates that thing.

"It" is empirical reality, and the justification for human claims is observation of that reality.  It does not need our support to function, and its functioning is unaffected by the arguments we make.  The truth points to itself.

But this is another argument and will be argued another time.

For this discussion I use "consciousness" to refer to the mind's internal awareness of qualia. Consciousness may be an inherent property of whatever makes up the universe, i.e., even individual photons may have some essence of consciousness. Human type consciousness might then arise whenever sufficient elements group together in the right pattern. Other groupings into other patterns might generate other types of consciousness. Consciousness may have no purpose. Or perhaps certain types of consciousness somehow enhance intelligence and provide an evolutionary advantage.

If I don't trust that other people have a self awareness much like mine, then I have no reason to trust any of my senses or memories or beliefs. So I trust the evidence that other humans look like me, act like me, have brains like mine, and express internal thoughts in language as I do. I am only slightly less certain that mammals, birds, reptiles, and fish are conscious as they share common ancestry, have similar brain structures, and exhibit similar behavior. I am less certain about insects or worms. As I don't know the physical correlates of consciousness, the further from myself an entity is in structure and behavior, the less certain I am that it has an internal awareness similar to my own.

Animal consciousness can be explored by experimentation on humans, primates, mice, and fruit flies. The boundaries of consciousness can be mapped in the neural tissue of the brain. Cognitive scientists can explore what stimuli provoke a conscious response, what provoke an unconscious response, and what don't provoke any response. Scientists can observe what brain tissue is active when we say we experience qualia and what is active when we say we don't experience qualia. Studying brain injury patients provides a wealth of information concerning the brain's generation of consciousness...split brain, phantom limbs, aphasias, personality changes, delusions, etc.

Such experimentation indicates that our internal concept of self is largely an illusion. The mind tries to make sense out of whatever is available. If both brain hemispheres are strongly connected then there is a strong illusion of one internal person. If the brain hemispheres are disconnected, then experiments show two different personalities inhabiting the same brain. Each personality has no awareness of the other personality. When the second personality acts independently, the first personality rationalizes why the first personality "chose" to perform the action. It is possible that many such self aware personalities co-exist in our brains, each with its own illusion of being in control and each with its own perception of qualia. (In some brain injuries, a person no longer believes that their own arm is part of self. Even though they can control the arm and feel what the arm touches, they think it is someone else's arm. The brain function that creates the illusion of self is broken.) These illusions of self may not be necessary to experience qualia but probably are necessary for a human to describe or relate the experience of qualia.

Speculation about zombies should take into account what science has already discovered. I.e., our internal concept of ourselves is only a blurred reflection of reality. "Self" is manufactured on the fly out of bits and pieces that change with every experience, with every hormonal change, with every drug we take, or with every injury we experience.

What would our internal "self" experience as each neuron were gradually replaced by a nano computer simulator? If the simulator generated a similar essence of qualia (i.e., simulating a brain pattern is sufficient to generate the experience of qualia) then the internal experience should be the same. If the simulator produced no such experience of qualia, then our internal self would be unable to recognize that our internal awareness was shrinking. We would not be able to remember that we could once hear more sounds or see more colors as memory itself depends on that internal awareness. Our internal self would fade away unnoticed by that internal self. (In some cases of dementia, the patient doesn't comprehend that his mind is failing. He don't understand why his family has brought him to see the doctor.) With nano-simulators mental function would continue, but internal awareness might disappear.

I envy that your blog has attracted a much richer discussion on this topic than has mine (see for instance Phil Goetz's & Fly's recent posts).

"But if you add up enough tiny little gravitational pulls, they will eventually yank you across the room and tear you apart by tidal forces, so clearly a small effect is not 'no effect at all'."

When I reread this passage, I can't help but think of the combined gravitational pull of 3^^^3 dust specks.

The anti-epiphenominalist argument makes me think that if substance dualism is true, introspection alone can't provide an epistemic warrant for it, any more than introspection could tell an AI what its processors are made of. Substance dualism makes the prediction that certain loci in the brain behave in a physics-violating but regular way with a significant impact on behavior, but the brain doesn't have any ability to notice this. Since the brain is of finite complexity, there would have to be some computer that, wired in the right way, would produce the same behavior as the 'soul', in which case the brain would have the same belief (or at least 'z-belief', informationally identical but lacking in phenomenal content) in the soul... you see where this is going.

Actually, that might better be said to show that there's no such thing as the "supernatural", it's all one web of causality, in which case the impossibility of introspective warrant for 'dualism' (= our model of physics being incomplete in some way that affects the brain's behavior) is even more obvious.

The concept of a supercausal cause is nonsense of the highest order; e.g. "God speaks to me in my heart, and you can't scientifically refute that because it has no experimental consequences".  But if you define the "supernatural" as "ontologically basic mental stuff not reducible to non-mental parts, like the Force in Star Wars", then it is much less obviously nonsense; nonsense of a lower order, which is harder to detect.

Such experimentation indicates that our internal concept of self is largely an illusion.

It is relatively easy to discover that the self / me is only a thought, not the reality it is assumed to be.  Some basic inquiry into the nature of the assumed "self" will dissolve the illusion rather quickly.

It is often assumed that this is some kind of "religious" belief, but in fact it is also easily available to atheists as well, such as Susan Blackmore and Sam Harris.  I suspect Nick Tarleton would also include himself in this category.

Wittgenstein's post-Tractatus work concentrated on the role  played by language in the kind of talk we sometimes call "philosophical discussions." In this later portion of Wittgenstein's work, his central activity consisted of pointing out, by means of numerous distinct examples, that one cannot stretch the use of words and phrases into new, synthetic realms, without incurring a significant risk of ending up talking nonsense.

The trap against which Wittgenstein warns us is something like writing "Where has a wireless mouse's tail gone? Possibly it is still somehow attached, but invisible."

In this case it is obvious that the word "mouse" can be used in a number of different contexts, and that these various contexts are not actually linked together in any but the trivial fact of both containing the word, "mouse."

In the case of words such as "conscious," "aware," "thought" and the like, the lack of connection between contexts is less apparent. Likewise, the danger of conflating and distorting those contexts is significantly greater for such (actually quite narrow) words.

The problem with this argument is, that it doesn't explain anything nor does it solve the hard problem of consciousness. You simply redefine consciousness to mean something experimentally detectable, and then use that to claim p-zombies are impossible. You can move on, but that doesn't leave the original problem answered.

"Consciousness, whatever it may be - a substance, a process, a name for a confusion - is not epiphenomenal; your mind can catch the inner listener in the act of listening, and say so out loud."
That's simply a fact about human brains, and is of course empirically detectable, and we can in principle write out algorithms and then create a consciousness detector. That doesn't explain anything about qualia though, and that's the hard problem.

No, the problem with the zombie argument, the notion of 'qualia', and anything postulating mysterious entities, is that they don't explain / predict anything.  This post mostly just explains that for people who don't feel like reading Dennett.

There are many valid arguments or reason to believe in the existence of qualia, you can't simply say that because we cannot use qualia to predict anything at this point, then you can just ignore qualia. Qualia is "mysterious" in the same way the universe is, we don't know it's properties fully.

you can't simply say that because we cannot use qualia to predict anything at this point, then you can just ignore qualia

In fact, I can and did.  Furthermore, if a hypothesis doesn't predict anything, then it is a meaningless hypothesis; it cannot be tested, and it is not useful even in principle.  An explanation that does not suggest a prediction is no explanation at all.

Qualia is not a full explanation as of yet, you can think of it as a philosophical problem. There are many arguments to believe in the existence of qualia. It might be possible to show all of them to be false, in fact Dennet has attempted this. After you've shown them all to be false, it's okay to say "qualia doesn't exist". However, it's irrational to claim that since the concept/problem of qualia doesn't predict anything, qualia therefore doesn't exist.

However, it's irrational to claim that since the concept/problem of qualia doesn't predict anything, qualia therefore doesn't exist.

Nope.  It's irrational to claim that qualia does exist when the hypothesis that qualia exists does not entail any predictions.  I am not aware of any good arguments in favor of the existence of qualia, and already have a good reason to reject the hypothesis that it exists.

"qualia" labels part of the explanandum, not the explanation.

The essay isn't trying to solve the hard problem of consciousness.  It is trying to demonstrate the impossibility of p-zombies.  Consciousness is not "redefined" as something experimentally detectable; it is simply pointed out that consciousness defined the usual way is, in fact, experimentally detectable, since we can catch ourselves in the act of listening and visibly move our lips to report it.

Admittedly few are likely to read this comment, the post being so old. Also, I must apologize that marginal values seem to suggest that I not read all the other comments for something like this point, having read the first few. That said, a few thoughts. 

While I'm not sure if I agree with Albert or not, I don't believe the GAZP applies wholly to this topic. It's actually somewhat summarized with the amusing line "I don't think therefore I'm not". Or rather, "I'm not, therefore I don't think". Nobody ever has (reliable) evidence that they don't exist. I can never know, based on direct experience, that I haven't just died and somehow been replaced with "another identical person", and am not now the person I was moments ago. Identity is complicated and I don't find this likely to happen, but the point still stands. It's not that there is no subjective evidence of the switch, but that the entity who had the experience no longer exists. One may still have intuitions regarding experiences they won't notice, or rather, experiences that will remove any further noticing of anything ever, the simplest cases being traditional death. You just can't use your past memories of existing as evidence for what might cause that. 

I can never know, based on direct experience, that I haven't just died and somehow been replaced with "another identical person", and am not now the person I was moments ago.

Not to be crass (at this point, good Bayesians should bear in mind Cromwell's rule; it's still logically possible that what follows won't be something crass), but there is eating and pooping.

Another comment to add a few years later than the original post and hence be pretty useless:

My thoughts are that consciousness (as in the experience of it) is a kind of epiphenomenon: 

The sensation is derived from cognitive processes that map isomorphically to an abstract model of consciousness in mindspace (and I do not make any distinction or heirarchy between realspace and mindspace in terms of privileged levels of existence). 

It does this because the brain is doing exactly what it feels like consciousness does - integrating various inputs into a representation of self and environment, making plans and telling a consistent story about it all. And the mapping, by being possible, is also real.

 have to say I agree with Charles' proposition. I mean, if one thinks "i am thinking" the neurons have to fire off in your head 
A) to think
B) to say "I am thinking"
C) to realize one is saying he or she is thinking 
D) determine the cause and thought process of all of the above and
E) rationalize the behavior of our brains in a inductive reasoning-based processing sense of the word.

So, if all of the above are true, as are the aforementioned butterfly effect that causes a misplaced neuron to trigger a seizure, than if one's neurons were replaced by other completely identical neurons, then you would have consciousness, but not the same consciousness, and not necessarily a human consciousness. (Also the argument depends on whether one believes if random is really not random at all, and if it is random, than the robot neurons could not replicate that process in an algorithm, since there isn't one (in that case) than the randomness of human consciousness would constitute the definition of the difference between the robot consciousness and the human one, if the robot conscious is actually considered "conscious" at all, which would mean zombies COULD exist due to the lack of randomness in a robot-neuron-composed brain.) BUT, if randomness isn't actually random at all, and such variables as pi consist of a very complex pattern, then whose to say robots cannot replicate the pattern, in which case human existence would be replicable, and there would be no difference between conscious robots and conscious humans, but the unconscious would not be unconscious unless they were dead, thus proving the GAZP. Does anyone else agree or am I missing something?

I'm sorry to comment on such an old post, but I'm really new to rationality and especially bayesianism, and this discussion got me confused about something.

Non-reductionists such as Richard say there is a non-physical "thingy" called a consciousness, and that it is epiphenomenal. That means it has no consequences on the physical world.

Wouldn't this be a model that doesn't anticipate anything, as you described in your first posts? If one argues that conciousness has no effect on the observable world, isn't one arguing that there might not be any conciousness at all? That the whole argument is pointless?

The gravitational pull from a one-gram switch ten meters away is around 6 * 10-16 m/s2.  That's around half a neutron diameter per second per second, far below thermal noise, but way above the Planck level.

The switch's flip does change the fundamental particles of your body and brain.  It nudges them by whole neutron diameters away from where they would have otherwise been.

If we assume Reductionism and Naturalism, the concept of the Zombie is a paradox.

The two premises I have just outlined are mutually exclusive to the premise "beings that are atom-by-atom identical to us... except that they are not conscious."

That is like saying that there are two gears that mesh together, yet one one turns, the other does not.  Paradox.  There is no solving it.  The only difference is the layers of complexity.  We cannot, with only our own minds, find or prove prime numbers with many digits to them, but that doesn't mean that they do not exist.

If you truly believe that there is no external, supernatural cause to consciousness, then Zombies are a true paradox that cannot exist.

Since an argument like this rests on several necessary premises, one should really just attack the one with the least support.

I have noticed that Eliezer favors synthetic over analytic arguments, but sometimes, the later is much more efficient than the former.

If we assume Reductionism and Naturalism, the concept of the Zombie is a paradox.

I don't understand, unless by "paradox" you mean "contradiction" or "nonsense" or "impossible".

I have indeed used paradox incorrectly.  Your latter definitions are more appropriate.  My confusion arose from the apparent possibility, but I see now that 'paradox' would only be correct if my argument also still felt the existence of the zombie was possible.

However, I hope that despite that minor terminology quibble, you were still able to understand the thrust of my argument.  If my argument is unclear from the line you quoted, it is worth noting that I explain it in the following paragraphs.

Albert's position is similar to how you know that two calculators will have the same output despite having different physical configurations. If you have an idealized abstract model of say addition, you can draw a boundary around different designs that perform addition despite being different. You will know that something like a unconnected switch won't be enough to make it stop matching the model of addition.

If we take the reason that Albert talks about being Albert and him talking about a person from five minutes ago as himself and build an abstract idealize model, we will see that a lot of physicals differences can take place without effecting the real reason for his report. There is a range of physical designs that match the models prediction and it includes ones were his brain is made of tiny robots. The cause of his report with remain the same regardless of the tiny robots replacing his neurons with themselves.

The implication I see is mind uploading. Where must we draw the boundary to capture the referent of "Albert". How that questions is answered may determine the future.

And if the tiny gravitational pull of the littlw 1 gram switch can turn off the consciousness then imagine what would happen in the crowded city when a large lorry loaded with 20 tons of lead moved accross that city :) People will go zombiiiiiies and that would be a total chaos.

Nope, because the notion of "zombie" here is a weird one cooked up by philosophers with the property that whether someone is a zombie has no effect at all on how they behave. So there would be exactly the same amount of chaos as before the switch or lorry had its effect.

This is the most I've read on this Zombieism concept, and now I can see it may not be the first thing I read about it. There is a fantasy series called Skulduggery Pleasant by Derek Landy. In one of it's many side plots, two characters become zombies and even eventually get their brains fully replaced by genetically modified plant matter. They retain their consciousness and their personalities the entire time. They also continued functioning without a hitch after their Zombie Master died (the term was used in the books).

So I suppose the author would agree with this principle, and I find myself inclined to as well. It just makes so much sense, although I personally feel Eliezer could have been a bit more concise.

I will take this opportunity to recommend the series to all rationalists. It's the most rational piece of fiction I've read aside from HPMoR.

Ughhhhh. Lovely, my brain broke. To mean this whole topic seems to revolve around two issues. 

First it seems a question of Entanglement in the Less Wrong evidence sense of the word. It's an epistemological question of whether internal consciousness possesses any evidential relationships to external observable qualities. Or assuming for a second that two individuals are actually conscious and are interacting with each, have access to the full sum of material tools possible and are both trying to discover if the other is conscious. In this example is there any entanglement between both individuals awareness. My honest guess is no. 

The second issue is more so the fundamental question of what consciousness is made of. If it were say some particular fundamental field of the universe that is attracted to certain information structures but for whatever reason not simulated information structures. Not information structures of information structures. In this case if we copied everyone's information onto some computer you might very well have created a zombie world. I think this is a what a lot of people are afraid of for a lot of transhumanist stuff. They want to mess with the vessel that hold their awareness as little as possible in the fear that they could become a zombie. 



GAZP vs. GLUT

In "The Unimagined Preposterousness of Zombies", Daniel Dennett says:

To date, several philosophers have told me that they plan to accept my challenge to offer a non-question-begging defense of zombies, but the only one I have seen so far involves postulating a "logically possible" but fantastic being — a descendent of Ned Block's Giant Lookup Table fantasy...

A Giant Lookup Table, in programmer's parlance, is when you implement a function as a giant table of inputs and outputs, usually to save on runtime computation.  If my program needs to know the multiplicative product of two inputs between 1 and 100, I can write a multiplication algorithm that computes each time the function is called, or I can precompute a Giant Lookup Table with 10,000 entries and two indices.  There are times when you do want to do this, though not for multiplication—times when you're going to reuse the function a lot and it doesn't have many possible inputs; or when clock cycles are cheap while you're initializing, but very expensive while executing.

Giant Lookup Tables get very large, very fast.  A GLUT of all possible twenty-ply conversations with ten words per remark, using only 850-word Basic English, would require 7.6 * 10585 entries.

Replacing a human brain with a Giant Lookup Table of all possible sense inputs and motor outputs (relative to some fine-grained digitization scheme) would require an unreasonably large amount of memory storage.  But "in principle", as philosophers are fond of saying, it could be done.

The GLUT is not a zombie in the classic sense, because it is microphysically dissimilar to a human.  (In fact, a GLUT can't really run on the same physics as a human; it's too large to fit in our universe.  For philosophical purposes, we shall ignore this and suppose a supply of unlimited memory storage.)

But is the GLUT a zombie at all?  That is, does it behave exactly like a human without being conscious?

The GLUT-ed body's tongue talks about consciousness.  Its fingers write philosophy papers.  In every way, so long as you don't peer inside the skull, the GLUT seems just like a human... which certainly seems like a valid example of a zombie: it behaves just like a human, but there's no one home.

Unless the GLUT is conscious, in which case it wouldn't be a valid example.

I can't recall ever seeing anyone claim that a GLUT is conscious.  (Admittedly my reading in this area is not up to professional grade; feel free to correct me.)  Even people who are accused of being (gasp!) functionalists don't claim that GLUTs can be conscious.

GLUTs are the reductio ad absurdum to anyone who suggests that consciousness is simply an input-output pattern, thereby disposing of all troublesome worries about what goes on inside.

So what does the Generalized Anti-Zombie Principle (GAZP) say about the Giant Lookup Table (GLUT)?

At first glance, it would seem that a GLUT is the very archetype of a Zombie Master—a distinct, additional, detectable, non-conscious system that animates a zombie and makes it talk about consciousness for different reasons.

In the interior of the GLUT, there's merely a very simple computer program that looks up inputs and retrieves outputs.  Even talking about a "simple computer program" is overshooting the mark, in a case like this.  A GLUT is more like ROM than a CPU.  We could equally well talk about a series of switched tracks by which some balls roll out of a previously stored stack and into a trough—period; that's all the GLUT does.

A spokesperson from People for the Ethical Treatment of Zombies replies:  "Oh, that's what all the anti-mechanists say, isn't it?  That when you look in the brain, you just find a bunch of neurotransmitters opening ion channels?  If ion channels can be conscious, why not levers and balls rolling into bins?"

"The problem isn't the levers," replies the functionalist, "the problem is that a GLUT has the wrong pattern of levers.  You need levers that implement things like, say, formation of beliefs about beliefs, or self-modeling...  Heck, you need the ability to write things to memory just so that time can pass for the computation.  Unless you think it's possible to program a conscious being in Haskell."

"I don't know about that," says the PETZ spokesperson, "all I know is that this so-called zombie writes philosophical papers about consciousness.  Where do these philosophy papers come from, if not from consciousness?"

There's a game in physics called Follow-The-Energy.  Richard Feynman's father played it with young Richard:

    It was the kind of thing my father would have talked about:  "What makes it go?  Everything goes because the sun is shining."   And then we would have fun discussing it:
    "No, the toy goes because the spring is wound up," I would say.  "How did the spring get wound up?" he would ask.
    "I wound it up."
    "And how did you get moving?"
    "From eating."
    "And food grows only because the sun is shining.   So it's because the sun is shining that all these things are moving."   That would get the concept across that motion is simply the transformation of the sun's power.

When you get a little older, you learn that energy is conserved, never created or destroyed, so the notion of using up energy doesn't make much sense.  You can never change the total amount of energy, so in what sense are you using it?

So when physicists grow up, they learn to play a new game called Follow-The-Negentropy—which is really the same game they were playing all along; only the rules are mathier, the game is more useful, and the principles are harder to wrap your mind around conceptually.

Rationalists learn a game called Follow-The-Improbability, the grownup version of "How Do You Know?"  The rule of the rationalist's game is that every improbable-seeming belief needs an equivalent amount of evidence to justify it.  (This game has amazingly similar rules to Follow-The-Negentropy.)

Whenever someone violates the rules of the rationalist's game, you can find a place in their argument where a quantity of improbability appears from nowhere; and this is as much a sign of a problem as, oh, say, an ingenious design of linked wheels and gears that keeps itself running forever.

The one comes to you and says:  "I believe with firm and abiding faith that there's an object in the asteroid belt, one foot across and composed entirely of chocolate cake; you can't prove that this is impossible."  But, unless the one had access to some kind of evidence for this belief, it would be highly improbable for a correct belief to form spontaneously.  So either the one can point to evidence, or the belief won't turn out to be true.  "But you can't prove it's impossible for my mind to spontaneously generate a belief that happens to be correct!"  No, but that kind of spontaneous generation is highly improbable, just like, oh, say, an egg unscrambling itself.

In Follow-The-Improbability, it's highly suspicious to even talk about a specific hypothesis without having had enough evidence to narrow down the space of possible hypotheses.  Why aren't you giving equal air time to a decillion other equally plausible hypotheses?  You need sufficient evidence to find the "chocolate cake in the asteroid belt" hypothesis in the hypothesis space—otherwise there's no reason to give it more air time than a trillion other candidates like "There's a wooden dresser in the asteroid belt" or "The Flying Spaghetti Monster threw up on my sneakers."

In Follow-The-Improbability, you are not allowed to pull out big complicated specific hypotheses from thin air without already having a corresponding amount of evidence; because it's not realistic to suppose that you could spontaneously start discussing the true hypothesis by pure coincidence.

A philosopher says, "This zombie's skull contains a Giant Lookup Table of all the inputs and outputs for some human's brain."  This is a very large improbability.  So you ask, "How did this improbable event occur?  Where did the GLUT come from?"

Now this is not standard philosophical procedure for thought experiments.  In standard philosophical procedure, you are allowed to postulate things like "Suppose you were riding a beam of light..." without worrying about physical possibility, let alone mere improbability.  But in this case, the origin of the GLUT matters; and that's why it's important to understand the motivating question, "Where did the improbability come from?"

The obvious answer is that you took a computational specification of a human brain, and used that to precompute the Giant Lookup Table.  (Thereby creating uncounted googols of human beings, some of them in extreme pain, the supermajority gone quite mad in a universe of chaos where inputs bear no relation to outputs.  But damn the ethics, this is for philosophy.)

In this case, the GLUT is writing papers about consciousness because of a conscious algorithm.  The GLUT is no more a zombie, than a cellphone is a zombie because it can talk about consciousness while being just a small consumer electronic device.  The cellphone is just transmitting philosophy speeches from whoever happens to be on the other end of the line.  A GLUT generated from an originally human brain-specification is doing the same thing.

"All right," says the philosopher, "the GLUT was generated randomly, and just happens to have the same input-output relations as some reference human."

"We used a true randomness source—a quantum device."

But a quantum device just implements the Branch Both Ways instruction; when you generate a bit from a quantum randomness source, the deterministic result is that one set of universe-branches (locally connected amplitude clouds) see 1, and another set of universes see 0.  Do it 4 times, create 16 (sets of) universes.

So, really, this is like saying that you got the GLUT by writing down all possible GLUT-sized sequences of 0s and 1s, in a really damn huge bin of lookup tables; and then reaching into the bin, and somehow pulling out a GLUT that happened to correspond to a human brain-specification.  Where did the improbability come from?

Because if this wasn't just a coincidence—if you had some reach-into-the-bin function that pulled out a human-corresponding GLUT by design, not just chance—then that reach-into-the-bin function is probably conscious, and so the GLUT is again a cellphone, not a zombie.  It's connected to a human at two removes, instead of one, but it's still a cellphone!  Nice try at concealing the source of the improbability there!

Now behold where Follow-The-Improbability has taken us: where is the source of this body's tongue talking about an inner listener?  The consciousness isn't in the lookup table.  The consciousness isn't in the factory that manufactures lots of possible lookup tables.  The consciousness was in whatever pointed to one particular already-manufactured lookup table, and said, "Use that one!"

You can see why I introduced the game of Follow-The-Improbability.  Ordinarily, when we're talking to a person, we tend to think that whatever is inside the skull, must be "where the consciousness is".  It's only by playing Follow-The-Improbability that we can realize that the real source of the conversation we're having, is that-which-is-responsible-for the improbability of the conversation—however distant in time or space, as the Sun moves a wind-up toy.

"No, no!" says the philosopher.  "In the thought experiment, they aren't randomly generating lots of GLUTs, and then using a conscious algorithm to pick out one GLUT that seems humanlike! I am specifying that, in this thought experiment,  they reach into the inconceivably vast GLUT bin, and by pure chance pull out a GLUT that is identical to a human brain's inputs and outputs!  There!  I've got you cornered now!  You can't play Follow-The-Improbability any further!"

Oh.  So your specification is the source of the improbability here.

When we play Follow-The-Improbability again, we end up outside the thought experiment, looking at the philosopher.

That which points to the one GLUT that talks about consciousness, out of all the vast space of possibilities, is now... the conscious person asking us to imagine this whole scenario.  And our own brains, which will fill in the blank when we imagine, "What will this GLUT say in response to 'Talk about your inner listener'?"

The moral of this story is that when you follow back discourse about "consciousness", you generally find consciousness.  It's not always right in front of you.  Sometimes it's very cleverly hidden.  But it's there.  Hence the Generalized Anti-Zombie Principle.

If there is a Zombie Master in the form of a chatbot that processes and remixes amateur human discourse about "consciousness", the humans who generated the original text corpus are conscious.

If someday you come to understand consciousness, and look back, and see that there's a program you can write which will output confused philosophical discourse that sounds an awful lot like humans without itself being conscious—then when I ask "How did this program come to sound similar to humans?" the answer is that you wrote it to sound similar to conscious humans, rather than choosing on the criterion of similarity to something else.  This doesn't mean your little Zombie Master is conscious—but it does mean I can find consciousness somewhere in the universe by tracing back the chain of causality, which means we're not entirely in the Zombie World.

But suppose someone actually did reach into a GLUT-bin and by genuinely pure chance pulled out a GLUT that wrote philosophy papers?

I mean, there's got to be more to it than inputs and outputs.

Oh, and for those of you wondering how this sort of thing relates to my day job...

In this line of business you meet an awful lot of people who think that an arbitrarily generated powerful AI will be "moral".  They can't agree among themselves on why, or what they mean by the word "moral"; but they all agree that doing Friendly AI theory is unnecessary.  And when you ask them how an arbitrarily generated AI ends up with moral outputs, they proffer elaborate rationalizations aimed at AIs of that which they deem "moral"; and there are all sorts of problems with this, but the number one problem is, "Are you sure the AI would follow the same line of thought you invented to argue human morals, when, unlike you, the AI doesn't start out knowing what you want it to rationalize?"  You could call the counter-principle Follow-The-Decision-Information, or something along those lines.  You can account for an AI that does improbably nice things by telling me how you chose the AI's design from a huge space of possibilities, but otherwise the improbability is being pulled out of nowhere—though more and more heavily disguised, as rationalized premises are rationalized in turn.

So I've already done a whole series of posts which I myself generated using Follow-The-Improbability.  But I didn't spell out the rules explicitly at that time, because I hadn't done the thermodynamic posts yet...

Just thought I'd mention that.  It's amazing how many of my Overcoming Bias posts would coincidentally turn out to include ideas surprisingly relevant to discussion of Friendly AI theory... if you believe in coincidence.

Whether the belief happens to be true is irrelevant.  What matters is whether the person can justify the belief.  If the conviction is spontaneously generated, the person doesn't have a rational argument that shows how the claim arises from previously-accepted statements.  Thus, asserting that claim is wrong, regardless of whether it happens to be true or not.


I mean, there's got to be more to it than inputs and outputs.

Eliezer, I suspect you are not being 100% honest here. I don't have any problems with a GLUT being conscious.

I have to admit that this sounds crazy, and that I don't really understand what's going on. But it looks like it's logically necessary that lookup tables can be conscious. As far as we know, the Universe, and everything in it, can be simulated on a giant Turing machine. What is a Turing machine, if not a lookup table? Granted, most Turing machines use a much smaller set of symbols than a GLUT- base 5 or base 10 instead of base 10^10^50- but how would that change a system from being "non-conscious" to being "conscious"? And while a Turing machine has a state register, this can be simulated by just using N lookup tables instead of one lookup table. It seems like we have to believe that 1), the mathematical structure of a UTM relative to a giant lookup table, which is very minimal indeed, is the key element required for consciousness, or 2), the Universe is not Turing-computable, or 3), consciousness does not exist.

Hrm... as far as no one actually willing to jump in and say "a glut can be/is conscious"... What about Moravec and Egan? (Egan in Permutation City, Moravec in Simulation, Consciousness, Existance)... I don't recall them explicitly coming out and saying it, but it does seem to have been implied.

Anyways, I think I'm about to argue it... Or at least argue that there's something here that's seriously confusing me:

Okay, so you say that it's the generating process of the GLUT that has the associated consciousness, rather than the GLUT itself. Fine...

But exactly where is the breakdown between that and, say, the process that generates a human equivalent AI? Why not say that process is where the consciousness resides rather than the AI itself? if one takes at least some level of functionalism, allowing some optimizations and so on in the internal computations, then the internal "levers" can end up looking algorithmically very very different than the external, even if the behavior is identical.

In other words, as I start with the "correct" rods and levers to produce consciousness, then optimize various bits of it incramentally... when does the optimization proces... (read more)

Hi Caledonian.  Hi Stephen.  If I remember correctly, this is where the program that is the three of us having college bull sessions goes HALT and we never get any further, is it not?  Once again, Eliezer says clearly what Caledonian was thinking and articulated through metaphor in one-on-one conversations (namely "Well, then it wouldn't be conscious.  IMHO." ) but is predictably not understood by same, while I am far from sure.
Eliezer:  You don't know how much I wanted to see you type essentially the line "Ordinarily, when we're talking to... (read more)

"The GLUT is no more a zombie, than a cellphone is a zombie because it can talk about consciousness while being just a small consumer electronic device.  The cellphone is just transmitting philosophy speeches from whoever happens to be on the other end of the line.  A GLUT generated from an originally human brain-specification is doing the same thing."

You begin by saying that you are using "zombie" in a broader-than-usual sense, to denote something that "behave[s] exactly like a human without being conscious". The GLUT was con... (read more)

Isn't the state-space of similar such problems known to exceed the number of atoms in the Universe? There is a term for problems which are rendered unsolvable because there just isn't enough possible state-storing matter to represent them, but I can't think of it now.

Pardon me if this is a stupid question, my experience with AI is limited. Funny Eliezer should mention Haskell, I've got to get back to trying to wrap my brain around 'monads'.

I'm not sure what you mean by a GLUT?  A static table obviously wouldn't be conscious, since whatever the details consciousness is obviously a process.  But, the way you use GLUT suggests that you are including algorithms for processing the look-ups, how would that be different from other algorithmic reasoning systems using stored data (memories)?

There was something like a random-yet-working GLUT picked out by sheer luck - abiogenesis. And it did eventually become conscious. The original improbability is a small jump (comparatively) and the rest of the improbability was pumped in by evolution. Still, it's an existence proof of sorts - I don't think you can argue conscious origin as necessary for consciousness. There needs to be an optimizer, or enough time for luck. There doesn't really need to be any mind per se.

A simple GLUT cannot be conscious and or intelligent because it has no working memory or internal states. For example, suppose the GLUT was written at t = 0. At t = 1, the system has to remember that "x = 4". No operation is taken since the GLUT is already set. At t = 2 the system is queried "what is x?". Since the GLUT was written before the information that "x = 4" was supplied, the GLUT cannot know what x is. If the GLUT somehow has the correct answer then the GLUT goes beyond just having precomputed outputs to precomputed ... (read more)

The rule of the rationalist's game is that every improbable-seeming belief needs an equivalent amount of evidence to justify it.

Aren't you already breaking it allowing what you consider improbable GLUTs with no evidence?

Also how would you play this game with someone with a vastly different prior?

Any process can be replaced by a sufficiently-large lookup table with the right elements.

If you accept that a process can be conscious, you must acknowledge that lookup tables can be.

Let me be the first in this thread to suggest that, for the purposes of GLUTs, we should taboo the word "conscious."  This post, in my opinion, is a shining example of Eliezer’s ability to verbally carve reality at its joints.  After a remarkably clear discussion of the real problem, the question of “conscious” GLUTs seems like a silly near-boundary case.

Is there a technical reason I should think otherwise?

PK is right.  I don't think a GLUT can be intelligent, since it can't remember what it's done.  If you let it write notes in the sand and then use those notes as part of the future stimulus, then it's a Turing machine.

The notion that a GLUT could be intelligent is predicated on the good-old-fashioned AI idea that intelligence is a function that computes a response from a stimulus.  This idea, most of us in this century now believe, is wrong.

Eliezer Yudkowsky: First, as I started reading, I was going to correct you and point out that Daniel Dennett thinks a GLUT can be conscious, as that is exactly his response to Searle's Chinese Room argument, thinking that I didn't need to read further.  Fortunately, I did read the whole thing and find out, when I look at the substance of what the two of you believe, it's the same.  While Dennett would say that the GLUT running in the Chinese Room is conscious, what you were really asking was, what is the source of ... (read more)

"Any process can be replaced by a sufficiently-large lookup table with the right elements."

That misses my point.  A process is needed to do the look-ups or the table just sits there.

If you abstract away the low-level details of how neurons work, couldn't the brain be considered a very large, multidimensional look-up table with a few rules regarding linkages and how to modify strengths of connections?

I will step up and claim that GLUTs are conscious.  Why wouldn't they be?

Phil:  Gluts can certainly learn.  A GLUT's program is this:

while (true) {
x = sensory input
y, z = GLUT(y, x)
muscle control output = z
}

Everything a GLUT has learned is encoded into y.  Human GLUTS are so big that even their indices are huge.

Is the entity that results from gerrymandering together neural firings from different people's brains, so as to produce a pattern of neural firings similar to a brain but not corresponding to any "real person" in this Everett branch, conscious? How about gerrymandering together instructions occurring in different CPUs? Atomic motions in random rocks?

Consider a tiny look-up table mapping a few (input sentence, state) pairs to (output sentence, state) pairs - one small enough to practically be constructed, even. So long as you stick to the few sentences it accepts in the current state, it behaves exactly like a GLUT. If a GLUT is conscious, either this smaller table is conscious too, or it's the never activated entries that make the GLUT conscious.

Personally my response to the one would be similar to Caledonian's; perhaps more extreme. I think the linguistic analysis of philosophers is essentially worthless. Language is a means of communication and the referents a word has a matter of convention; meaning is a psychological property of no particular value. What concerns me is the person doing the communication. Where have they been and what have they done? You can, of course, follow the improbability on that. But my maxim is just,

"But suppose someone actually did reach into a GLUT-bin and by genuinely pure chance pulled out a GLUT that wrote philosophy papers?"

Ah, I see you're not familiar with the works of Jorge Luis Borges.  Permit me to hyperlink:  The Library of Babel

PK, Phil Goetz, and Larry D'Anna are making a crucial point here but I'm afraid it is somewhat getting lost in the noise.  The point is (in my words) that lookup tables are a philosophical red herring.  To emulate a human being they can't just map external inputs to external outputs.  They also have to map a big internal state to the next version of that big external state.  (That's what Larry's equations mean.)

If there was no internal state like this, a GLUT couldn't emulate a person with any memory at all.  But by hypothesis, it does emulate a person (pe... (read more)

Internal state is not necessary. Consider a function f mapping strings to strings by means of a lookup table. Here are some examples of f evaluated with well-chosen inputs:

f("Hi, Dr. S here, how are you now that you're a lookup table?") = "Very well, thank you. I notice no difference."

f("Hi, Dr. S here, how are you now that you're a lookup table? Really, none at all?") = "Yes, really no differences at all."

f("Hi, Dr. S here, how are you now that you're a lookup table? You have insulted my entire family!") = "I know you well enough to know that my last reply could not possibly have insulted you; someone must be feeding me fake input histories again."

There should probably be timestamps in the input histories but that's an implementation detail. For what it's worth, I hold that f is conscious.

Of course a GLUT can be conscious.
A problem some may have with it would be that it is not self-modifying, for the table is set in stone, right? Well, consider it from this perspective:

First of all, I assume that all or some of the output is fed back into the input, directly or indirectly (or is that cheating? why?).
Then, we can divide the GLUT in two parts, A and B, that differ only in one input: the fact that the "zombie" has previously heard a particular phrase, for example "You are not conscious, you ugly zombie!".

People who want to read more about this topic online may find that it is sometimes referred to as a "humongous" (slang for huge) lookup table or HLUT. Googling on that term will find some additional hits.

Psy-Kosh's point about implementations that use lookup tables internally of various sizes I think echos Moravec's point in Mind Children. The idea is that you could replace various sub-parts of your conscious AI with LUTs, ranging all the way from trivial substitutions up to a GLUT for the whole thing. Then as he says, when and where is the consc... (read more)

The more I think about it, the more I am convinced that if any GLUT could ever be made it would be an unspeakably horrible abomination.  To explicitly represent the brain states of all the worst things that could happen to a person is a terrible thing.  Weather the "internal state" variable is actually pointing at one doesn't seem to make a big moral difference.  GLUTs are torture.  They are the worst form of torture I've ever heard of.  I'm glad they're almost certainly impossible.

I recall several years back Eliezer writing on these topics and at the time he saw this as a major stumbling block for functionalism. I would be interested in hearing how his thoughts have evolved, and I hope he can write about this soon.

Larry gives me another idea. Say the GLUT is implemented as a giant book with a person following instructions a la the Chinese Room. In the course of looking up the current (sentence, state) pair in the book, many other entries will inevitably impinge on the operator's retinas and enter their m... (read more)

Hal: Yeah, I actually am inclined toward thinking that something like Permutation City style cosmology/consciousness is actually valid... HOWEVER

If so, that seems to seperate consciousness and material reality to the point that one may as well say "what material reality?"

"hrm, okay, so let's say that physics as we know it is the wrong reduction, and instead there's some other principle that ends up implying/producing consciousness, and something about that fundamental principle and so on causes statistical patterns/reg... (read more)

Nick: oh, hey, cool, thanks. Didn't know about the existance of such a FAQ

Yeah, the uniformity thing (which I thought of in terms of existance of structure in experience) does seem to be a hit against it, and something I've spent time thinking about, still without conclusion though.

On the other hand, the chain of reasoning leading to it seems hard to argue against.

ie, what would have to be true for for something like the dust theory to be false? I have trouble thinking of any way of having the dust theory be false and yet also keeping anything like zombies... (read more)

Incidentally, I note that the uniformity/structure problem is also, near as I can tell, a hit against Tegmark style "all possible mathematical structures" multiverse

Not necessarily. Tegmark suggests that mathematical structures with higher algorithmic complexity [in what encoding?] have lower weight [is there a Mangled Worlds-like phenomenon that turns this weight into discrete objective frequencies?], and that laws producing an orderly universe have lower complexity than chaotic universes or especially encodings of specific chaotic experiences.

Does Tegmark provide any justification for the lower weight thing or is it a flat out "it could work if in some sense higher complexity realities have lower weight"?

For that matter, what would it even mean for them to be lower weight?

I'd, frankly, expect the reverse. The more "tunable parameters", the more patterns of values they could take on, so...

For that matter, if some means of different weights/measures/whatever could be applied to the different algorithm's, why disallow that sort of thing being applied to different "dust interpretations"?

And any thoughts at all on why it seems like I'm not (at least, most of me seemingly isn't) a Boltzmann brain?

Well, the first point is to discard the idea that orderly perceptions are less probable than chaotic ones in the Dust.

The second is to recognize that probability doesn't matter to the anthropic principle at all.  You don't exist in the chaotic perspectives, so you never see them.

Does Tegmark provide any justification for the lower weight thing or is it a flat out "it could work if in some sense higher complexity realities have lower weight"?

It's the same justification as for the Kolmogorov prior: if you use a prefix-free code to generate random objects, less complex objects will come up more frequently. Descriptions of worlds with more tunable parameters must include those parameters, which adds complexity. (But, yes, if complexity/weight/frequency is ignored, there are infinitely more worlds above any complexit... (read more)

Psy-Kosh : "Yeah, the uniformity thing (which I thought of in terms of existance of structure in experience) does seem to be a hit against it, and something I've spent time thinking about, still without conclusion though.

On the other hand, the chain of reasoning leading to it seems hard to argue against.

ie, what would have to be true for for something like the dust theory to be false? I have trouble thinking of any way of having the dust theory be false and yet also keeping anything like zombies disallowed."

Psy-Kosh, that isn't a chain of reasoni... (read more)

The full version of the Library of Babel can be generated by "walking" through the versions with a limited number of texts, each of finite length.  It contains every possible string that can be composed of a given set of symbols - infinitely many strings, each infinitely long.  Any finite string that can appear in the Library, does appear - infinitely many times.

It's interesting that Eliezer never heard anyone say that a GLUT is conscious before now, but now nearly all the commenters are saying that GLUT is conscious. What is the meaning of this?

Unknown: I was unclear. I meant "rejecting the assumptions involved in the chain of reasoning that leads to the dust hypothesis would seem to require accepting things very much like zombies, and in ways that seem rather preposterous, at least to me"

Yes, obviously if ~zombie -> dust, then ~dust->zombie.
Either way, I know I'm very confused about this whole matter.

Caledonian: Yes, AB will be more common than CDEFG as a substring. but ABABABABABAB will be less common than AB(insert-random-sequence-here)

Would you argue that odd numbers are as probable as even numbers in the set of natural numbers, because the order of the category of infinities that they belong to is the same?

How about squares (1, 2, 4, 9, 16, ...) versus non-square numbers? Prime numbers versus composite numbers?

It depends on how you order it. With the natural numbers in ascending order, squares are less common. Interleaving them like {1, 2, 4, 3, 9, 5, 16, 6, 25, 7, ...}, they're equally common. With a different order type like {2, 3, 5, 6, 7, ..., 1, 4, 9, 16, 25, ...}, I have no idea. This is a problem.

As far as I understand, the sets of odd numbers, squares, and primes are all countable.

As such, a one-to-one correspondence can be established between them and the counting numbers.  Therefore, considered across infinity, there are just as many primes as there are odd numbers... (read more)

The part I have a problem with is where you go from the cardinality of the sets to a judgment of "equally probable".

The "any" is the problem. I can construct a truncated versio... (read more)

My statement doesn't hold in ANY truncated version of the Library - it's not difficult to construct an example, because any finite version automatically serves.

But we're not DEALING with a finite version of the Library.  We are dealing with the infinite version.  And infinity wreaks some pretty serious havoc on conventional concepts of probability.

So why do you say that all sentences have equal probability, rather than that the probability is undefined, which would seem to be the default option?

If I ran a computer program that systematically emulated every Turing machine, would I thereby create every possible universe?

n=1; 

max = 1;

while (1) {

emulate_one_instruction(n);

n = n+1;

if (n > max) 

{max = max + 1; n = 1;}

}

(In other words, the pattern of execution goes 1,1,2,1,2,3,1,2,3,4, and so on. If you wait long enough, this sequence will eventually repeat any number you specify as many times as you specify.)

Of course, you'd need infinite resources to run this for an infinite number of steps...

Some of those instructions won't halt, so eventually you'll get hung up in an infinite loop without outputting anything. And the Halting Problem has no general solution...

First, I haven't seen how this figures into an argument, and I see that Eliezer has already taken this in another direction, but...

What immediately occurs to me is that there's a big risk of a faulty intuition pump here.  He's describing, I assume, a lookup table large enough to describe your response to every distinguishable sensory input you could conceivably experience during your life.  The number of entries is unimaginable.  But I sus... (read more)

Cyan: not true. As you can see, the non-halting processes don't prevent the others from running; they slow them down, but who cares when you have an infinite computer?

Tom: what do you think of my previous comment about a tiny look-up table?

That's a good strategy and I recommend you stick to it.

Caledonian: But do we here need to go beyond "well behaved limit defined infinities"?

Nick, you're right. I just misread/misinterpreted the pseudo-code "emulate_one_instruction". 

You do if you want to talk about certain sets.  Some of those sets are relevant to the Dust hypothesis.  Therefore, if you want to talk about the Dust hypothesis, you have to be willing to discuss infinities in a more complex way.

Paul and Patricia Churchland, and Jerry Fodor, and others, have argued that GLUTs would be conscious.

They would be conscious.  But they need memory, because the past provides context that changes proper responses to future questions / dialogue.

Amendment: I said GLUTs need memory based on the idea of perfectly duplicating the behavior of some other conscious being, like Eliezer, who does have memory.  But there are brain-damaged people with various deficiencies in long- and/or short-term memory who still have conscious experience, so a GLUT without the ability to store new memories could be conscious like those people. Anyhoo.

A person's thoughts are underdetermined by their actions - there's no way, probably even in principle, to know nearly as much about my current thoughts as I do by observing my macro-level behavior (as opposed to micro-scale heat/EM wave output), and definitely no way to do so by observing what I type, even over a long period of interaction. So, since a GLUT is purely behavioral, which of the many possible experiences corresponding to my behavior would arise from a GLUT simulating me?

Nick: a GLUT wouldn't just be a list of actions though, it'd be a list, basically, of all possible outputs for all possible inputs.

In other words, if I simply knew your actions, that may underdetermine you, but if I knew all the ways you would have acted for all possible circumstances, well, it's not obvious to be that that would underdetermine you.

It seems likely to me that even that, for reasonable definitions of "action", couldn't distinguish between e.g. me and a very good improviser with a rich model of my mind (and running at a high subjective speedup) but completely different private thoughts, or a group of such people, or between me and me plus some secret thought I would never tell anyone or act on but regularly think about.

Nick: Are you even reasonably confident that such an impostor wouldn't, effectively, have instanstiated a version of you in their head?

Even if they did (and I doubt they would have to, but am less confident), they would also have thoughts that weren't mine.

I'm sure this will come across as naÃ¯ve or loony, but is anyone else here occasionally terrified by the idea that they might 'wake up' as a Boltzmann brain at some point, with a brain arranged in such a way as to subject them to terrible agony?

Perhaps a GLUT cannot actually pass the Turing Test. Consider the following extension to the thought experiment.

I have a dilemma. I must conduct a Turing Test. I have two identical rooms. You will be in one room. A GLUT will be in the other. At the end of the experiment, I must destroy one of the two rooms. The Turing Test forbids me to peer inside the rooms, and I only communicate with simple textual question/responses.

What can I do to save your life? What I would want to do is create a window between the two rooms. It would allow all the information in e... (read more)

Once you've described what a GLUT is and what it does, it's a mistake to think that there's anything more to be said about whether it's "really conscious". (Agreeing with Dennett against Chalmers:) consciousness isn't a fundamental property like electric charge but a 'woolly', 'high level' one like health or war. Clearly there's no reason to think that for every physical system, there is a well-defined answer to the question "is it healthy?" (or "is a war in progress?") You can devise scenarios... (read more)

Part of the brain's function is to provide output to itself. Consequently, even though I would be quite happy saying C-3PO is conscious, I wouldn't be so quick to say that about a GLUT.

Still, it seems remarkable to me that everyone is treating consciousness as an either/or. Homo sapiens gradually became conscious after species that weren't. Infants gradually become conscious after a fertilized egg that was not. Let us put essentialism to rest.

And as an aside, I would state roughly that an organism is conscious iff it has theory of mind. That is, consciousness is ToM applied to oneself.

A GLUT consciousness would need to store an internal state for the consciousness it is modeling. This could be as detailed as the region of configuration space describing an equivalent brain. You have a mapping from (sensation, state) to (external output, state). Since this is essentially a precomputed physical simulation, it's trivially capable of consciousness.

Eliminating the state parameter would lead to non-consciousness.

"Follow The Improbability" is a wonderful thing. Thank you.

Unless you think it's possible to program a conscious being in Haskell."

Ahemhem. Haskell is as fine a turing complete language; we just like to have our side effects explicit!

Also, can we just conclude that "consciousness" is the leakiest of surface generalizations ever? If I one day get the cog-psy skills I am going to run a stack-trace on what makes us say "consciousness" without knowing diddy about what it is.

As a budding AI researcher, I am frankly offended by philosophers pretending to be wise like that.
No. There is no suc... (read more)

Likewise, EXPTIME doesn't mean Large EXPTIME -- an algorithm running in exp(1e-15*N) seconds is asymptotically slower than one running in N^300 seconds, but it is faster for pretty much all practical purposes.

I once read an Usenet post or Web page along the lines of “There are two kinds of numbers: those smaller than Graham's number and those larger than Graham's number. Computational complexity theory traditionally only concerns itself with the latter, but only the former are relevant to real-world problems.”

A philosopher says, "This zombie's skull contains a Giant Lookup Table of all the inputs and outputs for some human's brain."  This is a very large improbability.  So you ask, "How did this improbable event occur?  Where did the GLUT come from?"

The philosopher is clearly simulating our universe, since as Eliezer already observed, a Giant Lookup Table won't fit in our universe. So he may as well be simulating 10^10^10^20 copies of our universe, each with a different Giant Lookup Table, so that every possible Giant Lookup Table gets re... (read more)

(I know this is an old article; let me know if commenting on it is a faux pas of some sort)

I can't recall ever seeing anyone claim that a GLUT is conscious.

Well, I'd definitely claim it. If we could somehow disregard all practical considerations, and conjure up a GLUT despite the unimaginably huge space requirements -- then we could, presumably, hold conversations with it, read those philosophy papers that it writes, etc. How is that different from consciousness ? Sure, the GLUT's hardware is weird and inefficient, but if we agree that robots and zombi... (read more)

Not Conscious?
I'd say the GLUT was not only conscious, it has god like powers.
It can solve NP hard problems in one look up.
It can prove anything in under a second.

It's easy for a human to confuse epsilon for zero.  In most cases this would be a useful simplification, but a GLUT can take that simplification and use it against you.  A look up table doesn't warp space and time?  Well, actually it does, it's just that a normal one would warp it by an insignificant amount.  We wouldn't normally think of a look up table as threatening a death star, but even a... (read more)

How can you be 100% confident that a look up table has zero consciousness when you don't even know for sure what consciousness is?

Why not just define consciousness in a rational, unambiguous, non-contradictory way and then use it consistently throughout. If we are talking thought experiments here, it is up to us to make assumption(s) in our hypothesis. I don't recall EY giving HIS definition of consciousness for his thought experiment.

However, if the GLUT behaves exactly like a human, and humans are conscious, then by definition the GLUT is conscious, whatever that means.

As far as I can tell, GLUTs have to fail Turing tests for relativistic reasons. 

Presumably lookup tables need to be stored somewhere in the universe. The number of possible lookups a GLUT might have to do to respond to whatever's happened in a Turing test so far grows exponentially with time, so the distance information has to travel from some part of the lookup table to an output device also grows exponentially with time (and Grover's algorithm doesn't change this). Since the information can't travel faster than the speed of light, before long a tester wo... (read more)

'a "logically possible" but fantastic being' [Dennett]

I don't see where the top posting is going on the whole. P-Zombies are always supposed to logically possible, as Dennet says. There may be a lot of things wrong with logical possibility: it may be imposssible to derive real-world consequences from it, it may not exist..but whatever it is, it is not a level of probablity, even a small one. Tell a zombiephile that p-zombies are highly unlikey, and she'll reply "sure, but they're still logically possible". 

"No, no!" says the philosopher.  "In the thought experiment, they aren't randomly generating lots of GLUTs, and then using a conscious algorithm to pick out one GLUT that seems humanlike! I am specifying that, in this thought experiment,  they reach into the inconceivably vast GLUT bin, and by pure chance pull out a GLUT that is identical to a human brain's inputs and outputs!  There!  I've got you cornered now!  You can't play Follow-The-Improbability any further!"

In my (limited) understanding of the way the universe began, it was a... (read more)

In this line of business you meet an awful lot of people who think that an arbitrarily generated powerful AI will be "moral".

A good counter to this argument would be to find a culture with morals strongly opposed to our own, and demonstrate that it is logical and internally consistent. My inability to think of such a culture could be interpreted as evidence that a sufficiently-powerful AI would be moral. But I think it's more likely that the morals we agree on are properties common to most moral frameworks that are workable in our particular b... (read more)

I can't help but notice that almost all the comments here are dealing with whether or not the GLUT is conscious. Apparently the community didn't find the "It's completely improbable" argument satisfying, and were left still asking the question. If I thought the explanation was correct and complete, just not satisfying, I would try to reason out what sort of mind would even ask that question, and why. I didn't find the explanation to be complete, though, so I'll try to answer the question instead.

As James_C points out, the GLUT can be treated as a... (read more)

Probably I am not right, but it looks to me that consciousness can go on without any "inputs" and "outputs". If I sit in the dark room alone and think about some sort of problem then I neither taking any inputs at that moment and nor generating any output uless I decide to think aloud :)
So if you believe I am not a zombie then I am consciousness regardless if there are any inputs/outputs.

One more thing. Suppose there is a GLUT and I can talk to it. So I can ask a question: "GLUT, is there a question which you cannot answer?"
What do you guys think the GLUT will tell me?

One of the best examples of the GLUT which I used to find very convincing, is by Jaron Lanier. (https://youtu.be/RgfFFRFPvyw) Instead of randomly pulling a computer out of nowhere, it's just the finite set of all possible computers. He uses this not to argue for zombies, but to introduce confusion and show how since hailstorms and asteroids can't be conscious, nobody really knows what they're talking about, therefore dualism is just as valid as reductionism. I now see where the error in reasoning is, thanks.

This is by far the silliest part of the sequences for me. Within this blog post, Yudkowsky briefly went insane and decided thought experiments have to be "probable" or "realistic" in order to be engaged with. He then refuses to answer the prompt until the last four sentences, wherein he basically admits that he doesn't have a framework for answering it.

Suppose someone, that someone indeed being a conscious agent, creates a GLUT and then swiftly dies a horrible death so you can stop focusing on the person who made the GLUT or how it got there and answer the damn question. Is the GLUT conscious?

This is still one of my all-time favorite LessWrong posts. I have thought sometimes about trying to play the "Follow the Improbability" game with friends at a meetup to see if I can get it to catch on, but I haven't really formulated it to stick yet.



Belief in the Implied Invisible

One generalized lesson not to learn from the Anti-Zombie Argument is, "Anything you can't see doesn't exist."

It's tempting to conclude the general rule.  It would make the Anti-Zombie Argument much simpler, on future occasions, if we could take this as a premise.  But unfortunately that's just not Bayesian.

Suppose I transmit a photon out toward infinity, not aimed at any stars, or any galaxies, pointing it toward one of the great voids between superclusters.  Based on standard physics, in other words, I don't expect this photon to intercept anything on its way out.  The photon is moving at light speed, so I can't chase after it and capture it again.

If the expansion of the universe is accelerating, as current cosmology holds, there will come a future point where I don't expect to be able to interact with the photon even in principle—a future time beyond which I don't expect the photon's future light cone to intercept my world-line.  Even if an alien species captured the photon and rushed back to tell us, they couldn't travel fast enough to make up for the accelerating expansion of the universe.

Should I believe that, in the moment where I can no longer interact with it even in principle, the photon disappears?

It would violate Conservation of Energy.  And the second law of thermodynamics.  And just about every other law of physics.  And probably the Three Laws of Robotics.  It would imply the photon knows I care about it and knows exactly when to disappear.

But if you can believe in the continued existence of photons that have become experimentally undetectable to you, why doesn't this imply a general license to believe in the invisible?

(If you want to think about this question on your own, do so before the jump...)

Though I failed to Google a source, I remember reading that when it was first proposed that the Milky Way was our galaxy —that the hazy river of light in the night sky was made up of millions (or even billions) of stars—that Occam's Razor was invoked against the new hypothesis.  Because, you see, the hypothesis vastly multiplied the number of "entities" in the believed universe.  Or maybe it was the suggestion that "nebulae"—those hazy patches seen through a telescope—might be galaxies full of stars, that got the invocation of Occam's Razor.

Lex parsimoniae:  Entia non sunt multiplicanda praeter necessitatem.

That was Occam's original formulation, the law of parsimony:  Entities should not be multiplied beyond necessity.

If you postulate billions of stars that no one has ever believed in before, you're multiplying entities, aren't you?

No.  There are two Bayesian formalizations of Occam's Razor:  Solomonoff Induction, and Minimum Message Length.  Neither penalizes galaxies for being big.

Which they had better not do!  One of the lessons of history is that what-we-call-reality keeps turning out to be bigger and bigger and huger yet.  Remember when the Earth was at the center of the universe?  Remember when no one had invented Avogadro's number?  If Occam's Razor was weighing against the multiplication of entities every time, we'd have to start doubting Occam's Razor, because it would have consistently turned out to be wrong.

In Solomonoff induction, the complexity of your model is the amount of code in the computer program you have to write to simulate your model.  The amount of code, not the amount of RAM it uses, or the number of cycles it takes to compute.  A model of the universe that contains billions of galaxies containing billions of stars, each star made of a billion trillion decillion quarks, will take a lot of RAM to run—but the code only has to describe the behavior of the quarks, and the stars and galaxies can be left to run themselves.  I am speaking semi-metaphorically here—there are things in the universe besides quarks—but the point is, postulating an extra billion galaxies doesn't count against the size of your code, if you've already described one galaxy.  It just takes a bit more RAM, and Occam's Razor doesn't care about RAM.

Why not?  The Minimum Message Length formalism, which is nearly equivalent to Solomonoff Induction, may make the principle clearer:  If you have to tell someone how your model of the universe works, you don't have to individually specify the location of each quark in each star in each galaxy.  You just have to write down some equations.  The amount of "stuff" that obeys the equation doesn't affect how long it takes to write the equation down.  If you encode the equation into a file, and the file is 100 bits long, then there are 2100 other models that would be around the same file size, and you'll need roughly 100 bits of supporting evidence.  You've got a limited amount of probability mass; and a priori, you've got to divide that mass up among all the messages you could send; and so postulating a model from within a model space of 2100 alternatives, means you've got to accept a 2-100 prior probability penalty—but having more galaxies doesn't add to this.

Postulating billions of stars in billions of galaxies doesn't affect the length of your message describing the overall behavior of all those galaxies.  So you don't take a probability hit from having the same equations describing more things.  (So long as your model's predictive successes aren't sensitive to the exact initial conditions.  If you've got to specify the exact positions of all the quarks for your model to predict as well as it does, the extra quarks do count as a hit.)

If you suppose that the photon disappears when you are no longer looking at it, this is an additional law in your model of the universe.  It's the laws that are "entities", costly under the laws of parsimony.  Extra quarks are free.

So does it boil down to, "I believe the photon goes on existing as it wings off to nowhere, because my priors say it's simpler for it to go on existing than to disappear"?

This is what I thought at first, but on reflection, it's not quite right.  (And not just because it opens the door to obvious abuses.)

I would boil it down to a distinction between belief in the implied invisible, and belief in the additional invisible.

When you believe that the photon goes on existing as it wings out to infinity, you're not believing that as an additional fact.

What you believe (assign probability to) is a set of simple equations; you believe these equations describe the universe.  You believe these equations because they are the simplest equations you could find that describe the evidence.  These equations are highly experimentally testable; they explain huge mounds of evidence visible in the past, and predict the results of many observations in the future.

You believe these equations, and it is a logical implication of these equations that the photon goes on existing as it wings off to nowhere, so you believe that as well.

Your priors, or even your probabilities, don't directly talk about the photon.  What you assign probability to is not the photon, but the general laws.  When you assign probability to the laws of physics as we know them, you automatically contribute that same probability to the photon continuing to exist on its way to nowhere—if you believe the logical implications of what you believe.

It's not that you believe in the invisible as such, from reasoning about invisible things.  Rather the experimental evidence supports certain laws, and belief in those laws logically implies the existence of certain entities that you can't interact with.  This is belief in the implied invisible.

On the other hand, if you believe that the photon is eaten out of existence by the Flying Spaghetti Monster—maybe on this just one occasion—or even if you believed without reason that the photon hit a dust speck on its way out—then you would be believing in a specific extra invisible event, on its own.  If you thought that this sort of thing happened in general, you would believe in a specific extra invisible law.  This is belief in the additional invisible.

The whole matter would be a lot simpler, admittedly, if we could just rule out the existence of entities we can't interact with, once and for all—have the universe stop existing at the edge of our telescopes.  But this requires us to be very silly.

Saying that you shouldn't ever need a separate and additional belief about invisible things—that you only believe invisibles that are logical implications of general laws which are themselves testable, and even then, don't have any further beliefs about them that are not logical implications of visibly testable general rules—actually does seem to rule out all abuses of belief in the invisible, when applied correctly.

Perhaps I should say, "you should assign unaltered prior probability to additional invisibles", rather than saying, "do not believe in them."  But if you think of a belief as something evidentially additional, something you bother to track, something where you bother to count up support for or against, then it's questionable whether we should ever have additional beliefs about additional invisibles.

There are exotic cases that break this in theory.  (E.g:  The epiphenomenal demons are watching you, and will torture 3^^^3 victims for a year, somewhere you can't ever verify the event, if you ever say the word "Niblick".)  But I can't think of a case where the principle fails in human practice.

Added:  To make it clear why you would sometimes want to think about implied invisibles, suppose you're going to launch a spaceship, at nearly the speed of light, toward a faraway supercluster.  By the time the spaceship gets there and sets up a colony, the universe's expansion will have accelerated too much for them to ever send a message back.  Do you deem it worth the purely altruistic effort to set up this colony, for the sake of all the people who will live there and be happy?  Or do you think the spaceship blips out of existence before it gets there?  This could be a very real question at some point.

"The whole matter would be a lot simpler, admittedly, if we could just rule out the existence of entities we can't interact with, once and for all - have the universe stop existing at the edge of our telescopes.  But this requires us to be very silly.

Why? If I believe that the universe doesn't exist outside my future and past light cones, then I don't expect any difference in experiences than you, so I really don't see what the point of arguing about it is.

"In Solomonoff induction, the complexity of your model is the amount of code in the computer program you have to write to simulate your model. The amount of code, not the amount of RAM it uses, or the number of cycles it takes to compute."

What!? Are you assuming that everyone has on the exact same data on the position of the quarks of the universe stashed in a variable? The code/data divide is not useful, code can substitute for data and data for code (interpreted languages).

Let us say I am simulating the quarks and stuff for your region of space, I would like my friend bob to be able to make the same predictions (although most likely they would be postdictions as I wouldn't be able to make them in faster than real time) about you. I send him my program (sans quark positions), but he still can't simulate you. He needs the quark positions, they are as much code for the simulator as the physical laws.

Or to put it another way, quark positions are to physics simulators as the initial state of the tape is to a UTM simulator. That is code. Especially as physics simulations are computationally universal.

In reality, all the computer program specifies is the simulation of a QM wave function (complex scalar field in an infinite dimensional hilbertspace with space curvature or something like that), along with the minimum message of the conditions of the big bang.

You confuse data, which should absolutely be counted (compressed) as complexity, with required RAM, which (EY asserts) should not.

I am well convinced that RAM requirements shouldn't be counted exclusively, and fairly well convinced that it shouldn't be counted similarly to rules; I am not convinced it shouldn't be counted at all.  A log*(RAM) factor in the prior wouldn't make a difference for most judgements, but might tip the scale on MWI vs collapse.  That said, I am not at all confident it does weigh in.

This is what I thought at first, but on reflection, it's not quite right. 

Could you explain a little more the distinction between the position preceding this remark and that following it?  They seem like different formulations of the same thing to me.

I'll give it a shot.  Solomonoff induction doesn't even mention photons, so the statement about the photon doesn't follow directly from it.  Solomonoff induction just tells you about the general laws, which then you can use to talk about photons.  So "belief in the implied invisible" means you're going through this two-step process, rather than directly computing probabilities about photons.

Perhaps you could explain for us all what the difference is between 'destroying' a photon and causing it to become unable to affect you in any fashion.

Caledonian: the difference is that if you know that the photon was sent out, you have infinite computing power, and you want to know the exact subjective probability distribution you should hold for what a particular brontosaur ate for lunch 123 million years ago, you need to take that photon into account.  You can then test that by looking for the fossilized dung in exactly the right set of places and you will probably find the relevant dung faster than your competition who started without knowledge of the photon in question.

Re: Vassar– that's not quite right, since Eliezer is proposing you knew about the photon being there when it was on Earth. When it leaves your light cone, you don't care about it, since it will never affect you and never affect any event that ever effects you.

Or if you are going to be on that spaceship, are you worried that the Earth will blip out of existence on your journey?

Dan:  I'm not sure what exactly is being proposed.  Actually I think that there is some confusion in the fundamental physics here, as well as in the positivistic assumptions being invoked by Caledonian.  If physics is reversible I don't think that something can ever go from being part of my light cone to not being part of it.  The photons future doesn't impact me past some point, but the past of the future of that photon does.  I suspect that when you use causality diagrams, or just do the math, any confusion here goes away.

In Eliezer's example, the colony is in the future light cone of your current self, but no future version of you is in its future light cone.

One problem is that 'you' that can be affected by things that you expect to interact with in the future is in principle no different from those space colonists that are sent out. You can't interact with future-you. All decisions that we are making form the future with which we don't directly interact. Future-you is just a result of one more 'default' manufacturing process, where laws of physics ensure that there is a physical structure very similar to what was in the past. Hunger is a drive that makes you 'manufacture' a fed-future-you, compassion is a drive that makes you 'manufacture' a good-feeling-other-person, and so on.

I don't see any essential difference between decisions that produce 'observable' effect and those that produce 'invisible' effect. What makes you value some of the future states and not others is your makeup, 'thousand shards of desire' as Eliezer put it, and among these things there might as well be those that imply value for physical states that don't interact with decision-maker's body.

If I put a person in a black box, and program it to torture that person for 50 years, and then automatically destroy all evidence, so that no tortured-person state can ever be observed, isn't it as 'invisible' as sending a photon away? I know that person is being tortured, and likewise I know that photon is flying away, but I can't interact with either of them. And yet I assign a distinct negative value to invisible-torture box. It's one of the stronger drives inbuilt in me.

1)  The Second Law is a non-sequitur.  It simply isn't relevant.  The loss of a photon due to universal expansion does not violate that principle at all.

2)  The First Law was formulated when we found that, in our attempts to examine situations where it was asserted substance was created or destroyed, substance was always conserved.  It exists on empirical grounds; it's not some sacred revelation that cannot be questioned or even discarded if necessary.  Citing the First Law against the idea that a bit of mass-energy could be destroyed is simply invalid, because if that substance could be destroyed, we'd have to abandon the Law.

3)  The idea that "the photon knows when to disappear" is based on a mistaken understanding of existence.  It is not an inherent property of a thing, but a relationship between two or more things.  The photon doesn't keep track of how far it's gotten from Eliezer and then lose the "existence" property when it's distant enough.  Its existence relative to Eliezer ends when it passes forever out of the universe in which things interact with Eliezer.

There is no difference between saying that a photon that travels far enough away from Eliezer is destroyed, and saying that a photon that travels far enough from Eliezer is no longer part of the set closed under interaction that includes him.  Knowing the properties of the photon would no longer be necessary to completely represent Eliezer and the things that interact with him.

The photon is no more.  It has ceased to be!  Relative to Eliezer, at least.  Whether it exists relative to other things is undefined - and utterly irrelevant.

1) The Second Law is a non-sequitur. It simply isn't relevant. The loss of a photon due to universal expansion does not violate that principle at all.

The photon had some entropy. If it vanishes with no effect, that entropy is gone.

Citing the First Law against the idea that a bit of mass-energy could be destroyed is simply invalid, because if that substance could be destroyed, we'd have to abandon the Law.

Let's drag this back to purpose. What's your answer to Eliezer's question at the end?

the colony is in the future light cone of your current self, but no future version of you is in its future light cone.

Right, and if anyone's still confused how this is possible: wikipedia and a longer explanation

There's an even simpler computer program that generates your present experiences: the program that runs all programs (each one a little bit at a time), the Universal Dovetailer. But this program does have the potential Occamian disadvantage of creating all possible universes, in addition to the one you see around you. Is this Multiplying Entities Beyond Necessity? Or merely a matter of more RAM?

Hal, some people make the argument that that is just more RAM, and therefore that Ockham's Razor requires that we assert that all possible universes actually exist; i.e. the simplest claim that will result in your experiences is that all possible experiences are real.

The problem with this is that one can disprove it empirically by anthropic reasoning. If all possible universes are real--i.e. including ones with special coding for specific miracles in the next ten seconds-- we should conclude with virtual certainty that the laws of physics will be violated in the next ten seconds. Since this does not typically happen, we can conclude that not all possible universes are real.

I actually use a slightly different principle for statements like that.

I call it the "preferred action principle" (or Reaper's Law when I'm feeling pretentious)

If a possible model of reality doesn't give me a preferred action, ie. if all actions, including inaction, are equally reasonable (and therefore, all actions are of relative utility 0) in that model, I reject that model out of hand. Not as false, but as utterly useless.

Even if it's 3^^^3 9s certain that that is the real world, I might as well ignore that possibility, because it puts no weight into the utility calculations.

If all possible universes are real--i.e. including ones with special coding for specific miracles in the next ten seconds-- we should conclude with virtual certainty that the laws of physics will be violated in the next ten seconds.

"Virtual certainty" is a statement of probability, which can't be resolved without placing relative weights on different possible universes.

So what?  That has nothing to do with the Second Law, which describes how closed systems become disordered, probabilistically speaking.

The system Eliezer described 1) is not closed, 2) does not have an increase in order as a result of the photon disappearing.  The amount of 'available work' in fact decreases as a result of that loss - which doesn't contradict the Second Law at all.

At Constant,
Is there a 'natural' probability measure on the set of all possible existences? Otherwise it has to be included in the 'program' and not the 'RAM'.

I don't think it's possible to get outside Earth's light cone by travelling less than the speed of light, is it?  I'm not well-educated about such things, but I thought that leaving a light-cone was possible only during the very early stages (eg., the first several seconds) after the big bang.  Of course, that was said back when people believed the universe's expansion was slowing down.  But unless the universe's expansion allows things to move out of Earth's light-cone - and I suspect that allowing that possibility would allow violation of causality, because it seems it would require a perceived velocity wrt Earth past the speed of light - then the entire exercise may be moot; the notion of invisibles may be as incoherent as the atomically-identical zombies.

I'm pretty sure it is possible to escape Earth's light cone at sublight speeds. You can go arbitrarily far from earth (if you're patient). Eventually, you will get to a point where your distance from Earth*the Hubble constant is greater than the speed of light (you are now a Hubble length from Earth). At this point, a photon you shoot straight towards Earth will not approach Earth, because the distance in between is expanding at the speed of light.

I'm not 100% convinced - even after reading Eliezer's articles - that one interpretation of quantum mechanics is necessarily better than the other (my gut reaction would be to say "a plague on both your houses"), but this article looks like an argument in favor of many-worlds over Copenhagen.

In Copenhagen, the extra configurations "magically" collapse out of existence at some ill-defined point when the system decoheres to the point that we can't get to see them even in principle. In many-worlds, the macroscopic system decoheres instead. The existence of innumerable and undetectable "extra worlds" is not a violation of Occam's Razor as defined in this article: as long as it follows from just taking the laws of quantum mechanics to their logical conclusion, there is no extra information needed to describe this law, and the extra worlds are irrelevant to our description in the same sense as extra galaxies are, as it's only a question of extra RAM rather than extra meaningful information as long as they obey the same fundamental laws.

I'm pretty sure the spaceship doesn't actually seem to bleep out of existence. It's just that, from your point of reference, time passes slower and slower for it.

In either case, you never get to observe the spaceship after a certain point in ship time.

I think this is right... Crossing a cosmological horizon is very similar to crossing a black hole event horizon. 

In the reference frame of an observer outside the black hole, the spaceship would never enter the black hole. Rather it just hovers on the edge of the horizon, getting more and more red-shifted. If the black hole evaporates (due to Hawking radiation) then the spaceship's state is returned in scrambled form by the radiation, so there is no net loss of information from the region outside the black hole.

The same applies to a spaceship crossing our cosmological horizon... From the reference frame of an Earthbound observer, it never does, but (probably) a scrambled ghost image of the spaceship eventually returns in Hawking radiation from the horizon.

Based on standard physics, in other words, I don't expect this photon to intercept anything on its way out.

If it has the wrong energy, it would veeery likely eventually interact with a photon from one of the diffuse radiation backgrounds into an electron-positron pair. A neutrino would be a much better example.

Conservation laws or not, you ought to believe in the existence of the photon because you continue having the evidence of its existence - it's your memory of having fired the photon! Your memory is entangled with the state of the universe, not perfectly, but still, it's Bayesian evidence. And if your memory got erased, then indeed, you'd better stop believing that the photon exists.

"So does it boil down to, “I believe the photon goes on existing as it wings
off to nowhere, because my priors say it’s simpler for it to go on existing than
to disappear”?
This is what I thought at first, but on reflection, it’s not quite right. (And
not just because it opens the door to obvious abuses.)
I would boil it down to a distinction between belief in the implied invisible,
and belief in the additional invisible."



Zombies: The Movie

FADE IN around a serious-looking group of uniformed military officers.  At the head of the table, a senior, heavy-set man, GENERAL FRED, speaks.

GENERAL FRED:  The reports are confirmed.  New York has been overrun... by zombies.

COLONEL TODD:  Again?  But we just had a zombie invasion 28 days ago!

GENERAL FRED:  These zombies... are different.  They're... philosophical zombies.

CAPTAIN MUDD:  Are they filled with rage, causing them to bite people?

COLONEL TODD:  Do they lose all capacity for reason?

GENERAL FRED:  No.  They behave... exactly like we do... except that they're not conscious.

GENERAL FRED:  This is New York City, two weeks ago.

The display shows crowds bustling through the streets, people eating in restaurants, a garbage truck hauling away trash.

The display changes, showing a crowded subway train, a group of students laughing in a park, and a couple holding hands in the sunlight.

COLONEL TODD:  I've never seen anything so brutally ordinary.

A lab-coated SCIENTIST stands up at the foot of the table.

SCIENTIST:  The zombie disease eliminates consciousness without changing the brain in any way.  We've been trying to understand how the disease is transmitted.  Our conclusion is that, since the disease attacks dual properties of ordinary matter, it must, itself, operate outside our universe.  We're dealing with an epiphenomenal virus.

SCIENTIST:  As sure as we can be in the total absence of evidence.

GENERAL FRED:  All right.  Compile a report on every epiphenomenon ever observed.  What, where, and who.  I want a list of everything that hasn't happened in the last fifty years.

CAPTAIN MUDD:  If the virus is epiphenomenal, how do we know it exists?

GENERAL FRED:  Have the doctors made any progress on finding an epiphenomenal cure?

SCIENTIST:  They've tried every placebo in the book.  No dice.  Everything they do has an effect.

COLONEL TODD:  What about David Chalmers?  Shouldn't he be here?

GENERAL FRED:  Chalmers... was one of the first victims.

(Cut to the INTERIOR of a cell, completely walled in by reinforced glass, where DAVID CHALMERS paces back and forth.)

CHALMERS:  I'm perfectly fine.  I've been introspecting on my consciousness, and I can't detect any difference.  I know I would be expected to say that, but—

The DOCTOR turns away from the glass screen in horror.

DOCTOR:  His words, they... they don't mean anything.

CHALMERS:  This is a grotesque distortion of my philosophical views.  This sort of thing can't actually happen!

(Cut to two POLICE OFFICERS, guarding a dirt road leading up to the imposing steel gate of a gigantic concrete complex.  On their uniforms, a badge reads "BRIDGING LAW ENFORCEMENT AGENCY".)

OFFICER 1:  You've got to watch out for those clever bastards.  They look like humans.  They can talk like humans.  They're identical to humans on the atomic level.  But they're not human.

The huge noise of a throbbing engine echoes over the hills.  Up rides the MAN on a white motorcycle.  The MAN is wearing black sunglasses and a black leather business suit with a black leather tie and silver metal boots.  His white beard flows in the wind.  He pulls to a halt in front of the gate.

OFFICER 2:  What's it to you?  You a friend of his?

MAN:  Can't say I am.  But even zombies have rights.

OFFICER 1:  All right, buddy, let's see your qualia.

OFFICER 2 suddenly pulls a gun, keeping it trained on the MAN.  OFFICER 2:  Aha!  A zombie!

Seemingly from nowhere, DENNETT pulls a sword and slices OFFICER 2's gun in half with a steely noise.  OFFICER 1 begins to reach for his own gun, but DENNETT is suddenly standing behind OFFICER 1 and chops with a fist, striking the junction of OFFICER 1's shoulder and neck.  OFFICER 1 drops to the ground.

OFFICER 2:  That's not possible!  How'd you do that?

DENNETT drops OFFICER 2 with another blow, and strides toward the gate.  He looks up at the imposing concrete complex, and grips his sword tighter.

(Cut back to GENERAL FRED and the other military officials.)

GENERAL FRED:  I've just received the reports.  We've lost Detroit.

CAPTAIN MUDD:  I don't want to be the one to say "Good riddance", but—

GENERAL FRED:  Australia has been... reduced to atoms.

COLONEL TODD:  The epiphenomenal virus is spreading faster.  Civilization itself threatens to dissolve into total normality.  We could be looking at the middle of humanity.

GENERAL FRED:  We've sent them messages.  They sent only a single reply.

An orderly brings in an envelope, and hands it to GENERAL FRED.

GENERAL FRED opens the envelope, takes out a single sheet of paper, and reads it.

GENERAL FRED:  It says... that we're the ones with the virus.

COLONEL TODD:  My God, it's true.  It's true.  I...

[image: Elizombies] PS:  This is me being attacked by zombie nurses at Penguicon.

Only at a combination science fiction and open-source convention would it be possible to attend a session on knife-throwing, cry "In the name of Bayes, die!", throw the knife, and then have a fellow holding a wooden shield say, "Yes, but how do you determine the prior for where the knife hits?"

Eliezer, are you by any chance a fan of the Silent Hill videogame franchise? Those zombie nurses strongly remind me of those games.

Eliezer, is this enlightenment or foil-seeking? You don't seem to be addressing the strongest discussions of uncertainty regarding the subjective conscious experience, which is where the action should be in a blog community this relatively ingtelligent. It seems to me you're looking for easy foils to slay, sort of like Dawkins, Hitchens, and Randi (and before them, Gould). I think that's sucking up discussion oxygen here, and'll end up driving away the more intelligent posters to other online venues. Worst case scenario, it'll help dampen interesting discu... (read more)

I disagree Hopefully Anonymous. Its important for Dawkins and Randi to address things like psychics and intelligent design, even though reasonably intelligent people could be talking about deeper things, because a lot of reasonably intelligent people still believe in them. There are a lot of well qualified philosophers (David Chalmers is even mentioned in the post) who believe this sort of thing and would probably very much like to have a discussion about it here.

It's possible Eliezer's rhetorical style is tripping you up (although if you've read much else of his it shouldn't), but personally I think putting this argument in movie script form makes it much more accessible to lay-people. Sometimes intelligent discussion includes things other than finding the most plausible point in an opponents argument and attacking it with a detailed and well reasoned 10 page post.

Hopefully Anonymous, if you think a point should be addressed, make that point.

I say Eliezer has finally dealt with the zombie issue as it deserves.

It's a silly idea that invites convoluted discussion, which makes it look sophisticated and hard to refute.

Our universe does not contain 'subjective' things, at least in the formal sense of the word.  It contains only objective things, some of which are more or less accessible to limited human perception / technological detection.

The zombie idea isn't only wrong.  It's also stupid.  If you can't inhibit your innate sense that "minds are magic" long enough to recognize that your intuition is baseless and rather silly, you have utterly failed as an intellectual being.

Oh, and before I forget:  the definition of epiphenomenalism

Please note that by this definition, declaring an epiphenomenon to be real has absolutely no implications for 'material reality' that declaring it to be unreal doesn't also have, and vice versa.  In other words, it doesn't exist relative to material reality at all.

Trying to use it to explain the properties of material reality is therefore pointless.

"There exist sophisticated arguments for philosophical zombies, but I won't tell you them!"

However, I also agree that enough attention has been paid to zombies, except for me it's on the basis that they're badly-founded from the start. However, a movie about an epiphenomenal virus is, in fact, far too funny not to enjoy. My only complaint is that the philosophers use real words, when we all know that real philosophers speak badly-mangled Latin mixed with made-up words.

On more serious not, there is nothing wrong with zombie argument.
It just says that physicalism claims that you can a priori deduce the facts about conscious experience (e.g. if there is conscious experience/exactly what kind of conscious experience there is) from the physical facts about the system. Notice that 'a priori'. So, it is not just that we can come to know which physical facts are correlated with what facts about consciousness, or which physical phenomenon gives rise to consciousness, but that we can deduce like we deduce m... (read more)

SCIENTIST:  As sure as we can be in the total absence of evidence.Brutal.

Tanasije Gjorgoski, I don't quite understand the argument. Science doesn't "a priori deduce facts." It generates and tests explanatory structures that purport to account for observed regularities. Physicalism (ontological naturalism) isn't an a priori theory of scientific methodology; it's an induction from the success of the scientific project. (Science generally proceeds within a physicalist framework because physicalism has worked... (read more)

Caledonian: "___ isn't only wrong. It's also stupid."

"If you can't _, you have utterly failed as an intellectual being."

Brian Jaress: "I say Eliezer has finally dealt with the ___ issue as it deserves. It's a silly idea that invites convoluted discussion"

Dan: "However, I also agree that enough attention has been paid to _, except for me it's on the basis that they're badly-founded from the start."

These type posts are part of why I suspect this whole string of posts has its root in foil-seeking, more than enlightenmen... (read more)

Science doesn't, and naturalism doesn't (commit to the claim that one can a priori get from physical facts to the facts about consciousness). But that is THE commitment of physicalism. Physicalism is not equal to science. It is just yet another metaphysical position. Physicalist's position is usually defined that metaphysically there is no difference without metaphysical difference. And the metaphysical necessity is a priori necessity. (Some try to say that physicalism doesn't need to claim a priori necessity, but only Kripkean a posteriori necessity,... (read more)

Oops, that should be "metaphysically, there is no difference without physical difference". Sorry about that.

Laughed VERY loud here. And the zombie nurses picture was priceless. Big fan of Silent Hill here, as my nickname can attest...

HA: I think there's sort of a boundary between what you mean and what people are reading from your comments. Specifically, I don't know that you and the people you're arguing with mean the same things when you say "zombie", which kind of messes things up. Your definition of zombie appears to be nonstandard, and also really vague as expressed. I think the biggest problem, though, is that other people assume you mean one thing (basically the Chalmers version of "zombie") when I don't think that's precisely what you mean. If I've got your ... (read more)

Let me try to explain those words, as they are very important for the zombie-argument to makes sense.

"Metaphysical" when talking about "metaphysical necessity" (or possibility), means that some claim is true, not because it happens to be a fact in this world, but that it is contradictory for it to be otherwise. An example would be e.g. that it is metaphysically necessary that if you have one and one more apple, you have two apples. So, when we talk about this kind of metaphysical necessities, we can have as examples truths fro... (read more)

"[Physicalism] is just yet another metaphysical position."

I don't think that's correct. Scientists presuppose naturalism when they study a phenomenon. For historical reasons, a special word has been coined for the standard presupposition when it is applied in the context of consciousness. That word is 'physicalism.' In this sense, physicalism is merely a sound methodological induction (as is the subsidiary induction that methodological naturalism tells us something about the likely ontological constitution of the world).

In most places I've seen where the physicalism was attacked or defended, it was in the terms of the  supervenience (i.e. that metaphysically there is no difference without physical difference). Be it when physicalism is being attacked, or really defended by the physicalists. E.g. in relation to the zombie argument, or to the Jackson's knowledge argument.

But if you want to use "physicalism" synonymous with "naturalism", I can't really stop you. I guess we should then distinguish the discussions about "physicalism" in one sens... (read more)

What scientists DO presume is that the world can in some measure be described and understood.

Tanasije: That works, yes. Thanks for the clarification.

I call BS. I've been to open-source conferences, and I've never seen attractive women at them, zombie nurses or otherwise!

Grant: I call BS. I've been to open-source conferences, and I've never seen attractive women at them, zombie nurses or otherwise!

Dan,
If you reread my recent posts, I think you'll find I've already stopped using "zombie" to describe what I'm talking about. Although I suspect many of the posters here have latched onto Chalmer's definition of zombie, not because it makes the most sense or is the most practical definition of the term, but because it makes it an easy foil, for reasons I've described above.

Or maybe it's because that is what the word 'zombie' is used to refer to in philosophy, and trying to redefine the term arbitrarily is pointless.

If you have a different concept you'd like to discuss, use a different term - or provide some good reasons for why you must adopt an already-existing term with an already-existing accepted meaning.

Tanasije, I'd say "Quinean empiricism" plus scientific realism (if I may sum those two) gives you physicalism, or something near enough. In any case, what is "supervenience" if not an account of what metaphysical naturalism is, on the one hand, or an explanation for the success of methodological naturalism, on the other?

(Yes, some scientists are in a sense metaphysically pluralist, since they grant or pressuppose the nonmateriality of abstract objects like mathematical entities or theories [profigately, in my view]. The point here, though, is that with respect to the phenomena they study as scientists, they presuppose physicalism.)

Chalmers gets the attention because his type of argument is both popular with philosophers and full of implied dualism (boo! hissss! dualism!). It's not so much foil-seeking as chasing the red cape, in my opinion. I would choose a nicer metaphor, but I seriously doubt any philosophers involved would change their opinion on the matter for any reason that's anything short of earth-shaking. For instance, if Chalmers caught an epiphenomenal virus ... but, yes, you get the idea.

I'm not sure you insist of calling this combination "physicalism", contra all those discussions of physicalism in philosophy. First, one can be empiricist and scientific realist, and not be physicalist. For example there is nothing contradictory in thinking that the all the beliefs are revisable in the light of new empirical data, and also believe that sciences give us explanation of the real world, and still not believe that that the mental phenomena can be deduced from the physical facts. Of course you may be a physicalist, who also is scient... (read more)

I'll discuss this further on my blog, including addressing all of Caledonian's concerns in his latest post in this thread (actually, I think I've already done that on my blog), so as not to hijack/flood this thread with further posts.

Is there a genre of Daniel Dennett fan fiction yet, or is it still in its infancy?

The XXII World Congress of Philosophy 2008 inaugurated emergency gathering to solve this philosophical zombie problem.

Chalmers: We must find the neural correlates of consciousness.

Searle: No, lock them up in the Chinese room and see if they "understand" Chinese.

Kim: No, we must find the condition for these zombies to supervene consciousness again.

Putnam & Fodor: No, we should make consciousness to be not reducible to physics. Let's make these philosophical zombies multiply realizable!

Tanasije, you said "Quinean empiricism," not empiricism simpliciter. Quine was at least epistemologically physicalist (to whatever degree physicalism can be so restricted), so I thought adding realism made the point cleanly enough.

Anyway, I'm arguing that the reason successful, productive scientists presume "the world can in some measure be described and understood" is that they presuppose a rough-and-ready physicalism with regard to the phenomenon they study. (As I see it, the lack of any scientifically productive appeal to "intri... (read more)

I think you need to explain what you mean by "physical" facts.

What are some examples of things that you consider physical, and what examples are not?  What defines that category and contrasts it with things not within it?

Foil-seeking/attacking soft targets can be useful for clearly demonstrating a point (Follow The Improbability, here).

I still can't stop laughing at "BRIDGING LAW ENFORCEMENT AGENCY".

The current plotline of Battlestar Galactica is not entirely unlike this movie.  Which is one reason I find this allegedly superior show rather unsatisfying.

Haha, this was great.  I think you pulled the punch on one of your jokes, though.  You should have added, "...at the middle of humanity as we know it."

You mean to tell me that I spent my entire weekend at PenguiCon with... Zombies?! Perhaps it's best that no one else knew, otherwise one particularly trigger-happy member of the panel on "Surviving a Zombie Apocalypse" probably would have shot all attendees in the head at least once, just to be safe.

Perhaps the most embarrassing part about all of this--and there is much embarrassing in silly insults aimed at one's opposition being thrown around at a blog named "Overcoming Bias"--is that epiphenomenalists know the arguments, know quite well the apparent absurdity of the position, and have responses, and none of these seem to show up in all this discussion. For example, here. Alas, rather what we have here seems to be a gleeful variant of Ludditism: "Look at those fancy philosophers with their logic and their rationality and their big wor... (read more)

It doesn't just appear to be nonsense.  It actually is nonsense.

And that is the crux of the problem right there.  The intellectual standards of academic philosophy are incredibly low, and as usual the Law of the Minimum applies.  It takes real effort to exceed Sturgeon's Law, but the field of philosophy has managed to do so.

Actual philosophical thought, as opposed to mere sophistry with a new hat, comes from people working in disciplines that have high standards for consistency, coherence, and permittable evidence.  Their professional work has illuminated ... (read more)

"In this manner, philosophers have demonstrated the dangers of being self-righteous[...]"

What?  They're absurd!  Why should we not point, and laugh, at their folly?

For the record, I am no kind of righteous, self- or otherwise.

@ mtraven; can you expand an the similarities between this blog post and BSG? That would be very interesting.

Caledonian,
It's possible that you're right, but the evidence increasingly seems to be that you're pretending to knowledge and certainty about both academic philosophy and the physical sciences that's unjustified based on your level of competency or literacy in either field. In that sense, your skepticism about the level of useful contributions to enlightenment by recent academic philosophy could, by your own standards, be reasonably turned towards your skepticism about those claimed contributions.

As for me, I'm woefully illiterate about the recent work of... (read more)

Ah, I see where you've become confused.  What you're asking for is credentials, not competency.  Richard has credentials.  I have competency.

The question them becomes:  how can one demonstrate competence in the absence of credentials, when your audience doesn't have the level of competence to wh... (read more)

Funny. Again, just out of curiosity, what is your basis for thinking yourself philosophically competent? A self-gratifying intuition, perhaps? (Credentialing by acknowledged experts, though an imperfect guide, is at least some protection against quackery.) I haven't even seen you make an argument, let alone a good one; all you do is make unsupported assertions and attempt to ridicule people who know more than you do. You appear to suffer delusions about your own abilities and the extent of your underst... (read more)

Everytime a philosopher does something useful outside philosophy, they kick him out of the philosopher's guild, name a new scientific or mathematical discipline after him, and make him work for a living as a scientist or mathematician.  (I'm kidding too! Sort of.)

The real reason to knock philosophy as a discipline is that when they finally do solve a problem, and the solution is actually useful (as with, believe-it-or-not, that black raven / red herring thing), most philosophers don't accept the solution, even though the solution is in use out there in the real world (if AI research counts as the real world).

Caledonian, perhaps if you had taken even a high school philosophy course, you would have learned that to dismiss the worth of philosophy is to engage in philosophy. I'm not sure whether your comments deserve to be ignored or mocked. They're that ridiculous.

OK Caledonian,
I think it would help to make explicit your position (others too but first yours) tell me how much I have right....

1) you think that there can be philosophical progress (i.e. not the strong position being argued against above)

2) you think that progress tends not to happen in the field of philosophy (I presume because of how philosophy forms free floating ideas rather than ones 'grounded' by their attachment to empirical evidence)

I think there is an equivocation being made between the various usages of 'philosophy', primarily between a type of thought and a profession, and my observation is that those who are professionals supposedly dedicated to that type of thought rarely even try to engage in it, and when they do they're not very good at it.  If 'philosophy' is 'what philosophers do', I hold that philosophy is useless in every sense.  If 'philosophers' are 'those that practice philosophy', the professionals are almost universally undeserving of that title.  In that light:  

I stumbled upon this page, and am new to this site. I love the movie script, but it seems to me that qualiaphobes are making a difficult topic even more difficult than it needs to be. As I see it, 'qualia' is just a term that makes it easier for us to discuss the nature of our experiences. Experience is complex. At any given moment I am aware of many different colors, shapes, sounds, smells, etc. Complexity implies a multitude of elements that constitute a complex system. The constituent elements of a complex system (so far as we are able to identify them)... (read more)

I was just looking around for more Penguicon pictures, and came across this one. 

I am amused by the responses to it. ^-^ (And yes, we are from Silent Hill.)

This post was just linked to from the Freakonomics blog: http://freakonomics.blogs.nytimes.com/2008/11/17/the-social-upheavalzombie-movie-index/

"Wonderful. I’ve saved it for future use. Thanks.
DCD"

This, of all the "directed to IQ greater than 125" entities of the world, is the funniest thing I have ever seen. 
The first time, I cried, fell, laughed, set myself straight, read more, woke up my father, and eventually offered hosting for life for Eliezer, in case he ever came to São Paulo.
Now, reading it again, I have laughed, cried, contorted, and am wondering what to eat to celebrate.  

The front cover of Chalmers' new self-help book... http://www.lulztruck.com/42025/mommy-why-did-you-shoot-daddy-in-the-head-2/

Would David Chambers have written "A P-zombie in Carcosa"?

Personally I enjoyed the movie :)
Just because I am consciousness ))

Greg Egan (who, you may remember, started out in supernatural horror before he switched to hard science fiction) has now written (and published) a p-zombie horror story: https://www.tor.com/2018/07/19/the-nearest-greg-egan/

Yeah. This is basically a great summation to the philosophical zombie question; what does it even matter? It's as you mentioned with the dissolving the question posts: what do the pro-zombie people think a world in which they are correct looks like? What do we learn from this thought experiment which is just basically another flavor of solipsism?

I'd say "inevitably generates the worst sort of Mysterious Answer to a Mysterious Question" is pretty spot on. The Zombie thing doesn't really tell us anything new or let us predict anything. Just a bunch of sophistry really.

Absolutely excellent and hilarious! I think these Bayesop's Fables are exactly what the world needs right now. The humor really puts everything into perspective.

Also, I just have to mention: Eliezer looks a lot like one of my Chemistry professors who happens to have a similar sense of humor. (Could one gasp be the zombie version of the other?! I'll need to run some epiphenomenal experiments to determine the total absence of evidence . . .)

If you think P-zombies can be equivalent (behaviourally speaking) to conscious beings, try to imagine an 'army' of zombie philosophers like Sam Harris et al, arguing about the meaning and origins of consciousness. Why would zombie 'minds' even raise that topic when by definition don't have an experience of it?



Causal reference

Followup to:  The Fabric of Real Things, Stuff That Makes Stuff Happen

Previous meditation: "Does your rule forbid epiphenomenalist theories of consciousness that consciousness is caused by neurons, but doesn't affect those neurons in turn? The classic argument for epiphenomenal consciousness is that we can imagine a universe where people behave exactly the same way, but there's nobody home - no awareness, no consciousness, inside the brain. For all the atoms in this universe to be in the same place - for there to be no detectable difference internally, not just externally - 'consciousness' would have to be something created by the atoms in the brain, but which didn't affect those atoms in turn. It would be an effect of atoms, but not a cause of atoms. Now, I'm not so much interested in whether you think epiphenomenal theories of consciousness are true or false - rather, I want to know if you think they're impossible or meaningless a priori based on your rules."

Is it coherent to imagine a universe in which a real entity can be an effect but not a cause?

Well... there's a couple of senses in which it seems imaginable. It's important to remember that imagining things yields info primarily about what human brains can imagine. It only provides info about reality to the extent that we think imagination and reality are systematically correlated for some reason.

That said, I can certainly write a computer program in which there's a tier of objects affecting each other, and a second tier - a lower tier - of epiphenomenal objects which are affected by them, but don't affect them. For example, I could write a program to simulate some balls that bounce off each other, and then some little shadows that follow the balls around.

But then I only know about the shadows because I'm outside that whole universe, looking in. So my mind is being affected by both the balls and shadows - to observe something is to be affected by it. I know where the shadow is, because the shadow makes pixels be drawn on screen, which make my eye see pixels. If your universe has two tiers of causality - a tier with things that affect each other, and another tier of things that are affected by the first tier without affecting them - then could you know that fact from inside that universe?

Again, this seems easy to imagine as long as objects in the second tier can affect each other. You'd just have to be living in the second tier! We can imagine, for example - this wasn't the way things worked out in our universe, but it might've seemed plausible to the ancient Greeks - that the stars in heaven (and the Sun as a special case) could affect each other and affect Earthly forces, but no Earthly force could affect them:

The Sun's light would illuminate Earth, so it would cause plant growth. And sometimes you would see two stars crash into each other and explode, so you'd see they could affect each other. (And affect your brain, which was seeing them.) But the stars and Sun would be made out of a different substance, the 'heavenly material', and throwing any Earthly material at it would not cause it to change state in the slightest. The Earthly material might be burned up, but the Sun would occupy exactly the same position as before. It would affect us, but not be affected by us.

(To clarify an important point raised in the comments: In standard causal diagrams and in standard physics, no two individual events ever affect each other; there's a causal arrow from the PAST to FUTURE but never an arrow from FUTURE to PAST. What we're talking about here is the sun and stars over time, and the generalization over causal arrows that point from Star-in-Past to Sun-in-Present and Sun-in-Present back to Star-in-Future. The standard formalism dealing with this would be Dynamic Bayesian Networks (DBNs) in which there are repeating nodes and repeating arrows for each successive timeframe: X1, X2, X3, and causal laws F relating Xi to Xi+1. If the laws of physics did not repeat over time, it would be rather hard to learn about the universe! The Sun repeatedly sends out photons, and they obey the same laws each time they fall on Earth; rather than the Fi being new transition tables each time, we see a constant Fphysics over and over. By saying that we live in a single-tier universe, we're observing that whenever there are F-arrows, causal-link-types, which (over repeating time) descend from variables-of-type-X to variables-of-type-Y (like present photons affecting future electrons), there are also arrows going back from Ys to Xs (like present electrons affecting future photons). If we weren't generalizing over time, it couldn't possibly make sense to speak of thingies that "affect each other" - causal diagrams don't allow directed cycles!)

A two-tier causal universe seems easy to imagine, even easy to specify as a computer program. If you were arranging a Dynamic Bayes Net at random, would it randomly have everything in a single tier? If you were designing a causal universe at random, wouldn't there randomly be some things that appeared to us as causes but not effects? And yet our own physicists haven't discovered any upper-tier particles which can move us without being movable by us. There might be a hint here at what sort of thingies tend to be real in the first place - that, for whatever reasons, the Real Rules somehow mandate or suggest that all the causal forces in a universe be on the same level, capable of both affecting and being affected by each other.

Still, we don't actually know the Real Rules are like that; and so it seems premature to assign a priori zero probability to hypotheses with multi-tiered causal universes. Discovering a class of upper-tier affect-only particles seems imaginable[1] - we can imagine which experiences would convince us that they existed. If we're in the Matrix, we can see how to program a Matrix like that. If there's some deeper reason why that's impossible in any base-level reality, we don't know it yet. So we probably want to call that a meaningful hypothesis for now.

But what about lower-tier particles which can be affected by us, and yet never affect us?

Perhaps there are whole sentient Shadow Civilizations living on my nose hairs which can never affect those nose hairs, but find my nose hairs solid beneath their feet. (The solid Earth affecting them but not being affected, like the Sun's light affecting us in the 'heavenly material' hypothesis.) Perhaps I wreck their world every time I sneeze. It certainly seems imaginable - you could write a computer program simulating physics like that, given sufficient perverseness and computing power...

And yet the fundamental question of rationality - "What do you think you know, and how do you think you know it?" - raises the question:

How could you possibly know about the lower tier, even if it existed?

To observe something is to be affected by it - to have your brain and beliefs take on different states, depending on that thing's state. How can you know about something that doesn't affect your brain?

In fact there's an even deeper question, "How could you possibly talk about that lower tier of causality even if it existed?"

Let's say you're a Lord of the Matrix. You write a computer program which first computes the physical universe as we know it (or a discrete approximation), and then you add a couple of lower-tier effects as follows:

First, every time I sneeze, the binary variable YES_SNEEZE will be set to the second of its two possible values.

Second, every time I sneeze, the binary variable NO_SNEEZE will be set to the first of its two possible values.

Now let's say that - somehow - even though I've never caught any hint of the Matrix - I just magically think to myself one day, "What if there's a variable that watches when I sneeze, and gets set to 1?"

It will be all too easy for me to imagine that this belief is meaningful and could be true or false:

And yet in reality - as you know from outside the matrix - there are two shadow variables that get set when I sneeze. How can I talk about one of them, rather than the other? Why should my thought about '1' refer to their second possible value rather than their first possible value, inside the Matrix computer program? If we tried to establish a truth-value in this situation, to compare my thought to the reality inside the computer program - why compare my thought about SNEEZE_VAR to the variable YES_SNEEZE instead of NO_SNEEZE, or compare my thought '1' to the first possible value instead of the second possible value?

Under more epistemically healthy circumstances, when you talk about things that are not directly sensory experiences, you will reference a causal model of the universe that you inducted to explain your sensory experiences. Let's say you repeatedly go outside at various times of day, and your eyes and skin directly experience BRIGHT-WARM, BRIGHT-WARM, BRIGHT-WARM, DARK-COOL, DARK-COOL, etc. To explain the patterns in your sensory experiences, you hypothesize a latent variable we'll call 'Sun', with some kind of state which can change between 1, which causes BRIGHTness and WARMness, and 0, which causes DARKness and COOLness. You believe that the state of the 'Sun' variable changes over time, but usually changes less frequently than you go outside.

Standing here outside the Matrix, we might be tempted to compare your beliefs about "Sun = 1", to the real universe's state regarding the visibility of the sun in the sky (or rather, the Earth's rotational position).

But even if we compress the sun's visibility down to a binary categorization, how are we to know that your thought "Sun = 1" is meant to correspond to the sun being visible in the sky, rather than the sun being occluded by the Earth? Why the first state of the variable, rather than the second state?

How indeed are we know that this thought "Sun = 1" is meant to compare to the sun at all, rather than an anteater in Venezuela?

Well, because that 'Sun' thingy is supposed to be the cause of BRIGHT and WARM feelings, and if you trace back the cause of those sensory experiences in reality you'll arrive at the sun that the 'Sun' thought allegedly corresponds to. And to distinguish between whether the sun being visible in the sky is meant to correspond to 'Sun'=1 or 'Sun'=0, you check the conditional probabilities for that 'Sun'-state giving rise to BRIGHT - if the actual sun being visible has a 95% chance of causing the BRIGHT sensory feeling, then that true state of the sun is intended to correspond to the hypothetical 'Sun'=1, not 'Sun'=0.

Or to put it more generally, in cases where we have...

...then the correspondence between map and territory can at least in principle be point-wise evaluated by tracing causal links back from sensory experiences to reality, and tracing hypothetical causal links from sensory experiences back to hypothetical reality. We can't directly evaluate that truth-condition inside our own thoughts; but we can perform experiments and be corrected by them.

Being able to imagine that your thoughts are meaningful and that a correspondence between map and territory is being maintained, is no guarantee that your thoughts are true. On the other hand, if you can't even imagine within your own model how a piece of your map could have a traceable correspondence to the territory, that is a very bad sign for the belief being meaningful, let alone true. Checking to see whether you can imagine a belief being meaningful is a test which will occasionally throw out bad beliefs, though it is no guarantee of a belief being good.

Okay, but what about the idea that it should be meaningful to talk about whether or not a spaceship continues to exist after it travels over the cosmological horizon? Doesn't this theory of meaningfulness seem to claim that you can only sensibly imagine something that makes a difference to your sensory experiences?

No. It says that you can only talk about events that your sensory experiences pin down within the causal graph. If you observe enough protons, electrons, neutrons, and so on, you can pin down the physical generalization which says, "Mass-energy is neither created nor destroyed; and in particular, particles don't vanish into nothingness without a trace." It is then an effect of that rule, combined with our previous observation of the ship itself, which tells us that there's a ship that went over the cosmological horizon and now we can't see it any more.

To navigate referentially to the fact that the ship continues to exist over the cosmological horizon, we navigate from our sensory experience up to the laws of physics, by talking about the cause of electrons not blinking out of existence; we also navigate up to the ship's existence by tracing back the cause of our observation of the ship being built. We can't see the future ship over the horizon - but the causal links down from the ship's construction, and from the laws of physics saying it doesn't disappear, are both pinned down by observation - there's no difficulty in figuring out which causes we're talking about, or what effects they have.[2]

"Does your rule forbid epiphenomenalist theories of consciousness in which consciousness is caused by neurons, but doesn't affect those neurons in turn? The classic argument for epiphenomenal consciousness is that we can imagine a universe where people behave exactly the same way, but there's nobody home - no awareness, no consciousness, inside the brain. For all the atoms in this universe to be in the same place - for there to be no detectable difference internally, not just externally - 'consciousness' would have to be something created by the atoms in the brain, but which didn't affect those atoms in turn. It would be an effect of atoms, but not a cause of atoms. Now, I'm not so much interested in whether you think epiphenomenal theories of consciousness are true or false - rather, I want to know if you think they're impossible or meaningless a priori based on your rules."

The closest theory to this which definitely does seem coherent - i.e., it's imaginable that it has a pinpointed meaning - would be if there was another little brain living inside my brain, made of shadow particles which could affect each other and be affected by my brain, but not affect my brain in turn. This brain would correctly hypothesize the reasons for its sensory experiences - that there was, from its perspective, an upper tier of particles interacting with each other that it couldn't affect. Upper-tier particles are observable, i.e., can affect lower-tier senses, so it would be possible to correctly induct a simplest explanation for them. And this inner brain would think, "I can imagine a Zombie Universe in which I am missing, but all the upper-tier particles go on interacting with each other as before." If we imagine that the upper-tier brain is just a robotic sort of agent, or a kitten, then the inner brain might justifiably imagine that the Zombie Universe would contain nobody to listen - no lower-tier brains to watch and be aware of events.

We could write that computer program, given significantly more knowledge and vastly more computing power and zero ethics.

But this inner brain composed of lower-tier shadow particles cannot write upper-tier philosophy papers about the Zombie universe. If the inner brain thinks, "I am aware of my own awareness", the upper-tier lips cannot move and say aloud, "I am aware of my own awareness" a few seconds later. That would require causal links from lower particles to upper particles.

If we try to suppose that the lower tier isn't a complicated brain with an independent reasoning process that can imagine its own hypotheses, but just some shadowy pure experiences that don't affect anything in the upper tier, then clearly the upper-tier brain must be thinking meaningless gibberish when the upper-tier lips say, "I have a lower tier of shadowy pure experiences which did not affect in any way how I said these words." The deliberating upper brain that invents hypotheses for sense data, can only use sense data that affects the upper neurons carrying out the search for hypotheses that can be reported by the lips. Any shadowy pure experiences couldn't be inputs into the hypothesis-inventing cognitive process. So the upper brain would be talking nonsense.

There's a version of this theory in which the part of our brain that we can report out loud, which invents hypotheses to explain sense data out loud and manifests physically visible papers about Zombie universes, has for no explained reason invented a meaningless theory of shadow experiences which is experienced by the shadow part as a meaningful and correct theory.  So that if we look at the "merely physical" slice of our universe, philosophy papers about consciousness are meaningless and the physical part of the philosopher is saying things their physical brain couldn't possibly know even if they were true.  And yet our inner experience of those philosophy papers is meaningful and true. In a way that couldn't possibly have caused me to physically write the previous sentence, mind you. And yet your experience of that sentence is also true even though, in the upper tier of the universe where that sentence was actually written, it is not only false but meaningless.

I'm honestly not sure what to say when a conversation gets to that point. Mostly you just want to yell, "Oh, for the love of Belldandy, will you just give up already?" or something about the importance of saying oops.

(Oh, plus the unexplained correlation violates the Markov condition for causal models.)

Maybe my reply would be something along the lines of, "Okay... look... I've given my account of a single-tier universe in which agents can invent meaningful explanations for sense data, and when they build accurate maps of reality there's a known reason for the correspondence... if you want to claim that a different kind of meaningfulness can hold within a different kind of agent divided into upper and lower tiers, it's up to you to explain what parts of the agent are doing which kinds of hypothesizing and how those hypotheses end up being meaningful and what causally explains their miraculous accuracy so that this all makes sense."

But frankly, I think people would be wiser to just give up trying to write sensible philosophy papers about lower causal tiers of the universe that don't affect the philosophy papers in any way.

Meditation: If we can only meaningfully talk about parts of the universe that can be pinned down inside the causal graph, where do we find the fact that 2 + 2 = 4? Or did I just make a meaningless noise, there? Or if you claim that "2 + 2 = 4" isn't meaningful or true, then what alternate property does the sentence "2 + 2 = 4" have which makes it so much more useful than the sentence "2 + 2 = 3"?

 [1] Well, it seems imaginable so long as you toss most of quantum physics out the window and put us back in a classical universe. For particles to not be affected by us, they'd need their own configuration space such that "which configurations are identical" was determined by looking only at those particles, and not looking at any lower-tier particles entangled with them. If you don't want to toss QM out the window, it's actually pretty hard to imagine what an upper-tier particle would look like.

 [2] This diagram treats the laws of physics as being just another node, which is a convenient shorthand, but probably not a good way to draw the graph. The laws of physics really correspond to the causal arrows Fi, not the causal nodes Xi. If you had the laws themselves - the function from past to future - be an Xi of variable state, then you'd need meta-physics to describe the Fphysics arrows for how the physics-stuff Xphysics could affect us, followed promptly by a need for meta-meta-physics et cetera. If the laws of physics were a kind of causal stuff, they'd be an upper tier of causality - we can't appear to affect the laws of physics, but if you call them causes, they can affect us. In Matrix terms, this would correspond to our universe running on a computer that stored the laws of physics in one area of RAM and the state of the universe in another area of RAM, the first area would be an upper causal tier and the second area would be a lower causal tier. But the infinite regress from treating the laws of determination as causal stuff, makes me suspicious that it might be an error to treat the laws of physics as "stuff that makes stuff happen and happens because of other stuff". When we trust that the ship doesn't disappear when it goes over the horizon, we may not be navigating to a physics-node in the graph, so much as we're navigating to a single Fphysics that appears in many different places inside the graph, and whose previously unknown function we have inferred. But this is an unimportant technical quibble on Tuesdays, Thursdays, Saturdays, and Sundays. It is only an incredibly deep question about the nature of reality on Mondays, Wednesdays, and Fridays, i.e., less than half the time.

Part of the sequence Highly Advanced Epistemology 101 for Beginners

Epiphenominal theories of consciousness are kind of silly, but here's another situation I can wonder about... some cellular automata rules, including the Turing-complete Conway's Game of Life, can have different "pasts" that can lead to the same present. From the point of view of a being living in such a universe (one in which information can be destroyed), is there a fact of the matter as to which "past" actually happened?

I had always thought that our physical universe had this property as well, i.e.  the Everett multiverse branches into the past as well as into the future.

If you take a single branch and run it backward, you'll find that it diverges into a multiverse of its own.  If you take all the branches and run them backward, their branches will cohere instead of decohering, cancel out in most places, and miraculously produce only the larger, more coherent blobs of amplitude they started from.  Sort of like watching an egg unscramble itself.

Just for the Least Convenient World, what if the zombies build a supercomputer and simulate random universes, and find that in 98% of simulated universes life forms like theirs do have shadow brains, and that the programs for the remaining 2% are usually significantly longer?

Is it coherent to imagine a universe in which a real entity can be an effect but not a cause?

Your favorite example of event horizons, cosmological or otherwise, is like that. GR suggests that there can be a ring singularity inside an eternal spinning black hole (but not one spun up from rest), near/around which you can go forever without being crushed. (it also suggests that there could be closed timelike curves around it, but I'll ignore this for now.) So maybe there are particles/objects/entities living there.

Stuff thrown into such a black hole can certainly affect the hypothetical entities living inside. Like a meteor shower from the outside. But the outside is not affected by anything happening inside, the horizon prevents it. 

Some thoughts about "epiphenomena" in general, though not related to consciousness. 

Suppose there are only finitely many events in the entire history of the universe (or multiverse), so that the universe can be represented by a finite casual graph. If it is an acrylic graph (no causal cycles), then there must be some nodes which are effects but not causes, that is, they are epiphenomena. But then why not posit a smaller graph with the epiphenomenal nodes removed, since they don't do anything? And then that reduced graph is also finite, and also has epiphenomenal nodes.... so why not remove those?

So, is the conclusion that the best model of the universe is a strictly infinite graph, with no epiphenomenal nodes that can be removed e.g. no future big crunches or other singularities? This seems like a dubious piece of armchair cosmology. 

Or are there cases where the larger finite graph (with the epiphenomenal nodes) is strictly simpler as a theory than the reduced graph (with the epiphenomena removed), so that Occam's razor tells us to believe in the larger graph? But then Occam's razor is justifying a belief in epiphenomena, which sounds rather odd when put like that!

The last nodes are never observed by anyone, but they descend from the same physics, the same F(physics), that have previously been pinned down, or so I assume.  You can thus meaningfully talk about them for the same reason you can meaningfully talk about a spaceship going over the cosmological horizon.  What we're trying to avoid is SNEEZE_VARs or lower qualia where there's no way that the hypothesis-making agent could ever have observed, inducted, and pinned down the causal mechanism - where there's no way a correspondence between map and territory could possibly be maintained.

That said, I can certainly write a computer program in which there's a tier of objects affecting each other, and a second tier - a lower tier - of epiphenomenal objects which are affected by them, but don't affect them.

I would like to point out that any space-like surface (technically 3-fold) divides our universe into two such tiers.

Okay, I can see that I need to spell out in more detail one of the ideas here - namely that you're trying to generalize over a repeating type of causal link and that reference is pinned down by such generalization.  The Sun repeatedly sends out light in individual Sun-events, electrons repeatedly go on traveling through space instead of vanishing; in a universe like ours, rather than the F(i) being whole new transition tables randomly generated each time, you see the same F(physics) over and over.  This is what you can pin down and refer to.  Any causal graph is acyclic and can be divided as you say; the surprising thing is that there are no F-types, no causal-link-types, which (over repeating time) descend from one kind of variable to another, without (over time) there being arrows also going back from that kind to the other.  Yes, we're generalizing and inducting over time, otherwise it would make no sense to speak of thingies that "affect each other".  No two individual events ever affect each other!

Can anyone explain why epiphenomenalist theories of consciousness are interesting?  There have been an awful lot of words on them here, but I can't find a reason to care.

It seems that you get similar questions as a natural outgrowth of simple computational models of thought. E.g. if one performs Solomonoff induction on the stream of camera inputs to a robot, what kind of short programs will dominate the probability distribution over the next input? Not just programs that simulate the physics of our universe: one would also need additional code to "read off" the part of the simulated universe that corresponded to the camera inputs. That additional code looks like epiphenomenal mind-stuff. Using this framework you can pose questions like "if the camera is expected to be rebuilt using different but functionally equivalent materials, will his change the inputs Solomonoff induction predicts?" or "if the camera is about to be duplicated, which copy's inputs will be predicted by Solomonoff induction?"

If we go beyond Solomonoff induction to allow actions, then you get questions that map pretty well to debates about "free will."

Pretty much the same reason religion needs to be talked about. If no one had invented it wouldn't be useful to dispute notions of god creating us for a divine purpose, but because many people think this indeed happened you have to talk about it. It's especially important for reasonable discussions of AI. 

Because epiphenomenalist theories are common but incorrect, and the goal of LessWrong is at least partially what its name implies.

I think the question "does consciousness affect neurons?" is as meaningful as "does the process of computation in a computer affect bits?".

FWIW, my old post 'Zombie Rationality' explores what I think the epiphenomenalist should say about the worry that "the upper-tier brain must be thinking meaningless gibberish when the upper-tier lips [talk about consciousness]"

One point to flag is that from an epiphenomenalist's perspective, mere brains never really mean anything, any more than squiggles of ink do; any meaning we attribute to them is purely derivative from the meaning of appropriately-related thoughts (which, on this view, essentially involve qualia).

I can build an agent that tracks how many sheep are in the pasture using an internal mental bucket, and keeps looking for sheep until they're all returned.  From an outside standpoint, this agent's mental bucket is meaningful because there's a causal process that correlates it to the sheep, and this correlation is made use of to steer the world into futures where all sheep are retrieved.  And then the mysterious sensation of about-ness is just what it feels like from the inside to be that agent, with a side order of explicitly modeling both yourself and the world so that you can imagine that your map corresponds to the territory, with a side-side order of your brain making the simplifying assumption that (your map of) the map has a primitive intrinsic correspondence to (your map of) the territory.

In actuality this correspondence is not the primitive and local quality it feels like; it's maintained by the meeting of hypotheses and reality in sense data.  A third party or reflecting agent would be able to see the globally maintained correspondence by simultaneously tracing back actual causes of sense data and hypothesized causes of sense data, but this is a chain property involving r... (read more)

Mainstream status points to /Eliezer_Yudkowsky-drafts/ (Forbidden: You aren't allowed to do that.)

I haven't yet happened to run across a philosophical position which says that meaningful correspondences between hypotheses and reality can only be pinned down by following Pearl-style causal links inferred as the simplest explanation of observed experiences, and that only this can allow an agent to consistently believe that its beliefs are meaningful.

In fact, I haven't seen anything at all about referential meaningfulness requiring cause-and-effect links with the phenomenon, just like I haven't seen anything about a universe being a conn... (read more)

As bryjnar points out, all the stuff you say here (subtracting out the Pearl stuff) is entailed by the causal theory of reference. The reason quick summaries of that view will seem unfamiliar is that most of the early work on the causal theory was primarily motivated by a different concern -- accounting for how our words acquire their meaning. Thus the focus on causal chains from "original acts of naming" and whatnot. However, your arguments against epiphenomenalism all hold in the causal theory.

It is true that nobody (that I know of) has developed an explicitly Pearlian causal theory of reference, but this is really accounted for by division of labor in philosophy. People working on reference will develop a causal theory of reference and use words like "cause" without specifying what they mean by it. If you ask them what they mean, they will say "Whatever the best theory of causation is. Go ask the people working on causation about that." And among the people working on causation, there are indeed philosophers who have built on Pearlian ideas. Christopher Hitchcock and James Woodward, for instance.

The issue is broached by Chalmers himself in The Conscious Mind (p. 201). He says:

... it is sometimes said that reference to an entity requires a causal connection to that entity; this is known as the causal theory of reference. If so, then it would be impossible to refer to causally irrelevant experiences.

He goes on to reject the causal theory of reference.

Here is a relevant excerpt from the SEP article on zombies:

But, arguably, it is a priori true that phenomenal consciousness, whether actual or possible, involves being able to refer to and know about one's qualia. If that is right, any zombie-friendly account faces a problem. According to the widely accepted causal theory of reference — accepted by many philosophers — reference and knowledge require us to be causally affected by what is known or referred to (Kripke 1972/80); and it seems reasonable to suppose that this too is true a priori if true at all. On that basis, in those epiphenomenalistic worlds whose conceivability seems to follow from the conceivability of zombies — (worlds where qualia are inert) — our counterparts cannot know about or refer to their qualia. That contradicts the assumption that phenomenal consc

EDIT: After thinking things through, I concluded that Eliezer was right, and that epiphenomalism was indeed confused and incoherent. Leaving this comment here as a record of how I came to agree with that conclusion.

The closest theory to this which definitely does seem coherent - i.e., it's imaginable that it has a pinpointed meaning - would be if there was another little brain living inside my brain, made of shadow particles which could affect each other and be affected by my brain, but not affect my brain in turn. This brain would correctly hypothesize 

After pondering both Eliezer's post and your comments for a while, I concluded that you were right, and that my previous belief in epiphenomenalism was incoherent and confused. I have now renounced it, for which I thank you both.

Hmm. I tried to write a response, but then I noticed that I was confused. Let me think about that for a while.

Well we do have one-way causal arrows.  You just need to draw them through the (dun dun dun) Fourth Dimensionnnnn.

I'm not convinced I'm keeping my levels of reference straight, but if I can knowingly consistently accurately talk about epiphenomena, doesn't the structure or contents of the uncausing stuff cause me to think in this way rather than that way? I'm not sure how to formalize this intuition to tell if it's useful or trivial.

Try reading this charitably as expressing confusion about how we can (knowingly, consistently) talk about epiphenomena, since they (obviously, duh) don't cause us to think in this way rather than that way.

If we can only meaningfully talk about parts of the universe that can be pinned down inside the causal graph, where do we find the fact that 2 + 2 = 4? Or did I just make a meaningless noise, there? Or if you claim that "2 + 2 = 4" isn't meaningful or true, then what alternate property does the sentence "2 + 2 = 4" have which makes it so much more useful than the sentence "2 + 2 = 3"?

PA proves "2 + 2 = 4" using the associative property.  PA does not prove "2 + 2 = 3".  "2 + 2 = 4" is actually shorthand for "((1+1) + (1+1)) = (((1+1)+1)+1)".  Moving stuff next to other stuff in our universe happens to follow the associative property; this is why the belief is useful.

I have myself usually seen Peano arithmetic described with 0 and the successor operation (such as in the context of actually implementing it in a computer). in this case,

where the two theorems needed are that x + S(y) = S(x) + y and that x + 0 = x. I find this to have less incidental complexity (given that we are interested in working up from axioms, not down from conventional arithmetic) perhaps because the tree of the final expression has no branches. The first theorem can be looked at as expressing that “moving stuff results in the same stuff”, i.e. a conservation law; note that the expression has precisely the same number of nodes.

(I like that!  The idea that it follows just from the associative property and no other features of PA is quite elegant.)

2+2=4 isn't a cause. It's a tautological description. Describing things is useful, though.

It's not clear to me why you're allowing the possibility of an upper-tier universe. In particular, a similar kind of example to one you give suggests that it's not meaningful to talk about being in a sufficiently good simulation.

Suppose we're wondering whether we're in a simulation or not. But there are a couple of possibilities. In one of them, the alien simulation-runner's mug of coffee is green, and in the other it's blue. But both of these situations have (to abuse notation somewhat) the same causal arrows pointing into our experience, and so we can't ... (read more)

How does "effectively epiphenomenal" affect these considerations? e.g. the Andromeda Galaxy may affect me, but my effect on the Andromeda Galaxy is the sort of thing we tag "epsilon".

It brings to mind and fits in with some thoughts I have on simulations. Why isn't this two-layered system you described analogous to the relation between a simulated universe and its simulator?
I mean: the simulator sees and, therefore, is affected by whatever happens in the simulation. But the simulation, if it is just the computation of a mathematical structure, cannot be affected by the simulator: indeed, if I, simulator, were to change the value of some bits during the simulation, the results I would see wouldn't be the results of t... (read more)

"Mass-energy is neither created nor destroyed..." It is then an effect of that rule, combined with our previous observation of the ship itself, which tells us that there's a ship that went over the cosmological horizon and now we can't see it any more.

It seems to me that this might be a point where logical reasoning takes it over from causal/graphical models, which in turn suggests why there are some problems with thinking about the laws of physics as nodes in a graph or even arrows as opposed to... well, I'm not really sure what specifically ... (read more)

Still, we don't actually know the Real Rules are like that; and so it seems premature to assign a priori zero probability to hypotheses with multi-tiered causal universes.

Maybe I'm misunderstanding something. I've always supposed that we do live in a multi-tiered causal universe. It seems to me that the "laws of physics" are a first tier which affect everything in the second tier (the tier with all of the matter including us), but that there's nothing we can do here in the matter tier to affect the laws of physics. I've also always assumed tha... (read more)

I know it doesnt work exactly like that, but I couldnt help but think of Dark matter and energy as something which could plausibly affect us, but not be affected by us, although its probably the case that the gravity and weak force of normal matter affects dark matter just as much as vice versa.

We can speak of different tiers of stuff, interacting (or not) through unknown causal mechanisms, but Occam's Razor would suggest these different tiers of stuff might actually be fundamentally the same 'stuff', just somehow viewed from different angles. (This would in turn suggest some form of panpsychism.) 

In short, I have trouble seeing how we make these metaphysical hierarchizations pay rent. Perhaps that's your point also.

Even if the shadow brain doesn't affect the upper level brain, couldn't there be a third link between upper and lower levels which points to the level connections?  

E.g., we discover that physics tells us that for every particle, there is a cooresponding shadow particle that has no effect on regular ones.

It turns out that what you've thought of as consciousness or self-awareness is a process in the shadow-particle world. The reason you find yourself talking about your experiences is that the real world contains particles that duplicate the interactions of your shadow particles. They do not actually interact with your thoughts, but because of the parallel structure maintained in the real world and the shadow-particle world, you don't notice this. Think of the shadow particles as your soul, which corresponds exactly to the real-world particles in your brain, with the only difference being that the shadow particle interactions are the only once you actually experience.

You conduct a particularly clever physics experiment that somehow manages to affect the shadow-particle world but not the real-particle world. Suddenly the shadow particles that make up your soul diverge from the real-world particles that make up your brain! This is a novel experience, but you find yourself unable to report it. It is the brain that determines your body's actions, and for the first time in your life, this actually matters. The brain acts as though the experiment... (read more)

There's no epiphenomenal type of stuff in QM.  There's just a causal type of stuff, some of which got far enough away that under the standard and observed rules we can't see it anymore.  It's no more epiphenomenal than a photon transmitted into space or a ship that went over the horizon.

Deducing an epiphenomenal type of stuff would be more difficult, and AFAICT would basically have to rely on there being structure in the observed laws and types of your world's physics.  For example, let's say you're in the seventh layer of a universe with at least seven causal layers.  The first layer has seven laws connecting it to the layer below, the second layer has six laws connecting it to a layer below, and then you're in the seventh layer, connected by two laws to the layer above.  You might suspect that there's an eighth layer below you, and that the single remaining law is the one required to match the pattern of the seven layers you know about.

Of course, what you're actually doing this case is almost exactly akin to knowing about a ship that went over the horizon - you observed the Laws of Physics Factory, or the code-factory for your Matrix, generalized, and deduced an effect of the previously observed Factory which the generalization says you shouldn't be able to see.  You can navigate to the law-data by following a causal reference to the link down from a law-Factory you've previously observed.






Reductionism (iii)

Excluding the Supernatural

Occasionally, you hear someone claiming that creationism should not be taught in schools, especially not as a competing hypothesis to evolution, because creationism is a priori and automatically excluded from scientific consideration, in that it invokes the "supernatural".

So... is the idea here, that creationism could be true, but even if it were true, you wouldn't be allowed to teach it in science class, because science is only about "natural" things?

It seems clear enough that this notion stems from the desire to avoid a confrontation between science and religion.  You don't want to come right out and say that science doesn't teach Religious Claim X because X has been tested by the scientific method and found false.  So instead, you can... um... claim that science is excluding hypothesis X a priori.  That way you don't have to discuss how experiment has falsified X a posteriori.

Of course this plays right into the creationist claim that Intelligent Design isn't getting a fair shake from science—that science has prejudged the issue in favor of atheism, regardless of the evidence.  If science excluded Intelligent Design a priori, this would be a justified complaint!

But let's back up a moment.  The one comes to you and says:  "Intelligent Design is excluded from being science a priori, because it is 'supernatural', and science only deals in 'natural' explanations."

What exactly do they mean, "supernatural"?  Is any explanation invented by someone with the last name "Cohen" a supernatural one?  If we're going to summarily kick a set of hypotheses out of science, what is it that we're supposed to exclude?

By far the best definition I've ever heard of the supernatural is Richard Carrier's:  A "supernatural" explanation appeals to ontologically basic mental things, mental entities that cannot be reduced to nonmental entities.

This is the difference, for example, between saying that water rolls downhill because it wants to be lower, and setting forth differential equations that claim to describe only motions, not desires.  It's the difference between saying that a tree puts forth leaves because of a tree spirit, versus examining plant biochemistry.  Cognitive science takes the fight against supernaturalism into the realm of the mind.

Why is this an excellent definition of the supernatural?  I refer you to Richard Carrier for the full argument.  But consider:  Suppose that you discover what seems to be a spirit, inhabiting a tree: a dryad who can materialize outside or inside the tree, who speaks in English about the need to protect her tree, et cetera.  And then suppose that we turn a microscope on this tree spirit, and she turns out to be made of parts—not inherently spiritual and ineffable parts, like fabric of desireness and cloth of belief; but rather the same sort of parts as quarks and electrons, parts whose behavior is defined in motions rather than minds.  Wouldn't the dryad immediately be demoted to the dull catalogue of common things?

But if we accept Richard Carrier's definition of the supernatural, then a dilemma arises: we want to give religious claims a fair shake, but it seems that we have very good grounds for excluding supernatural explanations a priori.

I mean, what would the universe look like if reductionism were false?

I previously defined the reductionist thesis as follows: human minds create multi-level models of reality in which high-level patterns and low-level patterns are separately and explicitly represented.  A physicist knows Newton's equation for gravity, Einstein's equation for gravity, and the derivation of the former as a low-speed approximation of the latter.  But these three separate mental representations, are only a convenience of human cognition.  It is not that reality itself has an Einstein equation that governs at high speeds, a Newton equation that governs at low speeds, and a "bridging law" that smooths the interface.  Reality itself has only a single level, Einsteinian gravity.  It is only the Mind Projection Fallacy that makes some people talk as if the higher levels could have a separate existence—different levels of organization can have separate representations in human maps, but the territory itself is a single unified low-level mathematical object.

Suppose that the Mind Projection Fallacy was not a fallacy, but simply true.

Suppose that a 747 had a fundamental physical existence apart from the quarks making up the 747.

What experimental observations would you expect to make, if you found yourself in such a universe?

If you can't come up with a good answer to that, it's not observation that's ruling out "non-reductionist" beliefs, but a priori logical incoherence.  If you can't say what predictions the "non-reductionist" model makes, how can you say that experimental evidence rules it out?

My thesis is that non-reductionism is a confusion; and once you realize that an idea is a confusion, it becomes a tad difficult to envision what the universe would look like if the confusion were true.  Maybe I've got some multi-level model of the world, and the multi-level model has a one-to-one direct correspondence with the causal elements of the physics?  But once all the rules are specified, why wouldn't the model just flatten out into yet another list of fundamental things and their interactions?  Does everything I can see in the model, like a 747 or a human mind, have to become a separate real thing?  But what if I see a pattern in that new supersystem?

Supernaturalism is a special case of non-reductionism, where it is not 747s that are irreducible, but just (some) mental things.  Religion is a special case of supernaturalism, where the irreducible mental things are God(s) and souls; and perhaps also sins, angels, karma, etc.

If I propose the existence of a powerful entity with the ability to survey and alter each element of our observed universe, but with the entity reducible to nonmental parts that interact with the elements of our universe in a lawful way; if I propose that this entity wants certain particular things, but "wants" using a brain composed of particles and fields; then this is not yet a religion, just a naturalistic hypothesis about a naturalistic Matrix.  If tomorrow the clouds parted and a vast glowing amorphous figure thundered forth the above description of reality, then this would not imply that the figure was necessarily honest; but I would show the movies in a science class, and I would try to derive testable predictions from the theory.

Conversely, religions have ignored the discovery of that ancient bodiless thing: omnipresent in the working of Nature and immanent in every falling leaf: vast as a planet's surface and billions of years old: itself unmade and arising from the structure of physics: designing without brain to shape all life on Earth and the minds of humanity.  Natural selection, when Darwin proposed it, was not hailed as the long-awaited Creator:  It wasn't fundamentally mental.

But now we get to the dilemma: if the staid conventional normal boring understanding of physics and the brain is correct, there's no way in principle that a human being can concretely envision, and derive testable experimental predictions about, an alternate universe in which things are irreducibly mental.  Because, if the boring old normal model is correct, your brain is made of quarks, and so your brain will only be able to envision and concretely predict things that can predicted by quarks.  You will only ever be able to construct models made of interacting simple things.

People who live in reductionist universes cannot concretely envision non-reductionist universes.  They can pronounce the syllables "non-reductionist" but they can't imagine it.

The basic error of anthropomorphism, and the reason why supernatural explanations sound much simpler than they really are, is your brain using itself as an opaque black box to predict other things labeled "mindful".  Because you already have big, complicated webs of neural circuitry that implement your "wanting" things, it seems like you can easily describe water that "wants" to flow downhill—the one word "want" acts as a lever to set your own complicated wanting-machinery in motion.

Or you imagine that God likes beautiful things, and therefore made the flowers.  Your own "beauty" circuitry determines what is "beautiful" and "not beautiful".  But you don't know the diagram of your own synapses.  You can't describe a nonmental system that computes the same label for what is "beautiful" or "not beautiful"—can't write a computer program that predicts your own labelings.  But this is just a defect of knowledge on your part; it doesn't mean that the brain has no explanation.

If the "boring view" of reality is correct, then you can never predict anything irreducible because you are reducible.  You can never get Bayesian confirmation for a hypothesis of irreducibility, because any prediction you can make is, therefore, something that could also be predicted by a reducible thing, namely your brain.

Some boxes you really can't think outside.  If our universe really is Turing computable, we will never be able to concretely envision anything that isn't Turing-computable—no matter how many levels of halting oracle hierarchy our mathematicians can talk about, we won't be able to predict what a halting oracle would actually say, in such fashion as to experimentally discriminate it from merely computable reasoning.

Of course, that's all assuming the "boring view" is correct.  To the extent that you believe evolution is true, you should not expect to encounter strong evidence against evolution.  To the extent you believe reductionism is true, you should expect non-reductionist hypotheses to be incoherent as well as wrong.  To the extent you believe supernaturalism is false, you should expect it to be inconceivable as well.

If, on the other hand, a supernatural hypothesis turns out to be true, then presumably you will also discover that it is not inconceivable.

So let us bring this back full circle to the matter of Intelligent Design:

Should ID be excluded a priori from experimental falsification and science classrooms, because, by invoking the supernatural, it has placed itself outside of natural philosophy?

I answer:  "Of course not."  The irreducibility of the intelligent designer is not an indispensable part of the ID hypothesis.  For every irreducible God that can be proposed by the IDers, there exists a corresponding reducible alien that behaves in accordance with the same predictions—since the IDers themselves are reducible; to the extent I believe reductionism is in fact correct, which is a rather strong extent, I must expect to discover reducible formulations of all supposedly supernatural predictive models.

If we're going over the archeological records to test the assertion that Jehovah parted the Red Sea out of an explicit desire to display its superhuman power, then it makes little difference whether Jehovah is ontologically basic, or an alien with nanotech, or a Dark Lord of the Matrix.  You do some archeology, find no skeletal remnants or armor at the Red Sea site, and indeed find records that Egypt ruled much of Canaan at the time.  So you stamp the historical record in the Bible "disproven" and carry on.  The hypothesis is coherent, falsifiable and wrong.

Likewise with the evidence from biology that foxes are designed to chase rabbits, rabbits are designed to evade foxes, and neither is designed "to carry on their species" or "protect the harmony of Nature"; likewise with the retina being designed backwards with the light-sensitive parts at the bottom; and so on through a thousand other items of evidence for splintered, immoral, incompetent design.  The Jehovah model of our alien god is coherent, falsifiable, and wrong—coherent, that is, so long as you don't care whether Jehovah is ontologically basic or just an alien.

Just convert the supernatural hypothesis into the corresponding natural hypothesis.  Just make the same predictions the same way, without asserting any mental things to be ontologically basic.  Consult your brain's black box if necessary to make predictions—say, if you want to talk about an "angry god" without building a full-fledged angry AI to label behaviors as angry or not angry.  So you derive the predictions, or look up the predictions made by ancient theologians without advance knowledge of our experimental results.  If experiment conflicts with those predictions, then it is fair to speak of the religious claim having been scientifically refuted.  It was given its just chance at confirmation; it is being excluded a posteriori, not a priori.

Ultimately, reductionism is just disbelief in fundamentally complicated things.  If "fundamentally complicated" sounds like an oxymoron... well, that's why I think that the doctrine of non-reductionism is a confusion, rather than a way that things could be, but aren't.  You would be wise to be wary, if you find yourself supposing such things.

But the ultimate rule of science is to look and see.  If ever a God appeared to thunder upon the mountains, it would be something that people looked at and saw.

Corollary:  Any supposed designer of Artificial General Intelligence who talks about religious beliefs in respectful tones, is clearly not an expert on reducing mental things to nonmental things; and indeed knows so very little of the uttermost basics, as for it to be scarcely plausible that they could be expert at the art; unless their idiot savancy is complete.  Or, of course, if they're outright lying.  We're not talking about a subtle mistake.

It seems like you should be able to make experimental predictions about irreducible things.  Take a quark, or a gluon, or the Grand Quantum Lifestream, or whatever reality is at the bottom, I don't really follow physics closely.  In any case, you can make predictions about those things, and that's part and parcel of making predictions about airplanes and grizzly bears.

Even if it turns out that the Grand Quantum Lifestream is reducible further, you can make predictions about its components.  Unless you think everything is infinitely reducible, but that proposition strikes me as unlikely.

Well, maybe the fundamental basis of reality is like a fractal.  I wouldn't want to rule that out without thinking about it.  But in any case it doesn't sound like what you're arguing.

I had a similar, shorter conversation with a theologian.  He had hired me to critique a book he was writing, which claimed that reductionist science had reached its limits, and that it was time to turn to non-reductionist science.

The examples he gave were all phenomena which science had difficulty explaining, and which he claimed to explain as being irreducibly complex.  For instance, because people had difficulty explaining how cells migrate in a developing fetus, he suggested (as Aristotle might have) that the cells had an innate fate or desire that led them to the right location.

What he really meant by non-reductionist science, was that as a "non-reductionist scientist", one is allowed to throw up one's hands, and say that there is no explanation for something.  A claim that a phenomenon is supernatural is always the assertion that something has no explanation.  (I don't know that it needs to be presented as a mental phenomenon, as Eliezer says.)  So to "do" non-reductionist science is simply to not do science.

It should be possible, then, for a religious person to rightly claim that their point of view is outside the realm of science.  If they said, for insta... (read more)

I have a feeling "no explanation exists" was meant in the mathematical sense of "exists". Which means exactly that there is no possible string of characters that is an explanation for X.

Once, in a LARP, I played Isaac Asimov on a panel which was arguing whether vampires were real.  It went something like this (modulo my memory):  I asked the audience to define "vampire", and they said that vampires were creatures that lived by drinking blood.

I said that mosquitoes were vampires.  So they said that vampires were humanoids who lived by drinking blood.

I said that Masai who drank the blood of their cattle were vampires.  So they said that vampires were humanoids who lived by drinking blood, and were burned by sunlight.

I (may have) said that a Masai with xeroderma pigmentosum was a vampire.  And so on.

My point was that vampires were by definition not real - or at least, not understandable - because any time we found something real and understandable that met the definition of a vampire, we would change the definition to exclude it.

(Strangely, some mythical creatures, such as vampires and unicorns, seem to be defined in a spiritual way; whereas others, such as mermaids and centaurs, do not.  A horse genetically engineered to grow a horn would probably not be thought of as a "real" unicorn; a genenged mermaid probably would be admitted to be a "real" mermaid.)

I think this depends a lot on your exposure to centaur and unicorn myths. Both creatures were imagined in Greece; the centaur was just a mashup of man and horse, and the unicorn was just a kind of horned donkey found in faraway places. Thus, if you slapped a horn on some donkeys (or just found an oryx) you'd have a Greek unicorn.

But in medieval Europe, the unicorn became a symbol of purity, able to cure diseases and drawn to virgins. Oryxes can't cure diseases and aren't drawn to (human) virgins, which to a large extent is the point of a unicorn (to someone who adopts the medieval European imagination of unicorns).

but on the other hand I know about the myth of the mermaids' singing (and Ulysses's strategy to cope with it

A nitpick: The Odyssey had sirens singing, not mermaids -- and those were half-bird women, not half-fish women. See how they were depicted in ancient times

My point was that vampires were by definition not real - or at least, not understandable - because any time we found something real and understandable that met the definition of a vampire, we would change the definition to exclude it.

... then basically everyone would agree it was a vampire. LARPy Asimov is just being annoying when he tries to spin the question about the universe into a question about semantics.

Phil: Vampires ARE real. Both humans and animals can become vampires after being bitten by another vampire (very often a bat or racoon). After being bitten, they will go crazy and attempt to bite others. They also are unable to cross running water.

The virus has been discovered, and a vaccine exists.

Yeah, I know, those aren't "real" vampires, even though that is very likely the source of the vampire mythology.

Of course water flows downhill because it wants to be lower.  It just is not in its nature to be able to want anything else, which distinguishes it from more flexible want-systems like ourselves.

As to the supernatural, I suggest a useful analogy is mathematical objects, like 5, pi, the complex plane, or the Pythagorean theorem.  These objects are not physical; they are not made of quarks nor reducible to them, even though any concrete instantiation of them (or instantiation of a thought about them) must involve some physical process; they are non-natural e... (read more)

I still seem to be able to envision what things would look like if a form of Cartesian dualism were true. Our ordinary laws of physics would govern all matter except one or more places deep in the brain, where the laws of physics would be violated where the soul is "pulling the strings" of the body, as it were.  These deviations from physics would not happen unlawfully, but rather would be governed by special, complicated laws of psychology, rather than physics. In principle, this should be testable.

Unlawfulness and nonreductionism are distinct concepts; I can see how the former is incoherent, but the latter still seems logically possible, if false.

My point was that vampires were by definition not real - or at least, not understandable - because any time we found something real and understandable that met the definition of a vampire, we would change the definition to exclude it.

But the same exchange might have occurred with something entirely real. We are not in the habit of giving fully adequate definitions, so it is often possible to find counterexamples to the definitions we give, which might prompt the other person to add to the definition to exclude the counterexample. For example:

B: A dog is a four-footed animal that is a popular pet.

A: So if I teach a cat to bark, it will become a dog.

Constant: with dogs, you can point to examples and say "these animals, and animals closely related to these are dogs".

I think it comes down to the fact that, if you want to understand the universe around us, the scientific method is consistently successful and supernaturalism is consistently a failure.

If you want to actually prove that scientific method is better, it's very hard to do without reasoning with the scientific method itself, which would be circular logic and thus inconsistent with the scientific method.

So let's just say that, I like to know how the universe works, and if any form of supernaturalism were the best way of doing that, then I would use it. Instead I use the scientific method, because that is what works.

Supernaturalism has other uses, but they are not uses that I subscribe to.

Okay, so here's a dryad. You cut her open, and see white stuff. You take a sample, put it under a microscope, and still see white stuff. You use a scanning tunneling microscope, and still see white stuff. You build an AI and tell it to analyze the sample. The AI converts galaxies into computronium and microscopium, conducts every experiment it can think of, and after a trillion years reports: "The dryad is made of white stuff, and that's all I know. Screw this runaround, what's for dinner?"

But using an outside view of sorts (observed behavior), you can still predict what the dryad will do next. Just like with quarks and with Occam's razor and with prime numbers. And things you haven't reduced yet, but think you can, like people or the LHC.

If you look at it in an STM, you aren't going to be able to see white stuff, because that isn't sensitive to color. But since you were able to image it at all instead of crashing your tip, you can also tell that dryad insides are electrically conductive. We should be able to determine the resistivity of dryad, as a function of gate voltage, impurity density, magnetic field, etc.

No matter what the result is, we now know more about dryad stuff.

So I'd suggest that they be insulating instead, as that closes off all those transport experiments.

In that special Cartesian theater, I can picture an even smaller Homunculus pulling the strings of the larger. And so on. Turtles.

Ennui: "In that special Cartesian theater, I can picture an even smaller Homunculus pulling the strings of the larger."

But what if the homunculus were ontologically fundamental?--of course the notion is silly and of course it's false, but I'm not yet convinced that it's literally nonsense on the order of square circles or A-and-not-A. It could be that I just need some intuition-reshaping, but in the meantime I can do nothing else but call it as I see it.

Z. M. Davis: But if you think about the things that the homunculus tends to do, I think you would find yourself needing to move to levels below the homunculus to do it.  To give it a coherent set of actions it is likely to take, and not to take, at any given time, you would have to populate it with wants, with likes, with beliefs, with structures for reasoning about beliefs.

I think eventually you would come to an algorithm of which the homunculus would have to be an instantiation, and you would have to assume that that algorithm was represented somewhere.

The dictionary has at #1: "of, pertaining to, or being above or beyond what is natural; unexplainable by natural law or phenomena; abnormal."

It seems about right.  E.g. travelling into to the past is supernatural.

It's deeper than science being only applicable to natural things -- reason as such is only applicable to natural things. Once you are in the realm of the supernatural anything is possible and the laws of logic don't necessarily hold. You have to just close your mouth and turn off your mind and have faith. Which does not give a teacher a lot of material to work with...

Somebody let me know if I'm pushing my allowed post rate?

Tim: I'm not sure about that definition.  Are we saying unexplainable by natural law as understood by humans at the time - ie quantum tunneling was supernatural 100 years ago, but is no longer?

Or would that mean unexplainable by the natural laws that exist?  I just don't like this one because then we've simply defined the supernatural out of existence.  The set of supernatural things and the set of real things would be non-overlapping by definition.

more pragmatically you can't teach creationism because you wouldn't know which which creationist story to teach?  The christian one isn't the only creation story. How about the jain one? the buddhist story? the viking story? the Roman creation story?

One way to go about it would be to assemble the whole canon of stories, and then look about in the world around us to see if there is any evidence that helps support or falsify the different accounts. Maybe one could examine the stories and create some testable predictions from them and .... oh, hang about...

Howmany believers in the supernatural examples given in this post would after reading this post remain believing the supernatural?

About teaching ID as science, isn't it often done before learning how to do scientific research?

People seem to learn about God, bible,  while they still believe in Santa .

I share your difficulty of imagining irreducible mental stuff, but I'll still assign a 10^-3 chance of it being there anyway.  Anyone else care to assign a number?

Robin, what's your algorithm for drawing up a number like that? I'd genuinely like to know.

I only ask because you can get 1000-1 on Stoke to win the Premier League this season, and I'd rather have a tenner on that than on 'minds are made of fundamental mind-stuff' at the same odds.

I would ask the same question as Nominull and Tiiba: Why is a fundamentally mental thing different from a fundamentally physical thing like quarks? If we discovered a spirit in a tree that wasn't composed of quarks and leptons, is there a reason we couldn't take that spirit to be a new fundamental particle that behaves in such-and-such a way, just as a down quark is a fundamental particle that behaves in such-and-such a way?

Eliezer: If, on the other hand, a supernatural hypothesis turns out to be true, then presumably you will also discover that it is not ... (read more)

This is why I claim that atheism is an established scientific result. One of the strongest lines of evidence is, indeed, that we have successfully reduced minds and shown the notion of an irreducible mind to be incoherent. Mind as an irreducible simple is basic to all monotheistic religions. Demonstrating something once thought coherent to be incoherent is, of course, one of the strongest lines of evidence in science. Other avenues through which atheism has been established by science include conservation in physics, chemistry and biology (which led direct... (read more)

I thought about this a bit more last night.  I think the right justification for religion - which is not one that any religious person would consciously agree with - is that it does not take on faith the idea that truth is always good.

Reductionism aims at learning the truth.  Religion is inconsistent and false - and that's a feature, not a bug.  Its social purpose is to grease the wheels of society where bare truth would create friction.

For example:  In Rwanda, people who slaughtered the families of other people in their village, are now getting out of jai... (read more)

Eliezer, I think I agree with most of what you say in this post, but unless I misunderstand what you mean by "Bayesian confirmation," I think you're wrong about this bit:

I think that while you can in this case nev... (read more)

Regardless of the game rules, both of those objects can't exist in the same world. Either the object wasn't immovable or the force wasn't unstoppable.

What if they pass through each other? Then the one doesn't move, and the other doesn't stop.

@poke (i think you posted in the wrong thread) -- if you did a survey, limited to scientists, and asked questions like "is general relativity largely correct?', or 'Does DNA encode genes?', you would get near-100% agreement.  If you asked 'is atheism true?', you would get a much lower number.  Therefore, whatever opinions or arguments might seem convincing to you personally, atheism is not the strongest modern scientific result.

As ought to be obvious, statements about god are not scientific statements.  You will not find peer-reviewed scientific liter... (read more)

Why do you say that you find people who are certain they know what 'god' means amusing, then make it clear that you believe you know what 'god' means?  Do you find yourself amusing, then, and in error?

One of the strongest lines of evidence is, indeed, that we have successfully reduced minds. . .

"Mind as an irreducible simple is basic to all monotheistic religions." - poke

That is a wonderful definition of religion.  And I think it covers all religions, not just monotheistic, which is why it could be so useful.  Most definitions of religion have trouble covering the non-theistic versions, such as Buddhism and Jainism, which yours does cover.  ("Mind as an irreducible simple" would be required to make their reincarnation systems work.)

Atheists don't know what god means - it is meaningless.

God is a shapeshifting horror from the outer beyond that constantly adapts its properties to whatever is most convenient given the argument currently being considered.

The dictionary doesn't specify that.  Often it won't make much difference (assuming our understanding of physics is pretty good), and other times it would be clear from the context ("the ancients would have regarded human flight as supernatural").

The point is that "supernatural" has an established meaning that is supported well by the etymology of the word.  I don't see much of a case for attempting to redefine the term it to mean something relatively arcane which the etymology gives no indication of.

This is just a version of my second option available to the theist. There's a knowable "physical" world and an unknowable one beyond it. There's no reason to believe this is the case. Moreover, if you believed ... (read more)

Tim, see The Argument from Common Usage and 37 Ways that Words can be Wrong.

Mathematical entities are material?  Do tell.  What are they made of?  How do you determine their position and mass?
Why do you say that you find people who are certain they know what 'god' means amusing, then make it clear that you believe you know what 'god' means?

I thought I made it clear that I don't, but my apologies if I expressed myself in too subtle a fashion for you.

Let me try again.  People deploy the term "god" in different ways and mean different things by it.  I'm distinguishing two different broad classes of meaning.  One set of mea... (read more)

Eliezer, your characterization of religion is not generally accurate, as evidenced by the fact that not all religious persons posit an irreducibly complex God. As one example, Mormons posit a material God that became God through organizing existing matter according to existing laws.

On the other hand, I wonder, do you attribute irreducible complexity to quarks?

So... is the idea here, that creationism could be true, but even if it were true, you wouldn't be >>allowed to teach it in science class, because science is only about "natural" things?

If god(s) exist and (s)he/they/it created the universe and we possessed irrefutable evidence for both of those things, then s(he)/they/it would be "natural", and so, yes, you would be allowed to teach this in science class in that case.

Let me try again. People deploy the term "god" in different ways and mean different things by it.

Phil Goetz,
could you elaborate on the psychology of mythical creatures? That some creatures are "spiritual" sounds to me like a plausible distinction. I count vampires, but not unicorns. To me, a unicorn is just another chimera. Why do you think they're more special than mermaids? magic powers? How much of a consensus do you think exists?

The findings of science are almost irrelevent.  The means justify the ends.  The usage of concepts that are not clearly and properly defined is incompatible with scientific methodology, and thus incompatible with science.

No sane, rational, and sufficiently-educated person puts forward arguments incompatible with science.

poke: There's a knowable "physical" world and an unknowable one beyond it. There's no reason to believe this is the case.

How would you know?  Surely there are a great many things that are unknown and unknowable.  The idea that it constitutes a separate "world" is your phrase, not mine.

Moreover, if you believed something like this, you would be able to say "I'm an atheist about the physical world" and we could all agree on that and discuss whether talk of "something beyond the physical world" is coherent. 

"- my tentative analogy between mathematical objects and supernatural entities"

By the Chair of Jacob Klein! That part. Right there. No. The Eide are not that. The Eide are what thinking thinks about, the Forms (Eide) the Mind (Nous) Shines (phaino) Upon. They are "seen" only in the light of the intellect. Supernatural entities - I guess you mean ghosts or souls or such - are not. . .ack! English sucks sometimes. . .

This is very difficult, as English doesn't have good terms to equal the Greek. German might be better. WTF. Ghosts ... (read more)

Frelkins -- thanks for the references.  I am pretty philosophically illiterate and it wouldn't surprise me at all to find out that I'm reinventing stuff that has been around for thousands of years.

I did not mean to imply that supernatural entities are identical in every way to mathematical entities; I'm just using mathematical entities as a club to beat up a certain sort of simple-minded materialism.  It turns out that even science geeks talk about immaterial entities all the time.  That's interesting.

You are right, this is probably not the place to discus... (read more)

I think it may have to do with how heavy a load of symbolism the creature carries.  Unicorns were used a lot to symbolize purity, and acquired magical and non-magical properties appropriate to that sym... (read more)

A vampire is a person possessed by the lust for vengeance.  That spirit is notably difficult to kill or banish. The young and innocent are particularly susceptible.  Once you invite it into your home, it can always return.  Of those completely possessed by it, one can say "on reflection, there's no one there".  It thrives in the unexamined dark and cannot abide the full light of day.

"Our universe is reductionist. [Other reasoning.] Therefore, we cannot imagine what a non-reductionist universe would be like."

If we cannot imagine what a non-reductionist universe would be like, it is impossible to come to the conclusion that our universe is reductionist.

I remember, when first reading this article, that it was really convincing and compelling. I looked it up again because I wanted to be able to make the argument myself, and now I find that I don't understand how you can get from "if the staid conventional normal boring understanding of physics and the brain is correct" to "there's no way in principle that a human being can concretely envision, and derive testable experimental predictions about, an alternate universe in which things are irreducibly mental." That seems like too large a jump for me. Any help?

I have to wonder if your characterization of people who deny reductionism is really correct.  I agree most of them are probably confused and do not have a coherent model in the first place - certainly actual non-reductionism is a confusion - but I'm not certain all of them are confused in the way you say.

From my experience it seems that the claims of the people who deny "reductionism" could be coherently understood if we assume that they are actually confused about what reductionism actually consists of, and that they are not denying actual reduc... (read more)

Reminds me of Conversational Atheist posting that “Christians rarely realize the very real problem that arises for them once “supernatural explanations” are on the table”. Allowing them opens the floodgates to all sorts of alternative explanations for miracles.

I'm sorry for posting such a pointless comment, but how do we change how the comments are sorted? I can see a Sort By: Old thing above the comments, but nothing happens when I click on it. Is there somewhere I can change settings, or something?
Thank you.

If the "boring view" of reality is correct, then you can never predict anything irreducible because you are reducible.  You can never get Bayesian confirmation for a hypothesis of irreducibility, because any prediction you can make is, therefore, something that could also be predicted by a reducible thing, namely your brain.

Some boxes you really can't think outside.  If our universe really is Turing computable, we will never be able to concretely envision anything that isn't Turing-computable—no matter how many levels of halting oracle hierarchy

If our universe really is Turing computable, we will never be able to concretely envision anything that isn't Turing-computable

Sure we can. We can use a Turing complete language to program a crappier, non-Turing complete language that runs within our existing Turing complete framework. You've described how to convince you that 1+1=3, after all.

Suppose that a 747 had a fundamental physical existence apart from the quarks making up the 747.

What experimental observations would you expect to make, if you found yourself in such a universe? 

If reductionism was wrong then I would expect reductionist approaches to be ineffective. Every attempt at gaining knowledge using a reductionist framework would fail do discover anything new, except by accident on very rare occasions. Or experiments would fail to replicate because the conservation of energy was routinely violated in unpredictable ways. 

So, I sort of randomly ended up at this old Sequences post, and I noticed something.

If the "boring view" of reality is correct, then you can never predict anything irreducible because you are reducible.  You can never get Bayesian confirmation for a hypothesis of irreducibility, because any prediction you can make is, therefore, something that could also be predicted by a reducible thing, namely your brain.

I don't believe that "a reducible thing can't predict an irreducible thing" is necessarily correct. That part about Turing machines not being able t... (read more)

By far the best definition I’ve ever heard of the supernatural is Richard Carrier’s: A “supernatural” explanation appeals to ontologically basic mental things, mental entities that cannot be reduced to nonmental entities.

Physicalism, materialism, empiricism, and reductionism are clearly similar ideas, but not identical. Carrier's criterion captures something about a supernatural ontology, but nothing about supernatural epistemology. Surely the central claim of natural epistemology is that you have to look...you can't rely on faith , or clear ideas impla... (read more)



Psychic Powers

If the "boring view" of reality is correct, then you can never predict anything irreducible because you are reducible.  You can never get Bayesian confirmation for a hypothesis of irreducibility, because any prediction you can make is, therefore, something that could also be predicted by a reducible thing, namely your brain.

I think that while you can in this case never devise an empirical test whose outcome could logically prove irreducibility, there is no clear reason to believe that you cannot devise a test whose counterfactual outcome in an irreducible world would make irreducibility subjectively much more probable (given an Occamian prior).

Without getting into reducibility/irreducibility, consider the scenario that the physical universe makes it possible to build a hypercomputer —that performs operations on arbitrary real numbers, for example —but that our brains do not actually make use of this: they can be simulated perfectly well by an ordinary Turing machine, thank you very much...

Well, that's a very intelligent argument, Benja Fallenstein.  But I have a crushing reply to your argument, such that, once I deliver it, you will at once give up further debate with me on this particular point:

Alas, I don't get modesty credit on this one, because after publishing yesterday's post I realized a similar flaw on my own—this one concerning Occam's Razor and psychic powers:

If beliefs and desires are irreducible and ontologically basic entities, or have an ontologically basic component not covered by existing science, that would make it far more likely that there was an ontological rule governing the interaction of different minds—an interaction which bypassed ordinary "material" means of communication like sound waves, known to existing science.

If naturalism is correct, then there exists a conjugate reductionist model that makes the same predictions as any concrete prediction that any parapsychologist can make about telepathy.

Indeed, if naturalism is correct, the only reason we can conceive of beliefs as "fundamental" is due to lack of self-knowledge of our own neurons—that the peculiar reflective architecture of our own minds exposes the "belief" class but hides the machinery behind it.

Nonetheless, the discovery of information transfer between brains, in the absence of any known material connection between them, is probabilistically a privileged prediction of supernatural models (those that contain ontologically basic mental entities).  Just because it is so much simpler in that case to have a new law relating beliefs between different minds, compared to the "boring" model where beliefs are complex constructs of neurons.

The hope of psychic powers arises from treating beliefs and desires as sufficiently fundamental objects that they can have unmediated connections to reality.  If beliefs are patterns of neurons made of known material, with inputs given by organs like eyes constructed of known material, and with outputs through muscles constructed of known material, and this seems sufficient to account for all known mental powers of humans, then there's no reason to expect anything more—no reason to postulate additional connections.  This is why reductionists don't expect psychic powers.  Thus, observing psychic powers would be strong evidence for the supernatural in Richard Carrier's sense.

We have an Occam rule that counts the number of ontologically basic classes and ontologically basic laws in the model, and penalizes the count of entities.  If naturalism is correct, then the attempt to count "belief" or the "relation between belief and reality" as a single basic entity, is simply misguided anthropomorphism; we are only tempted to it by a quirk of our brain's internal architecture.  But if you just go with that misguided view, then it assigns a much higher probability to psychic powers than does naturalism, because you can implement psychic powers using apparently simpler laws.

Hence the actual discovery of psychic powers would imply that the human-naive Occam rule was in fact better-calibrated than the sophisticated naturalistic Occam rule.  It would argue that reductionists had been wrong all along in trying to take apart the brain; that what our minds exposed as a seemingly simple lever, was in fact a simple lever.  The naive dualists would have been right from the beginning, which is why their ancient wish would have been enabled to come true.

So telepathy, and the ability to influence events just by wishing at them, and precognition, would all, if discovered, be strong Bayesian evidence in favor of the hypothesis that beliefs are ontologically fundamental.  Not logical proof, but strong Bayesian evidence.

If reductionism is correct, then any science-fiction story containing psychic powers, can be output by a system of simple elements (i.e., the story's author's brain); but if we in fact discover psychic powers, that would make it much more probable that events were occurring which could not in fact be described by reductionist models.

Which just goes to say:  The existence of psychic powers is a privileged probabilistic assertion of non-reductionist worldviews—they own that advance prediction; they devised it and put it forth, in defiance of reductionist expectations.  So by the laws of science, if psychic powers are discovered, non-reductionism wins.

I am therefore confident in dismissing psychic powers as a priori implausible, despite all the claimed experimental evidence in favor of them.

How much could any experimental evidence whatsoever really raise your estimate of psychic powers, given the possibility of 'Matrix' type abilities in a simulation?

If anyone here is interested in psi from a nonskeptic viewpoint, I'd sooner recommend Damien Broderick's "Outside the Gates of Science".  (I haven't read it myself, but I don't want to leave you with just Matthew's recommendation.)

If there's an online page with central references and abstracts for allegedly repeatable psi experiments, I'd be interested in glancing through that - fodder for future posts.

dont worry eliezer, no editor in this blog is getting any modesty points either.

But if there are repeatable psi experiments, then why hasn't anyone won the million dollars? (or even passed the relatively easy first round?)

I don't see how you can shrink the number of rules even in the non-reductionist case. You'd need enough rules to describe, not a simple-behaving ontologically basic psychic power (like quantum spooky action at a distance seen by a Copenhagen theorist) but a complex one (like statistically barely noticeable psychokinesis) that does a nearly-perfect imitation of a meat brain, down to the quarks. You have to model the whole of the reductionist case AND the psychic power as well. That's necessarily more entities.

I took psi seriously back when I thought that the scientific method defined rationality.  Once I learned about Bayes I realized that the sort of reports of psi that science turns up would be expected if psi isn't real while much more blatant things would be expected if real psi inspired the investigation.  I also noticed that priors matter and psi really should be ignored without very large effects based on low priors.  Somewhat earlier pre-Bayes psi had blended somewhat into the category "Everything you know is wrong" and loose specific identity as 'psi'.  Post-Bayes the "Everything you know is wrong" itself split into a few categories and psi went in the "reason is a mistake" extreme category.

"If the 'boring view' of reality is correct, then you can never predict anything irreducible because you are reducible."

Maybe I missed this yesterday, or in another reductionism post, but doesn't that imply that there is no fundamental level of reality - nothing which is not reducible to something else? It could also be that I'm just not understanding what you mean.

Eliezer, what if psi phenomena are real, but they work through as-yet-unknown laws of physics? In this case reductionism could still be true (and probable), even if psi is real. I can't really see why psi phenomena rule out a reductionist universe (and I guess Damien Broderick agrees...).

By the way, I don't believe in psi, and think that all effects found thus far are based on the misapplication of statistics and related errors.

Pyramid: The point is that sure, that's possible, but we shouldn't bet on that. That is, if we do discover psi is real, without having discovered a reduction for it, then we should increase our belief that the universe has irreducible mental (or mental like) components.

It is not absolute proof. The point is that it actually would be evidence favoring that position. It's not quite obvious to me that it would be strong evidence, but the argument does seem convincing that it would be evidence.

I don't quite see this one.  Telepathy and telekinesis would be easy enough to implement via the Matrix or even lesser technologies.  Even precognition holds out the possibility of expanding our account of causality to allow loops, which General Relativity occasionally seems to threaten.  How is psi on the same order as 2 + 2 = 3, or Jehovah as the one true God of all reality?

The supposed evidence consists of stigmata, hypnotic suggestion, automatic writing, multiple personality disorders, near-death experiences, out-of-body experiences, apparitions, visions, genius level creativity and ecstatic states of consciousness.  Since the stated aim is:

[...what's that? Foul! Foul! You can't do that! Now I shall have to find a new nit to pick!]

It's not on that level, that's the level which I respond to with the forbidden bet, e.g. p = 0, along with all the other stuff that implies strongly that our concepts of probability are simply broken.

Reason is a mistake for less extreme reasons such as "I'm dreaming" or "I'm a Boltzman Brain" or some forms of "my life is not merely a simulation but a psychological experiment".

The possibility that many "paranormal" or "psi" experiences are caused by undiagnosed or transient temporal lobe disorders should not be overlooked. Epilepsy is still poorly understood, underdiagnosed, and misdiagnosed. These "supernatural" things could be caused by natural but unusual brain states.

Vassar, I don't understand why psi is on that level.  Unless you're presuming that someone is telepathically influencing you to make mistakes.

You pretty much said it.  Hypotheses suggested by mind-projection priors turning out to be true pretty much refutes Occam and consequentially science.

I considered going anonymous for this because I know I'll be decimated here among you guys, but I decided to be bold because I think it's an argument worth making.

I have a world view that's very similar to many of you here, with reductionism as one of the center pieces.

So now to queue the lamentation and ridicule which I bring willingly: I am a psychic as well.

Many, many wishful people come at this from the fairy tail perspective of wishing paranormal things to exist, and therefore convincing themselves that they do.

Ken, I look forward to hearing about your lottery wins.

I hear your cry. I take you seriously and have no interest in insulting you. If you think this is an issue for you, may I suggest you consider a neurologist? Have you ever had a brain scan? There are many kinds of temporal lobe events, and you may benefit from diagnosis and possibly treatment. You may find relief with Tegretol or a similar agent.

Of course you know what your wife is imagining: you know her well and are obviously adept at reading her subconscious facial and body cues. Many of us often know what our friends are thinking, but I assure you ... (read more)

Ken: Do the experiment with your wife repeatedly and see what happens.

Alternately: do you right now have "visions"/guesses/whatever of say, tomorrow? Write down a list of them, say, ten of them. Tomorrow note which were accurate and which were inaccurate.

Alt alt: I have written down on a small piece of paper a four digit number, and underneath this, drawn something. What is the number and what have I drawn? (Alternately, have your wife do that experiment with you a few times)

First, I have actually been through a process of diagnosis that I submitted myself to for this very purpose -- to uncover whatever underlying neurological issue I had. They found nothing out of the ordinary, and I function perfectly well. I am well adjusted, not on medication, and otherwise "normal."

Second, comments like Eli's about the lottery aren't fair, because I never claimed to be omniscient, only to have some sort of extra perception.

Imagine a scenario in which the world is filled with deaf people. Human beings have never had ... (read more)

In response to Ken saying a 90% win at Rock Paper Scissors is impossible, Rock Paper Scissors is not a very good test of the statistical significance of psychic powers. Rock Paper Scissors is something of a game of skill, especially when you are a playing against someone you know well that does not intentionally try to predict the other player's thought process. Ken's wife probably had something of a predictable pattern in that game -- maybe she got bored, maybe she subconsciously played poorly to make Ken seem like more of a psychic.

http://www.worldrps.com/ It started as a joke, but it's one of those jokes that became too serious for its own good. I would be very surprised if Ken could consistently beat any of the world's top ranked RPS players.

Ah.  Well, I look forward to hearing the news of your lottery wins, then.

@Ken: I am interested in your claim. You can understand that your personal testimony is not really enough to convince, but I will assume that you are posting in good faith and are serious about (dis)proving your psychic abilities to your own satisfaction.

You may wish to attempt the following modification on the rock-paper-scissors experiment: Your wife (or another party) will roll a six-sided die. 1-2, she will throw rock; 3-4, she will throw paper; 5-6, she will throw scissors. In this way, her throw will be entirely random (and so not predictable through... (read more)

Tim, that was fascinating. I don't know how he did it. I certainly don't have a "trick," but of course you can't know that.

Ian: that's a great idea, I'll try it tonight if I have some time. I'll report back honestly. I think I'll be able to perform under those circumstances, but it'll be interesting to see.

Second, it would be nice to hear back from Ken. I'd like to know if the experiment suggested by Ian yielded any results (even though I think that it could be done much more rigorously than what he's suggested with little additional effort).

Third, I want to raise two points about Eliezer's post:

a) Nothing can raise the probability of something being true if this something isn't logically/mathematically possible. No matter how much evidence we find that apparently supports the claim that there's a logical contradiction in our universe... (read more)

The SF writer Catherine Asaro came up with a workable explanation of empathy/telepathy that doesn't require non-reductionism, though I don't think it's all that plausible; it's based around quantum entanglement between microstructures in the brains of psions in close proximity to one another (and a lot of hand-waving, of course). In her books, psi powers didn't evolve naturally, but were the result of extensive genetic tinkering by aliens with a far more advanced knowledge of genetics, neurology, and quantum physics than humans presently possess, enabling ... (read more)

The conclusion is rather strong one, Eliezer destroys the dreams of millions of people who are reading books about meditation, mind-control and other stuff. But this conclusion is stated at the end of the sequence which was preparing us all the way through - so it is good and gives a good chance to reflect over it.







    Quantum Physics

    A non-mysterious introduction to quantum mechanics, intended to be accessible to anyone who can grok algebra and complex numbers. Cleaning up the old confusion about QM is used to introduce basic issues in rationality (such as the technical version of Occam's Razor), epistemology, reductionism, naturalism, and philosophy of science. Not dispensable reading, even though the exact reasons for the digression are hard to explain in advance of reading.

A guide to this sequence is available at The Quantum Physics Sequence (post).


  



Basic Quantum Mechanics

Quantum Explanations

There’s a widespread belief that quantum mechanics is supposed to be confusing. This is not a good frame of mind for either a teacher or a student. 

And I find that legendarily “confusing” subjects often are not really all that complicated as math, particularly if you just want a very basic—but still mathematical—grasp on what goes on down there. 

I am not a physicist, and physicists famously hate it when non-professional-physicists talk about quantum mechanics. But I do have some experience with explaining mathy things that are allegedly “hard to understand.” 

I wrote the Intuitive Explanation of Bayesian Reasoning because people were complaining that Bayes’s Theorem was “counterintuitive”—in fact it was famously counterintuitive—and this did not seem right. The equation just did not seem complicated enough to deserve the fearsome reputation it had. So I tried explaining it my way, and I did not manage to reach my original target of elementary school students, but I get frequent grateful emails from formerly confused folks ranging from reporters to outside academic college professors. 

Besides, as a Bayesian, I don’t believe in phenomena that are inherently confusing. Confusion exists in our models of the world, not in the world itself. If a subject is widely known as confusing, not just difficult… you shouldn’t leave it at that. It doesn’t satisfice; it is not an okay place to be. Maybe you can fix the problem, maybe you can’t; but you shouldn’t be happy to leave students confused. 

The first way in which my introduction is going to depart from the traditional, standard introduction to quantum mechanics, is that I am not going to tell you that quantum mechanics is supposed to be confusing. 

I am not going to tell you that it’s okay for you to not understand quantum mechanics, because no one understands quantum mechanics, as Richard Feynman once claimed. There was a historical time when this was true, but we no longer live in that era. 

I am not going to tell you: “You don’t understand quantum mechanics, you just get used to it.” (As von Neumann is reputed to have said; back in the dark decades when, in fact, no one did understand quantum mechanics.) 

Explanations are supposed to make you less confused. If you feel like you don’t understand something, this indicates a problem—either with you, or your teacher—but at any rate a problem; and you should move to resolve the problem. 

I am not going to tell you that quantum mechanics is weird, bizarre, confusing, or alien. Quantum mechanics is counterintuitive, but that is a problem with your intuitions, not a problem with quantum mechanics. Quantum mechanics has been around for billions of years before the Sun coalesced from interstellar hydrogen. Quantum mechanics was here before you were, and if you have a problem with that, you are the one who needs to change. Quantum mechanics sure won’t. There are no surprising facts, only models that are surprised by facts; and if a model is surprised by the facts, it is no credit to that model. 

It is always best to think of reality as perfectly normal. Since the beginning, not one unusual thing has ever happened. 

The goal is to become completely at home in a quantum universe. Like a native. Because, in fact, that is where you live. 

In the coming sequence on quantum mechanics, I am going to consistently speak as if quantum mechanics is perfectly normal; and when human intuitions depart from quantum mechanics, I am going to make fun of the intuitions for being weird and unusual. This may seem odd, but the point is to swing your mind around to a native quantum point of view. 

Another thing: The traditional introduction to quantum mechanics closely follows the order in which quantum mechanics was discovered. 

The traditional introduction starts by saying that matter sometimes behaves like little billiard balls bopping around, and sometimes behaves like crests and troughs moving through a pool of water. Then the traditional introduction gives some examples of matter acting like a little billiard ball, and some examples of it acting like an ocean wave. 

Now, it happens to be a historical fact that, back when students of matter were working all this stuff out and had no clue about the true underlying math, those early scientists first thought that matter was like little billiard balls. And then that it was like waves in the ocean. And then that it was like billiard balls again. And then the early scientists got really confused, and stayed that way for several decades, until it was finally sorted out in the second half of the twentieth century. 

Dragging a modern-day student through all this may be a historically realistic approach to the subject matter, but it also ensures the historically realistic outcome of total bewilderment. Talking to aspiring young physicists about “wave/particle duality” is like starting chemistry students on the Four Elements. 

An electron is not a billiard ball, and it’s not a crest and trough moving through a pool of water. An electron is a mathematically different sort of entity, all the time and under all circumstances, and it has to be accepted on its own terms. 

The universe is not wavering between using particles and waves, unable to make up its mind. It’s only human intuitions about quantum mechanics that swap back and forth. The intuitions we have for billiard balls, and the intuitions we have for crests and troughs in a pool of water, both look sort of like they’re applicable to electrons, at different times and under different circumstances. But the truth is that both intuitions simply aren’t applicable. 

If you try to think of an electron as being like a billiard ball on some days, and like an ocean wave on other days, you will confuse the living daylights out of yourself. 

Yet it’s your eyes that are wobbling and unstable, not the world. 

The order in which humanity discovered things is not necessarily the best order in which to teach them. First, humanity noticed that there were other animals running around. Then we cut them open and found that they were full of organs. Then we examined the organs carefully and found they were made of tissues. Then we looked at the tissues under a microscope and discovered cells, which are made of proteins and some other chemically synthesized stuff. Which are made of molecules, which are made of atoms, which are made of protons and neutrons and electrons which are way simpler than entire animals but were discovered tens of thousands of years later. 

Physics doesn’t start by talking about biology. So why should it start by talking about very high-level complicated phenomena, like, say, the observed results of experiments? 

The ordinary way of teaching quantum mechanics keeps stressing the experimental results. Now I do understand why that sounds nice from a rationalist perspective. Believe me, I understand. 

But it seems to me that the upshot is dragging in big complicated mathematical tools that you need to analyze real-world situations, before the student understands what fundamentally goes on in the simplest cases. 

It’s like trying to teach programmers how to write concurrent multithreaded programs before they know how to add two variables together, because concurrent multithreaded programs are closer to everyday life. Being close to everyday life is not always a strong recommendation for what to teach first. 

Maybe the monomaniacal focus on experimental observations made sense in the dark decades when no one understood what was fundamentally going on, and you couldn’t start there, and all your models were just mysterious maths that gave good experimental predictions… you can still find this view of quantum physics presented in many books… but maybe today it’s worth trying a different angle? The result of the standard approach is standard confusion. 

The classical world is strictly implicit in the quantum world, but seeing from a classical perspective makes everything bigger and more complicated. 

Everyday life is a higher level of organization, like molecules versus quarks—huge catalogue of molecules, six quarks. I think it is worth trying to teach from the perspective of the quantum world first, and talking about classical experimental results afterward. 

I am not going to start with the normal classical world and then talk about a bizarre quantum backdrop hidden behind the scenes. The quantum world is the scene and it defines normality. 

I am not going to talk as if the classical world is real life, and occasionally the classical world transmits a request for an experimental result to a quantum-physics server, and the quantum-physics server does some peculiar calculations and transmits back a classical experimental result. I am going to talk as if the quantum world is the really real and the classical world something far away. Not just because that makes it easier to be a native of a quantum universe, but because, at a core level, it’s the truth. 

Finally, I am going to take a strictly realist perspective on quantum mechanics—the quantum world is really out there, our equations describe the territory and not our maps of it, and the classical world only exists implicitly within the quantum one. I am not going to discuss non-realist views in the early stages of my introduction, except to say why you should not be confused by certain intuitions that non-realists draw upon for support. I am not going to apologize for this, and I would like to ask any non-realists on the subject of quantum mechanics to wait and hold their comments until called for in a later essay. Do me this favor, please. I think non-realism is one of the main things that confuses prospective students, and prevents them from being able to concretely visualize quantum phenomena. I will discuss the issues explicitly in a future essay. 

But everyone should be aware that, even though I’m not going to discuss the issue at first, there is a sizable community of scientists who dispute the realist perspective on quantum mechanics. Myself, I don’t think it’s worth figuring both ways; I’m a pure realist, for reasons that will become apparent. But if you read my introduction, you are getting my view. It is not only my view. It is probably the majority view among theoretical physicists, if that counts for anything (though I will argue the matter separately from opinion polls). Still, it is not the only view that exists in the modern physics community. I do not feel obliged to present the other views right away, but I feel obliged to warn my readers that there are other views, which I will not be presenting during the initial stages of the introduction. 

To sum up, my goal will be to teach you to think like a native of a quantum universe, not a reluctant tourist. 

This should be a fun project. As usual, I wonder what your writing would be like without some of your "I need an opponent/"I need something to evangelize" baggage. I'm often tempted to make a parallel blog, which reproduces your and Robin's posts from Overcoming Bias, with what I consider to be the weaker elements removed from them. For example I would extract sentences like "I'm a pure realist" and "Embrace reality.  Hug it tight." or at least modify them with sentences like "as far as I can tell, the pure realist approach models reality best".

Given the Zeitgeist of the moment, if he wasn't a bit confrontational he would have a lot less readers

Eliezer's polemical tone is one of the great strengths of his pedagogical approach, IMO.

When I was in college back in the dark ages (1972-76) I had a wonderful professor, Herb Bernstein who taught theoretical physics. I took a 3 semester series with him that started with quantum mechanics the first semester. Next we went on to electricity and magnetism and finally dealt with Newtonian laws. He even enlisted a math prof to teach a sister course in math just so we could keep up with the physics. Net result - I have done nothing in that field for a career but I have always loved following QM as an amateur. I'm looking forward to your discussion.

His polemical style reminds me too much of political rhetoric for my liking. It hooks too much into the us vs them psychology e.g. rationalists vs irrationalists.

"Finally, I am going to take a strictly realist perspective on quantum mechanics - the quantum world is really out there, our equations describe the territory and not our maps of it,"

Why isn't this an example of the mind projection fallacy? I know you said to give you a break, but I really don't like it when people contradict themselves.

It is. I think Eliezer's merely trying to drive home the point that Quantum Mechanics is the closest thing we have to the territory. More accurately, it's the most accurate map. But it's still a map. Classical mechanics might be like a Beck map, and this simple, high-detail geographical map might be virtually indistinguishable from the territory by comparison, but Quantum Mechanics fails to describe the world accurately in some respects. (Think General Relativity.) It's a sad truth, but not one ignored lightly.

And, to be pedantic, even if we one day make a model that reflects reality exactly, our equations will still be describing the model first, and only reality incidentally.

Why isn't this an example of the mind projection fallacy?

Surely it is not fallacious to subscribe to the Many-worlds interpretation (which is surely what Eliezer is talking about). If this is the sort of use to which the "mind projection fallacy" is put, then it turns out merely to be a cheap way to put down competing interpretations of the math.

There is few things that previous explanations miss or explain badly, I hope you could dive into them more deeply:

1) quantum decoherence,
2) the fact that QM is symmetrical in time.

QM and its time indifference time is really fascinating subject. For example, many-worlds interpretation fails to mention that it works equally well into the past. If you entertain the many-worlds interpretation, you must acknowledge that it works as well backwards in time. From any "current", moment there are multiple histories backward (with thermodynamic constraints, of course)

In many of your prior posts where you bring up MWI, your interpretation doesn't fundamentally matter to the overall point you're trying to make in that post; that is, your overall conclusion for that post held or failed regardless of which interpretation is correct, possibly to a greater degree than you tend to realize.

For example: "We used a true randomness source - a quantum device." The philosophers' point could equally have been made by choosing the first 2^N digits of pi and finding they correspond by chance to someone's GLUT.

Will, remember that we're talking about perspectives here. There are ways of talking about the world that are useful and ways that aren't. It's not mind projection to talk about QM in a way that agrees with experiment. In fact, talking about billiard balls and waves is horribly classical-centric.

QM is so far removed from what we think the world is like that it's only ever really described in two ways - metaphor and algebra (metaphor with symbols). As soon as you start saying 'there are these tiny particles that zip around' you're already picturing those billiard balls. Macroscopic Bias! So I'm looking forward to the next few posts. Long, detailed and mathsy please!

Cool! I am REALLY looking forward to this. Even if I don't end up grasping QM after this series, at least you are taking an honest shot at it. I can't stand it when I try to ask someone (that allegedly knows this stuff) about QM and they come back with, "it is so strange you can't even try to understand it, but here are the results of various QM experiments".

Ben Jones: Do you mean that realist view of QM is that QM is a map of the territory, rather than a map of a different map? I wouldn't say that the first entailed what Eliezer said, "the quantum world is really out there".

It is the best map we have at the moment, but we should always strive to make better maps that make QM as illusory as classical mechanics.

I'd also question whether any attempted interpretation is consistent with occams razor, unless you are trying to explain something new of course. Not that I would mind myself, interpretations might leads us to the places where we can perform experiments to determine whether they are useful or not.

I would like to ask any non-realists on the subject of quantum mechanics to wait and hold their comments until called for in a later post.  Do me this favor, please. ... Still, it is not the only view that exists in the modern physics community.  I do not feel obliged to present the other views right away, but I feel obliged to warn my readers that there are other views, which I will not be presenting during the initial stages of the introduction.

I believe we have an incoming inferential distance issue here.  By Hofstadter's Law, this series on quantum mechanics will take longer than you expect.  If dealing with objections or rival theories is scheduled for a place far along the trail, it could be weeks or months away.  What is to be done about comments during that time?  Not just from non-realists, but from other disputants.  I have never seen a quantum mechanics discussion that was not plagued with fundamental disagreements and differing interpretations.

"Please hold your questions until the end" means that the comments will be less useful than average while waiting.  Moderation could enforce that request, but you might stifle quite a bit, and how many people hold comments in abeyance for weeks rather than just wandering off?  Alternately, the comment threads could repeatedly derail on issues you plan to address somewhere down the line.

I mean to say that there will be objections at many points, some of which you will want to discuss at a later date.  Failure to address or channel those objections productively will remove much of the value of approaching the topic through the blog format.  I presume that you have at times been surprised by objections to ideas that you considered fairly obvious, or the vehemence and persistence of objections after you have explained your views.  I suggest that this will be one of those times.  Even if you have already taken that into account, I suggest that you have likely underestimated what is coming.  Re-pad any estimates.

Interesting.  I think students could use a better explanation of QM than the one I got in college which was "Light is not a wave.  Light is not a particle.  No one knows what light it.  Light is a quantum mechanical beast."  In all fairness, it's pretty accurate to say no one knows what light is.  That doesn't mean anyone needs to be taught that light behaves sort of like a wave and sort of like a particle.

I've always thought the universe is best understood as consisting of two substances, gravitational ether and electromagnetic field.  Gravitational ether can wrap itself into vortexes of different energies and densities.  The vortexes stretch and pile the ether.  So a high energy vortex will contain much more dense ether, and the surrounding ether will become much less dense.  The force of gravity then becomes a simple function of a density gradient.

The other substance, electromagnetic field, somehow (this is the big hole in my theory) latches on or interacts with vortexex ether and the interaction gives rise to what we call particles.  But the particle is not real, we perceive teh interation between the two substances as a particle/wave dualtiy.  This flows from the model I've described.  Vortexes of ether with proper internal forces would be very well described as billiard balls.  Electric and magnetic fields on their own almost perfectly obey wave equation predictions.  However, the electron or photon or whatever, is not actually gravitational ether, nor is it eletromagnetic (or electro-strong-weak) field.  What we see as the particle is actually the interaction, and we can prod the interaction to emphasize the particle or wave qualities, but since this is an interaction we're talking about and not some real object, we can never force experimental results that would have the interaction actually be a particle or a wave.  In that sense the Heisenberg uncertainty principle could even be used to deduce some of the basic ratios and quantums of interaction between ether and  field.

The posts could be cross-posted to another (single-purpose) blog, and all objections or questions required to go on that blog, perhaps to be aggregated later and addressed on OB.

A problem about teaching QM is the very fact of linear persepctive and absolute reality , when discussing there are no is , only appears to be , e prime

My gosh I can't spell or even edit.  I apologize for my subpar grammer.  in my defense, my mom is a child psychologist and she thinks I have a learning disability that prevented me from picking up how to spell when I was in elementry school.  I like to think that's the case.  Along with that, I've always felt that if the words would just be spelled the way they sound life would be a lot easier.  Words used to be spelled the way they sound, then the "great vowel shift" happened and english language pronunciation lost all connection to spelling.  I don't see why we don't redo the spelling of all our words to make them actually reflect the sounds.  I mean, that's the idea of a phoneticl alphabet as I understand it.  If the words aren't going to be spelled like they sound, aren't we really just using chinese/japanese symbol-based written languages?

Anyone drawn a tree (specifically, an acyclic directed graph) showing all of Eliezer's posts with all the dependencies (and perhaps other information) indicated?  That would be pretty neat.  Does typepad offer that functionality?

Would anyone be interested in such a thing if I made it?

A Bayesian calculation describes your state of knowledge.  When a physicist talks about nonprobabilistic laws that govern water flowing downhill, he is talking about the water, not describing how to update your probabilistic beliefs about water.

Beliefs, by default, are part of our map and about the territory.

If you want to talk explicitly about beliefs - or probabilities! - then you have to employ beliefs about beliefs, which are then part of your metamap and about your map.

If you want to talk about beliefs about beliefs, you have to use beliefs about beliefs about beliefs, which are then about beliefs about beliefs, etc.

When I talk about quantum mechanics, I am of course using words and stating my beliefs; but those words and beliefs refer directly to the territory, they are not about my or anyone else's knowledge.

There is nothing mind-projection-fallacious about saying, "This coin has landed heads", because the interpretation of your beliefs is as a statement directly about the coin and it talks only about the coin's state, even though what you have just said is your belief about the coin.

If you say "I believe the coin has landed heads," that is not your belief, it is your belief about your belief, which is about your belief in the same way that your order-1 belief is about the coin.

Saying, "This coin has a 50% probability of landing heads", rather than "I assign 50% probability to the coin landing heads", is technically (though rather nitpickingly) a mind projection fallacy; you are talking about your beliefs as if they were directly in the coin.

Not to steal Elezer's thunder, but people here would be interested in Gary Drescher's book Good and Real: Demystifying Paradoxes from Physics to Ethics, which treats quantum physics, the free-will illusion, Newcomb's Problem, and a number of other relevant areas, from a strictly materialist viewpoint (which I've tried to label, unsucessfully so far, as ultramaterialism).

The problem is that no well-understood route exists from the classical world to the quantum world.  No one has ever come up with a realistic quantum mechanical model of measurement (several toy models exist, and are actively studied).  In the absence of such understanding, it's just a matter of splitting hairs to say either that we don't understand how quantum mechanics works, or that we don't understand how classical mechanics emerges.

This can be contrasted with the theory of relativity.  Relativity violates our everyday picture of reality, but we pretty much completely understand how to recover (or derive) the classical limit.  The theory doesn't give the impression of lurking secrets that quantum mechanics does.

Gary Drescher sounds like a major fellow traveler.  Everett, timelessness, all the way down to Newcomb's Problem!

Eliezer: It is not, "I believe the coin has landed heads," that I think, "the coin has landed heads," implicitly embodies. It is the belief that such things as coins, landing and heads, are meaningful concepts (clusters in thingspace if you have to).

If you want to continue the map analogy, parts of the key of the map.

""coin" is a meaningful concept," carries no information above, "the coin has landed heads," because you would hope that all statements are meaningful and so all their constituent concepts.

Cool, I've always wanted something like this on QM. Question on supplementary reading: any books that you think do an okay, if not great, job explaining it, out there already?

Wow, good teaser for sure!
/me is quivering with anticipation ^_^

I don't really like the author's attitude to be honest.  He talks about QM like it is absolute truth, that we should accept it for realism and reject our preconceived perceptions.  Then, at the end, he claims to be a "strict realist".  It's almost like he's trying to make me feel like I am biased and boorish for trying to equate everything into simple and analagous terms, whereas I don't feel like that is a poor metric to work by.

Particle-wave duality is taught to try and convince students that not everything works in a classically sterile manner, and I believe that it is a good stepping stone toward the counterintuitive (yes, I said it, and I believe it) results that QM foretells.  It is a simple case of explaining that things don't work out the way you think they do.  The lesson of the particle-wave duality lesson, from a competent professor, is never "think of it as a particle and a wave," it is "we model it as a particle that acts like a wave," which should convey to the students that it is neither uniquely, and not to think in classical terms.  I think this lesson is not only fine, but appropriate.

Silas, Z.M. Davis:
As far as I know typepad doesn't do that.  This particular use of typepad probably wasn't anticipated.
That said, I can never resist a programming challenge, so here it is:
http://stanford.edu/~marce110/elidex/

Marcello: Nice job, but I was hoping for an overall visual view.  Plus, don't forget, Eliezer would consider the "technical explanation" Bayes stuff to be general dependencies.

When I talk about quantum mechanics, I am of course using words and stating my beliefs; but those words and beliefs refer directly to the territory, they are not about my or anyone else's knowledge ... Saying, "This coin has a 50% probability of landing heads", rather than "I assign 50% probability to the coin landing heads", is technically (though rather nitpickingly) a mind projection fallacy; you are talking about your beliefs as if they were directly in the coin.

The fun part, of course, will be to see how you handle mixed states, where the "map" and the "territory" get scrambled together into a non-uniquely-decomposable linear-algebraic soup...

"The fun part, of course, will be to see how you handle mixed states, where the "map" and the "territory" get scrambled together into a non-uniquely-decomposable linear-algebraic soup..."

I am not a professional quantum physicist, but the suggestion that our thoughts about a quantum process somehow influence the outcome of that process seems to me to be patently absurd. Our thoughts are not somehow separated from the rest of reality; they are made up of the same quarks and leptons that we study in QM experiments. At no point are these quarks and leptons aware of the higher levels of organization within the brain. If there is an interaction between you and the QM experiment, it will be on the level of  -> , not  -> .

My apologies for the earlier formatting error. Basically, objects on one level of organization (fundamental particles) should only interact in any significant sense with objects on the same level, not with mental representations of fundamental particles or macroscopic blocks of matter. There are exceptions to this (eg, an errant lepton causes quantum physicists to jump for joy), but they require some sort of complex mechanism (in the Kolmogorov sense) to carry information into a different organizational level.

Tom: Yes, for as long as QM has been around people have tried to hitch doofus ideas about "mind influencing reality" to it -- and for those of us who spend a significant part of our lives fighting such idiocy, it'll be great to see Eliezer bring his considerable didactic skills to the fight.

I was talking about something completely different: namely, the philosophical debate about whether we should regard a quantum state as what's really out there (like a coin), or as our description of what's out there (like a probability distribution over coin flips).  Neither view implies any ability to change the world just by wishing it, any more than you can bias a coin flip by just changing your probability estimate.  But (unless I misread him) Eliezer was promising come down hard in favor of the former view, and I was pointing to mixed states as the battlefield where the two views really meet in an interesting way.

Density matrices were specifically what I had in mind when I talked about dragging in great big complicated math tools before people understand what's going on at a fundamental level.

I didn't know mixed states were a battleground, but it's pretty easy to imagine.  Confusion about the subjective Bayesian character of statistical mechanics + confusion about the objective character of quantum states = extreme confusion about mixed states, right?

Are mixed states really the main battlefield? It seems to me that the subjective vs. objective debate for mixed states is not much different from the classical case, except it's much messier mathematically, just as Eliezer writes.

Rather, the interesting question for me (and, as I understand, the quantum Bayesian crowd) is whether pure quantum states should also be interpreted as states of knowledge.

Having read very little about quantum mechanics I am unfamiliar with the non-realist view that you're contrasting yourself with, so please make sure to explain as you go along.  I think this is a great idea!

Ben and Eliezer: Any reply puts me in great danger of violating the spirit of Eliezer's rule that non-realists hold their fire!  (I say the spirit and not the letter, since I'm not actually a non-realist myself, just an equal-opportunity kibitzer.)

OK, quickly.  Sure, an interesting question for subjectivists is how to deal with pure states, but an interesting question for realists is how to deal with mixed states!  The issue is that you can't just say a density matrix ρ represents a statistical ensemble over "true states of the world" and be done with it, since then you have to make a completely arbitrary, physically-unmotivated choice for whether those true states lie in the {0,1} basis, the {+,-} basis, etc.   In an interpretations of QM seminar at Berkeley, we spent pretty much the entire semester arguing about this and nothing else!  Yes, it got tiresome, and no, I wasn't even suggesting that Eliezer bring in mixed states before people understood the fundamentals.  I was just alluding to it as a key thing to get to eventually, that's all.

Silas - seconded, that would be a very useful page indeed.

mtraven - sounds good. What's the rough level of maths required to get much out of Good and Real?

Scott, is there a paper somewhere that elaborates this argument from mixed-state ambiguity?  To my mind, the fact that two different situations of uncertainty over true states lead to the same physical predictions isn't obviously a reason to reject that type of view regarding what is real.

Robin, a good place to start would be pretty much any paper Chris Fuchs has ever written.  See for example this one (p. 9-12).  As Chris points out, the argument from the non-uniqueness of mixed state decompositions basically goes back to Einstein (in a version involving two-particle entanglement).  From a modern perspective, where Einstein went wrong was in his further inference that QM therefore has to be incomplete.

Robin: is there a paper somewhere that elaborates this argument from mixed-state ambiguity?

Scott should add his own recommendations, but I would say here is a good starting introduction.

To my mind, the fact that two different situations of uncertainty over true states lead to the same physical predictions isn't obviously a reason to reject that type of view regarding what is real.

The anti-MWI position here is that MWI produces different predictions depending on what basis is arbitrarily picked by the predictor; and that the various MWI efforts to "patch" this problem without postulating a new law of physics, are like squaring the circle. I think the anti-MWI'ers math is correct, but I'm not an expert enough to be 100% sure; what really makes me think MWI is wrong is the inability of the MWI'ers, after many decades, to produce an algorithm that you can "turn the crank" on to get the correct probabilities that we see in experiments; they have the tendency of trying to patch this "basis problem" by producing a new framework, which itself contains an arbitrary  choice that's just as bad as the arbitrary choice of basis.

More succinctly, in vanilla MWI you have to pick the correct basis to get the correct experimental results, and you have to peek at the results to get the correct basis.

the fact that two different situations of uncertainty over true states lead to the same physical predictions isn't obviously a reason to reject that type of view regarding what is real.

Sorry, I meant to add: in Einstein's version, the problem is that which of the two "situations of uncertainty" is the right one to talk about could depend on what someone does to another quantum system light-years away.  And therefore, nature is going to have to propagate updates about what's "really real" faster than the speed of light.

Scott, I can accept that reality talks to itself faster than light, though it is moderately troubling if we haven't found a covariant way to describe such a situation of real things we are uncertain about.  Maybe reality isn't covariant?

Ben - Good and Real requires very little mathematics as I recall, maybe just the ability to do basic probability calculations.

though it is moderately troubling if we haven't found a covariant way to describe such a situation of real things we are uncertain about.

What's worse, Bell's Theorem implies that in some sense such a description can't exist.

I can accept that reality talks to itself faster than light, though it is moderately troubling if we haven't found a covariant way to describe such a situation of real things we are uncertain about.

Robin, can you clarify the second half of this sentence? Are you troubled that there is no local realistic model for the predictions of quantum theory, or by something more subtle?

our equations describe the territory and not our maps of it

I would disagree on similar statements about pretty much any physical theory (or even, any theory at all). Our equations describe a model which approximates the real world to a good-enough degree in their scope of applicability, but is not the real world. (For example, standard QFT describes a world with a fixed background flat spacetime, and the real world isn't like that.)

I am not going to tell you:  "You don't understand quantum mechanics, you just get used to it."  (As von Neumann is reputed to have said; back in the dark decades when, in fact, no one did understand quantum mechanics.)

In 2009 I still heard professors say this at the start of such classes. :/ 

Aaronson takes a similar approach to explaining quantum mechanics in chapter 9 of Quantum Computing Since Democritus (2013):

As a direct result of [the way quantum mechanics is usually taught in textbooks], the subject acquired an unnecessary reputation for being complicated and hard. Educated people memorized the slogans — "light is both a wave and a particle," "the cat is neither dead nor alive until you look," "you can ask about the position or the momentum, but not both," "one particular instantly learns the spin of the other through spooky action-at-a-distance," etc. But they also learned that they shouldn't even try to understand such things without years of painstaking work.

The second way to teach quantum mechanics eschews a blow-by-blow account of its discovery, and instead starts directly from the conceptual core...

Just for the heck of it, here's another passage from that chapter:

So what is quantum mechanics? ...In the usual "heirarchy of sciences" — with biology at the top, then chemistry, then physics, then math — quantum mechanics sits at a level between math and physics that I don't know a good name for. Basically, quantum mechanics is the operating system that other physical theories run on as application software (with the exception of general relativity, which hasn't yet been successfully ported to this particular OS). There's even a word for taking a physical theory and porting it to this OS: "to quantize."

But if quantum mechanics isn't physics in the usual sense — if it's not about matter, or energy, or waves, or particles — then what is it about? From my perspective, it's about information and probabilities and observables, and how they relate to each other.

My contention in this chapter is the following: Quantum mechanics is what you would inevitably come up with if you started from probability theory, and then said, let's try to generalize it so that the numbers we used to call "probabilities" can be negative numbers. As such, the theory could have been invented by mathematicians in the nineteenth century without any input from experiment. It wasn't, but it could have been.

And yet, with all the structures mathematicians studied, none of them came up with quantum mechanics until experiment forced it on them. And that's a perfect illustration of why experiments are relevant in the first place! More often than not, the only reason we need experiments is that we're not smart enough.

Wow! Is the rest of the book that good? I've read some of Aaronson's lecture notes and blog (and largely approve of his interpretation of QM as probability with a 2-norm), but I didn't know he could write like this.

I think it's been up for a long time on his website as a lecture series. 
http://www.scottaaronson.com/democritus/

I think he might be simplifying it a little bit. As I understand QM, it's more like probability with complex numbers, rather than with negative numbers.

I think he might be simplifying it a little bit. As I understand QM, it's more like probability with complex numbers, rather than with negative numbers.

Yes, he is. Must be for rhetorical purposes, because elsewhere he says exactly that.

Ah, okay. It's been a while since I read it. I remember it being excellent though.

The book is cleaned up and updated. There's a section at the beginning explaining all the new results that have come out since 2006, requiring updates to the lecture notes when he was turning them into a book.

Yeah, I think the book will be a pretty great read for the most mathematically capable LWers. (Most of it is, alas, over my head.)

The link to an "Intuitive Explanation of Bayesian Reasoning" is broken. The new URL is here: http://yudkowsky.net/rational/bayes

When I read Eliezer's articles or books, I feel that math is very cool, and that's why I love learning math.

But sometimes, people around me say, "Why do you need math? How is it even useful in life?", and while I disagree with them, I am completely unable to articulate my intuition to explain why math is necessary. Maybe it is connect with the fact that I can't articulate what exactly math studies.

So, if someone were told you that math is useless, what would you say?

I believe Focus Your Uncertainty essay of Sequences touches this topic: at very least, math is useful for splitting limited amount of resources.



Configurations and Amplitude

So the universe isn’t made of little billiard balls, and it isn’t made of crests and troughs in a pool of aether… Then what is the stuff that stuff is made of?

In Figure 1, we see, at A, a half-silvered mirror, and two photon detectors, Detector 1 and Detector 2.

Early scientists, when they ran experiments like this, became confused about what the results meant. They would send a photon toward the half-silvered mirror, and half the time they would see Detector 1 click, and the other half of the time they would see Detector 2 click.

The early scientists—you’re going to laugh at this—thought that the silver mirror deflected the photon half the time, and let it through half the time.

Ha, ha! As if the half-silvered mirror did different things on different occasions! I want you to let go of this idea, because if you cling to what early scientists thought, you will become extremely confused. The half-silvered mirror obeys the same rule every time.

If you were going to write a computer program that was this experiment— not a computer program that predicted the result of the experiment, but a computer program that resembled the underlying reality—it might look sort of like this:

At the start of the program (the start of the experiment, the start of time) there’s a certain mathematical entity, called a configuration. You can think of this configuration as corresponding to “there is one photon heading from the photon source toward the half-silvered mirror,” or just “a photon heading toward A.”

A configuration can store a single complex value—“complex” as in the complex numbers (a+bi), with i defined as √−1. At the start of the program, there’s already a complex number stored in the configuration “a photon heading toward A.” The exact value doesn’t matter so long as it’s not zero. We’ll let the configuration “a photon heading toward A” have a value of (−1+0i).

All this is a fact within the territory, not a description of anyone’s knowledge. A configuration isn’t a proposition or a possible way the world could be. A configuration is a variable in the program—you can think of it as a kind of memory location whose index is “a photon heading toward A”—and it’s out there in the territory.

As the complex numbers that get assigned to configurations are not positive real numbers between 0 and 1, there is no danger of confusing them with probabilities. “A photon heading toward A” has complex value −1, which is hard to see as a degree of belief. The complex numbers are values within the program, again out there in the territory. We’ll call the complex numbers amplitudes.

There are two other configurations, which we’ll call “a photon going from A to Detector 1” and “a photon going from A to Detector 2.” These configurations don’t have a complex value yet; it gets assigned as the program runs.

We are going to calculate the amplitudes of “a photon going from A toward 1” and “a photon going from A toward 2” using the value of “a photon going toward A,” and the rule that describes the half-silvered mirror at A.

Roughly speaking, the half-silvered mirror rule is “multiply by 1 when the photon goes straight, and multiply by i when the photon turns at a right angle.” This is the universal rule that relates the amplitude of the configuration of “a photon going in,” to the amplitude that goes to the configurations of “a photon coming out straight” or “a photon being deflected.”[1]

So we pipe the amplitude of the configuration “a photon going toward A,” which is (−1+0i), into the half-silvered mirror at A, and this transmits an amplitude of (−1+0i)×i=(0−i) to “a photon going from A toward 1,” and also transmits an amplitude of (−1+0i)×1=(−1+0i) to “a photon going from A toward 2.”

In the Figure 1 experiment, these are all the configurations and all the transmitted amplitude we need to worry about, so we’re done. Or, if you want to think of “Detector 1 gets a photon” and “Detector 2 gets a photon” as separate configurations, they’d just inherit their values from “A to 1” and “A to 2” respectively. (Actually, the values inherited should be multiplied by another complex factor, corresponding to the distance from A to the detector; but we will ignore that for now, and suppose that all distances traveled in our experiments happen to correspond to a complex factor of 1.)

This same result occurs—the same amplitudes stored in the same configurations—every time you run the program (every time you do the experiment).

Now, for complicated reasons that we aren’t going to go into here— considerations that belong on a higher level of organization than fundamental quantum mechanics, the same way that atoms are more complicated than quarks—there’s no simplemeasuring instrument that can directly tell us the exact amplitudes of each configuration. We can’t directly see the program state.

We do have a magical measuring tool that can tell us the squared modulus of a configuration’s amplitude. If the original complex amplitude is (a+bi), we can get the positive real number (a2+b2). Think of the Pythagorean theorem: if you imagine the complex number as a little arrow stretching out from the origin on a two-dimensional plane, then the magic tool tells us the squared length of the little arrow, but it doesn’t tell us the direction the arrow is pointing.

To be more precise, the magic tool actually just tells us the ratios of the squared lengths of the amplitudes in some configurations. We don’t know how long the arrows are in an absolute sense, just how long they are relative to each other. But this turns out to be enough information to let us reconstruct the laws of physics—the rules of the program. And so I can talk about amplitudes, not just ratios of squared moduli.

When we wave the magic tool over “Detector 1 gets a photon” and “Detector 2 gets a photon,” we discover that these configurations have the same squared modulus—the lengths of the arrows are the same. Thus speaks the magic tool. By doing more complicated experiments (to be seen shortly), we can tell that the original complex numbers had a ratio of i to 1.

Well, from the perspective of everyday life—way, way, way above the quantum level and a lot more complicated—the magical measuring tool is that we send some photons toward the half-silvered mirror, one at a time, and count up how many photons arrive at Detector 1 versus Detector 2 over a few thousand trials. The ratio of these values is the ratio of the squared moduli of the amplitudes. But the reason for this is not something we are going to consider yet. Walk before you run. It is not possible to understand what happens all the way up at the level of everyday life, before you understand what goes on in much simpler cases.

For today’s purposes, we have a magical squared-modulus-ratio reader. And the magic tool tells us that the little two-dimensional arrow for the configuration “Detector 1 gets a photon” has the same squared length as for “Detector 2 gets a photon.” That’s all.

You may wonder, “Given that the magic tool works this way, what motivates us to use quantum theory, instead of thinking that the half-silvered mirror reflects the photon around half the time?”

Well, that’s just begging to be confused—putting yourself into a historically realistic frame of mind like that and using everyday intuitions. Did I say anything about a little billiard ball going one way or the other and possibly bouncing off a mirror? That’s not how reality works. Reality is about complex amplitudes flowing between configurations, and the laws of the flow are stable.

But if you insist on seeing a more complicated situation that billiard-ball ways of thinking can’t handle, here’s a more complicated experiment.

In Figure 2, B and C are full mirrors, and A and D are half-mirrors. The line from D to E is dashed for reasons that will become apparent, but amplitude is flowing from D to E under exactly the same laws.

At the beginning of time “a photon heading toward A” has amplitude (−1+0i).

We proceed to compute the amplitude for the configurations “a photon going from A to B” and “a photon going from A to C”:

The full mirrors behave (as one would expect) like half of a half-silvered mirror—a full mirror just bends things by right angles and multiplies them by i. (To state this slightly more precisely: For a full mirror, the amplitude that flows, from the configuration of a photon heading in, to the configuration of a photon heading out at a right angle, is multiplied by a factor of i.)

“B to D” and “C to D” are two different configurations—we don’t simply write “a photon at D”—because the photons are arriving at two different angles in these two different configurations. And what D does to a photon depends on the angle at which the photon arrives.

Again, the rule (speaking loosely) is that when a half-silvered mirror bends light at a right angle, the amplitude that flows from the photon-going-in configuration to the photon-going-out configuration, is the amplitude of the photon-going-in configuration multiplied by i. And when two configurations are related by a half-silvered mirror letting light straight through, the amplitude that flows from the photon-going-in configuration is multiplied by 1.

From the configuration “a photon going from B to D,” with original amplitude(1+0i)

From the configuration “a photon going from C to D,” with original amplitude(0−i)

(You may want to try working this out yourself on pen and paper if you lost track at any point.)

But the upshot, from that super-high-level “experimental” perspective that we think of as normal life, is that we see no photons detected at E. Every photon seems to end up at F. The ratio of squared moduli between “D to E” and “D to F” is 0 to 4. That’s why the line from D to E is dashed, in this figure.

This is not something it is possible to explain by thinking of half-silvered mirrors deflecting little incoming billiard balls half the time. You’ve got to think in terms of amplitude flows.

If half-silvered mirrors deflected a little billiard ball half the time, in this setup, the little ball would end up at Detector 1 around half the time and Detector 2 around half the time. Which it doesn’t. So don’t think that.

You may say, “But wait a minute! I can think of another hypothesis that accounts for this result. What if, when a half-silvered mirror reflects a photon, it does something to the photon that ensures it doesn’t get reflected next time? And when it lets a photon go through straight, it does something to the photon so it gets reflected next time.”

Now really, there’s no need to go making the rules so complicated. Occam’s Razor, remember. Just stick with simple, normal amplitude flows between configurations.

But if you want another experiment that disproves your new alternative hypothesis, it’s Figure 3.

Here, we’ve left the whole experimental setup the same, and just put a little blocking object between B and D. This ensures that the amplitude of “a photon going from B to D” is 0.

Once you eliminate the amplitude contributions from that configuration, you end up with totals of (1+0i) in “a photon going from D to F, ” and (0−i) in “a photon going from D to E.”

The squared moduli of (1+0i) and (0−i) are both 1, so the magic measuring tool should tell us that the ratio of squared moduli is 1. Way back up at the level where physicists exist, we should find that Detector 1 goes off half the time, and Detector 2 half the time.

The same thing happens if we put the block between C and D. The amplitudes are different, but the ratio of the squared moduli is still 1, so Detector 1 goes off half the time and Detector 2 goes off half the time.

This cannot possibly happen with a little billiard ball that either does or doesn’t get reflected by the half-silvered mirrors.

Because complex numbers can have opposite directions, like 1 and −1, or i and −i, amplitude flows can cancel each other out. Amplitude flowing from configuration X into configuration Y can be canceled out by an equal and opposite amplitude flowing from configuration Z into configuration Y. In fact, that’s exactly what happens in this experiment.

In probability theory, when something can either happen one way or another, X or ¬X, then P(Z)=P(Z|X)P(X)+P(Z|¬X)P(¬X). And all probabilities are positive. So if you establish that the probability of Z happening given X is 12, and the probability of X happening is 13, then the total probability of Z happening is at least 16 no matter what goes on in the case of ¬X. There’s no such thing as negative probability, less-than-impossible credence, or (0+i) credibility, so degrees of belief can’t cancel each other out like amplitudes do.

Not to mention that probability is in the mind to begin with; and we are talking about the territory, the program-that-is-reality, not talking about human cognition or states of partial knowledge.

By the same token, configurations are not propositions, not statements, not ways the world could conceivably be. Configurations are not semantic constructs. Adjectives like probable do not apply to them; they are not beliefs or sentences or possible worlds. They are not true or false but simply real.

In the experiment of Figure 2, do not be tempted to think anything like: “The photon goes to either B or C, but it could have gone the other way, and this possibility interferes with its ability to go to E…”

It makes no sense to think of something that “could have happened but didn’t” exerting an effect on the world. We can imagine things that could have happened but didn’t—like thinking, “Gosh, that car almost hit me”—and our imagination can have an effect on our future behavior. But the event of imagination is a real event, that actually happens, and that is what has the effect. It’s your imagination of the unreal event—your very real imagination, implemented within a quite physical brain—that affects your behavior.

To think that the actual event of a car hitting you—this event which could have happened to you, but in fact didn’t—is directly exerting a causal effect on your behavior, is mixing up the map with the territory.

What affects the world is real. (If things can affect the world without being “real,” it’s hard to see what the word “real” means.) Configurations and amplitude flows are causes, and they have visible effects; they are real. Configurations are not possible worlds and amplitudes are not degrees of belief, any more than your chair is a possible world or the sky is a degree of belief.

Well, you’ll be getting a clearer idea of that in later essays.

But to give you a quick idea of how the real picture differs from the simplified version we saw in this essay…

Our experimental setup only dealt with one moving particle, a single photon. Real configurations are about multiple particles. The next essay will deal with the case of more than one particle, and that should give you a much clearer idea of what a configuration is.

Each configuration we talked about should have described a joint position of all the particles in the mirrors and detectors, not just the position of one photon bopping around.

In fact, the really real configurations are over joint positions of all the particles in the universe, including the particles making up the experimenters. You can see why I’m saving the notion of experimental results for later essays.

In the real world, amplitude is a continuous distribution over a continuous space of configurations. This essay’s “configurations” were blocky and digital, and so were our “amplitude flows.” It was as if we were talking about a photon teleporting from one place to another.

If none of that made sense, don’t worry. It will be cleared up in later essays. Just wanted to give you some idea of where this was heading.

1. [Editor’s Note: Strictly speaking, a standard half-silvered mirror would yield a rule “multiply by −1 when the photon turns at a right angle,” not “multiply by i.” The basic scenario described by the author is not physically impossible, and its use does not affect the substantive argument. However, physics students may come away confused if they compare the discussion here to textbook discussions of Mach–Zehnder interferometers. We’ve left this idiosyncrasy in the text because it eliminates any need to specify which side of the mirror is half-silvered, simplifying the experiment.]

Eliezer, in case you plan to discuss Bell's-inequality-type experiments in future posts, I suggest that you use the GHZ state (not the EPR pair) to show how local realism is ruled out in QM.  The GHZ state is a much cleaner result, and is not obscurred by the statistics inherent in Bell's inequality.

I think some of my readers may be overestimating the degree to which I intend to explain quantum mechanics, here.  I'm not doing a textbook.  I'm trying to get (reasonably smart nonphysicist) readers to the point where they're no longer confused, and the remaining difficulties are mere matters of math.

Eliezer (and Robin) this series is very interesting and all, but.... aren't you writing this on the wrong blog?

I used to like this blog better when it was all about overcoming bias

For a rather silly reason, I wrote something about:

I have the impression Eliezer writes blog entries in much the same way I read Wikipedia: Slowly working from A to B in a grandiose excess of detours... =)

Any complex number? I.e. you're invoking an uncountable infinity for explaining the lowest known layer of physics? How does that fit in with being an infinite-set atheist - assuming you still hold that position?

In case you didn't notice, he's talking about a complex number, not all the complex numbers.

"...the half-silvered mirror rule is "Multiply by 1 when the photon goes straight, and multiply by i when the photon turns at a right angle."

We appear to have defined everything needful, except the word "when".

Accepting that we are just performing 'operations' on 'configurations', what decides which operation will be performed? Is it the configuration of the incoming photon? Is it some magical (i.e.quantum) property of a half of a silver?

Eliezer, I realise there's still a way to go, but I just wanted to let you know that this is already much more useful than any conversion I've had about QM with anyone in the past.  Thank you.

Eadwacer, I might be wrong, but I'd assumed both operations are always performed.

as far as uncountable complex states... well, the actual complex values don't matter so much as the relative phases. Maybe best to think about it almost as a geometrical principle, of sorts.

Here I'm just speculating, but maybe relative phase (that is, angle when representing the complex value in polar notation) can only be shifted by rational amounts? That is, the relative phase between thingie 1 and thingie 2 is x*2Pi, where x must be rational?

I'm not saying this is the way it is, but I can certainly see, based on my, as of yet, limited knowledge, that it could be that way.

I guess, Eliezer, that I would be concerned about convincing everyone that the universe runs along like a computer, computing amplitudes locally (which seems to be the gist of your discussion).  To do so would certainly make people feel like QM isn't confusing; it would just be wave mechanics.  But this would give people a false confidence, I think, and is not how the universe appears to operate.

But this is the first post, so I'll try to confine my criticism until you've wrapped up your discussion.

Psy-Kosh, when QM is formulated rigorously (something that is rarely done, and only by mathematical physicists) the amplitudes must be able to take on any number in the complex plane, not just the rationals.

Sebastian Hagen, I believe Eliezer is explaining to us the best model physicists have for the way the world works on the (sorta) lowest level we understand, not his personal beliefs on the nature of reality.  This model must include the irrationals, to be self-consistent.  This does not prevent the universe from being discretized (no uncountable sets) on a more fundamental level from QM.

As far as I know Robin doesn't actually have a separate economics blog and he seems to drop any economics topic that interests him into this one, so neither Eliezer nor Robin always stick closely to the "bias" theme. Does it really matter?

Jess: You mean that physics, as we understand it, absolutely requires that there will exist complex phase differences such that when divided by 2*Pi, the result will be irrational?

I was a little disturbed when you offered up the experiment that allowed us to reject the hypothesis about a half-mirror changing each time it reflects a photon or lets one through.  How do we know there aren't other experiments that could discredit the amplitude hypothesis?  I'm sure there's a good answer, but don't expect me to take too much on faith.

I also thought it was odd that you called configurations real, when they just seem to be a mathematical construct that describes the behavior of photons bouncing off of mirrors.  Couldn't some other construc... (read more)

Eadwacer:  Accepting that we are just performing 'operations' on 'configurations', what decides which operation will be performed? Is it the configuration of the incoming photon? Is it some magical (i.e.quantum) property of a half of a silver?

Amplitude flows to both end configurations, every time.  That is the law of the amplitude flows.  It is not one or the other.

Sebastian:  Any complex number? I.e. you're invoking an uncountable infinity for explaining the lowest known layer of physics? How does that fit in with being an infinite-set atheist - assuming ... (read more)

Psy-Kosh: I have never heard of anyone ever successfully formulating quantum (or classical) mechanics without the full spectrum of real numbers.  You can't even have simple things, like right triangles with non-integer side length, without irrational numbers to "fill in the gaps".  Any finite-set formulation of QM would look very different from what we understand now.

Psy-Kosh: I have never heard of anyone ever successfully formulating quantum (or classical) mechanics without the full spectrum of real numbers.  You can't even have simple things, like right triangles with non-integer side length, without irrational numbers to "fill in the gaps".  Any finite-set formulation of QM would look very different from what we understand now.

I've found that Jaynes's infinite set atheism is a little too extreme. It forces you to take the slow route every time when you want to explore stochastic process priors like Gaussian process and Dirichlet process priors. I reserve infinite set atheism for observables -- no infinite sets of observations allowed.

Jess: Basically, my (extremely vague) notion was that since there's a "planck time" below which little (as far as we know) can be meaningfully said, effectively all quantum operations/changes over time/whatever are integer number of some "planck" versions of themselves, or combinations theirof.

Soooooo..... maybe.... possibly... there may be some sort of "quantum of phase shift"... But I concede that it was just speculation on my part based on vague notions.

Oh well, thanks. :) (would be slick if it actually did work out that way, sounds like, from you, that may not be much of an option)

Just so everyone's on the same page, continuum atheism doesn't entail disbelief in all irrationals. The hypoteneuse of a right triangle, pi and e are all in the countable set of computable reals.

If a photon hits two full mirrors at right angles, then its amplitude is changed by i*i = -1.  Does it matter whether the second mirror turns the photon back towards its source, or causes the photon to continue in the direction it was going originally?  Do you get -1 in both cases?

If anybody wants help with the "complex number" thing there are good tutorials at http://betterexplained.com/articles/a-visual-intuitive-guide-to-imaginary-numbers/ and the follow-on at http://betterexplained.com/articles/intuitive-arithmetic-with-complex-numbers/

Okay, what happens in this situation:
Take figure 2. The arrow coming in from the left? Replace it with figure 1, with its mirror relabeled E and detector 2 removed (replaced with figure 2). And lengthen the distance to detector 1 so that it's equal to the total distance to detector 2 in figure 2. And I guess call the detector 1 in figure 2 "X" for "we know you won't be getting any amplitude". Now what? Here's what I get...

A photon is coming from E to 1 (0,-1)
A photon is coming from E to A (-1,0)

Here's what I was missing: the magnitudes of the amplitudes needs to decrease when changing from one possible state to more than one. In drawing-on-2d terms, a small amount of dark pencil must change to a large amount of lighter pencil, not a large amount of equally dark pencil. So here's what actually occurs (I think):

A photon is coming from E to 1 (0,-1/sqrt(2))
A photon is coming from E to A (-1/sqrt(2),0)

A photon is coming from E to 1 (0,-1/sqrt(2))
A photon is coming from A to B (0,-1/2)
A photon is coming from A to C... (read more)

The prediction for what happens when you block the B to D path is wrong. We have three final configurations, not two as in the above.

"...the half-silvered mirror rule is "Multiply by 1 when the photon goes straight, and multiply by i when the photon turns at a right angle."

We appear to have defined everything needful, except the word "when".

Accepting that we are just performing 'operations' on 'configurations', what decides which operation will be performed? Is it the configuration of the incoming photon? Is it some magical (i.e.quantum) property of a half of a silver?" ~ Hendrik Boom

A photon is merely our way of interpreting an amplitude wave in 3d-space. Such a 3d amplitude can be described by an x,y vector or (to simplify things), a x+yi complex number. (The complex number multiplied by i is really just a way of getting the same result as an x,y vector, due to the properties of complex numbers.)

Correct me if I am wrong so far, because I am about to get a bit fuzzy.

From what I see, the half-silvered mirror sends the amplitude wave in both directions, and is capable of reversing the phase of the amplitude -- ... (read more)

Hi, I'm the kind of guy I think this article was meant to target - I did not have an understanding of QM, but did start with enough base knowledge to follow the article without tripping over language or math in it.

I must say that I fried my brain trying to decipher what you're trying to say. From one paragraph to the next, there's a constant feeling a big hidden mental leap has been made. All of a sudden, one is left lost between notions that were introduced, but never explained.

For example. In Figure 3, from prior knowledge, I would suppose if you counted... (read more)

I have a question similar to Nate's. How does a half-silvered mirror work? More specifically, what is it about light or about half-silvered mirrors that means there are two paths for a photon out of a half-silvered mirror (compared to a full mirror, for example)? My guess at the moment is that the answer might start "light doesn't actually travel in straight lines..."...

Don't know if anyone else ever comes back and reads here, but if so, I could use a bit of help.

I'm reading the quantum sequence, and I'm far enough in that the basics like this should be coming together. And mostly they are. But I have this nagging fact at the back of my mind that even though I can see why Figure 2 works, I can't actually explain Figure 1.

I understand that the amplitude flows to both detectors. I understand that it follows the same rules each time. I understand why each end configuration gets the values it does. But why does each detector ... (read more)

I thought that was a really good, logical, simple explanation. Looking forward to reading the next episode.

The post you're replying to is from April 2008; the next part is Joint Configurations and you can follow along by selecting "Article Navigation > by author" and clicking the right arrow, or follow the whole thing in a more organised way by following the Quantum Physics Sequence.

This is very cool. I know that's just in my head, but now I just want a half-silvered mirror to test this with my kids.

"we send some photons toward the half-silvered mirror, one at a time, and count up how many photons arrive at Detector 1 versus Detector 2 over a few thousand trials.  The ratio of these values is the ratio of the squared moduli of the amplitudes.  But the reason for this is not something we are going to consider yet."

OK, but I'd still like to see a little link or something here that takes me straight to the next article where this is properly dealt with, since this seems to be the biggest gap in understanding that the current article leaves open... (read more)

"Adjectives like probable and possible do not apply to them; they are not beliefs or sentences or possible worlds.  They are not true or false but simply real."

Based on all the "i"s in the equations I think you meant to say "complex" =p

Is it possible in reality to fire a single photon?
(Post modified)

after the computer program above calculates the amplitude (the same every time we run the program), can we incorporate in the program additional steps to simulate our magical measurement tool (the detector)? 

Would it be possible to actually set up this experiment at home (i.e. without an expensive physics lab)? Any particular pointers would be wonderful, even if it's just giving a common name that this setup uses. The sequence seems wonderful, but I'd prefer not to take it on faith if I can take it on empirically-demonstrated-it-myself instead :)

start from figure 2, turn the half mirror at D round so it faces the other way, now E will light up instead of F. Since his explanation doesn't allow for that we've just proved his explanation is wrong.

Anyone know if that's right? EDIT: seems clear to me both detectors must light up if you do this. EDIT2: it turns out that by "turn around" he means through 180 degrees, which should surely mean no change.

What affects the world is real.  (If things can affect the world without being "real", it's hard to see what the word "real" means.)  Configurations and amplitude flows are causes, and they have visible effects; they are real.  

Now, for complicated reasons that we aren't going to go into today - considerations that belong on a higher level of organization than fundamental quantum mechanics, the same way that atoms are more complicated than quarks - there's no simple measuring instrument that can directly tell us the exact amplitudes of each configuration.  We can't directly see the program state.

I'm not sure if you cover this in further articles... but it is worth saying:

The amplitudes of each state are not unique... there are more than one (in fact, there are infinitely many) different configurations that get you the same observable probability density, each differing by a phase factor.

I... Er... What. Where did the whole 'amplitude' thing come from? I mean, it looks a lot like they are vectors in the complex plane, but why are they two dimensional? Why not three? Or one? I just don't get the idea of what amplitude is supposed to describe.

Eliezer, regarding the Fig.1 experiment above you're saying "The half-silvered mirror obeys the same rule every time." "This same result occurs—the same amplitudes stored in the same configurations—every time you run the program (every time you do the experiment)." 
OK, mathematical result is the same. However, physical results at detectors 1 & 2 are not the same: click  at either of them is not predictable. There is symmetry in math vs asymmetry of physical result for any individual photon. 
Is there any "quantum explanation" for such physical dissimilarity? 

In regards to the first experiment (Fig.1) "the little two-dimensional arrow for the configuration "Detector 1 gets a photon" has the same squared length as for "Detector 2 gets a photon"." 
This mathematical equality should have resulted in each photon arriving at  detectors 1 & 2 simultaneously. But this never happens. Could anybody explain to me reason for such a discrepancy between math and reality?

In regards to the first experiment (Fig.1) "the little two-dimensional arrow for the configuration "Detector 1 gets a photon" has the same squared length as for "Detector 2 gets a photon"." This mathematical equality should have resulted in each photon arriving at detectors 1 & 2 simultaneously. But this never happens. Could anybody explain to me reason for such a discrepancy between math and reality?

Eliezer is saying that when the ratio of the squared moduli is 1, than Detector 1 goes off half the time and Detector 2 goes off half the time. But why it should be necessarily interpreted this way? Is this another QM rule? What prevents, in this case, an alternative interpretation: a photon must split in half and arrive at both detectors at the same time?

This brilliant young mathematician can speak to you in more familiar terms and has all the math "to back up what he says."

I looked at a few of his essays and didn't find any substantial mathematics in them, brilliant or otherwise. In the process I came across assertions that for a particle in a circular orbit, v = 2 pi r/t is false for the traditional value of pi, which in this kinematic situation must have the value 4. Oh, and modern physics is a conspiracy of the intelligence communities to prevent dangerous discoveries being made. (Hm, is modern AGI a conspiracy of the SIAI to prevent UFAI?)

Crackpot.  He claims to have many pseudonyms; is "MonkeyMind" one of them?

I've spent a while hanging around conspiracy theorists online, and taken the time to follow up on the sorts of people who get talked about for proposing "revolutionary" theories which are kept down by the scientific orthodoxy.

What distinguishes people in this category, of which Miles Mathis is typical, is not failure to produce testable hypotheses, but the production of hypotheses that are trivially wrong. If Miles Mathis' claims about physics were correct, to point out a single instance of failure, GPS satellites, rather than being geosynchronou... (read more)

Could you answer the question with a yes or no? That's really all that it takes.

This is true but irrelevant because the site you are citing contrasts general relativity to Newtonian physics, not the model Miles Mathis is claiming which issues completely different predictions. 

The way to make that happen is by NOT responding to their comments. Only downvote, don't reply. Also, downvote those who reply, irrespective of how well their comments are composed, to discourage the behavior that encourages bad conversations (the conversation that sprang from your reply is currently 30 comments strong).

When you reply to one of my comments, the letterbox under my username lights up in red, and it won't go away until I click on it, which links directly to the comment.

Trying to hold a discussion with you has so far proven to be fruitless as well as frustrating, and I am not going to continue engaging with you after this, but I am going to ask you to stop coming back to this conversation over and over with new comments, because it is going to cause annoyance whether I reply to them or not.

I would be shocked if Eliezer did anything to straighten us out if he ever looked into the matter.

It would depend, I think, on how one resolves the conflict between Friendliness and the human value of self-determination.

Surely he'd make an exception and let us modify Monkeymind into a House Elf just this once?

But OK, if that is how you roll, I'll continue on to the Singularity board or Nick Bostrom's or elsewhere and discuss the equally debunked notions of transhumanism instead. I only hope that I don't continue to encounter the immaturity and childishness I have here.

"Skies change, not cares, for those who cross the seas." --Horace

Good luck, if you ever finally graduate into the real world of solid objects and hard cold reality, I'll be surprised.

If I ever turn into something you approve of unreservedly, I will be surprised too.

Dude, I am a mod.  I don't like slinging the banhammer around as a first resort, but you're annoying.

Clarification: an amplitude is the value of a configuration? 

so { a photon going from A to B = (-1 + 0i) } is a configuration and { (-1 + 0i) } is an amplitude?  

Thanks for this explanation. I've tried to read it some time ago but have not really coped with it.
Now after reading again it was interesting for me to check if this is explained on some other internet sources and how exactly.
So I checked one of the first top search results and here is what I saw: http://physics.stackexchange.com/questions/91695/double-slit-expirement-fundamentals-half-silvered-mirror-version

There some guy asked for an explanation of this experiment and answers are all about optical refraction and phase shifting, which honestly speaking ... (read more)

Great post, Eliezer! I have one question, though, and maybe some of the folks here can answer it as well: why do we multiply amplitude in Figure 2 by i if it either turns "left" or "right" at 90 degrees? In the complex plane, we multiply a vector by i if we want to rotate it 90 degrees clockwise, and by -i if we want to rotate it 90 degrees counterclockwise...

There is one thing that confuses me about this post, which I haven't found in any of the comments

Configuration "A photon going from A toward 1": (0 + -i)

Configuration "A photon going from A toward 2": (-1 + 0i)

Why does the bolded configuration still exist in the same way? Shouldn't it go back to zero once the photon has reached A, since the rest of the post seems to imply a timely order of things?

This comment refers to the editor's note in the ebook (footnote 1). That note says that the conventional form of a half silvered mirror multiplies by -1 (not i) when a photon turns at a right angle. The note also states that Eliezer's formulation is physically realizable, but doesn't give further explanation. This seemed confusing to me. If a simple explanation of when Eliezer's version is correct can be provided, then that would be helpful. My guess is that this might be when the mirror is the same from both sides: ex. if the experimen... (read more)

What bugs me about this article is that we have 'half silvered mirrors'. By definition they divert half and allow half through. Like the one at 'A'. But then suddenly, with the one at 'D' we get "And what D does to a photon, depends on the angle at which the photon arrives" - so not a half silvered mirror, but something else, with no explanation of how or why the angle affects the outcome.

As a layperson whose understanding changed from billiard balls to waves to probabilities I suspect there is no 'reality' that everything can be reduced to - and... (read more)

Why doesn't the block between B and D absorb the photon a third of the time, since it should have the same modulus as the detectors? What's so special about things that tell us that they've been hit by a photon?

Less wrong user titotal has written a new and corrected version of this post, and I suggest that anyone wanting to learn this material should learn it from that post instead.

(In case anyone is curious, the main error in this post is that Eliezer describes the mirror as splitting an incoming state |0⟩ into two outgoing states |1⟩+i|2⟩. However, the overall magnitude of this outgoing state is √2, whereas the incoming state had magnitude 1. This means that the mirror is described by a non-unitary operator, meaning that it doesn't conserve probability, which is forbidden in quantum mechanics. You can fix this by instead describing the outgoing state as (|1⟩+i|2⟩)/√2.

While it is permitted to do quantum mechanics without normalizing your state (you can get away with just normalizing the probabilities you compute at the end), any operators you apply to your system must still have the correct normalization factors attached to them. Otherwise, you'll get an incorrect answer. To see this, consider an initial state of |0⟩+|3⟩, where |0⟩ describes the photon heading towards a beam-splitter and |3⟩ described the photon heading in a different direction entirely. This state is unnormalized, which... (read more)

I would not characterize that as a version of this post. In particular, it does not share the same underlying philosophical viewpoint and could not be substituted for this post in the context of the original sequence.

Ha, ha! As if the half-silvered mirror did different things on different occasions!

Ha, ha! As if the photon source were known to emit photons that were in all respects identical on different occasions!



Joint Configurations

The key to understanding configurations, and hence the key to understanding quantum mechanics, is realizing on a truly gut level that configurations are about more than one particle.

Continuing from the previous essay, Figure 1 shows an altered version of the experiment where we send in two photons toward D at the same time, from the sources B and C.

Again, let’s say the starting configuration has amplitude (−1+0i).

And remember, the rule of the half-silvered mirror (at D) is that a right-angle deflection multiplies by i, and a straight line multiplies by 1.

So the amplitude flows from the starting configuration, separately considering the four cases of deflection/non-deflection of each photon, are:

Now—and this is a very important and fundamental idea in quantum mechanics—the amplitudes in cases 1 and 4 are flowing to the same configuration. Whether the B photon and C photon both go straight, or both are deflected, the resulting configuration is one photon going toward E and another photon going toward F.

So we add up the two incoming amplitude flows from case 1 and case 4, and get a total amplitude of (1+0i)+(−1+0i)=0.

When we wave our magic squared-modulus-ratio reader over the three final configurations, we’ll find that “two photons at Detector 1” and “two photons at Detector 2” have the same squared modulus, but “a photon at Detector 1 and a photon at Detector 2” has squared modulus zero.

Way up at the level of experiment, we never find Detector 1 and Detector 2 both going off. We’ll find Detector 1 going off twice, or Detector 2 going off twice, with equal frequency. (Assuming I’ve gotten the math and physics right. I didn’t actually perform the experiment.)

The configuration’s identity is not, “the B photon going toward E and the C photon going toward F. ” Then the resultant configurations in case 1 and case 4 would not be equal. Case 1 would be, “B photon to E, C photon to F” and case 4 would be “Bphoton to F, C photon to E.” These would be two distinguishable configurations, if configurations had photon-tracking structure.

So we would not add up the two amplitudes and cancel them out. We would keep the amplitudes in two separate configurations. The total amplitudes would have non-zero squared moduli. And when we ran the experiment, we would find (around half the time) that Detector 1 and Detector 2 each registered one photon. Which doesn’t happen, if my calculations are correct.

Configurations don’t keep track of where particles come from. A configuration’s identity is just, “a photon here, a photon there; an electron here, an electron there.” No matter how you get into that situation, so long as there are the same species of particles in the same places, it counts as the same configuration.

I say again that the question “What kind of information does the configuration’s structure incorporate?” has experimental consequences. You can deduce, from experiment, the way that reality itself must be treating configurations.

In a classical universe, there would be no experimental consequences. If the photon were like a little billiard ball that either went one way or the other, and the configurations were our beliefs about possible states the system could be in, and instead of amplitudes we had probabilities, it would not make a difference whether we tracked the origin of photons or threw the information away.

In a classical universe, I could assign a 25% probability to both photons going to E, a 25% probability of both photons going to F, a 25% probability of the B photon going to E and the C photon going to F, and 25% probability of the B photon going to Fand the C photon going to E. Or, since I personally don’t care which of the two latter cases occurred, I could decide to collapse the two possibilities into one possibility and add up their probabilities, and just say, “a 50% probability that each detector gets one photon.”

With probabilities, we can aggregate events as we like—draw our boundaries around sets of possible worlds as we please—and the numbers will still work out the same. The probability of two mutually exclusive events always equals the probability of the first event plus the probability of the second event.

But you can’t arbitrarily collapse configurations together, or split them apart, in your model, and get the same experimental predictions. Our magical tool tells us the ratios of squared moduli. When you add two complex numbers, the squared modulus of the sum is not the sum of the squared moduli of the parts:

SquaredModulus(C1+C2)≠SquaredModulus(C1)+SquaredModulus(C2)) 

Or in the current experiment of discourse, we had flows of (1+0i) and (−1+0i) cancel out, adding up to 0, whose squared modulus is 0, where the squared modulus of the parts would have been 1 and 1.

If in place of Squared_Modulus, our magical tool was some linear function— any function where F(X+Y)=F(X)+F(Y)—then all the quantumness would instantly vanish and be replaced by a classical physics. (A different classical physics, not the same illusion of classicality we hallucinate from inside the higher levels of organization in our own quantum world.)

If amplitudes were just probabilities, they couldn’t cancel out when flows collided. If configurations were just states of knowledge, you could reorganize them however you liked.

But the configurations are nailed in place, indivisible and unmergeable without changing the laws of physics.

And part of what is nailed is the way that configurations treat multiple particles. A configuration says, “a photon here, a photon there,” not “this photon here, thatphoton there.” “This photon here, that photon there” does not have a different identity from “that photon here, this photon there.”

The result, visible in today’s experiment, is that you can’t factorize the physics of our universe to be about particles with individual identities.

Part of the reason why humans have trouble coming to grips with perfectly normalquantum physics, is that humans bizarrely keep trying to factor reality into a sum of individually real billiard balls.

What confuses me about the actual verification of these experiments is that they require perfect timing and distancing. How exactly do you make two photons hit a half-silvered mirror at exactly the same time? It seems that if you were off only slightly then the universe would necessarily have to keep track of both as individuals. In practice you're always going to be off slightly so you would think by your explanation above that this would in fact change the result of the experiment, placing a 25% probability on all four cases. Why doesn't it?

1)  Each photon is actually spread out in configuration space - I'll talk about this later - so an infinitesimal error in timing only creates an infinitesimal probability of both detectors going off, rather than a discontinuous jump.

2)  Physicists have gotten good at doing things with bloody precise timing, so they can run experiments like this.

"The probability of two events equals the probability of the first event plus the probability of the second event."

It is interesting that you insist that beliefs ought to be represented by classical probability.  Given that we can construct multiple kinds of probability theory, on what grounds should we prefer one over the other to represent what 'belief' ought to be?

If the photon sources aren't in a super position I think you have to represent the system with a vector of complex numbers. IANAP either.

Jesus Christ, the complex plane. I half-remember that.

Eliezer, this may come as a shock, but I suspect there exists at least some minority of individuals beyond just me who will find the consistent use of complex numbers at all to be the the most migraine-inducing part of this. You might also find that even those of us who supposedly know how to do some computation on the complex plane are likely to have little to no intuitive grasp of complex numbers. Emphasis on computation over understanding in mathematics teaching, while pervasive, does not tend to serve students well. I could be the only one for whom this applies, but I wouldn't bet heavily on it.

Thankfully, there's already a couple of "intuitive explanations" of complex numbers on the 'net. And I dug up the links. And the same site has a few articles about generalizations of the Pythagorean Theorem, on a related note. Basically, anyone who is having any trouble with the mathematical side of this is likely to find it a bit of a help. It's also a lot like overcoming bias in its explanatory approach, so there's that.

http://betterexplained.com/articles/a-visual-intuitive-guide-to-imaginary-numbers/

http://betterexplained.com/articles/intuitive-arithmetic-with-complex-numbers/

I should probably also take this opportunity to swear up and down that I'm not trying to generate ad revenue for that site, but you'd have to take my word on it. I might also add that I'm quite certain I still don't understand complex numbers meaningfully, but that's a separate thing.

Opposite problem - I know pretty much what an imaginary number is, and even some applications of i. Numbers can have real and imaginary elements, fine. But I have no idea why they have an application here.

That said, this post makes a lot of intuitive sense to me, a humanities graduate, so this series is off to a pretty good start. If Eliezer's good at one thing, it's explaining complex-seeming things I know a little about in a very sensible and useful way.

Then I actually read the article from the comment above (to refamiliarise myself with the maths), and was quite surprised to find that the article makes this relation very clear.

Oh my god...imaginary numbers...they make sense now!
Seriously, thank you for that link.  I've gotten all the way through high school calculus without ever having imaginary numbers=rotation explained.  Looking at the graph for 10 seconds completely explained that concept and why Eliezer was using imaginary numbers to represent when the photons were deflected.

Given that we can construct multiple kinds of probability theory, on what grounds should we prefer one over the other to represent what 'belief' ought to be?

Make sure you understand Cox's theorem, then exhibit for me two kinds of probability theory, then I will reply.

Here's what bugs me: Those two photons aren't going to be exactly the same, in terms of say frequency or maybe the angle they make against the table.  So how close do they have to be for the configurations to merge?  Or is that a Wrong Question?  Perhaps if we left the photon emmiter the same but changed the detector to one that could tell the difference in angle, then the experimental results would change?  What if we use a angle-detecting photon detector but program it to dump the angle into /dev/null?

Regarding Larry's question about how close the photons have to be before they merge --

The solution to that problem comes from the fact that Eliezer's experiment is (necessarily) simplifying things. I'm sure he'll get to this in a later post so you might be better off waiting for a better explanation (or reading Feynman's QED: The Strange Theory of Light and Matter, which I think is a fantastically clear explanation of this stuff.) But if you're willing to put up with a poor explanation just to get it quicker...

In reality, you don't have just one initial amplitude of a photon at exactly time T. To get the full solution, you have to add in the amplitude of the photon arriving a little earlier, or a little later, and with a little smaller or a little larger wavelength, and even travelling faster or slower or not in a straight line, and possibly interacting with some stray electron along the way, and so on for a ridiculously intractable set of complications. Each variation or interaction shows up as a small multiplier to your initial amplitude.

But fortunately, most of these interactions cancel out over long distances or long times, just like the case of the two photons hitting opposite detectors, so in this experiment you can treat the photon as just having arrived at a certain time and you'll get very close to the right answer.

Or in other words--easier to visualize but perhaps misleading--the amplitude of the photons is "smeared out" a little in space and time, so it's not too hard to get them to overlap enough for the experiment to work.

Along the lines of what Larry asks: Obviously the angles are not going to be perfect. The two photons will come in with slightly different angles. So you would think the photons will not be perfectly indistinguishable. Now I wonder if it is the case that if you put your detectors in close, so that they "see" a relatively wide range of angles, then you get the interference and the photons are treated the same; whereas if you put your detectors far away, they might become sensitive to a smaller range of angles, so that they could distinguish the two photons, then the interference might go away?

But in that case, you could make an FTL signaling device by putting one detector at a distance, and moving the other detector from close to far. When close, you get interference and get two photons or none, while when far, you get single photons, a difference detectable by the remote detector. Clearly this can't happen.

I'm sure Jeff is right and that a fuller investigation of the wave equations would explain exactly what happens here. But it does point out one big problem with this level of description of the quantum world: the absence of a primary role for space and time. We just have events and configurations. How does locality and causality enter into this? Where do speed of light limitations get enforced? The world is fundamentally local, but some ways of expressing QM seem to ignore that seemingly important foundation.

With the setup you describe, the remote detector still has to wait until the photons would be expected to arrive to know whether the other detector had been moved, right?  This seems like it would be exactly at-light-speed signaling.

Jeff,
I would not call your last paragraph misleading. It is quantum mechanics--as opposed to quantum field theory--and I think QED is a gratuitously complicated way to answer the question. Perhaps it's a way to get from classical notions of particles to quantum mechanics, but it seems to me to go against the spirit of trying to understand QM on its own terms, rather than as a modification of classical particles.

I found your explanations of Bayesian probability enlightening, and I've tried to read several explanations before. Your recent posts on quantum mechanics, much less so. Unlike the probability posts, I find these ones very hard to follow. Every time I hit a block of 'The "B to D" photon is deflected and the "C to D" photon is deflected.' statements, my eyes glaze over and I lose you.

I hear you.  Unfortunately, I can't put as much work into this as I did for the intuitive explanation of Bayes's Theorem, plus the subject matter is inherently more complicated.

Feynman's QED uses little arrows in 2D space instead of complex numbers (the two are equivalent).  And if I had the time and space, I'd draw different visual diagrams for each configuration, and show the amplitude flowing from one to another...

But QM is also inherently more complicated than Bayes's Theorem, and takes more effort; plus I'm trying to explain it in less time... I'm not figuring that all readers will be able to follow, I'm afraid, just hoping that some of them will be.

If the problem is not that QM is confusing but that you can't follow what is being said at all, you probably want to be reading Richard Feynman's QED instead.

 Feynman's QED uses little arrows in 2D space instead of complex numbers (the two are equivalent). 

this is quite offtopic, but there are important analogies [1] [2] between Feynman diagrams, topology and computer science.  being aware of this may amke the topic easier to understand.

So you calculate events for photons that happen in parallel (e.g. one photon being deflected while another is deflected as well) the same way you would for when they occur in series (e.g. a photon being deflected, and then being deflected again)? It seems that in both cases you are multiplying the original configuration by -1 (i.e. i * i).

FWIW, my first instinct when I saw the diagram was to assume 2 starting configurations, one for each photon, though I guess the point of this post was that I can't do stuff like that. In fact, when I did the math that way, I came up with the photons hitting different detectors twice as much as when they both hit the same one.

Richard: Cox's theorem is an example of a particular kind of result in math, where you have some particular object in mind to represent something, and you come up with very plausible, very general axioms that you want this representation to satisfy, and then prove this object is unique in satisfying these.  There are equivalent results for entropy in information theory.  The problem with these results, they are almost always based on hindsight, so a lot of the times you sneak in an axiom that only SEEMS plausible in hindsight.  For instance, Cox's theorem states that plausibility is a real number.  Why should it be a real number?

Grey Area asked, "For instance, Cox's theorem states that plausibility is a real number. Why should it be a real number?"  For that matter, why should the plausibility of the negation of a statement depend only on the plausibility of the statement?  Mightn't the statement itself be relevant?

In reply to "why a real number question", we might want to weaken the theory to the point were only equalities and inequalities can be stated. There are two weaker desiderata one might hold. Let (A|X) be the plausibility of A given X.

Transitivity:
if (A|X) > (B|X) and (B|X) > (C|X), then (A|X) > (C|X)

Universal Comparability:
one of the following must hold
(A|X) > (B|X)
(A|X) = (B|X)
(A|X) < (B|X)

If you keep both, you might as well use a real number -- doing so will capture all of the desired behavior. If you throw out Transitivity, I have a series of wagers I'd like to make with you. If you throw out Universal Comparability, then you get lattice theories in which propositions are vertexes and permitted comparisons are edges.

On the other hand, you might find just a single real number too restrictive, so you use more than one. Then you get something like Dempster-Shafer theory.

As for why should the plausibility of the negation of a statement depend only on the plausibility of the statement, the answer (I believe) is that we are considering only the sorts of propositions in which the Law of the Excluded Middle holds. So if we are using only a single real number to capture plausibility, we need f{(A|X),(!A|X)} = (truth|X) = constant, and we have no freedom to let (!A|X) depend on the details of A.

Well, an alternative way to suggest probability is the Right Way is stuff like dutch book arguments, or more generally, building up decision theory, and epistemic probabilities get generated "along the way"

The arguments I like are of the form that each step is basically along the lines of "if you don't follow this rule, you'll be vulnerable to that kind of stupid behavrior, where stupid behavior basically means 'wasting resources without making progress toward fulfilling your goals, whatever they are'"

Frankly, I also like those arguments because mathematicaly, they're cleaner. Each step gets you something of the final result, and generally doesn't require anything more demanding than basic linear algeabra.

It's nice to know Cox's Theorem is there, but it's not what, to me at least, would be a simple clean derivation.

Curiously, I have just the opposite orientation -- I like the fact that probability theory can be derived as an extension of logic totally independently of decision theory. Cox's Theorem also does a good job on the "punishing stupid behavior" front. If someone demonstrate a system that disagrees with Bayesian probability theory, when you find a Bayesian solution you can go back to the desiderata and say which one is being violated. But on the math front, I got nothing -- there's no getting around the fact that functional equations are tougher than linear algebra.

Cyan: I certainly admit that the ease of the math may be part of my reaction. Maybe if I was far more familiar with the theory of functional equations I'd find Cox's theorem more elegant than I do.

(I've read that if one makes a minor tweak to Cox's theorem, just letting go of the real number criteria and letting confidences be complex numbers, the same line of derivation more or less hands you quantum amplitudes. I haven't seen that derivation though, but if that's correct, it makes Cox's theorem even more appealing. QM for "free"! :))

The vulnerabiliy ones though actively motivate the criteria rather than a list of reasonable sounding properties an extention to boolean logic ought to have. The basic criteria, I guess, could be describes as "will you end up in a situation in which you'd knowingly willingly waste resources without in any way benefiting your goals?"

So each step is basically a "Mathematical Karma is going to get you and take away your pennies if you don't follow this rule." :)

But yeah, the bit about only reasonable extention of vanilla logic does make the Cox thing a bit more appealing. On the other hand, that may actively dissuade some from the Bayesian perspective. Specifically, constructivists, intuitionists in particular, for instance, may be hesitant of anything too dependant on law of excluded middle in the abstract. (This isn't an abstract hypothetical. I've basically ended up in a friendly argument a while back with someone that more or less had them rejecting the notion of using probability as a measure of belief/subjective uncertainty because it was an extention of boolean logic, and the guy didn't like law of excluded middle and basically was, near as I can make out, an intuitionist. (Some of the mathematical concepts he was bringing up seem to imply that))

Personally, I just really like the whole "math karma" flavor of each step of a vulnerability argument. Just a different flavor than most mathematical derivations for, well, anything, that I've seen. Not to mention, in some formulations, getting decision theory all at once with it.

I am having a bit of trouble with this series. I can see that you are explaining that reality consists of states with "amplitude" numbers assigned to each state.

I am sorry. I should have read the rest of the series BEFORE starting to ask questions about this particular article. Please disregard my previous post.

Thanks for helping me remove the classic hallucination to now understand the double slit phenomenon.

Added reference to the writeup of this experiment in Wikipedia: http://en.wikipedia.org/wiki/Hong%E2%80%93Ou%E2%80%93Mandel_effect

(The version in this comment doesn't work, though the main one in the article does.  There's a period inside the URL. -- You should have http://en.wikipedia.org/wiki/Hong%E2%80%93Ou%E2%80%93Mandel_effect

Thank you for that. This is one of most interesting experiments I've seen, because in my interpretation, it's refuting a quantum ontological randomness more than confirming it.

Consider the case of 1 photon. It hits the splitter, the splitter establishes boundary conditions on the photon wave packet such that there is only possible mode compatible with the splitter at any given time, and only 2 modes generally. 

Now, two photons. The article says they have to match in phase, time, and polarization. Since they match, they will be deflected in the same way all the time, because the beam splitter is only compatible with one mode at a particular instance of time (for a particular phase and polariztion?). 

Yes, I know, Bell's Theorem, no hidden variables, yadda yadda yadda. I'm not convinced. Neither was Jaynes, and I find him clearer and cleverer than those who think the quantum world is magical and mysterious, and the world runs on telekinesis. He wasn't convinced by Bell, and in particular charged that Bell's analysis didn't include time varying hidden variables, which is of course the natural way to get the appearance of ontological randomness - have the hidden variable vary at smaller time scales than you are able to measure.

Although apparently not. Looks like the HOM effect has measured the time interval down to the relevant time scales. Hurrah! Ontological randomness is dead! Long live the Bayesian Conspiracy! 

But I'd like to see the experiment done without the splitter. Do the photons ever go the same way without the splitter there to establish a boundary condition? If it's all just about photon entanglement and ontological randomness, shouldn't they? My prediction is that they wouldn't. 

And yes, I realize that it's unlikely that I have resolved all the mysteries of quantum physics before breakfast. Still, that's the way it looks to me. 

Wondering if Jaynes had ever commented on the HOM effect, I found no direct comment, but instead a wikipedia article: "The Jaynes–Cummings model (JCM) is a theoretical model in quantum optics. It describes the system of a two-level atom interacting with a quantized mode of an optical cavity..." Is he getting at the same thing here - of boundary conditions applied to wave packets? I don't know. Looks like in his last paper on quantum theory, Scattering of Light by Free Electrons, he's getting at the wave function as being physically real, and not the probability distribution of teeny tiny billiard balls. 

And while I was at it, I found that Hess and Philipp have been pushing against Bell for time variation. Something to check out sometime.

It is not at all clear to me why a single half-mirror should result in two multiplications and not an addition in the case of there being more than one photon. After all they are added up when they strike the detector.

It is completely unmentioned why this would be the case, and would seem to bear explanation.

I'm not quite understanding it either, but if I'm slightly understanding correctly: use sound wave as an ANALOGY. The half-silver mirrors allow it to "resonate" (sound terms) and ricochet off at the same time, while full silver only allows it to ricochet.  (this is most likely VERY WRONG. I just now got the reasoning behind complex numbers, rotation of planes, 3d waves, etc)

Another great explanation. What you describe suggests that the fabric of the universe is not made of particulate stuff, but rather informational and/or computational. Or am I reading to much into this?

A lot of the dumbed down science I read/watch (documentaries, popular sciency magazines, sciency websites, etc) suggests that this is exactly how a number of physicists view the world these days.

For example, often when there is debate about whether such and such theoretical effect breaks the conservation laws they speak in terms of information being conserved or destroyed, even though they are referring to things like photons and whatnot (e.g. the Thorne-Hawking-Preskill bet concerning Hawking Radiation).

I thought I understood quantum mechanics.  I have studied it for years.  Passed exams.  Got a degree.

This is the first time I have ever heard of the HOM experiment, and it is causing a crisis in my mind, since it does not match what I know about quantum mechanics.

They really should at least tell us of this experiment and its results when they start teaching us.  Even after these years I was still under the impression that quantum mechanics was about unbreakable limitations on the measurement of data.

This experiment proves that the universe itself does not work in an intuitive way.  All the people who are trying to outwit quantum mechanics by measuring position and energy at the same time are not just attempting something impossible, what they are trying doesn't even make sense.

If in place of Squared_Modulus, our magical tool was some linear function—any function where F(X + Y) = F(X) + F(Y)—then all the quantumness would instantly vanish and be replaced by a classical physics.

I am having trouble working out linearity of functions. Let's say we take a linear function F(x) = x + 5. Then we use the above linearity you mention F(5 + 6) = F(5) + F(6).

So, the linear function doesn't have linearity as its property?

The function x -> x+5 is not a linear function in the sense that's relevant here. (The word "linear" has multiple uses, related to one another but not identical.)

I found the calculation of the amplitude flows for cases 1 to 4 confusing at first. I think the part I missed is that the reflection of a photon at a half silvered mirror multiplies the configuration (ie the state of both photons) by i. So in case 1 we get each photon multiplied by i twice, so the amplitude at both detectors is 1.



Distinct Configurations

The experiment in the previous essay carried two key lessons: 

First, we saw that because amplitude flows can cancel out, and because our magic measure of squared modulus is not linear, the identity of configurations is nailed down—you can’t reorganize configurations the way you can regroup possible worlds. Which configurations are the same, and which are distinct, has experimental consequences; it is an observable fact. 

Second, we saw that configurations are about multiple particles. If there are two photons entering the apparatus, that doesn’t mean there are two initial configurations. Instead the initial configuration’s identity is “two photons coming in.” (Ideally, each configuration we talk about would include every particle in the experiment—including the particles making up the mirrors and detectors. And in the real universe, every configuration is about all the particles… everywhere.) 

What makes for distinct configurations is not distinct particles. Each configuration is about every particle. What makes configurations distinct is particles occupying different positions—at least one particle in a different state. 

Figure 1 is the same experiment as Figure 2 in Configurations and Amplitude, with one important change: Between A and C has been placed a sensitive thingy, S. The key attribute of S is that if a photon goes past S, then S ends up in a slightly different state. 

Let’s say that the two possible states of S are Yes and No. The sensitive thingy S starts out in state No, and ends up in state Yes if a photon goes past. 

Next, the action of the half-silvered mirror at A. In the previous version of this experiment, without the sensitive thingy, the two resultant configurations were “A to B” with amplitude −i and “A to C” with amplitude −1. Now, though, a new element has been introduced into the system, and all configurations are about all particles, and so every configuration mentions the new element. So the amplitude flows from the initial configuration are to: 

And then the action of the half-mirror at D, on the amplitude flowing from both of the above configurations: 

When we did this experiment without the sensitive thingy, the amplitude flows (1) and (3) of (0+i) and (0−i) to the “D to E” configuration canceled each other out. We were left with no amplitude for a photon going to Detector 1 (way up at the experimental level, we never observe a photon striking Detector 1). 

But in this case, the two amplitude flows (1) and (3) are now to distinct configurations; at least one entity, S, is in a different state between (1) and (3). The amplitudes don’t cancel out. 

When we wave our magical squared-modulus-ratio detector over the four final configurations, we find that the squared moduli of all are equal: 25% probability each. Way up at the level of the real world, we find that the photon has an equal chance of striking Detector 1 and Detector 2. 

All the above is true, even if we, the researchers, don’t care about the state of S. Unlike possible worlds, configurations cannot be regrouped on a whim. The laws of physics say the two configurations are distinct; it’s not a question of how we can most conveniently parse up the world. 

All the above is true, even if we don’t bother to look at the state of S. The configurations (1) and (3) are distinct in physics, even if we don’t know the distinction. 

All the above is true, even if we don’t know S exists. The configurations (1) and (3) are distinct whether or not we have distinct mental representations for the two possibilities. 

All the above is true, even if we’re in space, and S transmits a new photon off toward the interstellar void in two distinct directions, depending on whether the photon of interest passed it or not. So that we couldn’t ever find out whether S had been in Yes or No. The state of S would be embodied in the photon transmitted off to nowhere. The lost photon can be an implied invisible, and the state of S pragmatically undetectable; but the configurations are still distinct. 

(The main reason it wouldn’t work, is if S were nudged, but S had an original spread in configuration space that was larger than the nudge. Then you couldn’t rely on the nudge to separate the amplitude distribution over configuration space into distinct lumps. In reality, all this takes place within a differentiable amplitude distribution over a continuous configuration space.) 

Configurations are not belief states. Their distinctness is an objective fact with experimental consequences. The configurations are distinct even if no one knows the state of S; distinct even if no intelligent entity can ever find out. The configurations are distinct so long as at least one particle in the universe anywhere is in a different position. This is experimentally demonstrable. 

Why am I emphasizing this? Because back in the dark ages when no one understood quantum physics… 

Okay, so imagine that you’ve got no clue what’s really going on, and you try the experiment in Figure 2, and no photons show up at Detector 1. Cool. 

You also discover that when you put a block between B and D, or a block between A and C, photons show up at Detector 1 and Detector 2 in equal proportions. But only one at a time—Detector 1 or Detector 2 goes off, not both simultaneously. 

So, yes, it does seem to you like you’re dealing with a particle—the photon is only in one place at one time, every time you see it. 

And yet there’s some kind of… mysterious phenomenon… that prevents the photon from showing up in Detector 1. And this mysterious phenomenon depends on the photon being able to go both ways. Even though the photon only shows up in one detector or the other, which shows, you would think, that the photon is only in one place at a time. 

Which makes the whole pattern of the experiments seem pretty bizarre! After all, the photon either goes from A to C, or from A to B; one or the other. (Or so you would think, if you were instinctively trying to break reality down into individually real particles.) But when you block off one course or the other, as in Figure 3, you start getting different experimental results! 

It’s like the photon wants to be allowed to go both ways, even though (you would think) it only goes one way or the other. And it can tell if you try to block it off, without actually going there—if it’d gone there, it would have run into the block, and not hit any detector at all. 

It’s as if mere possibilities could have causal effects, in defiance of what the word “real” is usually thought to mean… 

But it’s a bit early to jump to conclusions like that, when you don’t have a complete picture of what goes on inside the experiment. 

So it occurs to you to put a sensor between A and C, like in Figure 4, so you can tell which way the photon really goes on each occasion. 

I mean, now how crazy is that? What kind of paranoia does that inspire in some poor scientist? 

Okay, so in the twenty-first century we realize in order to “know” a photon’s history, the particles making up your brain have to be correlated with the photon’s history. If having a tiny little sensitive thingy S that correlates to the photon’s history is enough to distinguish the final configurations and prevent the amplitude flows from canceling, then an entire sensor with a digital display, never mind a human brain, will put septillions of particles in different positions and prevent the amplitude flows from canceling. 

Then you would ponder the sensor having banished the Mysterious Phenomenon, and think: 

The photon doesn’t just want to be physically free to go either way. It’s not a little wave going along an unblocked pathway, because then just having a physically unblocked pathway would be enough. 

No… I’m not allowed to know which way the photon went. 

The mysterious phenomenon… doesn’t want me looking at it too closely… while it’s doing its mysterious thing. 

It’s not physical possibilities that have an effect on reality… only epistemic possibilities. If I know which way the photon went, it’s no longer plausible that it went the other way… which cuts off the mysterious phenomenon as effectively as putting a block between B and D. 

I have to not observe which way the photon went, in order for it to always end up at Detector 2. It has to be reasonable that the photon could have gone to either B or C. What I can know is the determining factor, regardless of which physical paths I leave open or closed. 

STOP THE PRESSES! MIND IS FUNDAMENTAL AFTER ALL! CONSCIOUS AWARENESS DETERMINES OUR EXPERIMENTAL RESULTS!

You can still read this kind of stuff. In physics textbooks. Even now, when a majority of theoretical physicists know better. Stop the presses. Please, stop the presses. 

Hindsight is 20/20; and so it’s easy to say that, in hindsight, there were certain clues that this interpretation was not correct. 

Like, if you put the sensor between A and C but don’t read it, the mysterious phenomenon still goes away, and the photon still sometimes ends up at Detector 1. (Oh, but you could have read it, and possibilities are real now…) 

But it doesn’t even have to be a sensor, a scientific instrument that you built. A single particle that gets nudged far enough will dispel the interference. A photon radiating off to where you’ll never see it again can do the trick. Not much human involvement there. Not a whole lot of conscious awareness. 

Maybe before you pull the dualist fire alarm on human brains being physically special, you should provide experimental proof that a rock can’t play the same role in dispelling the Mysterious Phenomenon as a human researcher? 

But that’s hindsight, and it’s easy to call the shots in hindsight. Do you really think you could’ve done better than John von Neumann, if you’d been alive at the time? The point of this kind of retrospective analysis is to ask what kind of fully general clues you could have followed, and whether there are any similar clues you’re ignoring now on current mysteries. 

Though it is a little embarrassing that even after the theory of amplitudes and configurations had been worked out—with the theory now giving the definite prediction that any nudged particle would do the trick—early scientists still didn’t get it. 

But you see… it had been established as Common Wisdom that configurations were possibilities, it was epistemic possibility that mattered, amplitudes were a very strange sort of partial information, and conscious observation made quantumness go away. And that it was best to avoid thinking too hard about the whole business, so long as your experimental predictions came out right. 

Eliezer or anyone else: I am puzzled why the mirror itself doesn't act as a sensitive thingy. A mirror that deflects a photon gains some momentum (hence solar sails or whatever), so I'd expect the configurations to be

"Photon from A to B; and mirror at A with momentum X+e."  (0 + -i)
"Photon from A to C; and mirror at A with momentum X."  (-1 + 0i)

Pearson, my guess is that the natural spread of the mirror's particles over configuration space, and the natural spread of the photon's momentum, is greater than the momentum the mirror's particles gain from the photon bouncing.  As a result, the blobs of amplitude in configuration space mostly overlap.  Remember, in the real world, all of this happens in a continuous configuration space with a differentiable amplitude distribution.

MIND IS FUNDAMENTAL AFTER ALL!  CONSCIOUS AWARENESS DETERMINES OUR EXPERIMENTAL RESULTS!

You can still read this kind of stuff.  In physics textbooks.

I hope this is just a strawman of the Copenhagen interpretation. If not, what textbooks are you reading?

Good post.  For anyone wanting to read further, I recommend

Lindley, David.  Where Does the Weirdness Go?
Stenger, Victor J.  The Unconscious Quantum: Metaphysics in Modern Physics & Cosmology

Both are interesting and readable.  The problem with textbooks is that they are too much work for things are aren't particularly imprtant to you at the time.

I should have asked this back when Figure 3 came up originally:

In Figure 3, is the total number of hits registered in the detectors equal to the total number of hits registered in Figure 2? Or is it half that number, because (intuitively and probably wrongly?) half the photons are hitting the wall?

Or to state it another way, if you launch a single photon in Figure 3, are we guaranteed to see a hit registered on a detector? Or does that happen just half the time?

"Like, if you put the sensor between A and C but don't read it, the mysterious phenomenon still goes away, and the photon still always ends up at Detector 1."

Is this sentence correct? I thought the "mysterious phenomenon" was that photons never went to Detector 1, when you would expect them to reach it half the time. So if the mysterious phenomenon goes away, you should see half the photons at Detector 1 and half at Detector 2, not all at 1.

This is the first clear explanation of the phenomenon of quantum entanglement that I have ever read (though I gather it's still a simplification since we're assuming the mirrors aren't actually made out of particles like  everything else). I have never really understood this phenomenon of "observation", but suddenly it's obvious why it should make a difference. Thank you.

Allan:  In Figure 3, is the total number of hits registered in the detectors equal to the total number of hits registered in Figure 2? Or is it half that number, because (intuitively and probably wrongly?) half the photons are hitting the wall?

Half the number.  Because amplitude flows to a configuration where the photon hits the wall, and way up at the level of observation, that means we sometimes see no photon in any detector.

Remember, in the real world, all of this happens in a continuous configuration space with a differentiable amplitude distribution.

So, in reality, since gravitational interactions and whatnot cause the photon to always have a tiny effect, even with no sensor, it will very rarely show up at Detector 1. And as the level of interaction with the rest of reality increases, P(D1) approaches 50%. Right?

And as the level of interaction with the rest of reality increases, P(D1) approaches 50%. Right?

and this is de-coherence? This is why the macro-world is seemingly classical? There are some many elements in the system that you never get anything that doesn't intact with something else and all the configurations are independent?

I agree that humans are much too prone to regard conscious awareness and subject experience as an inalienable part of the fabric of reality (and that quantum physicists have not been immune to this bias).  Let us pray that humans will avoid this mistake when the stakes get higher.

Very few comments on this one, but my confusion hasn't been extinguished.

The explanation so far is that the amplitudes add back together as per complex addition.  But then, "nudging" the photon at one point, eliminates the entire phenomenon involving combination and manipulation of (complex-valued) amplitudes?  A nudging whose existence we can't even verify?

Why does the complex amplitude reality slip away upon thus nudge?  Why can't I "explain away" any observation now by saying "ah, yeah man, there must have/not have been a nudge, problem solved".

So I guess I get how this works in theory, but in practice, doesn't a particle going from A-B have SOME kind of effect that is different than if it went from B-C, even without the sensitive thingy? I don't know if it would be from bouncing off other particles on the way, or having some kind of minute gravitational effect on the rest of the universe, or what. And if that is the case, shouldn't the experiments always behave the as if there WERE that sensitive thingy there? Or is it really possible to set it up so there is literally NO difference in all the particle positions in the universe no matter which path is taken?

One of the previous comments (I think in the previous post) pointed out that yes, indeed this does occur - but that these effects mainly cancel each other out. 

In my mind this works somewhat like Brownian motion: lots of tiny pushes, but overall, it continues in roughly the same way. ie, mostly the photon carries on as though it hasn't changed configuration space in any significant way.

So I guess I get how this works in theory, but in practice, doesn't a particle going from A-B have SOME kind of effect that is different than if it went from B-C, even without the sensitive thingy? I don't know if it would be from bouncing off other particles on the way, or having some kind of minute gravitational effect on the rest of the universe, or what. And if that is the case, shouldn't the experiments always behave the as if there WERE that sensitive thingy there? Or is it really possible to set it up so there is literally NO difference in all the particle positions in the universe no matter which path is taken?

"It's as if mere possibilities could have causal effects, in defiance of what the word "real" is usually thought to mean..."

Actually, mere possibilities can make a difference... if you have effects that propagate backwards in time.  Here's why.

To simplify, assume that you have a physical system that takes inputs (w,x) and produces outputs

where w is an initial condition, x = z is an effect propagated back in time, and y is that portion of the system's output that is not propagated back in time.  Then given a specific value of w as an initial condition, whatever happens is a solution to the fixed-point equation

Given w, a "mere possibility" is a possible output of F that could occur for the right choice of x, but doesn't occur for the actual value of x.  But these "mere possibilities" are properties of F.  Changing the set of "mere possibilities" means changing the function F, and possibly getting a different fixed-point.

Why is this relevant to QM?  Well, Cramer's Transactional Interpretation of QM uses both the retarded and advanced wave solutions to Schrodinger's equation.  That is, it has "offer" waves going forward in time and "confirmation" waves going backwards in time.  And I'm told that Aharonov's work in QM also postulates subtle influences propagating backwards in time.

Actually, mere possibilities can make a difference... if you have effects that propagate backwards in time.

It still has to happen. It might happen in the future instead of the past, but it still has to happen.

No, it doesn't have to happen. Consider the Elitzur-Vaidman bomb tester. The outcome depends on whether or not the bomb could have exploded, regardless of whether or not it actually does. You might object that in the Many Worlds Interpretation of quantum mechanics both happen, but the situation can equally well be described using Cramer's Transactional Interpretation of quantum mechanics, which involves waves that propagate backwards in time, and in which only one of the two possibilities (explode or don't explode) occurs. Whether MWI or TI or some other interpretation is the correct one, this demonstrates that backward-in-time signalling allows a "mere possibility", that does not actually occur, to have measurable effects.

In Eliezer's realist, MWI interpretation, there are definitely "worlds" in which the bomb explodes; they can have small amplitude but what we see in our world is because of events that straightforwardly happen in those other worlds.  And of course there aren't really multiple worlds, there's one world, only part of which we can see and interact with once we've separated through decoherence.

From what I can understand, Cramer's Transactional Interpretation is basically a way to justify waveform collapse. The tester sees what he does because the plunger sent the signals causing waveform collapse. As far as I can tell, he never says what triggers the wave-form collapse. If it's just too much stuff getting entangled, then that's what causes the result you see, not mere possibilities.

"But in this case, the two amplitude flows (1) and (3) are now to distinct configurations; at least one entity, S, is in a different state between (1) and (3).  The amplitudes don't cancel out."

"But in this case, the two amplitude flows (1) and (3) are now two distinct configurations; at least one entity, S, is in a different state between (1) and (3).  The amplitudes don't cancel out."

Ok, my big question/worry is WHAT is the mysterious Sensitive Thingy S DOING? HOW does it collapse the energy that otherwise flows in two directions at once into only flowing along one path, and also, why does it seem to collapse that flow of energy, faster than light, AFTER the energy would have flowed one way vs both ways?

Minor typo: "But in this case, the two amplitude flows (1) and (3) are now [TWO] distinct configurations"

Isn't energy (matter) in EXACTLY one place/state at EXACTLY one time? The "blobs" are just OUR uncertainty, right? The confusion exists in the map, not the territory. Particles aren't real, they're just energy, which travels in waves, in specific states. But if spacetime is real, then the energy has whatever properties, including mass, velocity, spin, polarization, etc, and it is exactly where it is. Heisenberg's uncertainty is because of measuring a wave of energy is hard, and measuring a tiny wave is harder, and photons are ridiculously tiny but their waves are (comparatively) huge!

I liked the intro but some parts of the previous posts and this one have been confusing, for example in this post:

Second, we saw that configurations are about multiple particles. [...] And in the real universe, every configuration is about all the particles… everywhere.)

A configuration says, “a photon here, a photon there,”

Here my intuition is that we can model the world as particles, or we can use the lower-level model of the world which configurations are, but we can't mix both any way we want. These sentences feel backwards: they talk about configurations in terms of particles, and this doesn't make any sense because the model of particles should be derived from the lower-level model of configurations, not the other way around!!

Maybe someone with more knowledge in physics and philosophy of science can clarify?



Where Philosophy Meets Science

Looking back on early quantum physics—not for purposes of admonishing the major figures, or to claim that we could have done better if we’d been born into that era, but in order to try and learn a moral, and do better next time—looking back on the dark ages of quantum physics, I say, I would nominate as the “most basic” error…

… not that they tried to reverse course on the last three thousand years of science suggesting that mind was complex within physics rather than fundamental in physics. This is Science, and we do have revolutions here. Every now and then you’ve got to reverse a trend. The future is always absurd and never unlawful.

I would nominate, as the basic error not to repeat next time, that the early scientists forgot that they themselves were made out of particles.

I mean, I’m sure that most of them knew it in theory.

And yet they didn’t notice that putting a sensor to detect a passing electron, or even knowing about the electron’s history, was an example of “particles in different places.” So they didn’t notice that a quantum theory of distinct configurations already explained the experimental result, without any need to invoke consciousness.

In the ancestral environment, humans were often faced with the adaptively relevant task of predicting other humans. For which purpose you thought of your fellow humans as having thoughts, knowing things and feeling things, rather than thinking of them as being made up of particles. In fact, many hunter-gatherer tribes may not even have known that particles existed. It’s much more intuitive—it feels simpler—to think about someone “knowing” something, than to think about their brain’s particles occupying a different state. It’s easier to phrase your explanations in terms of what people know; it feels more natural; it leaps more readily to mind.

Just as, once upon a time, it was easier to imagine Thor throwing lightning bolts, than to imagine Maxwell’s Equations—even though Maxwell’s Equations can be described by a computer program vastly smaller than the program for an intelligent agent like Thor.

So the ancient physicists found it natural to think, “I know where the photon was… what difference could that make?” Not, “My brain’s particles’ current state correlates to the photon’s history… what difference could that make?”

And, similarly, because it felt easy and intuitive to model reality in terms of people knowing things, and the decomposition of knowing into brain states did not leap so readily to mind, it seemed like a simple theory to say that a configuration could have amplitude only “if you didn’t know better.”

To turn the dualistic quantum hypothesis into a formal theory—one that could be written out as a computer program, without human scientists deciding when an “observation” occurred—you would have to specify what it meant for an “observer” to “know” something, in terms your computer program could compute.

So is your theory of fundamental physics going to examine all the particles in a human brain, and decide when those particles “know” something, in order to compute the motions of particles? But then how do you compute the motion of the particles in the brain itself? Wouldn’t there be a potential infinite recursion?

But so long as the terms of the theory were being processed by human scientists, they just knew when an “observation” had occurred. You said an “observation” occurred whenever it had to occur in order for the experimental predictions to come out right—a subtle form of constant tweaking.

(Remember, the basics of quantum theory were formulated before Alan Turing said anything about Turing machines, and way before the concept of computation was popularly known. The distinction between an effective formal theory, and one that required human interpretation, was not as clear then as now. Easy to pinpoint the problems in hindsight; you shouldn’t learn the lesson that problems are usually this obvious in foresight.)

Looking back, it may seem like one meta-lesson to learn from history, is that philosophy really matters in science—it’s not just some adjunct of a separate academic field.

After all, the early quantum scientists were doing all the right experiments. It was their interpretation that was off. And the problems of interpretation were not the result of their getting the statistics wrong.

Looking back, it seems like the errors they made were errors in the kind of thinking that we would describe as, well, “philosophical.”

When we look back and ask, “How could the early quantum scientists have done better, even in principle?” it seems that the insights they needed were philosophical ones.

And yet it wasn’t professional philosophers who swooped in and solved the problem and cleared up the mystery and made everything normal again. It was, well, physicists.

Arguably, Leibniz was at least as foresightful about quantum physics, as Democritus was once thought to have been foresightful about atoms. But that is hindsight. It’s the result of looking at the solution, and thinking back, and saying, “Hey, Leibniz said something like that.”

Even where one philosopher gets it right in advance, it’s usually science that ends up telling us which philosopher is right—not the prior consensus of the philosophical community.

I think this has something fundamental to say about the nature of philosophy, and the interface between philosophy and science.

It was once said that every science begins as philosophy, but then grows up and leaves the philosophical womb, so that at any given time, “Philosophy” is what we haven’t turned into science yet.

I suggest that when we look at the history of quantum physics and say, “The insights they needed were philosophical insights,” what we are really seeing is that the insight they needed was of a form that is not yet taught in standardized academic classes, and not yet reduced to calculation.

Once upon a time, the notion of the scientific method—updating beliefs based on experimental evidence—was a philosophical notion. But it was not championed by professional philosophers. It was the real-world power of science that showed that scientific epistemology was good epistemology, not a prior consensus of philosophers.

Today, this philosophy of belief-updating is beginning to be reduced to calculation—statistics, Bayesian probability theory.

But back in Galileo’s era, it was solely vague verbal arguments that said you should try to produce numerical predictions of experimental results, rather than consulting the Bible or Aristotle.

At the frontier of science, and especially at the frontier of scientific chaos and scientific confusion, you find problems of thinking that are not taught in academic courses, and that have not been reduced to calculation. And this will seem like a domain of philosophy; it will seem that you must do philosophical thinking in order to sort out the confusion. But when history looks back, I’m afraid, it is usually not a professional philosopher who wins all the marbles—because it takes intimate involvement with the scientific domain in order to do the philosophical thinking. Even if, afterward, it all seems knowable a priori; and even if, afterward, some philosopher out there actually got it a priori; even so, it takes intimate involvement to see it in practice, and experimental results to tell the world which philosopher won.

I suggest that, like ethics, philosophy really is important, but it is only practiced effectively from within a science. Trying to do the philosophy of a frontier science, as a separate academic profession, is as much a mistake as trying to have separate ethicists. You end up with ethicists who speak mainly to other ethicists, and philosophers who speak mainly to other philosophers.

This is not to say that there is no place for professional philosophers in the world. Some problems are so chaotic that there is no established place for them at all in the halls of science. But those “professional philosophers” would be very, very wise to learn every scrap of relevant-seeming science that they can possibly get their hands on. They should not be surprised at the prospect that experiment, and not debate, will finally settle the argument. They should not flinch from running their own experiments, if they can possibly think of any.

"Just as, once upon a time, it was easier to imagine Thor throwing lightning bolts, than to imagine Maxwell's Equations - even though Maxwell's Equations can be described by a computer program vastly smaller than the program for an intelligent agent like Thor."

Hmmm... perhaps we could define a "relative Kolmogorov complexity", K[X], where the K[X] of Y is the size of the smallest .diff file that alters program X to make it output Y and then halt. K(Maxwell) < K(Thor), but it seems quite likely that KHuman > KHuman.

There is a relative notion of Kolmogorov complexity.  Roughly K(X| Y) is the size of the smallest program that outputs X given Y as input.  I agree that K(Thor | Human) << K(Thor), but I believe that this is still much larger than K(Maxwell|Human).  This is because K(Maxwell|Human) <= K(Maxwell), which is really small.  On the other hand to specify Thor given a description of a human, you get huge savings on describing how a humanoid works, but still have the task of describing what lightning actually is (as well as the task of describing how Thor's thoughts translate into lightning).

Sometime last year, I got involved in studying foundations of quantum mechanics. Like many people before me, I rediscovered decoherence. (In my case, the context was a heavy atom interacting with Bose-Einstein Condensate.)

After I discussed my work with one of our resident experts in the topic, he pointed out to me that David Bohm had made the same argument (in words, not mathematically) in the early 1950's. In fact, the idea had even been present before that, though Bohm's explanation is the best of the early ones. He postulated the following explanation why the Copenhagen interpretation became the dominant one: the Copenhagen crowd had more Ph.D. students, and network effects (Copenhagen people becoming editors at PRL, for instance) pushed a nonsensical theory into the mainstream.

Great post. None of my past criticisms of overstating certainty apply (not with statements like "In fact, many hunter-gatherer tribes may not even have known that particles existed"). Nor do I see much dialectic-seeking. In my opinion, it's an Eliezer post with only the good stuff in it, and better than average good stuff, too.

Chris, could you recommend an introduction to decoherence for a grad student in physics?  I am dumbstruck by how difficult it is to learn about it and the seeming lack of an authoritative consensus.  Is there a proper review article? Is full-on decoherence taught in any physics grad classes, anywhere?

Eliezer: Minor nitpick: I think it's the 47th anniversary, not 50th

"Once upon a time, the notion of the scientific method - updating beliefs based on experimental evidence - was a philosophical notion."

"But back in Galileo's era, it was solely vague verbal arguments that said you should try to produce numerical predictions of experimental results, rather than consulting the Bible or Aristotle."

As far as I know, the first hints of the scientific method (testing theories by experiment) appear in the writings of Roger Bacon (who liven a few hundred years before the Francis Bacon people seem to confuse him with).  He argued that when interpreting Aristotle, instead of arguing what the modern translation of an obscure Greek word was, you should use experiments to try out the alternative meanings.  Experiment was conceived as a method of consulting Aristotle.

It's an error to call "vague verbal arguments" philosophy. Vague verbal arguments are just that whereas philosophy is a clearly delineated academic discipline (it's actually easier to file works of philosophy on a single shelf than scientific treatise; even a modern work of philosophy is at most one or two degrees of separation from Aristotle whereas a modern physics paper is many citations removed from Galileo). We can make vague verbal arguments without doing philosophy or committing ourselves to answer to the philosophers' objections.

It's an historical error to suggest Galileo was following even a vague verbal argument though. Galileo began within the Aristotelian tradition (not as a philosopher; Aristotle was used by practically-oriented people working on mechanical problems at that time) and came to reject it completely through the process of getting his mechanics to work. Galileo was famously not a systematist and was derided then (and now) as a terrible philosopher. He hated the philosophers in turn. See Drake's Galileo at Work for a comprehensive overview of Galileo's development as a scientist.

So no, I don't think philosophy is important, even within science. What scientists do is chat informally about things, have insights, think up experiments and solve problems. This is not philosophy; it's just people exercising their mental faculties. It's no more philosophy than cooking or carpentry is philosophy. I've worked in a lab and I've studied philosophy and there's no overlap in style or method. It would be precisely as accurate to describe the "vague verbal arguments" of scientists as theology as it would philosophy.

So how does one avoid this basic error while formulating a good theory of nature ?

Optimistically, and very speculatively, I would like a good theory to, at least, formally suggest how a bunch of particles (or whatever concept we replace them with in the future) can come up with a good theory of themselves in the first place.

Or why not make this the starting ansatz such that one builds upon this very requirement in a way similar to how one builds a quantum field in a manifestly covariant way. Since infinite recursion seems to get in the way, maybe these good theories should incorporate a fundamental "unit of approximation" related to the maximal recursion depth or complexity cutoff.

Jess: I can give you the standard references (which you've probably already seen), but they are mostly useless. This is a really weird field to work in, I'd strongly recommend against making a career of it. Tough to find jobs for rather stupid political reasons.

The only really useful work is a paper about measurement by David Bohm from the 50's (don't have it with me). He describes decoherence/measurement in words, and his explanation makes sense. It's good to get an intuitive picture, but not for much else.

Apart from that, all I can suggest is that you build a toy model of a quantum system X observation device and solve it. That will explain far more than any paper I've ever read.

Eliezer, your advice to philosophers is similar to Paul Graham's.
http://www.paulgraham.com/philosophy.html
I really like what both of you have to say about philosophy.

It's typical, in the European tradition, to credit Francis Bacon with inventing Science.  However, Bacon was explicitly cribbing from a man who lived centuries earlier in Egypt and Syria, who actually originated the ideas and methods, and who applied them in an enduring work.  The man was Al-Haytham, and the work was his book on optics.  He was known at the time in Europe as Alhazen or Alhacen.

Make no mistake: Al-Haytham was fully aware of the importance of his ideas.  Bacon deserves credit for also recognizing that importance, and for popularizing the ideas among the notoriously insular English.  He does not deserve credit for originating anything so profound.

I should note for completeness that al-Haytham also lived centuries before Roger Bacon.  It's not clear if Roger cribbed, also, but his exhortations to experiment described nothing like the complete system for establishing quantifiable truth found in the Optics.

Someone (Russell?) once commented on the surprising efficacy of mathematics, which was developed by people who did not believe that it would ever serve any purpose, and yet ended up being at the core of many pragmatic solutions.

A companion observation is on the surprising inefficacy of philosophy, which is intended to solve our greatest problems, and never does.  Like Eliezer, my impression is that philosophy just generates a bunch of hypotheses, with no way of choosing between them, until the right hypotheses is eventually isolated by scientists.  Philosophy is usually an attempt to do science without all the hard work.  One might call philosophy the "science of untestable hypotheses".

But, on the other hand, there must be cases where philosophical inclinations have influenced people to pursue lines of research that solved some problem sooner than it would have been solved without the initial philosophical inclination.

One example is the initial conception that the Universe could be described mathematically.  Kepler and Newton worked so hard at finding mathematical equations to govern the movements of celestial bodies because they believed that God must have designed a Universe according to some order.  If they'd been atheists, they might never have done so.

This example doesn't redeem philosophy, because I believe their philosophies were helpful only by chance.  I'd like to see how many examples there are of philosophical notions that sped up research that proved them correct.  Can anyone think of some?

gaaahhh.  I stop reading for a few days, and on return, find this...

Eliezer, what do these distinctions even mean?  I know philosophers who do scary bayesian things, whose work looks a lot -- a lot -- like math.  I know scientists who make vague verbal arguments.  I know scientists who work on the "theory" side whose work is barely informed by experiments at all, I know philosophers who are trying to do experiments.  It seems like your real distinction is between a priori and a posteriori, and you've just flung "philosophy" into the former and "science" into the latter, basically at random.

(I defy you to find an experimental test for Bayes Rule, incidentally -- or to utter some non-question-begging statistical principle by which the results could be evaluated.)

Eliezer Yudkowsky, I enjoyed your blog post very much.

You wrote, "It was once said that every science begins as philosophy, but then grows up and leaves the philosophical womb, so that at any given time, 'Philosophy' is what we haven't turned into science yet." Who originally said that? I'm not sure I agree, but it's an interesting view of philosophy.

Anyway, I especially like when you say that philosophers would benefit from learning as much of the science related to their field of interest. The science, experience and information is that with which the philosophers philosophize. So they can philosophize even more usefully if they have more knowledge of relevant science.

"After all, the early quantum scientists were doing all the right experiments.  It was their interpretation that was off.  And the problems of interpretation were not the result of their getting the statistics wrong."

I don't think this idea gets the recognition it deserves.

For a nice example of a philosopher who isn't afraid to conduct their own experiments, see the work of Sarah Jane Leslie of Princeton. Really interesting stuff on the truth conditions (or lack thereof) of generics (e.g. "ducks lay eggs", "mosquitoes carry the West Nile Virus").

WHERE PHILOSOPHY(rational instrumentalism) MEETS SCIENCE (physical instrumentalism)?

Philosophy and Science are identical processes until we attempt to use one of them without the other. 

That point of demarcation is determined by the limits beyond which we cannot construct either (a) logical, or (b) physical, instruments with which to eliminate error, bias, wishful thinking, suggestion, loading and framing, obscurantism, propaganda, pseudorationalism, pseudoscience, and outright deceit.



Can You Prove Two Particles Are Identical?

This post is part of the Quantum Physics Sequence.
 Followup to:  Where Philosophy Meets Science, Joint Configurations

Behold, I present you with two electrons.  They have the same mass. They have the same charge.  In every way that we've tested them so far, they seem to behave the same way.

But is there any way we can know that the two electrons are really, truly, entirely indistinguishable?

The one who is wise in philosophy but not in physics will snort dismissal, saying, "Of course not.  You haven't found an experiment yet that distinguishes these two electrons.  But who knows, you might find a new experiment tomorrow that does."

Just because your current model of reality files all observed electrons in the same mental bucket, doesn't mean that tomorrow's physics will do the same.  That's mixing up the map with the territory.  Right?

It took a while to discover atomic isotopes.  Maybe someday we'll discover electron isotopes whose masses are different in the 20th decimal place.  In fact, for all we know, the electron has a tiny little tag on it, too small for your current microscopes to see, reading 'This is electron #7,234,982,023,348...'  So that you could in principle toss this one electron into a bathtub full of electrons, and then fish it out again later.  Maybe there's some way to know in principle, maybe not—but for now, surely, this is one of those things that science just doesn't know.

That's what you would think, if you were wise in philosophy but not in physics.

But what kind of universe could you possibly live in, where a simple experiment can tell you whether it's possible in principle to tell two things apart?

Maybe aliens gave you a tiny little device with two tiny little boxes, and a tiny little light that goes on when you put two identical things into the boxes?

But how do you know that's what the device really does?  Maybe the device was just built with measuring instruments that go to the 10th decimal place but not any further.

Imagine that we take this problem to an analytic philosopher named Bob, and Bob says:

"Well, for one thing, you can't even get absolute proof that the two particles actually exist, as opposed to being some kind of hallucination created in you by the Dark Lords of the Matrix.  We call it 'the problem of induction'."

Yes, we've heard of the problem of induction.  Though the Sun has risen on billions of successive mornings, we can't know with absolute certainty that, tomorrow, the Sun will not transform into a giant chocolate cake.  But for the Sun to transform to chocolate cake requires more than an unanticipated discovery in physics.  It requires the observed universe to be a lie.  Can any experiment give us an equally strong level of assurance that two particles are identical?

"Well, I Am Not A Physicist," says Bob, "but obviously, the answer is no."

"I already told you why:  No matter how many experiments show that two particles are similar, tomorrow you might discover an experiment that distinguishes between them."

Oh, but Bob, now you're just taking your conclusion as a premise.  What you said is exactly what we want to know.  Is there some achievable state of evidence, some sequence of discoveries, from within which you can legitimately expect never to discover a future experiment that distinguishes between two particles?

"I don't believe my logic is circular.  But, since you challenge me, I'll formalize the reasoning.

"Suppose there are particles {P1, P2, ...} and a suite of experimental tests {E1, E2, ...}  Each of these experimental tests, according to our best current model of the world, has a causal dependency on aspects {A1, A2...} of the particles P, where an aspect might be something like 'mass' or 'electric charge'.

"Now these experimental tests can establish very reliably—to the limit of our belief that the universe is not outright lying to us—that the depended-on aspects of the particles are similar, up to some limit of measurable precision.

"But we can always imagine an additional aspect A0 that is not depended-on by any of our experimental measures. Perhaps even an epiphenomenal aspect.  Some philosophers will argue over whether an epiphenomenal aspect can be truly real, but just because we can't legitimately know about something's existence doesn't mean it's not there.  Alternatively, we can always imagine an experimental difference in any quantitative aspect, such as mass, that is too small to detect, but real.

"These extra properties or marginally different properties are conceivable, therefore logically possible. This shows you need additional information, not present in the experiments, to definitely conclude the particles are identical."

That's an interesting argument, Bob, but you say you haven't studied physics.

Maybe you shouldn't be doing all this philosophical analysis before you've studied physics.  Maybe you should beg off the question, and let a philosopher who's studied physics take over.

"Would you care to point out a particular flaw in my logic?"

Oh... not at the moment.  We're just saying, You Are Not A Physicist.  Maybe you shouldn't be so glib when it comes to saying what physicists can or can't know.

"They can't know two particles are perfectly identical.  It is not possible to imagine an experiment that proves two particles are perfectly identical."

Impossible to imagine?  You don't know that.  You just know you haven't imagined such an experiment yet.  But perhaps that simply demonstrates a limit on your imagination, rather than demonstrating a limit on physical possibility.  Maybe if you knew a little more physics, you would be able to conceive of such an experiment?

"I'm sorry, this isn't a question of physics, it's a question of epistemology.  To believe that all aspects of two particles are perfectly identical, requires a different sort of assurance than any experimental test can provide.  Experimental tests only fail to establish a difference; they do not prove identity. What particular physics experiments you can do, is a physics question, and I don't claim to know that.  But what experiments can justify believing is an epistemological question, and I am a professional philosopher; I expect to understand that question better than any physicist who hasn't studied formal epistemology."

Bob isn't being stupid.  He'd be right in any classical universe.  But we don't live in a classical universe.

Our ability to perform an experiment that tells us positively that two particles are entirely identical, goes right to the heart of what distinguishes the quantum from the classical; the core of what separates the way reality actually works, from anything any pre-20th-century human ever imagined about how reality might work.

If you have a particle P1 and a particle P2, and it's possible in the experiment for both P1 and P2 to end up in either of two possible locations L1 or L2, then the observed distribution of results will depend on whether "P1 at L1, P2 at L2" and "P1 at L2, P2 at L1" is the same configuration, or two distinct configurations.  If they're the same configuration, we add up the amplitudes flowing in, then take the squared modulus.  If they're different configurations, we keep the amplitudes separate, take the squared moduli separately, then add the resulting probabilities.  As (1 + 1)2 != (12 + 12), it's not hard to distinguish the experimental results after a few trials.

(Yes, half-integer spin changes this picture slightly.  Which I'm not going into in this series of blog posts.  If all epistemological confusions are resolved, half-integer spin is a difficulty of mere mathematics, so the issue doesn't belong here.  Half-integer spin doesn't change the experimental testability of particle equivalences, or alter the fact that particles have no individual identities.)

And the flaw in Bob's logic?  It was a fundamental assumption that Bob couldn't even see, because he had no alternative concept for contrast.  Bob talked about particles P1 and P2 as if they were individually real and independently real.  This turns out to assume that which is to be proven.  In our universe, the individually and fundamentally real entities are configurations of multiple particles, and the amplitude flows between them.  Bob failed to imagine the sequence of experimental results which established to physicists that this was, in fact, how reality worked.

Bob failed to imagine the evidence which falsified his basic and invisibly assumed ontology—the discoveries that changed the whole nature of the game; from a world that was the sum of individual particles, to a world that was the sum of amplitude flows between multi-particle configurations.

And so Bob's careful philosophical reasoning ended up around as useful as Kant's conclusion that space, by its very nature, was flat.  Turned out, Kant was just reproducing an invisible assumption built into how his parietal cortex was modeling space.  Kant's imaginings were evidence only about his imagination—grist for cognitive science, not physics.

Be careful not to underestimate, through benefit of hindsight, how surprising it would seem, a priori, that you could perfectly identify two particles through experiment.  Be careful not to underestimate how entirely and perfectly reasonable Bob's analysis would have seemed, if you didn't have quantum assumptions to contrast to classical ones.

Experiments tell us things about the nature of reality which you just plain wouldn't expect from a priori reasoning.  Experiments falsify assumptions we can't even see. Experiments tell us how to do things that seem logically impossible. Experiments deliver surprises from blind spots we don't even know exist.

Bear this in mind, the next time you're wondering whether mere empirical science might have something totally unexpected to say about some impossible-seeming philosophical question.

If figure 4 and the surrounding theorising is correct: The photons in figure 4 didn't start off identical (they had different momentums). So your experiment made them identical.

I am troubled by your assertion that two photons can interfere with each other, since this slide suggests that even with billions of photons from the same light source, that they only interfere with each other.

My best guess is that the slide is just wrong.  I can't think of any reason for each photon to interfere only with itself under those conditions.

Photons certainly can all amplitude-add with each other in principle.  That's how a laser works in the first place.

See also e.g. Wikipedia on Identical Particles, though rest assured, I'm not getting all my information from Wikipedia.

Okay, I'm looking this up, and it seems Dirac said that "Each photon then interferes only with itself; interference between two different photons never occurs", saying this because, apparently, the amplitude gives the probability for a photon to be in a particular state, not the probability for a number of photons to be in a particular state.

It also seems that this statement is not to be interpreted in the intuitive way, because beams of light from two different lasers can interfere.

I know that there can be amplitudes for more than one particle b... (read more)

(Straw?) Bob doesn't seem necessary to this essay. Neither does some foil in general, with a bunch of lumped together viewpoints for you to contrast against. I encourage you to throw away that particular template for post-writing (Bob, anti-reductionists, people who believe in p-zombies, etc. etc.).

I encourage you to throw away that particular template

But why?  Dialogues have been a mainstay of philosophical exposition for as long as there has been philosophy.  They make an argument concluding 'P is not the case, rather Q is' easier to follow.  They don't need to be imputing P to anyone in particular in order to function.  The point is to show the relationships among ideas.  (Although of course if P doesn't seem compelling, or even coherent, to anyone, then the exercise is pointless.)

Dirac was saying that you still have interference effects even when there is only one photon; not that you don't have multi-particle interference effects when there is more than one.

OK, the problem is that second sentence from Dirac, "interference between two different photons never occurs". Google that and the name "glauber" and go to Google Books and you will get the beginning of an explanation. He is talking about branches of the single-particle wavefunctions which enter into a multi-particle wavefunction (tensored together and then symmetrized), and saying that you don't have a branch from one particle interfering with a branch from another particle. Dirac was not writing from a configuration-centric perspective, so his idioms are different. But I think his point could be reexpressed in your language should it prove necessary.

A configuration-centric way to put it might be as follows. Consider a particular association of amplitudes with all possible two-particle configurations. If one assumes indiscernibility, then the configuration space is not R^3 x R^3, it's that divided in half, by an equivalence relation which equates (x0,x1) with (x1,x0) (the xs are three-vectors). So working the other way, if you start in that truncated configuration space as the real configuration space, and expand out to R^3 x R^3, you end up with a symmetrical function (since you've just copied the amp... (read more)

But the experiment does'nt prove that the two photons are really identical, it just proves that the photons are identical as far as the configurations are concerned. The photons could still have tiny tags with a number on them, but for some reason the configurations don't care about tags.

If nature creates trillions and gazillion snowflakes, each of which is not identical to one another, then it certainly is not impossible that electrons would behave the same way or have similar characteristics. With the naked eye, snowflakes look all the same, and only with the invention of a powerful tool such as as microscope did we finally realise that they are all unique.... so for me as neither a philosopher nor a physicists, I guess it seems plausible...

IL:  But the experiment doesn't prove that the two photons are really identical, it just proves that the photons are identical as far as the configurations are concerned. The photons could still have tiny tags with a number on them, but for some reason the configurations don't care about tags.

Yes, that's the part where the observed universe is a lie.

I have difficulty expressing in words exactly how fundamental is the notion of configurations.  Now that we know about them, our old ideas about particles have gone away, or rather, been made strictly emergent ... (read more)

So why are philosophers always the bad guys in your examples?  Surely lots of other academics also often say foolish things and presume to know more than they do.  Even ... physicists!

For once, I agree with Hopefully Anonymous - what was the point of the philosopher?

"Kant's conclusion that space, by its very nature, was flat.  Turned out, Kant was just reproducing an invisible assumption built into how his parietal cortex was modeling space.  Kant's imaginings were evidence only about his imagination - grist for cognitive science, not physics."

Wasn't Kant explicitly taking about which things were possible to imagine?  Your point still stands, though, since certainly plenty of people seem to have read him the way you did prior to Gauss, Lobachevsky, Einstein, etc.

Eliezer:  I really like this post, but it seems to me that empirically it was substantially a cultural practice in philosophy, including Kant etc, that enabled those early 20th century Germans (and only those people, in that particular culture, with that particular philosophical tradition) to seem, vaguely a significant subset of those assumptions that they did know existed but that other philosophers and lay people didn't know existed.  That philosophy also lead them down some wrong roads, such as towards thinking mind was fundamental rather than emergent... (read more)

It seems to me -- as neither a physicist or a philosopher -- that the question posed, "But is there any way we can know that the two electrons are really, truly, entirely indistinguishable?," necessarily assumes that they are independently and individually real.  And since you're saying they are not, it seems to me that you're asking Bob an unfair question.

Behold, I present to you a band named Frack Fiddlers.  And the question posed is: "is there any way we can know what brand of guitar strings the Frack Fiddlers use?"  Well, you give m... (read more)

Now I'm curious about the historical question: is there any philosopher in the pre-quantum era who actually made Bob's argument?  I don't doubt that if you asked the question, a philosopher might have responded much as Bob has.  But did the question actually occur to anyone?

Scott:  Charles Peirce maybe? http://en.wikipedia.org/wiki/Charles_Peirce

Eliezer, I may be missing something here, but it seems you did not really disprove the philosophers argument. Yes according to physics status-quo of understanding, there might be a way to prove absolutely that two particles are the same, but who says the status-quo is complete, and how can you ever know that it is? That is the philosphers point I believe.

Eliezer, I think you'd enjoy Tim Maudlin's The Metaphysics Within Physics where he uses gauge theory to argue against the classical metaphysics of particulars, properties, universals, etc. IIRC, he claims there's no straightforward identity relationship between, say, individual electrons or the properties of electrons in particle physics (i.e., individual electrons don't belong to a type, trope or set). The book is a great opportunity to see a (rare) physics-savvy philosopher beat up on other philosophers.

So can the same be said for two atoms whose constituent particles are indistinguishable from each other, and then molecules made up of said atoms, etc.? In other words, could one follow this chain until you had two rocks which you would assert were the same object, even though you held one in each hand?

It's easy enough to see where Eliezer is going with this, but the foundation being laid isn't terribly strong.

The dualist case is built for the possibility that--in this particular instance--scientific reductionism will fail.  So to argue that reduction often works in other fields or changes the way we look at the world, etc. is perfectly valid, but totally redundant.  Chalmers, for example, admits that right off the bat, with gusto.  Not only does he accept that some things can be reductively explained, he argues that nearly everything--effectively everyt... (read more)

Wiseman: there might be a way to prove absolutely that two particles are the same.

Yes, by observing the macroscopic statistics of experiments.  Current physics understanding can only explain the results if the particles are indistinguishable in principle, not just indistinguishable with the current experiments we happen to have thought of so far.

Sure, all of physics may be overturned tomorrow with a new Einstein.  But in so far as current physics theories mean anything, they require that the particles can never be distinguished in any future experiment.  T... (read more)

Scott, isn't the point here that even seemingly iron-clad philosophical reasoning can be invalidated by empirical physical discoveries? That physics, in effect, supercedes logic, rather than vice versa?

Some philosophers, I think including Chalmers, argue that no conceivable physical evidence could make the "hard problem" of consciousness go away. They suggest that there is a limit on the kinds of information we can receive from experiments on the physical world, and that no matter what specific information we receive from those experiments, their... (read more)

I add only that, in the case of the question as to whether experiments in physics or more likely cognitive science, could upend philosophical reasoning about consciousness being irreducible, there are a number of particular reasons for you to be suspicious; it is not simply a generic "might someday see why you were wrong".  So as soon as you appreciate how fragile "impeccable philosophical reasoning" really is, especially while the reasoned-about quantities still remain confusing, you suddenly begin to doubt impeccable philosophical reasoning about consciousness a great deal.

We can see where their argument went wrong right now.  We don't need to wait for 'someday'.

Chalmers does not make an argument founded in our current understanding, he makes an argument founded on a hypothetical - one that happens to be incoherent.  So if his argument held, which it does not, it would only apply if its hypothetical foundation held.  Which it, to the best of our knowledge, does not.

Well then, if philosophers must be more cautious about their philosophies, because observable evidence might prove them wrong, then this goes equally for the physicist's arguments as well: Observable evidence might prove him wrong in the future. Since it is always true that "You might be wrong", then it is never valid to say you can prove that two particles are exactly the same, since future theories or evidence may show there are properties of a particle we just don't know about yet, and how to test for them. Therefore Eliezer's argument against... (read more)

Acceptance of an objective rule is compulsory. Until we find a test that makes it fail; then the new rule becomes fact.

If there is an unknowable probability of a statement being false and a mountain of empirical data saying it is true, the scale seems to be clearly tipping toward the direction of the data. Choosing to focus on the unknowable but ever-present chance that something is wrong is not going to be very fruitful.

So if someone says something is 'proven,' there is a tacit understanding that they really mean "the data gathered thus far indicates this is so." You could say it is relatively absolutely true.

Wiseman, I fear that I have not yet managed to convey how quantum physics works.  I'll keep trying.

There can be properties of the particles we don't know about yet, but our existing experiments already show those new properties are also identical, unless the observed universe is a lie.

What does "the universe is a lie" mean technically? Otherwise, I think I understand.

Eliezer: There can be properties of the particles we don't know about yet, but our existing experiments already show those new properties are also identical

According to a specific theory, the experiments do, yes. But again I beg to know why you have 100% confidence that right now you think our understanding of sub-atomic particles is totally complete, such that there can't possibly be anything about particles that we haven't taken into account in our experiments so far. More specifically, I really doubt that any experiment will show two particles are exact... (read more)

"What does "the universe is a lie" mean technically? Otherwise, I think I understand."

I believe Eli's referring to the usual "Matrix" scenario, where nothing we see actually exists, and it's all an illusion carefully created by the deliberate manipulation of our neurons.

Wiseman, you say rather dismissively that, yes, "according to a specific theory" the particles are identical.  But that's already a huge deal!  For me the point is that, before quantum mechanics, no one had even imagined a theoretical framework that could force two particles to be identical in all respects.  (If you don't understand how QM actually does this, reread Eliezer's posts.)  Obviously, if QM were overthrown then we'd have to revisit all these questions -- but even the fact that a framework like QM is possible represents a major philosophical discovery that came to us by way of physics.

Scott, I can't imagine any possible overthrow of QM that would resurrect the idea of two electrons having distinct individual identities.

Suppose we discovered our universe was being simulated on a classical computer.  Then, at the fundamental level, there would be particles with individual identities.  But the "electrons" we see today, would still be computed as amplitude flows between simulated configurations - they would not have identity as fundamental particles.

It wouldn't be enough to discover something new underneath QM - discover a new lev... (read more)

So we aren't dealing with probability distributions because that implies that reality acknowledges individual identity in particles? And that can't be true because the experimental results show that the configurations are only concerned with having a particle in the right position, regardless of the particles origin? And therefore the "2" particles are "1" by existing on the same amplitude pattern?
Is any of that remotely close?

I read the joint configuration post 3 times and I still feel like I'm missing something. The problem is probably on my end. =+)

Scott, I'm not dismissing QM's accomplishment, because yes it's significant, the point is simply that it's still just a theory, and so long as that's what it is, dismissing the possibility that it is incomplete, or wrong, is not scientific.

Eliezer, I get that you are highly confident in QM. Obviously, QM has a lot going for it. But that still doesn't mean that QM can't be incomplete, or even wrong. Of course, reality is what it is, but our mental representation of it can be arbitrarily accurate or innacurate, and we can continue to fool our selfs into thin... (read more)

Maybe I've missed this too, but it seems that Eliezer is describing electrons as a property of the amplitude flow.

Then the electrons are identical because they follow from a certain configuration, they are not things-in-themselves. That's a very strong claim, and sufficient to handle "there might be something we don't know about electrons".

Unless I've misunderstood the whole thrust of the posts, which is possible.

I've read this post several times, as well as the previous three posts, and I still can't see how the theory guarantees the indistinguishability of any two particles.  Admittedly, I'm weak on the math, so maybe there was a really clear mathematical explanation that was wasted on me (I take it that the amplitude equations were supposed to rule out distinguishability in virtue of difference in, say, spin values at the 100th decimal place, but I couldn't tell for sure).

But, much like our stubborn philosopher Bob, I still think that the theory is insufficientl... (read more)

On the idea that there might be extra properties, presently unknown, which make identical particles distinguishable:

First of all we need to be clear on what 'indistinguishability' means here. In a configuration with one particle at x0 and another particle at x1, the particles are indeed distinguishable in a sense: they have different positions. One is over here, the other is over there.

The essence of indistinguishability is this: that if you were to get the two particles and move them around so that they occupied the other position, that would count as the... (read more)

Scott, I can't imagine any possible overthrow of QM that would resurrect the idea of two electrons having distinct individual identities.

Nor can I!  Wise Bayes-Master, I was simply trying to follow your own dictum that an inability to imagine something is a fact about us and not the world.

(For technical reasons set out elsewhere, I have difficulty imagining any theory superseding QM -- so once I'm asked to condition on that happening, there's very little I'm willing to say about what the new theory might entail.)

Scott:  Nor can I! Wise Bayes-Master, I was simply trying to follow your own dictum that an inability to imagine something is a fact about us and not the world.

Great NP-Lord, we have to draw the boundary somewhere.  I draw the line at imagining that atoms are not made of nucleons, that apples are fundamental, or that electrons have individual identities.

Okay, I realize that's probably a little too extreme... but only a little.  I think it's worth distinguishing different degrees of unimaginability; between unimaginable surprising new facts, and unimaginabl... (read more)

The thing that bothers me about quantum physics is that I would like to do total simulations of things using universal laws, all at the same level. This is how I have come to understand things. So I want to model the half-silvered mirror quantumly and the detectors as well.

It is deeply disturbing to have half silvered mirrors perform operations on things, with no way of determining what happened to them in return, because they are not modelled at the same level, but at a higher level.

This goes back to my problem with the conservation of momentum on half-si... (read more)

And making the claim that one aspect of a theory being wrong invalidates the whole, is just as presumptuous as saying that a theory is simply correct, no questions.

A theory that says 'x is true, but it implies y: No y, no x' can be useful. QM is the most experimentally validated theory we have, but one of its implications is the relative identity of quanta. Eliezer will whack me if he doesn't like this, but particles in quantum mechanics are, by theoretical definition, identical. Any further discoveries that suggest otherwise break our well-tested theory of QM, rather than adding some unexpected detail to it.

Mitchell, the essence of indistinguishability is NOT "that if you were to get the two particles and move them around so that they occupied the other position, that would count as the same configuration, quantum mechanically."  Bob doesn't care about a version of indistinguishability that restricts the relevant properties to those important for QM.  QM-indistinguishability is not indistinguishability.  So if that's the notion of indistinguishability at play here, then Bob could accept that QM can determine that two electrons are QM-indistinguishab... (read more)

Let me give another concrete example of where a physical system might be indistinguishable by one experiment, but has to be distinguishable regarding another.

Imagine heating a  bose-einstein condensate with a laser, if all the atoms were truly indistinguishable, then there is no basis upon which an atom could be excited to a higher energy level while another one shouldn't be. Trying to get one particle to be in a different state to the rest seems to be like trying to separate sand by sieving it, when all the sand particles are the same size.

Ben Jones: Well that's just plain wrong.... QM is the most experimentally validated theory we have, but one of its implications is the relative identity of quanta.

The experiments show specific results, but it may be possible that some properties of the particles aren't interacting with any aspect of the experiment, thus QM would still be correct in the explanation for the original experiments, but not complete, as they don't explain the additional properties. So it is entirely possible.

The generality "invalidating one aspect of a theory can't invalida... (read more)

I take it that the theory doesn't tell us determinately that any given particle absolutely lacks any more fundamental structure. How could it, even in principle?

Paul N., you're right that QM can't rule out the electron having a more fundamental structure -- but it can tell us that whatever that structure might be, it's the same from one electron to the next!  Why?  Because we're talking about a theory in which whether two states of the universe are "the same" or "different" is a primitive with testable consequences, and this is true not... (read more)

Bob doesn't care about a version of indistinguishability that restricts the relevant properties to those important for QM.


This doesn't seem right. Distinguishability should entail empirical distinguishability. If two particles are distinguishable in any sort of way that Bob cares about, I should be able to send them through a device that shows a green light for tagged particle A and a red light for tagged particle B. But "emitting green light" and "emitting red light" are, obviously, different quantum configurations.


What is an example of a distinguishability that is not allowed to entail quantum distinguishability, and why should Bob care?

if all the atoms were truly indistinguishable, then there is no basis upon which an atom could be excited to a higher energy level while another one shouldn't be.


Referring to "an atom" versus "another one" here is just begging the question on the identity of atoms. Why is a BEC containing N indistinguishable atoms not allowed to evolve into a BEC of N-1 indistinguishable atoms and an excited atom?

I think Eliezer wasn't specific enough what he meant by "indistinguishable". In the QM and thermodynamics/chemistry sense the particles are indistinguishable iff they are completely described by their quantum states - which are just finite sets of numbers. The properties of statistics change a lot when moving from distinc to non-distinct particles - think of permutations versus combinations.

"But the "electrons" we see today, would still be computed as amplitude flows between simulated configuration"

- Eliezer, the argument being posted against you is that the MODEL could be wrong.  Remember, it's a mathematical model - it describes, it doesn't define.

Remember, there are quite a few models of quantum physics that describe the behavior of quantum "particles" - and that presumes on the particles' very existence.  It is quite possible to invent a model which describes physics perfectly but which omits the existence of... (read more)

watch this vid for some interesting ideas.video.google.com/videoplay?docid=8503156790716142769 

"Referring to "an atom" versus "another one" here is just begging the question on the identity of atoms. Why is a BEC containing N indistinguishable atoms not allowed to evolve into a BEC of N-1 indistinguishable atoms and an excited atom?"

I think Eliezer and possibly the physicists are using "identical" and "indistinguishable" differently to me. Identity and identical is typified by things like 4 = 4. Under some circumstances two different numbers can be indistinguishable, without being identical. If you h... (read more)

And if you apply an operation that excites one atom to a BEC in the ground state, you always get the same result: a BEC with one excited atom. I assume you can't consider the atoms separately and be physically realistic.

The reasoning is better understood in terms of in wave mechanics; if the particle states diverged in the least, then the cancellation wouldn't be complete, and the experimental results would differ.

That is, they must be identical, not indistinguishable, for wave cancellation to operate.  (sin-1(sin(x) +.0000000000001) isn't x.

However, again, this depends upon a particular mathematical definition of the particles - in particular, a model which has already defined that particles have no discrete existence.  Eliezer is by far my favorite author here, bu... (read more)

Adirian - Thanks, I think I see what you are saying. 

I find the following quote from Wikipedia article for QFT far more to my liking to this talk of identical things somehow differentiating.

"Many physicists prefer to take the converse interpretation, which is that quantum field theory explains what identical particles are. In ordinary quantum mechanics, there is not much theoretical motivation for using symmetric (bosonic) or antisymmetric (fermionic) states, and the need for such states is simply regarded as an empirical fact. From the point of view ... (read more)

Will - field theory is pretty good, yup, although...

We're basically at the same point in physics we were a little more than a century ago.  Back then, there were two major camps - the atomicists, and the energists.  The energists' position was essentially that everything was made of energy, the atomicists' position was that there were these tiny particles we hadn't seen yet, but they were in fact real.

Now, at the time, both camps had equally valid positions, although the energists had the stronger support - but there was a very interesting distinction betw... (read more)

One of the more amusing ways of thinking about the identity of all electrons is the idea that there's actually only one electron. This single electron moves backwards and forwards in time. When going backwards in time, it is an anti-electron (positron), and when forwards, it is an electron. In this way we get the illusion that there is more than one electron, but there is actually just the one. That's why they all have the same properties, in this not-completely-serious view.

"Anybody who is proposing we know all the fundamentals of a field should arouse your instant suspicions - this is a hubris from which men have fallen every time they've mounted it. It's a very seductive idea to those who chase order. It is also a mindkiller."

I'm not too worried about fundementals myself. I just want something that makes sense of the experimental data that I have heard of.

I can see why Eliezer is. He is trying to prove things about a computer system (whether it is FAI or a machine to build FAI), for this he needs to have a firm ba... (read more)

Sometimes the electron meets itself coming the other way and together it turns into a photon. And sometimes that photon can't decide whether to go forwards in time or backwards in time, so it does both -- but it doesn't always do so as an electron/positron. So really there's only one particle, period. ;-)

Isn't location in space-time a characteristic of a thing? If it is, then it can be used to distinguish non-integral spin [particles], and since integral spin [particles] are [interactions] between distinguishable non-integral [particles], then they can be distinguished.

I wonder if there is any redeeming value in my previous comment....

"In our universe, the individually and fundamentally real entities are configurations of multiple particles, and the amplitude flows between them."

This idea is the basis of Mermin's Ithaca Interpretation of QM, aka correlation without correlata, aka zero worlds hypothesis. Here are some sample quotes:

Wait... do the empirical results from a set-up of two identical particles always, in any arbitrary experiment, differ from the empirical results from a set-up of two non-identical particles by an observable amount? Otherwise this all falls apart due to simple error of observation.

Correct me if I'm wrong but it sounds like you and Bob might both be wrong.
Bob says the 2 separate particles can't be shown to be identical.
You say that the 2 separate particles are shown to be equivalent.
But I think QM shows that there aren't 2 separate particles. Maybe you could say something weaker, "like this configuration has a particality of 2".

There is, of course, also the observation that on Feynmann diagrams, positrons behave like electrons moving backwards in time, whatever that means. This suggests a hypothesis that, perhaps, there is only one electron, moving forward and backward in time, interacting with itself...

From what I understand, what's known is that a given configuration will have exactly the same probability as the same configuration with two particles swapped. This is enough to show you can't test it. If you had a detector go off when you show it photon a, it would have to also go off when you switch it out with photon b, or it would break the symmetry laws. This means that, if there are multiple photons, it's an epiphenomenon. If you believe that they can, in principle exist, like a particle that doesn't interact with any of the other particles and isn't... (read more)

The reason why we are supposed to be able to prove, that two particles are identical, is because quantum mechanics allows us to make an experiment, which has a certain outcome only! if the two particles taking part in the experiment are identical (the amplitudes add up). However, there is no prove that the amplitudes of "P1 at L1, P2 at L2" and "P1 at L2, P2 at L1" can't add up, even if P1 and P2 are different particles. Its only what quantum mechanics tells us.
Because, although quantum mechanics is a brilliant and most successful mode... (read more)

This experiment does not prove that the electrons are indistinguishable.  It merely proves that to the limit of our ability to measure, interchanging two electrons has the effect of negating the wave function.  This could be achieved by anti-symmetrizing any configuration, even if the electrons were distinct.  Furthermore, if the electrons had nearly identical physical properties, this property would maintain itself over time. 

Does it matter that you've misstated the problem of induction?

Well, in principle, it can happen that two particles would obey this statistics, and be different in some subtle way, and the statistics would be broken if that subtle difference is allowed to interact with the environment, but not before. I think you can see how it can happen under MWI. Statistics is affected not by whenever particles are 'truly identical' but by whenever they would have interacted with you in identical way so far (including interactions with environment - you don't have to actually measure this - hitting the wall works just fine).

What is this based on? Also, what do you mean by "A ball or an electron can only spin in one direction in relation to a previously defined direction''? This seems trivially false - a ball on a given axis can spin in two directions - so perhaps I have misunderstood?

I have no idea what you're talking about. You don't seem to be addressing anything in particular that I wrote? Would I be correct to assume you're contradicting or unfamiliar with what "spin" is in QM based on your own a priori reasoning?

Spin is qualitative. Qm is dealing with a degree of spin (spin up or spin down) which is quantitative.

I believe the distinction you want is "continuous" vs. "discrete", rather than "quantitative" vs. "qualitative".

In the macro scale, spin (ie rotation) is definitely quantitative - any object is rotating at a particular rate about a particular axis.  This can be measured, integrated to yield (change in) orientation, etc.

In QM, my understanding is that (much like "flavor" and "color") the term is just re-purposed for something else.

Suppose you were in a universe where particles really did have tags and you really could check them. How do you prove that no two particles have the same tag, implying they are truly interchangeable? As with everything else, there is no true proof either way. (Just evidence)

"Certainty" is an algorithmic optimization your brain performs (and evolution performed on brains) to avoid computing the effects of unlikely scenarios. It is an implementation detail of a decision making algorithm, not some guaranteed facet of decision theory delivered from o... (read more)

I have a counter-hypothesis: If the universe did distinguish between photons, but we didn't have any tests which could distinguish between photons, what this physically means is that our measuring devices, in their quantum-to-classical transitions (yes, I know this is a perception thing in MWI), are what is adding the amplitudes before taking the squared modulus. Our measurers can't distinguish, which is why we can get away with representing the hidden "true wavefunction" (or object carrying similar information) with a symmetric wavefunction. If ... (read more)

I think quantum physicists here are making the same mistake that lead to the Gibbs paradox in classical phyiscs. Of course, my textbook in classical thermodynamics tried to sweep the Gibbs paradox under the quantum rug, and completely missed the point of what it was telling us about the subjective nature of classical entropy. Quantum physics is another deterministic reversible state-machine, so I don't see why it is different in principle from a "classical world".

While it is true that a wavefunction or something very much like it must be what the... (read more)

Unless I'm totally confused, it seems like almost all the debate about this post is just about competing intuitions around the word "prove." If "prove" means "establish with probability exactly equal to 1," then Philosopher Bob is right for exactly the reasons he says he is: probabilities are never exactly 1, and you don't need to know the details of any specific theory to understand this. It's a fact of epistemology. If "prove" means "establish with the same level of credence we assign to things we generally take for granted" (like the sun rising tomorrow), then Bob is wrong, and he needs to take some QM classes. I think I hear a tree falling...

I am no physicist, but doesn't energy come in discrete and indivisible packets called quanta? This is the reason for the election rings/levels I see in diagrams of atoms. Would this not be the threshold for an exact measurement? Even if it was found that particles differ, would this difference would apply to quanta? Would quanta be indistinct from other quanta, identical even?

To tell you the truth, I find the idea of infinity divisible universe a bit maddening, anti-intuitive. But, I know that means nothing, when it comes to the truth of things. So I ask, in earnest. Am I way off base here?



Classical Configuration Spaces

  Once upon a time, there was a student who went to a math lecture.  When the lecture was over, he approached one of the other students, and said, "I couldn't follow that at all.  The professor was talking about rotating 8-dimensional objects!  How am I supposed to visualize something rotating in 8 dimensions?"
    "Easy," replied the other student, "you visualize it rotating in N dimensions, then let N go to 8."
            —old joke

Quantum configuration space isn't quite like classical configuration space. But in this case, considering that 8 dimensions is peanuts in quantum physics, even I concede that you ought to start with classical configuration space first.

(I apologize for the homemade diagrams, but this blog post already used up all available time...)

In classical physics, a configuration space is a way of visualizing the state of an entire system as a single point in a higher-dimensional space.

[image: Conf1] Suppose that a system is composed of two particles, A and B, each on the same 1-dimensional line.  (We'll call the two directions on the line, "forward" and "back".)

Then we can view the state of the complete system A+B as a single point in 2-dimensional space.

If you look at state 1, for example, it describes a state of the system where B is far forward and A is far back.  We can view state 1 as being embodied either in two 1-dimensional positions (the representation on the right), or view it as one 2-dimensional position (the representation on the left).

[image: Conf2] To help grasp the idea of viewing a system as a point, this alternate graph shows A and B on the same line.

When A and B are far apart, they both move toward each other. However, B moves slower than A.  Also, B wants to be closer to A than A wants to be close to B, so as B gets too close, A runs away...

(At least that's what I had in mind while trying to draw the system evolution.)

The system evolution can be shown as a discrete series of states:  Time=1, Time=2, Time=3...  But in configuration space, I can draw the system evolution as a smooth trajectory.

[image: Conf3] If I had the time (to learn to use the appropriate software), I'd be drawing neat-o 3D diagrams at this point.  Like the diagram at right, only with, like, actual graphics.

You may have previously heard the phrase, "time is the 4th dimension".  But the diagram at right shows the evolution over time of a 1-dimensional universe with two particles.  So time is the third dimension, the first dimension being the position of particle A, and the second dimension being the position of particle B.

All these neat pictures are simplified, even relative to classical physics.

In classical physics, each particle has a 3-dimensional position and a 3-dimensional velocity.  So to specify the complete state of a 7-particle system would require 42 real numbers, which you could view as one point in 42-dimensional space.

Configuration spaces get very high-dimensional, very fast.  That's why we're sticking with 2 particles in a 1-dimensional universe.  Anything more than that, I can't draw on paper—you've just got to be able to visualize it in N dimensions.

So far as classical physics is concerned, it's a matter of taste whether you would want to imagine a system state as a point in configuration space, or imagine the individual particles. Mathematically, the two systems are isomorphic—in classical physics, that is.  So what's the benefit of imagining a classical configuration space?

[image: Conf4] Well, for one thing, it makes it possible to visualize joint probability distributions.

The grey area in the diagram represents a probability distribution over potential states of the A+B system.

If this is my state of knowledge, I think the system is somewhere in the region represented by the grey area.  I believe that if I knew the actual states of both A and B, and visualized the A+B system as a point, the point would be inside the grey.

Three sample possibilities within the probability distribution are shown, and the corresponding systems.

And really the probability distribution should be lighter or darker, corresponding to volumes of decreased or increased probability density.  It's a probability distribution, not a possibility distribution.  I didn't make an effort to represent this in the diagram—I probably should have—but you can imagine it if you like.  Or pretend that the slightly darker region in the upper left is a volume of increased probability density, rather than a fluke of penciling.

Once you've hit on the idea of using a bounded volume in configuration space to represent possibility, or a cloud with lighter and darker parts to represent probability, you can ask how your knowledge about a system develops over time.  If you know how each system state (point in configuration space) develops dynamically into a future system state, and you draw a little cloud representing your current probability distribution, you can project that cloud into the future.

[image: Conf5] Here I start out with uncertainty represented by the squarish grey box in the first configuration space, at bottom right.

All the points in the first grey box, correspond to system states, that dynamically develop over time, into new system states, corresponding to points in the grey rectangle in the second configuration space at middle right.

Then, my little rectangle of uncertainty develops over time into a wiggly figure, three major possibility-nodes connected by thin strings of probability density, as shown at top right.

In this figure I also tried to represent the idea of conserved probability volume—the same total volume of possibility, with points evolving to other points with the same local density, at each successive time.  This is Liouville's Theorem, which is the key to the Second Law of Thermodynamics, as I have previously described.

Neat little compact volumes of uncertainty develop over time, under the laws of physics, into big wiggly volumes of uncertainty.  If you want to describe the new volumes of uncertainty compactly, in less than a gazillion gigabytes, you've got to draw larger boundaries around them.  Once you draw the new larger boundary, your uncertainty never shrinks, because probability flow is conservative.  So entropy always increases.  That's the second law of thermodynamics.

Just figured I'd mention that, as long as I was drawing diagrams... you can see why this "visualize a configuration space" trick is useful, even in classical physics.

[image: Conf6] Another idea that's easier to visualize in configuration space is the idea of conditional independence between two probabilistic variables.

Conditional independence happens when the joint probability distribution is the product of the individual probability distributions:

The vast majority of possible probability distributions are not conditionally independent, the same way that the vast majority of shapes are not rectangular.  Actually, this is oversimplifying:  It's not enough for the volume of possibilities to be rectangular.  The probability density has to factorize into a product of probability densities on each side.

The vast majority of shapes are not rectangles, the vast majority of color patterns are not plaid.  It's conditional independence, not conditional dependence, that is the unusual special case.

(I bet when you woke up this morning, you didn't think that today you would be visualizing plaid patterns in N dimensions.)

[image: Conf4_2] In the figure reprised here at right, my little cloud of uncertainty is not rectangular.

Hence, my uncertainty about A and my uncertainty about B are not independent.

If you tell me A is far forward, I will conclude B is far back.  If you tell me A is in the middle of its 1-dimensional universe, I will conclude that B is likewise in the middle.

If I tell you A is far back, what do you conclude about B?

Aaaand that's classical configuration space, folks.  It doesn't add anything mathematically to classical physics, but it can help human beings visualize system dynamics and probability densities.  It seemed worth filtering into a separate post, because configuration space is a modular concept, useful for other ideas.

Quantum physics inherently takes place in a configuration space.  You can't take it out.  Tomorrow, we'll see why.

Previous post: "Can You Prove Two Particles Are Identical?"

I bet when you woke up this morning, you didn't think that today you would be visualizing plaid patterns in N dimensions.

My understanding is that classical configuration space as you mentioned is usually thought of as including dimensions for velocities, or even better, momenta, in addition to positions. For even two particles in a one dimensional space, that is already four dimensions and you can't graph it, so I can understand why you showed it the way you did. However you can show one particle, perhaps in a force field, which can be useful.

The advantage of including momentum is that a single point in configuration space has all the information needed to calculate its evolution forward (or backward) in time. A single point determines an entire trajectory (a line, or curve) in configuration space. That means that two nearby points determine two different trajectories, and in fact all of configuration space can be divided into non-intersecting trajectory lines. Only in this formulation is the Liouville Theorem true, about conservation of configuration space volumes. If you start with a certain volume in configuration space, and evolve it forward (or again, backward) in time, the volume doesn't change. However, in most classical configurations, physics tends to be chaotic and the shape does change as you describe, developing "fingers" and "folds" and becoming very complex in structure, which leads on a crude scale to an apparent increase in the volume.

This is exactly right except that the space in which Liouville's theorem holds is called phase space.  Phase space is the cotangent bundle over configuration space; i.e., if the configuration space is an n-dimensional manifold M, then for every point in M there is a copy of an n-dimensional vector space.  These n-vectors* represent momenta, and both a configuration and a momentum are necessary to uniquely specify a state of a classical (Hamiltonian) system.

* More precisely, they are one-forms--linear functions of n-vectors; i.e. they eat n-vectors and spit out scalars.  One-forms are also called covariant vectors, whence the other kind are called contravariant.  They are dual to each other (for a given n), and thus (contravariant) vectors can equivalently be considered linear functions of one-forms instead.

I think it would be nice if the post were edited to reflect this distinction.  It wouldn't take much effort; just a sentence inserted at the point where it switches from talking about configuration space to talking about phase space, and appropriate tweaks to a few subsequent sentences.  The Wikipedia article Configuration space links here, by the way.

To clarify (seven years later), "configuration space" is the name physicists use for the space recording just the particle's positions, and "phase space" is the name for the space recording their positions and momentums.

"I bet when you woke up this morning, you didn't think that today you would be visualizing plaid patterns in N dimensions."

Hrm.... When projected into 3 dimensions though, it must become the Langford mind erasing Plaid Room:

http://web.archive.org/web/20010408224421/www.lileks.com/institute/interiors/bhg/chpt8/6.html

If it helps, I redrew some of the diagrams (using Preview, Grapher, and the GIMP):
"So time is the third dimension [...]"
"[...] probability distribution over potential states of the A+B system"
"[...] conditional independence between two probabilistic variables"

My father, a professor of electrical engineering, laments his students' apparent inability to include a simple hand drawing in lab reports, instead preferring to spend hours making something using a computer.

Conditional independence does not require a rectangular "cloud of uncertainty".  If you have independent normal distributions for A and B, the joint distribution -- your "cloud of uncertainty" -- is an axis-parallel ellipse.

At atbout n=5, I stop trying to visualize; my visual cortex just isn't built to handle multi-dimensional spaces directly.  I switch to number/symbol crunching, possibly by writing a computer program.  

I looked your explanation of configuration space up when I was having trouble understanding it in the No-Nonsense Classical Mechanics book recently authored by Jakob Schwichtenberg.  His book is basically a good book that mostly does what its title implies , but I thought his explanation of configuration space was very abstract and  hard to understand.  You cleared it up for me.   Your explanation of Configuration Space is the no-nonsense explanation of CS, not his.   Thanks for your work.  Regards 

PS:  I enjoy your homemade diagrams!  My opinion is don't waste your time learning a CAD package even if people complain.    If the don't like it, rather than complain, they should volunteer to draw them for you. 



The Quantum Arena

Previously in series:  Classical Configuration Spaces

Yesterday, we looked at configuration spaces in classical physics.  In classical physics, configuration spaces are a useful, but optional, point of view.

Today we look at quantum physics, which inherently takes place inside a configuration space, and cannot be taken out.

[image: Ampl1]For a start, as you might guess, in quantum physics we deal with distributions of complex amplitudes, rather than probability distributions made up of positive real numbers.  At left, I've used up 3 dimensions drawing a complex distribution over the position of one particle, A.

You may recall that yesterday, 3 dimensions let us display the position of two 1-dimensional particles plus the system evolution over time.  Today, it's taking us 3 dimensions just to visualize an amplitude distribution over the position of one 1-dimensional particle at a single moment in time.  Which is why we did classical configuration spaces first.

[image: Ampl2] To clarify the meaning of the above diagram, the left-to-right direction is the position of A.

The up-and-down direction, and the invisible third dimension that leaps out of the paper, are devoted to the complex amplitudes.  Since a complex amplitude has a real and imaginary part, they use up 2 of our 3 dimensions.

Richard Feynman said to just imagine the complex amplitudes as little 2-dimensional arrows.  This is as good a representation as any; little 2D arrows behave just the same way complex numbers do.  (You add little arrows by starting at the origin, and moving along each arrow in sequence.  You multiply little arrows by adding the angles and multiplying the lengths.  This is isomorphic to the complex field.)  So we can think of each position of the A particle as having a little arrow associated to it.

As you can see, the position of A bulges in two places—a big bulge to the left, and a smaller bulge at right.  Way up at the level of classical observation, there would be a large probability (integrating over the squared modulus) of finding A somewhere to the left, and a smaller probability of finding it at the small bulge to the right.

Drawing a neat little graph of the A+B system would involve having a complex amplitude for each joint position of the A and B particles, which you could visualize as a hypersurface in 4 dimensions.  I'd draw it for you, but I left my 4-dimensional pencil in the pocket of the 3rd leg of my other pants.

[image: Conf6_2] You may recall from yesterday that a plaid rectangular probability distribution factorizes into the product of two independent probability distributions.

This kind of independence-structure is one of several keys to recovering the illusion of individual particles from quantum amplitude distributions.   If the amplitude distribution roughly factorizes, has subsystems A and B with Amplitude(X,Y) ~ Amplitude(X) * Amplitude(Y), then X and Y will seem to evolve roughly independently of each other.

But maintaining the illusion of individuality is harder in quantum configuration spaces, because of the identity of particles.  This identity cuts down the size of a 2-particle configuration space by 1/2, cuts down the size of a 3-particle configuration space by 1/6, and so on.  Here, the diminished configuration space is shown for the 2-particle case:

The quantum configuration space is over joint possibilities like "a particle here, a particle there", not "this particle here, that particle there".  What would have been a neat little plaid pattern gets folded in on itself.

You might think that you could recover the structure by figuring out which particle is "really which"—i.e. if you see a "particle far forward, particle in middle", you can guess that the first particle is A, and the second particle is B, because only A can be far forward; B just stays in the middle.  (This configuration would lie in at the top of the original plaid pattern, the part that got folded over).

The problem with this is the little triangular region, where the folded plaid intersects itself.  In this region, the folded-over amplitude distribution gets superposed, added together.  Which makes an experimental difference, because the squared modulus of the sum is not the sum of the squared moduli.

In that little triangular region of quantum configuration space, there is simply no fact of the matter as to "which particle is which".  Actually, there never was any such fact; but there was an illusion of individuality, which in this case has broken down.

But even that isn't the ultimate reason why you can't take quantum physics out of configuration space.

In classical configuration spaces, you can take a single point in the configuration space, and the single point describes the entire state of a classical system.  So you can take a single point in classical configuration space, and ask how the corresponding system develops over time.  You can take a single point in classical configuration space, and ask, "Where does this one point go?"

The development over time of quantum systems depends on things like the second derivative of the amplitude distribution.  Our laws of physics describe how amplitude distributions develop into new amplitude distributions.  They do not describe, even in principle, how one configuration develops into another configuration.

(I pause to observe that physics books make it way, way, way too hard to figure out this extremely important fact.  You'd think they'd tell you up front, "Hey, the evolution of a quantum system depends on stuff like the second derivative of the amplitude distribution, so you can't possibly break it down into the evolution of individual configurations."  When I first saw the Schrödinger Equation it confused the hell out of me, because I thought the equation was supposed to apply to single configurations.)

If I've understood the laws of physics correctly, quantum mechanics still has an extremely important property of locality:  You can determine the instantaneous change in the amplitude of a single configuration using only the infinitesimal neighborhood.  If you forget that the space is continuous and think of it as a mesh of computer processors, each processor would only have to talk to its immediate neighbors to figure out what to do next.  You do have to talk to your neighbors—but only your next-door neighbors, no telephone calls across town.  (Technical term:  "Markov neighborhood.")

Conway's Game of Life has the discrete version of this property; the future state of each cell depends only on its own state and the state of neighboring cells.

The second derivative—Laplacian, actually—is not a point property.  But it is a local property, where knowing the immediate neighborhood tells you everything, regardless of what the rest of the distribution looks like.  Potential energy, which also plays a role in the evolution of the amplitude, can be computed at a single positional configuration (if I've understood correctly).

There are mathematical transformations physicists use for their convenience, like viewing the system as an amplitude distribution over momenta rather than positions, which throw away this neighborhood structure (e.g. by making potential energy a non-locally-computable property).  Well, mathematical convenience is a fine thing.  But I strongly suspect that the physically real wavefunction has local dynamics.  This kind of locality seems like an extremely important property, a candidate for something hardwired into the nature of reality and the structure of causation.  Imposing locality is part of the jump from Newtonian mechanics to Special Relativity.

The temporal behavior of each amplitude in configuration space depends only on the amplitude at neighboring points.  But you cannot figure out what happens to the amplitude of a point in quantum configuration space, by looking only at that one point.  The future amplitude depends on the present second derivative of the amplitude distribution.

So you can't say, as you can in classical physics, "If I had infinite knowledge about the system, all the particles would be in one definite position, and then I could figure out the exact future state of the system."

If you had a point mass of amplitude, an infinitely sharp spike in the quantum arena, the amplitude distribution would not be twice differentiable and the future evolution of the system would be undefined.  The known laws of physics would crumple up like tinfoil.  Individual configurations don't have quantum dynamics; amplitude distributions do.

A point mass of amplitude, concentrated into a single exact position in configuration space, does not correspond to a precisely known state of the universe.  It is physical nonsense.

It's like asking, in Conway's Game of Life:  "What is the future state of this one cell, regardless of the cells around it?"  The immediate future of the cell depends on its immediate neighbors; its distant future may depend on distant neighbors.

Imagine trying to say, in a classical universe, "Well, we've got this probability distribution over this classical configuration space... but to find out where the system evolves, where the probability flows from each point, we've got to twice differentiate the probability distribution to figure out the dynamics."

In classical physics, the position of a particle is a separate fact from its momentum.  You can know exactly where a particle is, but not know exactly how fast it is moving.

In Conway's Game of Life, the velocity of a glider is not a separate, additional fact about the board.  Cells are only "alive" or "dead", and the apparent motion of a glider arises from a configuration that repeats itself as the cell rules are applied.  If you know the life/death state of all the cells in a glider, you know the glider's velocity; they are not separate facts.

In quantum physics, there's an amplitude distribution over a configuration space of particle positions.  Quantum dynamics specify how that amplitude distribution evolves over time.  Maybe you start with a blob of amplitude centered over position X, and then a time T later, the amplitude distribution has evolved to have a similarly-shaped blob of amplitude at position X+D.  Way up at the level of human researchers, this looks like a particle with velocity D/T.  But at the quantum level this behavior arises purely out of the amplitude distribution over positions, and the laws for how amplitude distributions evolve over time.

In quantum physics, if you know the exact current amplitude distribution over particle positions, you know the exact future behavior of the amplitude distribution.  Ergo, you know how blobs of amplitude appear to propagate through the configuration space.  Ergo, you know how fast the "particles" are "moving".  Full knowledge of the amplitude distribution over positions implies full knowledge of momenta.

Imagine trying to say, in a classical universe, "I twice differentiate the probability distribution over these particles' positions, to physically determine how fast they're going.  So if I learned new information about where the particles were, they might end up moving at different speeds.  If I got very precise information about where the particles were, this would physically cause the particles to start moving very fast, because the second derivative of probability would be very large."  Doesn't sound all that sensible, does it?  Don't try to interpret this nonsense—it's not even analogously correct.  We'll look at the horribly misnamed "Heisenberg Uncertainty Principle" later.

But that's why you can't take quantum physics out of configuration space.  Individual configurations don't have physics.  Amplitude distributions have physics.

(Though you can regard the entire state of a quantum system—the whole amplitude distribution—as a single point in a space of infinite dimensionality:  "Hilbert space."  But this is just a convenience of visualization.  You imagine it in N dimensions, then let N go to infinity.)

Are point mass amplitudes really nonsense here? It's common to view them as distributions, and then they can be differentiated like anything else. Is that not doable with Schrodinger's equation?

First, minor editing thingie: The bit at the top, that's supposed to be a link to "classical configuration spaces" is just text, not a link.

Second, I think you're wrong about "If you had a point mass of amplitude, an infinitely sharp spike in the quantum arena, the amplitude distribution would not be twice differentiable and the future evolution of the system would be undefined.  The known laws of physics would crumple up like tinfoil.  Individual configurations don't have quantum dynamics; amplitude distributions do."

They do not describe, even in principle, how one configuration develops into another configuration.

I'm going to just clarify this point, which I disagree with as written (not strictly wrong, but it overlooks something important). You can make a minor extension to quantum mechanics that does describe how one configuration develops into another. That extension is Bohmian mechanics, which is empirically equivalent to orthodox QM.

Basically, you postulate that in addition to the wavefunction, there is a configuration, and it obeys a certain law of motion whi... (read more)

Psy-Kosh:  In Quantum Field Theory, the fields (the analog of wavefunctions in non-relativistic Quantum Mechanics) evolve locally on the spacetime.  This is given a precise, observer-independant (i.e. covariant) meaning.  This property reduces to the spatially-local evolution of the wavefunction in QM which Eliezer is describing.  Further, this indeed identifies position-space as "special", compared to momentum-space or any other decomposition of the Hilbert space.

Eliezer: The wavefunctions in QM (and the fields in QFT) evolve locally under norma... (read more)

Today, it's taking us 3 dimensions just to visualize an amplitude distribution over the position of one 1-dimensional particle at a single moment in time.

To clarify the meaning of the above diagram, the left-to-right direction is the position of A.

A) In the real universe there is a particle located in one specific position in that diagram. (In that case it is not clear to me what the amplitude distribution represents.)

B) No particle exists in the real universe but all you have is an amplitude distribution over several positions giving the illusion that there is a particle in one position.

Chris, in case you didn't see me ask you last time...

http://www.overcomingbias.com/2008/04/philosophy-meet.html#comment-110472438

I'm loving this latest series of posts. I'm in the midst of exams right now, so I've only been able to skim them, but I will definitely go over them later. Keep up this important work!

Very minor quibble/question. I assume you mean 2^Aleph_0 rather than Aleph_1. Unless one is doing something with the cardinals/ordinals themselves, it is almost always the numbers Aleph_0, 2^Aleph_0, 2^2^Aleph_0... that come up rather than Aleph_n. You may therefore like the convenient Beth numbers instead, where:

Jess: ah, thanks. Wait, how does that identify position space as "special"?

But wait, wouldn't that still imply there's no unique way to slice something into a positional configuration space? ie, given a lorenzian reference frame, you can then define a configuration space and amplitudes over them, but different frames would produce different configuration spaces, so there probably isn't a "single true" set of positional configurations. So one can freely sum and reslice them along different lines anyways. I'm guessing that, if anything, c... (read more)

But wait, wouldn't that still imply there's no unique way to slice something into a positional configuration space?

The space-time interval is a conserved quantity under Lorentz transforms. The position or time interval separatedly are not conserved quantities. Since the spacetime intervals are conserved, the configuration space is unique and consistent.

No single unique way to slice it into positional configurations. Different inertial frames, different spacial slices. Configurations over spacetime instead of over space would probably work. But that's not what's being talked about here.

Unless, maybe we kind of extend the same trick over to configuration space? Take configuration space, add a time dimension, then make angled slices through that configuration-time (analogous to spacetime)?

In classical configuration spaces, you can take a single point in the configuration space, and the single point describes the entire state of a classical system.  So you can take a single point in classical configuration space, and ask how the corresponding system develops over time.  You can take a single point in classical configuration space, and ask, "Where does this one point go?"

The development over time of quantum systems depends on things like the second derivative of the amplitude distribution.  Our laws of physics describe how amplitude... (read more)

I have a question on locality. If we consider multiple particles, then the Laplacian is the sum of Laplacian operators corresponding to each particle. This means that the wave function evolution as a whole depends on the local environment around every particle in the configuration. Seemingly this would allow changes in the neighborhood of particle 1 to affect the evolution of particle 2. Yet we know this does not happen, or at least, there are limits to the range of effects which can occur, because of relativity. I don't know how this locality constraint is effectively enforced, in a multi-particle configuration space, or in fact in what sense QM is local when we consider multiple particles.

Psy-Kosh: Position-space is special because it has a notion of locality.  Two particles can interact if they collide with each other traveling at different speeds, but they cannot interact if they are far from each other traveling at the same speed.

The field, defined everywhere on the 4-D spacetime manifold, is "reality" (up until the magical measurement happens, at least).  You can construct different initial value problem (e.g. if the universe is such-and-such at a particular time, how will it evolve?) by taking different slices of the spacetim... (read more)

Eliezer: why uncountably infinite?  I find it totally plausible that you need an infinite-dimensional space to represent all of configuration space, but needing uncountability seems, at least initially, to be unlikely.

Of course, it would be the mathematician who asks this question...

Maybe because there are uncountably many possible positions for the particle, with an amplitude associated with each one? Just guessing.

Wait... I think I've got it (note, am going on no sleep here, so I apologise in advance if this isn't as clear as it could be)

Pretty much any "reasonable" transform of a quantum state is unitary, right?

That is, the time evolution would be a repeated unitary transform (if considered in discrete steps) or an integrated one (if considered continuously)

So pretty much no matter what the "true" way of slicing states and evolving them is, there will be some transformation to a different set of orthognal ... (read more)

I have the same questions for Eliezer as Jadagul and Toby Ord, namely:

Why would the space of amplitude distributions have uncountable dimension? Unless I've misunderstood, it sounds like it would be something like L^2, which is separable (has countable orthogonal dimension). (Of course, maybe by "dimension" you just meant the cardinality of a Hamel basis, in which case you're right -- there's no Hilbert space with Hamel dimension aleph_0. However, "dimension" in the context of Hilbert spaces nearly always refers to orthogonal dimensio

Psy-Kosh: I haven't done the math out myself, but others have shown that all the predictions of QED are self-consistent under special relativity. You can change all the non-Lorentz-invariant numbers (eg, absolute position, absolute velocity) by moving to a different reference frame, but all the actual predictions are Lorentz-invariant.

Tom: I wasn't denying that. I was simply trying to figure out that if so, what's the "actual reality"? ie, there wouldn't be a single unique set of privaliged positional configuration spaces, since different reference frames will work just fine.

I think I may have been very very unclear in the question/confusion I brought up.

Komponisto, I looked up your references and found that the Hilbert space of QM is generally believed to have a countable basis, though there are occasional theories which make the basis uncountable.

I'd thought the Hilbert space was uncountably dimensional because the number of functions of a real line is uncountable.  But in QM it's countable... because everything comes in multiples of Planck's constant, perhaps?  Though I haven't seen the actual reason stated, and perhaps it's something beyond my current grasp.

In any case, I've edited the text to read sim... (read more)

I'd thought the Hilbert space was uncountably dimensional because the number of functions of a real line is uncountable. But in QM it's countable... because everything comes in multiples of Planck's constant, perhaps? Though I haven't seen the actual reason stated, and perhaps it's something beyond my current grasp.

Ahh... here's something I can help with. To see why Hilbert space has a countable basis, let's first define Hilbert space. So let

 = the set of all functions  such that the integral of  is finite, and let

 = the set of all functions such that the integral of  is zero. This includes for example the Dirichlet function which is one on rational numbers but zero on irrational numbers. So it's actually a pretty big space.

Hilbert space is defined to be the quotient space . To see that it has a countable basis, it suffices to show that it contains a countable dense set. Then the Gram-Schmidt orthogonalization process can turn that set into a basis. What does it mean to say that a set is dense? Well, the metric on Hilbert space is given by the formula

so a sequence is dense if for every element  of Hilbert space, you can find a sequence  such... (read more)

(This is a repost of a comment I made a few days ago under the topic "Distinct Configurations", but if someone could address this, I would really appreciate it.)

So I guess I get how [configurations being the same as long as all the particles end up in the same place] works in theory, but in practice, doesn't a particle going from A-B have SOME kind of effect that is different than if it went from B-C, even without the sensitive thingy? I don't know if it would be from bouncing off other particles on the way, or having some kind of minute gravitat... (read more)

Hey Eliezer, this is a great post. I just have one question: HOW ARE YOU SO AWESOME?! Seriously, these posts are incredible.

I'd thought the Hilbert space was uncountably dimensional because the number of functions of a real line is uncountable

Well, the number of points in a Hilbert space of dimension 2 is uncountable, and yet the space has dimension 2!

I suspect the source of the confusion here is that you're trying to think of the values of a function as its "coordinates". But this is wrong: the "coordinates" are the coefficients of a Fourier series expansion of the function.

The confusion is understandable, given that the two concepts coincide in the finite-... (read more)

I'd say that I was assuming the continuum hypothesis, except that I'm an infinite set atheist.

Not that again! Let's not mix up the map and the territory. You may not think there are any infinite sets out there in the territory, but mathematics is about the map -- or, rather, mapmaking in general. So it's a category error to jump from the conviction that the "real world" contains only finitely many things to Kroneckerian skepticism about mathematical objects.

For what it's worth, the cardinality of the set of reals is 2^aleph_0. The continuum ... (read more)

Amazingly great post.  But I'm still confused on one point.

Say we want to set up the quantum configuration space for two 1-dimensional particles.  So we have a position coordinate for each one, call them x and y.  But wait, the two particles aren't distinguishable, so we really need to look at the quotient space under the equivalence (x,y) ~ (y,x).  But this is no longer a smooth manifold is it?  At the moment I'm at a loss for a proof that it isn't, but I certainly can't find a smooth structure for it.  And if it's not smooth then what the heck do second derivatives of amplitude distributions mean?

Nick - thanks for the link. I admit I tend to glaze over the comments as many of them are frankly over my head.  I re-read yours and it makes more sense to me.

Larry, this link helped explain some aspects of multiparticle wave functions to me: http://galileo.phys.virginia.edu/classes/252/symmetry/Symmetry.html. They seem to deal with the full space of x and y positions, with the derivatives defined analytically, and then they impose either symmetric or anti-symmetric conditions on possible solutions depending on whether the particles are bosons or fermions. I'm not sure if this will fully answer your question but perhaps it will shed some light.

"I was simply trying to figure out that if so, what's the "actual reality"?"

There is none, at least not in those terms. There is no "actual positional configuration space", any more than there's an "actual inertial reference frame" or "actual coordinate system"; they are all equivalent in the experimental world. Feel free to use whichever one you like.

"I'd thought the Hilbert space was uncountably dimensional because the number of functions of a real line is uncountable."

Eliezer: the Hilbert space of QM is generally believed to have a countable basis

It would be more accurate to say that when a Hilbert space is used, it has countable dimension. But the Hilbert space of a quantum field, naively, ought to have uncountable dimension, because there are continuum-many degrees of freedom. In practice, quantum field theory is done using a lot of formalism which only formally refers to an underlying Hilbert space - sum over histories, operator algebras - and even the simplest real-life quantum field theories (i.e. those used in par... (read more)

Tom McCabe:
The category of Hilbert spaces includes spaces of both finite and infinite dimension, so it presumably includes both countable and uncountable infinities.

mitchell porter:
But the Hilbert space of a quantum field, naively, ought to have uncountable dimension, because there are continuum-many degrees of freedom.

Given any cardinal number, there exists a Hilbert space with that orthogonal dimension. Note, however, that even if the dimension is uncountable, individual elements are still given by linear combinations with countably many terms. In othe... (read more)

I'd thought the Hilbert space was uncountably dimensional because the number of functions of a real line is uncountable.

A mere typo.  I meant, of course, that I'd thought the quantum Hilbert space was uncountably dimensional, because a point in that Hilbert space corresponded to an amplitude distribution over points in a real space, and a function of a real space has uncountable degrees of freedom.

a function of a real space has uncountable degrees of freedom

Right -- that's exactly the misunderstanding I was addressing in my earlier comment.

An arbitrary function does indeed have uncountable degrees of freedom, but in that context you're notconsidering it as an element of a Hilbert space. (Those degrees of freedom do not correspond to basis vectors.)

I want to throw in a simple way to think about quantum field theory, for people who understand the quantization of the simple harmonic oscillator.

You think of the field's Fourier modes as independent harmonic oscillators. The quantum field is therefore a tensor product of uncountably many quantized harmonic oscillators. Call the energy levels of a single oscillator |0>, |1>, |2>, etc. In QFT 101, you say that one increment of energy level in one mode corresponds to one particle with momentum p = hbar.k, where k is the wave vector of the Fourier mo... (read more)

No particle exists in the real universe but all you have is an amplitude distribution over several positions giving the illusion that there is a particle in one position.

Is this amplitude distribution defined only in a limited space or is it defined on all infinity(bounded by the limits of the universe) in all directions(either in the 1D example or the 3D real world)?

another question relating to this: how does the amplitude distribution change over time? Is there an axis of symmetry somewhere?

On April 17, 2008 at 02:07 PM, Eliezer_Yudkowsky said:

Is this building up to the conclusion that evolution(s) has(ve) led our brains/minds to, tell us that objects are located at the areas of high concentration of amplitude distribution, as a useful model of the world?

Just in case it's not clear from the above:  there are uncountably many degrees of freedom to an arbitrary complex function on the real line, since you can specify its value at each point independently.

A continuous function, however, has only countably many degrees of freedom:  it is uniquely determined by its values on the rational numbers (or any dense set).

Eliezer: I thought your analogy to Conway's Game of Life and the glider were brilliant.  And  in fact, you don't take it far enough.

It's a very intuitive example of position implying momentum, just as happens in QM.  So you should do more examples of that.

For example: Let's say there's just a single photon, in 1D-land.  It has some amplitude distribution for its position.  Let's say it's mostly concentrated at some particular point, X.  What does that amplitude distribution look like?  Most people would probably naively guess some kind of bell-shaped curve... (read more)

"You'd think they'd tell you up front, "Hey, the evolution of a quantum system depends on stuff like the second derivative of the amplitude distribution, so you can't possibly break it down into the evolution of individual configurations."
It's worse than that; they wait until the 2nd semester to even start talking about time-evolution. They spend the first semester trying to find, for a given Hamiltonian, a set of wavefunctions for which the value of a particular observable, energy (or in a few cases, momentum), is unchanging in time. Time-... (read more)

This series is great. But, I'm having a little trouble understanding the fourth diagram, the one with the folded configuration space.

I sort of get it: the original configuration space distinguished between two particles, which is wrong, so in reality only half of the configuration space's area matters when it comes to information. But I don't get how that means you delete the probability from half of the space. Why is it wrong to make the space symmetrical across the diagonal line? It seems a little arbitrary to me; is there a physical reason, or is this a... (read more)

If you had a point mass of amplitude, an infinitely sharp spike in the quantum arena, the amplitude distribution would not be twice differentiable and the future evolution of the system would be undefined.  The known laws of physics would crumple up like tinfoil.  Individual configurations don't have quantum dynamics; amplitude distributions do.

A point mass of amplitude, concentrated into a single exact position in configuration space, does not correspond to a precisely known state of the universe.  It is physical nonsense.

Is it contradictory to be an infinite set atheist, and be a realist about a continuous configuration space?  

If you had a point mass of amplitude, an infinitely sharp spike in the quantum arena, the amplitude distribution would not be twice differentiable and the future evolution of the system would be undefined.

This just caught my eye, and it's not clear to me what the actual mathematics behind it is. An "infinitely sharp spike" is an intuitive description of something that can be formalised, but not as a function mapping points of configuration space to amplitudes (because "infinity" in this context is not a number). The concept of an inf... (read more)

Individual configurations don't have physics.  Amplitude distributions have physics.

So the parts have no physical presence, but the whole does? 

Here is a great simulation of two electrons in a wire that looks just like your drawing of a two particle configuration space, and is quite helpful for showing how it moves and what it means about the particles.

I'm confused. If future configurations are determined as a result of calculating amplitudes, if you calculate the future amplitudes why haven't you calculated the future configuration(s)? What's the significant difference between configurations and amplitudes?

Here, the issue starts to clear out, just becoming non-physics in my mind (as it is trained to understand the world). Now it seems worhty to have read all the previous parts. Thanks.  



Feynman Paths

At this point I would like to introduce another key idea in quantum mechanics.  Unfortunately, this idea was introduced so well in chapter 2 of QED: The Strange Theory of Light and Matter by Richard Feynman, that my mind goes blank when trying to imagine how to introduce it any other way.  As a compromise with just stealing his entire book, I stole one diagram—a diagram of how a mirror really works.

In elementary school, you learn that the angle of incidence equals the angle of reflection.  But actually, saith Feynman, each part of the mirror reflects at all angles.

So why is it that, way up at the human level, the mirror seems to reflect with the angle of incidence equal to the angle of reflection?

Because in quantum mechanics, amplitude that flows to identical configurations (particles of the same species in the same places) is added together, regardless of how the amplitude got there.

To find the amplitude for a photon to go from S to P, you've got to add up the amplitudes for all the different ways the photon could get there—by bouncing off the mirror at A, bouncing off the mirror at B...

The rule of the Feynman "path integral" is that each of the paths from S to P contributes an amplitude of constant magnitude but varying phase, and the phase varies with the total time along the path.  It's as if the photon is a tiny spinning clock—the hand of the clock stays the same length, but it turns around at a constant rate for each unit of time.

Feynman graphs the time for the photon to go from S to P via A, B, C, ...  Observe: the total time changes less between "the path via F" and "the path via G", then the total time changes between "the path via A" and "the path via B".  So the phase of the complex amplitude changes less, too.

And when you add up all the ways the photon can go from S to P, you find that most of the amplitude comes from the middle part of the mirror—the contributions from other parts of the mirror tend to mostly cancel each other out, as shown at the bottom of Feynman's figure.

There is no answer to the question "Which part of the mirror did the photon really come from?"  Amplitude is flowing from all of these configurations.  But if we were to ignore all the parts of the mirror except the middle, we would calculate essentially the same amount of total amplitude.

This means that a photon, which can get from S to P by striking any part of the mirror, will behave pretty much as if only a tiny part of the mirror exists—the part where the photon's angle of incidence equals the angle of reflection.

Unless you start playing clever tricks using your knowledge of quantum physics.

For example, you can scrape away parts of the mirror at regular intervals, deleting some little arrows and leaving others.  Keep A and its little arrow; scrape away B so that it has no little arrow (at least no little arrow going to P).  Then a distant part of the mirror can contribute amplitudes that add up with each other to a big final amplitude, because you've removed the amplitudes that were out of phase.

In which case you can make a mirror that reflects with the angle of incidence not equal to the angle of reflection.  It's called a diffraction grating.  But it reflects different wavelengths of light at different angles, so a diffraction grating is not quite a "mirror" in the sense you might imagine; it produces little rainbows of color, like a droplet of oil on the surface of water.

How fast does the little arrow rotate?  As fast as the photon's wavelength—that's what a photon's wavelength is.  The wavelength of yellow light is ~570 nanometers:  If yellow light travels an extra 570 nanometers, its little arrow will turn all the way around and end up back where it started.

So either Feynman's picture is of a very tiny mirror, or he is talking about some very big photons, when you look at how fast the little arrows seem to be rotating.  Relative to the wavelength of visible light, a human being is a lot bigger than the level at which you can see quantum effects.

You'll recall that the first key to recovering the classical hallucination from the reality of quantum physics, was the possibility of approximate independence in the amplitude distribution.  (Where the distribution roughly factorizes, it can look like a subsystem of particles is evolving on its own, without being entangled with every other particle in the universe.)

The second key to re-deriving the classical hallucination, is the kind of behavior that we see in this mirror.  Most of the possible paths cancel each other out, and only a small group of neighboring paths add up.  Most of the amplitude comes from a small neighborhood of histories—the sort of history where, for example, the photon's angle of incidence is equal to its angle of reflection.  And so too with many other things you are pleased to regard as "normal".

My first posts on QM showed amplitude flowing in crude chunks from discrete situation to discrete situation.  In real life there are continuous amplitude flows between continuous configurations, like we saw with Feynman's mirror.  But by the time you climb all the way up from a few hundred nanometers to the size scale of human beings, most of the amplitude contributions have canceled out except for a narrow neighborhood around one path through history.

Mind you, this is not the reason why a photon only seems to be in one place at a time.  That's a different story, which we won't get to today.

The more massive things are—actually the more energetic they are, mass being a form of energy—the faster the little arrows rotate. Shorter wavelengths of light having more energy is a special case of this.  Compound objects, like a neutron made of three quarks, can be treated as having a collective amplitude that is the multiplicative product of the component amplitudes—at least to the extent that the amplitude distribution factorizes, so that you can treat the neutron as an individual.

Thus the relation between energy and wavelength holds for more than photons and electrons; atoms, molecules, and human beings can be regarded as having a wavelength.

But by the time you move up to a human being—or even a single biological cell—the mass-energy is really, really large relative to a yellow photon.  So the clock is rotating really, really fast.  The wavelength is really, really short.  Which means that the neighborhood of paths where things don't cancel out is really, really narrow.

By and large, a human experiences what seems like a single path through configuration space—the classical hallucination.

This is not how Schrödinger's Cat works, but it is how a regular cat works.

Just remember that this business of single paths through time is not fundamentally true.  It's merely a good approximation for modeling a sofa.  The classical hallucination breaks down completely by the time you get to the atomic level.  It can't handle quantum computers at all.  It would fail you even if you wanted a sufficiently precise prediction of a brick.  A billiard ball taking a single path through time is not how the universe really, really works—it is just what human beings have evolved to easily visualize, for the sake of throwing rocks.

(PS:  I'm given to understand that the Feynman path integral may be more fundamental than the Schrödinger equation: that is, you can derive Schrödinger from Feynman.  But as far as I can tell from examining the equations, Feynman is still differentiating the amplitude distribution, and so reality doesn't yet break down into point amplitude flows between point configurations.  Some physicist please correct me if I'm wrong about this, because it is a matter on which I am quite curious.)

The Feynman path integral (PI) and Schrödinger's equation (SE) are completely equivalent formulations of QM in the sense that they give the same time evolution of an initial state.  They have exactly the same information content.  It's true that you can derive SE from the PI, while the reverse derivation isn't very natural.  On the other hand, the PI is mathematically completely non-rigorous (roughly, the space of paths is too large) while SE evolution can be made precise.

Practically, the PI cannot be used to solve almost anything except the harmonic oscillator.  This is a serious handicap in QM, since SE can be used to solve many problems exactly.  But in quantum field theory, all the calculations are perturbations around harmonic oscillators, so the PI can be very useful.

Many physicists would agree that the PI is more "fundamental" because it's gives insight into QFT and theoretical physics.  But the distinction is largely a matter of taste.

They're only syntactically equivalent.  Their semantics are completely different.  In my opinion, Feynman's semantics is objectively correct regarding the 'literal path' of a particle through spacetime.  Given we don't officially know their paths, but we do know their end destinations (wave equation), we can figure all possible paths and have the practically impossible paths cancel each other out: leaving only the probable literal paths of a particle complete with a graph of their trajectories.  Schrodinger's equation is far behind semantically.  I think Feynman's path integrals are superior.

You're drawing a philisophical distinction based on a particular ontology of the wavefunction.  As simpler version arises in classical electromagnetism: we can integrate out the charges and describe the world entirely as an evolving state of the E&M field with the charges acting as weird source terms, or we can do the opposite and integrate out the E&M field to get a theory of charges moving with weird force laws.  These are all equivalent descriptions in that they are observationally indistinguishable.

The way Feynman expresses the flow of amplitude to a certain point given a prior configuration is as a weighted sum over space of sums over path weights. The sum over space is simply weighted by the amplitude distribution of the given configuration and the weight of each path is but itself a sum over time of a quantity called Lagrangian (more precisely the complex exponential of this quantity but whatever) along said path.

Since this quantity is the difference between kinetic and potential energy, it normally should only depends on the position and time derivatives along the path. In that sense the path integral formalism for a finite number of particles is independent of the derivative of the amplitude distribution itself and thus of Schrödinger equation.

If one now goes to a situation with an infinite number of degrees of freedom, that is a field, and tries to implement there also a path integral formalism, then the equation changes slightly. Amplitude doesn't flow from one point to the other but rather between field configurations. In that case the second sum is not over all possible paths in between two points but over all possible field configurations in between two field configurations. Doing so, the quantity used to weight configurations now depends on the amplitude and space derivatives of the field everywhere.

And if one fancies a Schrödinger equation for a quantum field, then in the interacting and non-relativistic case this equation turns out to be nonlocal and nonlinear.

Feynman paths would basically correspond to points in spacetime configuration space, ie, histories, rather than points on plain ole position configuration space, wouldn't it?

(Actually, summing over histories is basically one way of explaining WHY in GR things follow geodesics. Think of metric as being analogous to refractive index, affecting the "optical" path length, so you end up getting the same idea as principle of least action.)

Ever since I read QED a few years ago, I've wanted to write a Quantum Ray-Tracing package that would use a discrete version of this summation over arrows to render scenes composed of a 3D grid of particles. It would have the advantage that certain classical ray-tracing problems having to do with questions of what, exactly, is a surface and its normal would go away. It would also correctly render diffraction gratings, butterfly wings and oil slicks, just given their physical arrangements.

On the negative side, it would require some serious R&D into rendering algorithms to get the computation times down to acceptable levels. Alas, I've never had the leisure to spend that kind of time on the problem.

And when you add up all the ways the photon can go from S to P, you find that most of the amplitude comes from the middle part of the mirror - the contributions from other parts of the mirror tend to mostly cancel each other out, as shown at the bottom of Feynman's figure.

Eliezer, one thing that is confusing me is that you are trying to show that the billiard ball and the "particles have identities" analogy is wrong. At the same time you keep speaking from "the photon". In the quotation the impression I get is that "the photon" splits up into the different paths it travels. Why does it split up in the first place? Again the "splitting up" assumes that there is a particle(alias small billiard ball) but your writing seems to imply this.

Btw, I have posted a question to your last entry "The quantum arena" which unfortunately wasn't answered and has to do with this confusion.

PS: I'm no physicist and from reading the other comments I have the impression that most who are following this are physicists or at least have quite an advanced knowledge of QM. Please don't subestimate the inferential distance for those of us who don't have all that knowledge.

I think that the splitting of the photon's path is pretty much entirely a human construction - the smaller the components it is split into, the more accurate the calculation, and each partition is itself an approximation that can be refined by splitting it up further in exactly the same manner. Essentially, it's a shortcut to doing a path integral over the entire range down to the planck level. Maybe... I'm  not sure!

As Jess says, Schrödinger and Feynman are formally equivalent: either can be derived from the other.  So if the question of which is more "fundamental" can be answered at all, it will have to be from other considerations.  My own favorite way to think about the difference between the two pictures is in terms of computational complexity.  The Schrödinger equation can be seen as telling us that quantum computers can be simulated by classical computers in exponential time: just write out the whole amplitude vector to reasonable precision, which takes exponentially many floating-point numbers, then update it step by step.  The Feynman path integral can be seen as telling us that quantum computers can be simulated by classical computers in polynomial space: just add up the amplitudes of all paths leading to the quantum computer accepting, reusing the same memory from one path to another.  Since polynomial space is contained in exponential time, the Feynman picture yields the better simulation -- and on that basis, one could argue that it's the more "fundamental" of the two representations.

Since Scott Aaronson has chimed in, it is worth pointing to this discussion on his blog in which Greg Kuperberg explains the Hilbert space issues from the previous thread.

Treating light as a classical wave can also produce pretty good experimental results on the scale of everyday life. Ray tracing algorithms ignore the properties light shares with classical waves, such as diffraction. I suspect that you don't need "quantum amplitude tracing" algorithm for more accurate 3D rendering, just a "classical wave tracing" algorithm. (Ordinary ray tracing is already rather computationally expensive anyway...)

You know, I enjoyed this post when I first read it, but now upon further thought it doesn't make any sense at all.

We're talking about the fundamental nature of reality, right?  Photons are a fundamental thing?  Taking all paths from S to P is fundamental?  Little rotating arrows corresponding to wavelength is fundamental?  OK, fine.

But what the heck is this "mirror" thing you then introduced?  I'm supposed to assume that a mirror is a fundamental component of reality too?

No, obviously a mirror is just made up of atoms, which is just a pile of subatomic particles, also.  You don't explain how a photon interacts with even a single other particle, but we're supposed to know how it interacts with a mirror?  Especially a "flat" mirror, when we know that real physical mirrors must be very bumpy at a subatomic level.  And a lot of them are silver; what's so special about silver atoms?  Why is a mirror different from a (not very) flat rock?

See, here's the problem: you spend all this time telling us how our macroscopic intuitions are wrong, and we can't trust them, and that QM is the reality of how the universe works.  And then, in the explanation of QM, you slip in a "mirror", and rely on our naive pre-QM common-sense understanding of mirrors to complete the example.  But you've just told us that those intuitions are false!

I think you need to at least give some QM explanation of what a mirror "is", before using it in this example.

I'm not a physicist so my question may be really old hat, but whatever.

I can think of two situations in which one ends up with a diffusion equation but in which the underlying physics is quite different.

First, the flow of heat in a solid. Here there is a continuous 'heat flows down a temperature gradient' picture that is mathematically equivalent to a picture in which individual particles follow Brownian motions. Physically, the former is just a sort of averaged version of the latter - some accounting short cuts - while the latter is some way closer to reality; the particles are really diffusing.

Second, the flow of water in an aquifer. Here the Darcian flow is proportional to the pressure gradient. For the sake of argument, imagine a medium that is a perfectly regular and homogenous 3D network of tiny tubes or something. In this case, there is no 'diffusion' of the fluid particles; they flow in a completely deterministic (indeed reversible) way through the network. But of course, one could presumably 'solve' the aquifer equation with a Monte Carlo similation of a diffusion process, if one really wanted to or if that was handy.

So to my question: Does the Feynman path integral purport to represent what's actually going on in any sense? Or is it more in the nature of a device for solving the problem? Or is this one of those things that is not answerable?

Sorry I asked that wrong. I don't mean heat flow in the first case, there are no diffusing particles there. Say concentration of tracer in fluid suspension or something.

"How fast does the little arrow rotate?  As fast as the photon's wavelength - that's what a photon's wavelength is.  The wavelength of yellow light is ~570 nanometers:  If yellow light travels an extra 570 nanometers, its little arrow will turn all the way around and end up back where it started."

Which would seem to make it a ruler as well as a clock. But then, since general relativity made time an axis like space, I have sometimes wondered why we don't measure time in meters or distance in seconds.

To expand on that point, we also measure energy in hertz, and temperatures in Joules, and ultimately everything in pure numbers. :)

The speed of light is used to define not only the lightyear, but also the common metre.

I know this is an old post, but I'm hoping someone will see this. I read this a long time ago and have been thinking about QM questions (non-professionally) for a while. Recently, I started to wonder about a specific question regarding this post. Specifically, I'm thinking about the idea that we are summing paths leading to "identical configurations". While the various paths the photon takes in this problem do appear to lead to the same configuration, it seems to me that this is only true if you are just looking at the configuration of the photon and the mirror. The path A takes much more time to be completed than the path G, and it seems to me that during that time, the configuration of the rest of the universe would change as well, so the two configurations aren't the same.

I think this understanding is probably wrong, but I have about twenty guesses as to mistakes I could be making, and no clue which ones are genuine. Can anyone who has studied QM more help me out?

You don't need to add them ALL up at the same time, just notice that as you get further and further from the middle, each part begins canceling with nearer and nearer neighbors. To be more concrete: at some point, you start sending your pulse. The shortest path/specular reflection gets the signal there first; other paths begin contributing later. After a short time, the time offset to get to the destination is large enough that the beginning of the pulse from one angle is cancelling with the middle of the pulse from a neighboring angle. Beyond that point, unless the packet had some special structure, there's not much in the way of reflection.

To be perfectly frank, the mirror isn't necessary for this problem to work - all it really needs to do is justify Huygens' principle. 

This also goes a way towards addressing DonGeddis's question - pretend the mirror isn't there, and reflect the upward rays down. The mirror no longer exists, and this now becomes the question of why light doesn't spontaneously turn angles for no reason at all. Is that better?

That's a pretty good way of explaining it. I actually read QED last summer, after posting this, and (I believe in chapter 3) Feynman covers this topic briefly. EY just didn't describe it. Thanks for posting the clarification!

Okay, so where did those arrows come from? I see how the graph second from the top corresponds to the amount of time a particle, were particles to exist, would take if it bounced, if it could bounce, because it's not actually a particle, off of a specific point on the mirror. But how does one pull the arrows out of that graph?

Feynman talks about this between 59:33 and 60:32 of
part one of his 1979 Douglas Robb
lectures.

Between 29:41 and 36:27 of
part two, he draws the "arrows"
diagram on the chalkboard.

If you find this topic interesting, you'll enjoy
all four parts of the lecture
series.
See also 63:26 to 63:35 of
part one, which is relevant to
your other
question.

Edit:  To explicitly answer your question, the angle of each arrow is
proportional to the height of the graph above that arrow.  Note that different
heights on the graph can correspond to identical angles, since (for example) 0
radians, 2pi radians, and 4pi radians are all the same angle.

When we sum over all paths some paths are longer than others. The argument says that the phase arrow will move further round because the time is longer. If the time is longer the the path won't end at the destination at the right time to coincide with the other paths. So how can this work?

The amplitudes don't coincide at the end. In fact some are pointing oppositely to each other and so cancel out.  The final amplitude for a photon at P is the sum of the configurations coming into P.  The amplitudes don't equal each other, but they can be added together to yield the amplitude for a photon at P. 

(PS:  I'm given to understand that the Feynman path integral may be more fundamental than the Schrödinger equation: that is, you can derive Schrödinger from Feynman.  But as far as I can tell from examining the equations, Feynman is still differentiating the amplitude distribution, and so reality doesn't yet break down into point amplitude flows between point configurations.  Some physicist please correct me if I'm wrong about this, because it is a matter on which I am quite curious.)

Feynman really does give you the amplitude for going from one point distribution to another point distribution. The formula for the path integral doesn't involve any derivatives of the amplitude distribution. But your fundamental point is still correct. Nature can't be viewed as classical just by thinking only in terms of point distributions. This is because the point distribution evolves into a non-point distribution. So even if you start out thinking in terms of point distributions you are immediately forced to consider other distributions.

(You might be worried that the point distribution has infinite second derivative, and so can't be evolved using the Schrodinger  equation. But if you turn down your rigour dial you can find the solution:

(This is the solution for a free particle in one dimension where I've picked the mass hbar/2 for convenience.) One can sort of see how this becomes a point distribution as t tends to zero. The amplitude becomes very oscillatory everywhere except zero, and at zero all those oscillations cancel out. Meanwhile the magnitude increases like 1/sqrt(t) as t tends to zero, so at zero it has the correct value of sqrt(infintiy).) 



No Individual Particles

Followup to:  Can You Prove Two Particles Are Identical?, Feynman Paths

Even babies think that objects have individual identities.  If you show an infant a ball rolling behind a screen, and then a moment later, two balls roll out, the infant looks longer at the expectation-violating event.  Long before we're old enough to talk, we have a parietal cortex that does spatial modeling: that models individual animals running or rocks flying through 3D space.

And this is just not the way the universe works.  The difference is experimentally knowable, and known.  Grasping this fact, being able to see it at a glance, is one of the fundamental bridges to cross in understanding quantum mechanics.

If you shouldn't start off by talking to your students about wave/particle duality, where should a quantum explanation start?  I would suggest taking, as your first goal in teaching, explaining how quantum physics implies that a simple experimental test can show that two electrons are entirely indistinguishable —not just indistinguishable according to known measurements of mass and electrical charge.

To grasp on a gut level how this is possible, it is necessary to move from thinking in billiard balls to thinking in configuration spaces; and then you have truly entered into the true and quantum realm.

In previous posts such as Joint Configurations and The Quantum Arena, we've seen that the physics of our universe takes place in a multi-particle configuration space.

[image: Conf6_2]The illusion of individual particles arises from approximate factorizability of a multi-particle distribution, as shown at left for a classical configuration space.

If the probability distribution over this 2D configuration space of two classical 1D particles, looks like a rectangular plaid pattern, then it will factorize into a distribution over A times a distribution over B.

In classical physics, the particles A and B are the fundamental things, and the configuration space is just an isomorphic way of looking at them.

In quantum physics, the configuration space is the fundamental thing, and you get the appearance of an individual particle when the amplitude distribution factorizes enough to let you look at a subspace of the configuration space, and see a factor of the amplitude distribution—a factor that might look something like this:

This isn't an amplitude distribution, mind you.  It's a factor in an amplitude distribution, which you'd have to multiply by the subspace for all the other particles in the universe, to approximate the physically real amplitude distribution.

Most mathematically possible amplitude distributions won't factor this way.  Quantum entanglement is not some extra, special, additional bond between two particles.  "Quantum entanglement" is the general case.  The special and unusual case is quantum independence.

Reluctant tourists in a quantum universe talk about the bizarre phenomenon of quantum entanglement.  Natives of a quantum universe talk about the special case of quantum independence.  Try to think like a native, because you are one.

I've previously described a configuration as a mathematical object whose identity is "A photon here, a photon there; an electron here, an electron there."  But this is not quite correct.  Whenever you see a real-world electron, caught in a little electron trap or whatever, you are looking at a blob of amplitude, not a point mass.  In fact, what you're looking at is a blob of amplitude-factor in a subspace of a global distribution that happens to factorize.

Clearly, then, an individual point in the configuration space does not have an identity of "blob of amplitude-factor here, blob of amplitude-factor there"; so it doesn't make sense to say that a configuration has the identity "A photon here, a photon there."

But what is an individual point in the configuration space, then?

Well, it's physics, and physics is math, and you've got to come to terms with thinking in pure mathematical objects.  A single point in quantum configuration space, is the product of multiple point positions per quantum field; multiple point positions in the electron field, in the photon field, in the quark field, etc.

When you actually see an electron trapped in a little electron trap, what's really going on, is that the cloud of amplitude distribution that includes you and your observed universe, can at least roughly factorize into a subspace that corresponds to that little electron, and a subspace that corresponds to everything else in the universe.  So that the physically real amplitude distribution is roughly the product of a little blob of amplitude-factor in the subspace for that electron, and the amplitude-factor for everything else in the universe.  Got it?

One commenter reports attaining enlightenment on reading in Wikipedia:

'From the point of view of quantum field theory, particles are identical if and only if they are excitations of the same underlying quantum field. Thus, the question "why are all electrons identical?" arises from mistakenly regarding individual electrons as fundamental objects, when in fact it is only the electron field that is fundamental.'

Okay, but that doesn't make the basic jump into a quantum configuration space that is inherently over multiple particles.  It just sounds like you're talking about individual disturbances in the aether, or something.  As I understand it, an electron isn't an excitation of a quantum electron field, like a wave in the aether; the electron is a blob of amplitude-factor in a subspace of a configuration space whose points correspond to multiple point positions in quantum fields, etc.

The difficult jump from classical to quantum is not thinking of an electron as an excitation of a field.  Then you could just think of a universe made up of "Excitation A in electron field over here" + "Excitation B in electron field over there" + etc.  You could factorize the universe into individual excitations of a field.  Your parietal cortex would have no trouble with that one—it doesn't care whether you call the little billiard balls "excitations of an electron field" so long as they still behave like little billiard balls.

The difficult jump is thinking of a configuration space that is the product of many positions in many fields, without individual identities for the positions.  A configuration space whose points are "a position here in this field, a position there in this field, a position here in that field, and a position there in that field".  Not, "A positioned here in this field, B positioned there in this field, C positioned here in that field" etc.

You have to reduce the appearance of individual particles to a regularity in something that is different from the appearance of particles, something that is not itself a little billiard ball.

Oh, sure, thinking of photons as individual objects will seem to work out, as long as the amplitude distribution happens t factorize.  But what happens when you've got your "individual" photon A and your "individual" photon B, and you're in a situation where, a la Feynman paths, it's possible for photon A to end up in position 1 and photon B to end up in position 2, or for A to end up in 2 and B to end up in 1?  Then the illusion of classicality breaks down, because the amplitude flows overlap:
[image: Ampl3_3]

In that triangular region where the distribution overlaps itself, no fact exists as to which particle is which, even in principle—and in the real world, we often get a lot more overlap than that.

I mean, imagine that I take a balloon full of photons, and shake it up.

Amplitude's gonna go all over the place.  If you label all the original apparent-photons, there's gonna be Feynman paths for photons A, B, C ending up at positions 1, 2, 3 via a zillion different paths and permutations.

The amplitude-factor that corresponds to the "balloon full of photons" subspace, which contains bulges of amplitude-subfactor at various different locations in the photon field, will undergo a continuously branching evolution that involves each of the original bulges ending up in many different places by all sorts of paths, and the final configuration will have amplitude contributed from many different permutations.

It's not that you don't know which photon went where.  It's that no fact of the matter exists. The illusion of individuality, the classical hallucination, has simply broken down.

And the same would hold true of a balloon full of quarks or a balloon full of electrons.  Or even a balloon full of helium. Helium atoms can end up in the same places, via different permutations, and have their amplitudes add just like photons.

Don't be tempted to look at the balloon, and think, "Well, helium atom A could have gone to 1, or it could have gone to 2; and helium atom B could have gone to 1 or 2; quantum physics says the atoms both sort of split, and each went both ways; and now the final helium atoms at 1 and 2 are a mixture of the identities of A and B."  Don't torture your poor parietal cortex so.  It wasn't built for such usage.

Just stop thinking in terms of little billiard balls, with or without confused identities.  Start thinking in terms of amplitude flows in configuration space.  That's all there ever is.

And then it will seem completely intuitive that a simple experiment can tell you whether two blobs of amplitude-factor are over the same quantum field.

Just perform any experiment where the two blobs end up in the same positions, via different permutations, and see if the amplitudes add.

I don't see excitations as billiard balls, but the smallest type of wave possible. The whole point of QFT is so that you can see "particles" as annihilating and changing which isn't very billiard ball like. Start with a bag of positrons and electrons, shake it up and what do get?

Quantum without all the physics (fermions/bosons/anti-particles/vacuum energy) is horribly dry and un-illuminating for me.

"As I understand it, an electron isn't an excitation of a quantum electron field, like a wave in the aether; the electron is a blob of amplitude-factor in a subspace of a configuration space whose points correspond to multiple point positions in quantum fields, etc."

It is hard to tell from the brief description, but it seems to me that you are talking about localized electrons and  Wikipedia is talking about delocalized electrons. To describe particles in quantum field theory you have some field in spacetime. In the simplest case of a scalar field it is described by some function f(x,y,z,t). Note that f(x,y,z,t) is not a quantum wavefunction, it is just a classical field. Quantum mechanically, there is an amplitude corresponding to each possible configuration of this field. (Thus the wavefunction is technically a "functional"). Different configurations have different energies. The Langrangian tells you what energy corresponds to what configuration. The Lagrangian for a single field not interacting with anything looks sort of like the Lagrangian for material that can vibrate. (This is just an analogy, it has nothing to do with the aether.)

By a change of basis, we can write the Lagrangian in terms of normal modes, which each behave like harmonic oscillators, and which are decoupled from each other. As a one dimensional example, the normal modes for a violin string are the sine waves whose wavelengths are the length of the string, half the length of the string, 1/3 the length of the string, etc. These modes thus correspond to sinusoidal variation of the field. (This has nothing to do with string theory. The violin string is just a handy example of a vibrating system.) We know how to "quantize" the Harmonic oscillator. It turns out that the allowed energies are (n+1/2)h*omega, where n=1,2,3,..., and omega is the resonant frequency of the mode and h is planck's constant. If the mode of frequency omega is excited to n=1 and the mode of frequency omega' is excited to n=5 that corresponds to a six electron state with one electron of frequency omega and five electrons of frequency omega'. (Similarly for photons, or any other particles. For photons these frequencies correspond to colors.)

We can have superpositions of different such states. For example we could have quantum amplitude 1/sqrt(2) for mode omega to have n=1 and quantum amplitude 1/sqrt(2) for mode omega to have n=2. If we just have quantum amplitude 1 for a given mode omega to be in the n=1 state, and amplitude zero for all other configurations of the field, then this is a one electron state, where the electron is completely delocalized. What state corresponds to an electron in a particular region? A localized electron does not correspond to the field being nonzero in only a small region (e.g. the violin string has a localized bump in it like this ---^---). That would be a multi-electron state, because it decomposes into a classical superposition of many different sine waves, so we would have n>0 in multiple modes. Instead we can build a localized state of an electron by making a quantum superposition over different modes being occupied. It is important not to get the wavefunction confused with the field f(x,y,z,t). (If you have heard about the Dirac and Klein-Gordon equations, the solutions are analogous to f(x,y,z,t), not analogous to Schrodinger wavefunctions. Historically, there was some confusion on this point.)

Everything I have described so far is the quantum field theory of non-interacting particles. Although I may not have explained that well, it is actually not too complicated. However, if the particles interact, then the normal modes are coupled. Nobody knows how to treat this directly, so you need to use perturbation theory. This is where the complicated stuff about Feynman diagrams and so forth comes in.

Technical caveat: I should have said it's actually the Hamiltonian, not the Lagrangian that directly tells you the energy of a configuration. (Its easy to convert between Hamiltonians and Lagrangians though, and it turns out Lagrangians are handier for QFT.)

Something I'm unclear about is what's the difference between multiple particles, and one particle with multiple degrees of freedom?

Sorry, I should clarify that better: What is the nature of the physical and mathematical differences that cause one factorization into, say, 6 factors to "look like" 1 particle free to move in 6 dimensions vs one particle free to move in two dimensions and another particle free to move in three dimensions?

And so on. ie, What makes one sort of factorization look like one, vs a different factorization look like the other?

Psy-Kosh: I think that is a great question. Here is my take on it:

The wavefunction for six particles will be a function of six variables, x1,y1,z1,x2,y2,z2. You could of course think of these as just six variables without thinking in terms of two particles with three coordinates apiece. However, from this point of view, the system would have certain strange properties that appear coincidental. For example, suppose the two particles are bosons. Then, if we exchange them, nothing happens to the wavefunction. This seems fairly natural. However, from the 6D point of view we have the strange property that if we swap three particular pairs of variables (x1 swapped with x2, y1 swapped with y2, and z1 swapped with z2) the wavefunction is unchanged, whereas in general if we pair the variables in any other way and swap them the wavefunction is changed. Similarly, the potential term in the Hamiltonian will often depend on the distance between the two particles (such as if they repel coulombically). This again seems natural. However, from the 6D point of view this is a mysterious property that the potential depends only on (x1-x2)^2 + (y1-y2)^2 + (z1-z2)^2, where we have subtracted variables in pairs in some particular way, rather than in any of the many other ways we could pair them.

Would you say the swapping properties of the degrees of freedom could be viewed as the fundamental "cause" of the differences between the situations, or merely one property, among others, that shows up differently in the different situations?

That is, would you say the swapping properties is the essense of "illusion of seperate particles" vs "illusion of one particle with multiple degrees of freedom"?

Psy-Kosh: I don't know. Certainly in practice it seems to be useful to focus a lot on the group of symmetries of a system. In the example we discussed the swapping properties were basically the group of permutations of labels leaving the wavefunction invariant. (Or the group of permutations leaving the Hamiltonian invariant in the other example.) I think special relativity can be stated as "the Lagrangian of the universe is invariant under the Lorentz group." So, although I don't know whether swapping properties and so forth are the essence of things, they certainly seem to be important and useful to analyze.

"Well, it's physics, and physics is math, and you've got to come to terms with thinking in pure mathematical objects."

If you're trying to convince anybody here, you're going to fail, because you start by assuming the very mathematical models which they challenge - asserting repeatedly that particles have no definition, and therefore particles have no definition, is an advancement towards nowhere.  If you're trying to enlighten people, you do so from the perspective of one biased in favour of a particular mathematical model.

I can't prove my position, but I generally favour a variant of multiverse theory in which the uncertainty principle is the result of consciousness.  That is, the human mind as a conscious entity is a functional quantum computer, and the uncertainty principle is a result of that, rather than a fundamental property of the universe.  (The uncertainty is not about what state the particle is in, but what spectrum of probability space the mind inhabits, and thus what spectrum of particle states the mind observes.)

You'll notice that this is a functionally equivalent interpretation.  Which is the problem with quantum mechanics - the mathematics describe something, but interpretation is, for now, still up in the air.

You'll also notice that this interpretation suggests that a 'slice' of probability space produces a universe of zombies.  But a slice of probability space as an independent structure is no less ridiculous in this model than a slice of 2D space taken out of our "normal" three dimensions when treated independently.

"Well, it's physics, and physics is math, and you've got to come to terms with thinking in pure mathematical objects."

Physics is modeled as math - physics and math are not the same thing. 

As Korzybski would say, whatever you say Physics is, it is not. 

In short, these posts are not going to convince anyone of anything, except possibly people who already accept these models that the author is familiar with the models.

When is this blog going to address bias and how to overcome it?

Hey Eliezer, your explanations are incredible but I don't understand why we are folding the amplitude distribution over that diagonal line. I do understand that the folded distribution is unfactorable, but what is the motivation behind the folding operation?

I believe the idea here is that because particle A and B are indistinguishable, the probability assigned to the case where particle A is "before" B can be equivalently assigned to the opposite case. 

In the same manner that a train schedule with cities across the top and side needs only one entry per cityA / cityB pairing.

I was also having a problem with this, but I think it can be resolved by saying that every operator is symmetric in A and B.  Therefore, whenever we take a measurement, we will fail to distinguish between a blob at (1,0) and a blob at (0,1).  More fundamentally, any interaction with a third particle will be the same whether the blob is at (1,0) or (0,1).

Even more important is that a blob at (0,1) plus a blob with the opposite phase at (1,0) can have a subtractive effect, even cancelling out entirely if both have the same amplitude.

In a sense, then, factoring the topology of configuration-space by the identity A==B causes the symmetry of operators to be an unavoidable consequence of the topology, rather than some freakish coincidence.

Wait, but how did they fire photons one at a time in the first experiment?

Apparently I shouldn't ask questions when I don't understand something because I get thumbed down for not already knowing the answer.

As I understand it, an electron isn't an excitation of a quantum electron field, like a wave in the aether; the electron is a blob of amplitude-factor in a subspace of a configuration space whose points correspond to multiple point positions in quantum fields, etc.

It all depends what you mean by quantum field, doesn't it? If you mean '4-dimensional vector field', then yes. But that's not what's meant by Quantum Field - rather, it'd be a 'Fock space', a special subspace of Hilbert space. Using that, the first is more accurate. An electron IS an excitation in this quantum field of electrons in the Fock space. This excitation only exists in the subspaces of the Fock space corresponding to that electron's existence (referring to 'that' electron by there being an electron in that region of spacetime).

This is the first thing I've found that I'd categorize as not even technically right (I skipped this page on my first time through).

In quantum physics, the configuration space is the fundamental thing, and you get the appearance of an individual particle when the amplitude distribution factorizes...

Um, if individual particles are derived from the amplitude distribution on the configuration space, and the dimension of that space is related to the number of those particles, how do we then know how many dimensions should a particular configuration space have? 

Concretely, how did we know that we have to draw a 2-d diagram (+2 dimensions for the amplitudes) up there? One spatial dimension for each photon? Ok, but supposedly we don't know how many photons are there - actually, individual photons don't even exist fundamentaly - since this should be a derived fact from the amplitude distribution, right? Do we just guess and see which picture comes out as the most natural?

It all seems kind of circular... in a confused corner of my mind at least - help, please? :-/

A full diagram in that style would be 1 dimension of graph for each dimension of space for each particle that happens to exist, and you have a separate diagram for each different combination of different numbers of particles.

Obviously, he's simplified it, so the answer to your question is just, "That's how he chose to reduce it".

A single point in quantum configuration space, is the product of multiple point positions per quantum field ...

An attempt at translation: each point in the quantum configuration space corresponds to a particular configuration of every field (e.g. electromagnetic, gluon, electron etc.), and the regularities in these fields tell us how many particles of each species do we have and where they are. Is this even approximately correct?

So... how many dimensions does the real quantum configuration space then have? Uncountably infinite?

Yes, that is correct. The fields that physicists actually use (Fock spaces or Hilbert spaces) are considerably more general than the configuration spaces Eliezer has been using. In Eliezer's case, each position in configuration space corresponds to a particular number of point excitations in each field, and you need to integrate these to reach a full quantum configuration.

A single point in the Hilbert/Fock spaces that physicists use correspond to a complete quantum state; Eliezer's configuration spaces are each just a choice of basis vectors in that space. When you add them up to get the full quantum state, it's adding up the basis vectors to get the full vector. That's how you get from a full distribution in Eliezer's configuration spaces corresponding to a single point in a Hilbert/Fock space.

"amplitude distribution happens t factorize."
->
"amplitude distribution happens to factorize."

Not the best first comment, but I've spent too much time fixing inconsequential typos to feel comfortable skipping over it. Excellent sequence, I think I'm starting to get a toehold in a.. very different view of how things are.

Clearly this is nonsensical, and this article captures that very well. :) Thank you for elucidating materials!!!



Identity Isn't In Specific Atoms

Continuation of:  No Individual Particles
Followup to:  The Generalized Anti-Zombie Principle

Suppose I take two atoms of helium-4 in a balloon, and swap their locations via teleportation.  I don't move them through the intervening space; I just click my fingers and cause them to swap places.  Afterward, the balloon looks just the same, but two of the helium atoms have exchanged positions.

Now, did that scenario seem to make sense?  Can you imagine it happening?

If you looked at that and said, "The operation of swapping two helium-4 atoms produces an identical configuration—not a similar configuration, an identical configuration, the same mathematical object—and particles have no individual identities per se—so what you just said is physical nonsense," then you're starting to get quantum mechanics.

If you furthermore had any thoughts about a particular "helium atom" being a factor in a subspace of an amplitude distribution that happens to factorize that way, so that it makes no sense to talk about swapping two identical multiplicative factors, when only the combined amplitude distribution is real, then you're seriously starting to get quantum mechanics.

If you thought about two similar billiard balls changing places inside a balloon, but nobody on the outside being able to notice a difference, then... oh, hell, I don't know, go back to the beginning of the series and try rereading the whole thing over the course of one day.  If that still doesn't work, read an actual book on quantum mechanics.  Feynman's QED is a great place to start—though not a good place to finish, and it's not written from a pure realist perspective.

But if you did "get" quantum physics, then, as promised, we have now come to the connection between the truth of quantum mechanics, the lies of human intuitions, and the Generalized Anti-Zombie Principle.

Stirling Westrup previously commented, on the GAZP post:

I found the previous articles on Zombies somewhat tedious... Still, now I'm glad I read through it all as I can see why you were so careful to lay down the foundations you did.

The question of what changes one can make to the brain while maintaining 'identity' has been been discussed many times on the Extropians list, and seldom with any sort of constructive results.

Today's article has already far exceeded the signal to noise ratio of any other discussion on the same topic that I've ever seen...

The Extropians email list that Westrup refers to, is the oldest online gathering place of transhumanists.  It is where I made my debut as a writer, and it is where the cofounders of the Singularity Institute met.  Though the list is not what it once was...

There are certain topics, on the Extropians list, that have been discussed over and over again, for years and years, without making any progress.  Just the same arguments and counterarguments, over and over again.

The worst of those infinite loops concerns the question of personal identity.  For example, if you build an exact physical replica of a human, using different atoms, but atoms of the same kind in the same places, is it the same person or just a copy? 

This question has flared up at least once a year, always with the same arguments and counterarguments, every year since I joined the Extropians mailing list in 1996.  And I expect the Personal Identity Wars started well before then.

I did try remarking, "Quantum mechanics says there isn't any such thing as a 'different particle of the same kind', so wherever your personal identity is, it sure isn't in particular atoms, because there isn't any such thing as a 'particular atom'."

It didn't work, of course.  I didn't really expect it to.  Without a long extended explanation, a remark like that doesn't actually mean anything.

The concept of reality as a sum of independent individual billiard balls, seems to be built into the human parietal cortex—the parietal cortex being the part of our brain that does spatial modeling: navigating rooms, grasping objects, throwing rocks.

Even very young children, infants, look longer at a scene that violates expectations—for example, a scene where a ball rolls behind a screen, and then two balls roll out.

People try to think of a person, an identity, an awareness, as though it's an awareness-ball located inside someone's skull.  Even nonsophisticated materialists tend to think that, since the consciousness ball is made up of lots of little billiard balls called "atoms", if you swap the atoms, why, you must have swapped the consciousness.

Now even without knowing any quantum physics—even in a purely classical universe—it is possible to refute this idea by applying the Generalized Anti-Zombie Principle.  There are many possible formulations of the GAZP, but one of the simpler ones says that, if alleged gigantic changes are occurring in your consciousness, you really ought to notice something happening, and be able to say so.

The equivalent of the Zombie World, for questions of identity/continuity, is the Soul Swap World.  The allegation is that the Soul Swap World is microphysically identical to our own; but every five minutes, each thread of consciousness jumps to a random new brain, without the brains changing in any third-party experimentally detectable way.  One second you're yourself, the next second you're Britney Spears.  And neither of you say that you've noticed anything happening—by hypothesis, since you're microphysically identical down to the motion of your lips.

(Let me know if the Soul Swap World has been previously invented in philosophy, and has a standard name—so far as I presently know, this is my own idea.)

We can proceed to demolish the Soul Swap World by an argument exactly analogous to the one that demolished the Zombie World:  Whatever-it-is which makes me feel that I have a consciousness that continues through time, that whatever-it-is was physically potent enough to make me type this sentence.  Should I try to make the phrase "consciousness continuing through time" refer to something that has nothing to do with the cause of my typing those selfsame words, I will have problems with the meaning of my arguments, not just their plausibility.

Whatever it is that makes me say, aloud, that I have a personal identity, a causally closed world physically identical to our own, has captured that source—if there is any source at all.

And we can proceed, again by an exactly analogous argument, to a Generalized Anti-Swapping Principle:  Flicking a disconnected light switch shouldn't switch your personal identity, even though the motion of the switch has an in-principle detectable gravitational effect on your brain, because the switch flick can't disturb the true cause of your talking about "the experience of subjective continuity".

So even in a classical universe, if you snap your fingers and swap an atom in the brain for a physically similar atom outside; and the brain is not disturbed, or not disturbed any more than the level of thermal noise; then whatever causes the experience of subjective continuity, should also not have been disturbed.  Even if you swap all the classical atoms in a brain at the same time, if the person doesn't notice anything happen, why, it probably didn't.

And of course there's the classic (and classical) argument, "Well, your body's turnover time for atoms is seven years on average."

We live in a quantum universe where the notion of "same hydrogen atom vs. different hydrogen atom" is physical nonsense.

We live in a universe where the whole notion of billiard balls bopping around is fundamentally wrong.

This can be a disorienting realization, if you formerly thought of yourself as an awareness ball that moves around.

Sorry.  Your parietal cortex is fooling you on this one.

The brain doesn't exactly repeat itself; the state of your brain one second from now is not the state of your brain one second ago.  The neural connections don't all change every second, of course.  But there are enough changes every second that the brain's state is not cyclic, not over the course of a human lifetime.  With every fragment of memory you lay down—and every thought that pops in and out of short-term memory—and every glance of your eyes that changes the visual field of your visual cortex—you ensure that you never repeat yourself exactly.

Over the course of a single second—not seven years, but one second—the joint position of all the atoms in your brain, will change far enough away from what it was before, that there is no overlap with the previous joint amplitude distribution.  The brain doesn't repeat itself.  Over the course of one second, you will end up being comprised of a completely different, nonoverlapping volume of configuration space.

And the quantum configuration space is the most fundamental known reality, according to our best current theory, remember.  Even if quantum theory turns out not to be really truly fundamental, it has already finished superseding the hallucination of individual particles.  We're never going back to billiard balls, any more than we're going back to Newtonian mechanics or phlogiston theory.  The ratchet of science turns, but it doesn't turn backward.

And actually, the time for you to be comprised of a completely different volume of configuration space, is way less than a second.  That time is the product of all the individual changes in your brain put together.  It'll be less than a millisecond, less than a femtosecond, less than the time it takes light to cross a neutron diameter.  It works out to less than the Planck time, if that turns out to make physical sense.

And then there's the point to consider that the physically real amplitude distribution is over a configuration space of all the particles in the universe.  "You" are just a factored subspace of that distribution.

Yes, that's right, I'm calling you a factored subspace.

None of this should be taken as saying that you are somehow independent of the quantum physics comprising you.  If an anvil falls on your head, you will stop talking about consciousness.  This is experimentally testable.  Don't try it at home.

But the notion that you can equate your personal continuity, with the identity of any physically real constituent of your existence, is absolutely and utterly hopeless.

You are not "the same you, because you are made of the same atoms".  You have zero overlap with the fundamental constituents of yourself from even one nanosecond ago.  There is continuity of information, but not equality of parts.

The new factor over the subspace looks a whole lot like the old you, and not by coincidence:  The flow of time is lawful, there are causes and effects and preserved commonalities.  Look to the regularity of physics, if you seek a source of continuity.  Do not ask to be composed of the same objects, for this is hopeless.

Whatever makes you feel that your present is connected to your past, it has nothing to do with an identity of physically fundamental constituents over time.

Which you could deduce a priori, even in a classical universe, using the Generalized Anti-Zombie Principle.  The imaginary identity-tags that read "This is electron #234,567..." don't affect particle motions or anything else; they can be swapped without making a difference because they're epiphenomenal.  But since this final conclusion happens to be counterintuitive to a human parietal cortex, it helps to have the brute fact of quantum mechanics to crush all opposition.

Damn, have I waited a long time to be able to say that.

And no, this isn't the only point I have to make on how counterintuitive physics rules out intuitive conceptions of personal identity.  I've got even stranger points to make.  But those will take more physics first.

Isn't each particle or amplitude configuration unique because only it has its exact relationship to every other amplitude configuration in the universe? Doesn't that sufficiently make each amplitude configuration at a specific spatial-temporal locality different from every other one, in that the universe can "tell" one from the other?

Wiseman, there's only one amplitude distribution.  One.  Not two.  Not three.  One, in all the physics we know.

Occasionally you can approximate interacting blobs of amplitude within that distribution, as the product of several almost-independent subspaces; but this is a mere convenience of computation, it is not the truth.

"Suppose I take two atoms of helium-4 in a balloon, and swap their locations via teleportation." Even a billiard ball-ist might complain you haven't swapped their momentums. You might also have to swap the excitation levels of the electrons, protons and gluons, to get a situation that is the same as far as our physics understands.

Over already? I thought we'd hear about many worlds, measure theory, decoherence, and Julian Barbour before we came to the end.

If this is the end, then it's time to evaluate the picture we've been given. Basically, it's nonsense. This is not particularly Eliezer's fault. As a sketch of how quantum mechanics works, it is accurate, and since quantum mechanics is generally not held to be in need of explanation itself, to some degree it has the imprimatur of orthodoxy as a sketch of reality itself. But that just means it is officially sanctioned nonsense.

Over already? I thought we'd hear about many worlds, measure theory, decoherence, and Julian Barbour before we came to the end.

No, not over.  Yes, the plan calls for Heisenberg, decoherence, many worlds, and Barbour.

I'll sit down and let the second act begin, then. :-)

"If you furthermore had any thoughts about a particular "helium atom" being a factor in a subspace of an amplitude distribution that happens to factorize that way,"

If a helium atom is just an accidential, temporary factorization of an amplitude distribution, then why does it keep appearing over and over again when we look at the universe? If you throw a thousand electrons together, let them interact, zap them with laser radiation, etc., etc., at the end of the day you will still see a bunch of electrons with 511 keV rest mass and -1 cha... (read more)

If that still doesn't work, read an actual book on quantum mechanics.  Feynman's QED is a great place to start..

Since I was pretty much lost after the first few posts in this series, this is exactly what I am doing. I've gone through the first 2 chapters, and what has surprised me is that at least one part of it (explaining why light "bends" when it goes through a material with a different refractive index) has been MORE intuitive to me than the "classical" explanation. The explanation (or shall I say, analogy) I have always heard is th... (read more)

Wiseman, there's only one amplitude distribution. One. Not two. Not three. One, in all the physics we know.

I do understand this Eliezer. But my point is even though it's just one distribution, there is still a description of differentation within that one distribution, otherwise the universe would be just one electron, or something like that. So since there is differentation within the distribution, and since those differentations are tracked and consistent due to the non-random laws of this universe, isn't that really the same as "identity", in that the "differentations" are always 100% unique?

I don't know a standard name for it, but the soul-swap issue is quite old.  Locke is interpreted as making some similar point in chapter XXVII, section 13 of the Essay Concerning Human Understanding; I know I always hear the point attributed to Locke, so he may be the first.

Eliezer has the same problem here as with the zombie argument. The point isn't that there are zombie worlds, or soul swap worlds. Saying that something is logically possible is nowhere near saying that something is actual. It is logically possible for someone to be kidnapped, have his brain placed in a vat, and information fed in producing the impression that his experiences are in precise continuity with his experiences the day before being kidnapped. Of course, he will have no way to notice this. In fact, it is logically possible that that this just happ... (read more)

I actually agree with the reductionist view about personal identity, though of course for very different reasons from Eliezer.  (I think that identity-swapping is strictly inconceivable. There is no difference there in what the world is like, in stark contrast to the zombie or BIV case where we can understand the (albeit undetectable) difference in how things are.)

That isn't why he's calling them logically impossible.  It's the self-contradictions inherent in their definitions that causes him to reject those ideas.

Eliezer makes many errors.  That is not one of them.

Suppose I take two atoms of helium-4 in a balloon, and swap their locations via teleportation.

For a book version, you will definitely want to be more precise here. I assumed they were in different quantum states (this seems a very reasonable assumption failing a specification to the contrary). Perhaps they had different spins, energies, momenta, etc. This means that the swapping did make sense.

Anonymous, you don't seem to understand the reductionist thesis: the claim is that there isn't any consciousness-stuff; it only seems like it because we're stupid—which is also a remarkable claim, in its own way, but it beats the alternatives.

Unknown: "[...] then he is infinitely certain about it [...]"

Really?—cf. "Infinite Certainty"  and "0 and 1 Are Not [...]"

Thinking that something is logically impossible doesn't imply infinite certainty if we permit impossible possible worlds.

"Anonymous, you don't seem to understand the reductionist thesis: the claim is that there isn't any consciousness-stuff; it only seems like it because we're stupid—which is also a remarkable claim, in its own way, but it beats the alternatives."

It beats the alternative that "we don't know enough to make a claim right now"? For example, I think that's the leading claim about what preceded or sparked the big bang, beating out other 'remarkable' claims like that we're in an infinite cycle of big bangs, that our big bang resulted from a bla... (read more)

This has been a fascinating series of posts.  You are suggesting a realistic interpretation
of QM.  Do you take the real universe to be the (single) point in the universal QM configuration space, along with the single complex value of the universal wavefunction?  Or, since the wavefunction is a function of all possible configurations, are those other configurations somehow real as well (which would be some sort of multiverse theory)?
Quantum mechanics certainly allows wavefunctions comprising superpositions of different configurations.  Are these superposition states not fundamental?

And I expect the Personal Identity Wars started well before then.

I've a new post - 'Non-causal Talk' - which points out some problems with Eliezer's assumption that our words refer to whatever causes us to utter them.

The equivalent of the Zombie World, for questions of identity/continuity, is the Soul Swap World.  The allegation is that the Soul Swap World is microphysically identical to our own; but every five minutes, each thread of consciousness jumps to a random new brain, without the brains changing in any third-party experimentally detectable way.  One second you're yourself, the next second you're Britney Spears.

This scenario strikes me as logically incoherent - for much the same reason as I don't buy "body swap" scenarios in science fiction.

If an anvil falls on your head, you will stop talking about consciousness.  This is experimentally testable.  Don't try it at home.

Not experimentally testable. Where did all the anvils go?

Well I've finally gotten to this point in the series and I have to say how strange it is to have worked through a ton of very hairy quantum physics (which I still don't fully understand, not really, not by a long shot) ... only to have it utilized to bring down a hammer on a thoroughly stupid philosophical argument. Feels a little like using a car crusher to pop a balloon. But the ride has been enjoyable. Thanks.

Before when I was still contemplating whether consciousness had a non-physical component, well before I discovered coherent philosophy or rationalism, I had a similar "soul swap world" idea. It eventually let me discard the idea of a soul, but I still favoured some kind of non-personal consciousness. This idea eventually became that there was a "consciousness field" permeating space which produced the phenomenon, through interaction with our brains through a physical yet unknown mechanism. I thought it some very subtle physical effect we hadn't noticed yet, not really supernatural.

 It works out to less than the Planck time, if that turns out to make physical sense.

Is this true for all systems (rock, water, etc?) (ie.. is consciousness some singularity in configuration complexity for some given subset of space?)

I never seen anyone bragging about defeating strawmans so much. Hell, in one place he explicitly said about "Soul Swap World" that he made up on spot to happily destroy.

And I still do not know what I am supposed to think about personal identity. I happen to think ME is generated by brain. Brain that works so well it can generate mind despite all of those changes in atoms meticulously described by Yudkowsky.

This "explanation" leaves lingering doubt. It doesn't dissolve all the questions that I have about personal identity. Ok, I'm a factor in a subspace of an amplitude distribution: I get that and I'm okay with that. But there are still unresolved issues of anticipation.

Let's say I record in sufficient fidelity the amplitude distribution factor which represents "me" at this point in time. Then after I am dead some machine is used to recreate this amplitude distribution to sufficient fidelity as to re-create me, as I exist now. That person will come into being with all my memories and with a subjective feeling of actually being me. Furthermore, there is nothing about this "new instance of me" which experimentally differentiates it from the "original me" which is typing these words. (This is the quantum replicator/teleport thought experiment.)

Now the quantum realist typified by Eliezer would argue that there is no difference between "new instance of me" and "original me," and I'm stupid for thinking that there is. Furthermore, since personal identity is thus shown to be a phantom of our mind's inner workings, the "new instance of me" objectively is me. I've thus defe

I agree that this is a major unsolved problem. I started thinking about this problem more than 20 years ago which eventually led to UDT (in part as an attempt to sidestep it). At one point I thought maybe we can just give up anticipation and switch to using UDT which doesn't depend on a notion of anticipation, but I currently think that some of our values are likely expressed in terms of anticipation so we probably still have to solve the problem (or a version of it) before we can translate them into a UDT utility function.

Can't we distinguish between particles through their relationships with other objects or "themselves", including causal relationships? For example, the electrons in my body now have different (and stronger) causal effects on electrons in my body later than on electrons in your body, and by this we can distinguish them.

And can't we trace paths in spacetime for identity? Not particle-like paths, but by just relying on causality and the continuity of the wavefunction over spacetime? This could give you something like four-dimensionalism, w... (read more)



Decoherence

To understand the quantum process called "decoherence", we first need to look at how the special case of quantum independence can be destroyed—how the evolution of a quantum system can produce entanglement where there was formerly independence.

[image: Conf6] Quantum independence, as you'll recall, is a special case of amplitude distributions that approximately factorize—amplitude distributions that can be treated as a product of sub-distributions over subspaces.

Reluctant tourists visiting quantum universes think as if the absence of a rectangular plaid pattern is some kind of special ghostly link between particles.  Hence the unfortunate term, "quantum entanglement".

The evolution of a quantum system can produce entanglement where there was formerly independence—turn a rectangular plaid pattern into something else.  Quantum independence, being a special case, is easily lost.

[image: Entangler] Let's pretend for a moment that we're looking at a classical system, which will make it easier to see what kind of physical process leads to entanglement.

At right is a system in which a positively charged light thingy is on a track, far above a negatively charged heavy thingy on a track.

At the beginning, the two thingies are far enough apart that they're not significantly interacting.

But then we lower the top track, bringing the two thingies into the range where they can easily attract each other.  (Opposite charges attract.)

So the light thingy on top rolls toward the heavy thingy on the bottom.  (And the heavy thingy on the bottom rolls a little toward the top thingy, just like an apple attracts the Earth as it falls.)

Now switch to the Feynman path integral view.  That is, imagine the evolution of a quantum system as a sum over all the paths through configuration space the initial conditions could take.

Suppose the bottom heavy thingy and the top thingy started out in a state of quantum independence, so that we can view the amplitude distribution over the whole system as the product of a "bottom thingy distribution" and a "top thingy distribution".

[image: Superposition2] The bottom thingy distribution starts with bulges in three places—which, in the Feynman path view, we might think of as three possible starting configurations from which amplitude will flow.

When we lower the top track, the light thingy on top is attracted toward the heavy bottom thingy -

- except that the bottom thingy has a sub-distribution with three bulges in three different positions.

So the end result is a joint distribution in which there are three bulges in the amplitude distribution over joint configuration space, corresponding to three different joint positions of the top thingy and bottom thingy.

I've been trying very carefully to avoid saying things like "The bottom thingy is in three places at once" or "in each possibility, the top thingy is attracted to wherever the bottom thingy is".

Still, you're probably going to visualize it that way, whether I say it or not.  To be honest, that's how I drew the diagram—I visualized three possibilities and three resulting outcomes.  Well, that's just how a human brain tends to visualize a Feynman path integral.

But this doesn't mean there are actually three possible ways the universe could be, etc.  That's just a trick for visualizing the path integral.  All the amplitude flows actually happen, they are not possibilities.

Now imagine that, in the starting state, the bottom thingy has an amplitude-factor that is smeared out over the whole bottom track; and the top thingy has an amplitude-factor in one place.  Then the joint distribution over "top thingy, bottom thingy" would start out looking like the plaid pattern at left, and develop into the non-plaid pattern at right:

Here the horizontal coordinate corresponds to the top thingy, and the vertical coordinate corresponds to the bottom thingy.  So we start with the top thingy localized and the bottom thingy spread out, and then the system develops into a joint distribution where the top thingy and the bottom thingy are in the same place, but their mutual position is spread out.  Very loosely speaking.

So an initially factorizable distribution, evolved into an "entangled system"—a joint amplitude distribution that is not viewable as a product of distinct factors over subspaces.

(Important side note:  You'll note that, in the diagram above, system evolution obeyed the second law of thermodynamics, aka Liouville's Theorem.  Quantum evolution conserved the "size of the cloud", the volume of amplitude, the total amount of grey area in the diagram.

If instead we'd started out with a big light-gray square—meaning that both particles had amplitude-factors widely spread—then the second law of thermodynamics would prohibit the combined system from developing into a tight dark-gray diagonal line.

A system has to start in a low-entropy state to develop into a state of quantum entanglement, as opposed to just a diffuse cloud of amplitude.

Mutual information is also negentropy, remember.  Quantum amplitudes aren't information per se, but the rule is analogous:  Amplitude must be highly concentrated to look like a neatly entangled diagonal line, instead of just a big diffuse cloud.  If you imagine amplitude distributions as having a "quantum entropy", then an entangled system has low quantum entropy.)

The system at left is highly entangled—it's got a joint distribution that looks something like, "There's two particles, and either they're both over here, or they're both over there."

Yes, I phrased this as if there were two separate possibilities, rather than a single physically real amplitude distribution.  Seriously, there's no good way to use a human brain to talk about quantum physics in English.

But if you can just remember the general rule that saying "possibility" is shorthand for "physically real blob within the amplitude distribution", then I can describe amplitude distributions a lot faster by using the language of uncertainty.  Just remember that it is language.  "Either the particle is over here, or it's over there" means a physically real amplitude distribution with blobs in both places, not that the particle is in one of those places but we don't know which.

Anyway.  Dealing with highly entangled systems is often annoying—for human physicists, not for reality, of course.  It's not just that you've got to calculate all the possible outcomes of the different possible starting conditions.  (I.e., add up a lot of physically real amplitude flows in a Feynman path integral.)  The possible outcomes may interfere with each other.  (Which actual possible outcomes would never do, but different blobs in an amplitude distribution do.)  Like, maybe the two particles that are both over here, or both over there, meet twenty other particles and do a little dance, and at the conclusion of the path integral, many of the final configurations have received amplitude flows from both initial blobs.

But that kind of extra-annoying entanglement only happens when the blobs in the initial system are close enough that their evolutionary paths can slop over into each other.  Like, if the particles were either both here, or both there, but here and there were two light-years apart, then any system evolution taking less than a year, couldn't have the different possible outcomes overlapping.

This diagram shows a blob of amplitude that factors into the product of a 2D subspace and a 1D subspace.  That is, two entangled particles and one independent particle.

The vertical dimension is the one independent particle, the length and breadth are the two entangled particles.

The independent particle is in one definite place—the cloud of amplitude is vertically narrow.  The two entangled particles are either both here, or both there.  (Again I'm using that wrong language of uncertainty, words like "definite" and "either", but you see what I mean.)

Now imagine that the third independent particle interacts with the two entangled particles in a sensitive way.  Maybe the third particle is balanced on the top of a hill; and the two entangled particles pass nearby, and attract it magnetically; and the third particle falls off the top of the hill and rolls to the bottom, in that particular direction.

[image: Decohered] Afterward, the new amplitude distribution might look like this.  The third particle is now entangled with the other two particles.  And the amplitude distribution as a whole consists of two more widely separated blobs.

Loosely speaking, in the case where the two entangled particles were over here, the third particle went this way, and in the case where the two entangled particles were over there, the third particle went that way.

So now the final amplitude distribution is fully entangled—it doesn't factor into subspaces at all.

But the two blobs are more widely separated in the configuration space.  Before, each blob of amplitude had two particles in different positions; now each blob of amplitude has three particles in different positions.

Indeed, if the third particle interacted in an especially sensitive way, like being tipped off a hill and sliding down, the new separation could be much larger than the old one.

Actually, it isn't necessary for a particle to get tipped off a hill.  It also works if you've got twenty particles interacting with the first two, and ending up entangled with them.  Then the new amplitude distribution has got two blobs, each with twenty-two particles in different places.  The distance between the two blobs in the joint configuration space is much greater.

And the greater the distance between blobs, the less likely it is that their amplitude flows will intersect each other and interfere with each other.

That's decoherence.  Decoherence is the third key to recovering the classical hallucination, because it makes the blobs behave independently; it lets you treat the whole amplitude distribution as a sum of separated non-interfering blobs.

Indeed, once the blobs have separated, the pattern within a single blob may look a lot more plaid and rectangular—I tried to show that in the diagram above as well.

Thus, the big headache in quantum computing is preventing decoherence.  Quantum computing relies on the amplitude distributions staying close enough together in configuration space to interfere with each other.  And the environment contains a zillion particles just begging to accidentally interact with your fragile qubits, teasing apart the pieces of your painstakingly sculpted amplitude distribution.

And you can't just magically make the pieces of the scattered amplitude distribution jump back together—these are blobs in the joint configuration, remember.  You'd have to put the environmental particles in the same places, too.

(Sounds pretty irreversible, doesn't it?  Like trying to unscramble an egg?  Well, that's a very good analogy, in fact.

This is why I emphasized earlier that entanglement happens starting from a condition of low entropy.  Decoherence is irreversible because it is an essentially thermodynamic process.

It is a fundamental principle of the universe—as far as we can tell—that if you "run the film backward" all the fundamental laws are still obeyed.  If you take a movie of an egg falling onto the floor and smashing, and then play the film backward and see a smashed egg leaping off the floor and into a neat shell, you will not see the known laws of physics violated in any particular.  All the molecules will just happen to bump into each other in just the right way to make the egg leap off the floor and reassemble.  It's not impossible, just unbelievably improbable.

Likewise with a smashed amplitude distribution suddenly assembling many distantly scattered blobs into mutual coherence—it's not impossible, just extremely improbable that many distant starting positions would end up sending amplitude flows to nearby final locations.  You are far more likely to see the reverse.

Actually, in addition to running the film backward, you've got to turn all the positive charges to negative, and reverse left and right (or some other single dimension—essentially you have to turn the universe into its mirror image).

This is known as CPT symmetry, for Charge, Parity, and Time.

CPT symmetry appears to be a really, really, really deep principle of the universe.  Trying to violate CPT symmetry doesn't sound quite as awful to a modern physicist as trying to throw a baseball so hard it travels faster than light.  But it's almost that awful.  I'm told that General Relativity Quantum Field Theory requires CPT symmetry, for one thing.

So the fact that decoherence looks like a one-way process, but is only thermodynamically irreversible rather than fundamentally asymmetrical, is a very important point.  It means quantum physics obeys CPT symmetry.

It is a universal rule in physics—according to our best current knowledge—that every apparently irreversible process is a special case of the second law of thermodynamics, not the result of time-asymmetric fundamental laws.)

Decoherence is a thermodynamic process of ever-increasing quantum entanglement, which, through an amazing sleight of hand, masquerades as increasing quantum independence:  Decoherent blobs don't interfere with each other, and within a single blob but not the total distribution, the blob is more factorizable into subspaces.

Thus, decoherence is the third key to recovering the classical hallucination.  Decoherence lets a human physicist think about one blob at a time, without worrying about how blobs interfere with each other; and the blobs themselves, considered as isolated individuals, are less internally entangled, hence easier to understand.  This is a fine thing if you want to pretend the universe is classical, but not so good if you want to factor a million-digit number before the Sun burns out.

Next post: "The So-Called Heisenberg Uncertainty Principle"

CPT symmetry is required by Quantum Field Theory, not General Relativity.

If instead we'd started out with a big light-gray square - meaning that both particles had amplitude-factors widely spread - then the second law of thermodynamics would prohibit the combined system from developing into a tight dark-gray diagonal line.

What would the result look like, then? Amplitude would still flow towards configurations where the thingies are at the same horizontal position.

Not really. If both particles are widely-spread, then they will remain widely spread.  Say the heavy particle is evenly distributed across the interval [0,2] and the light particle spread evenly across [0,3]. Then the resulting system will have both particles spread evenly across [0,2.0] (approximately; the large particle will move out somewhat), and the light particle will be approx. 50% more dense at each of those points.

And the greater the distance between blobs, the less likely it is that their amplitude flows will intersect each other and interfere with each other.

Can that be made more precise?  Obviously it is true in a purely topological sense, because amplitude distributions evolve according to a differential equation.  But that doesn't tell us how far away the blobs have to be for us to start seeing the effect.  Can we put a metric on configuration space, and then get a theorem that says if 99% of the amplitude of psi1 is d units away from 99% of the amplitude of psi2 then the joint distribution evolves approachability like psi1 and psi2 would evolve in isolation, with a maximum error of whatever%?

I'm just now, belatedly, realizing that this means our linguistic tools for dealing with physical objects are among the big problems with quantum dynamics ... which is interesting. There's been a lot said and done regarding the ubiquity of spatial metaphors in language, which would partially explain why our intuitive grasp of quantum dynamics is ordinarily so poor.

OK, so now it's pretty clear you're committed to a many-worlds interpretation.
When I'm done with your experiment, I don't see two blobs, just one.  Because
there is a separate Bob-blob corresponding to each outcome.

I don't think I quite follow why the individual blobs will tend to be rather more factorizable. Could someone clarify that for me? Thanks.

So how does this physically-real amplitude distribution, interface with our cognitive architecture?  (Okay, maybe there's a way to say that with smaller words...)  Is it something like, "Any factorizable concentrated lump is interpreted as an object, everything else as an object randomly appearing between its high-amplitude-distribution places"?  And what what method does the brain use to infer objects from out of the amplitude distribution?

So where do the probabilities come from?  If there's "an" electron that we've calculated has 1/4 of it's amplitude here, and 3/4 of it's amplitude across the street, and we have detectors set up in both places, then after the electron has interacted with the detectors and I've read their outputs there should be two big blobs of amplitude.  One blob with 1/4 of the amplitude that represents I-who-saw-the-electron-here, and one blob with 3/4 of it that represents I-who-saw the-electron-across-the-street.  Why shouldn't I bet $1 for $2 if the electron is here?  What difference does the amplitude make?  I'm either one blob or the other.

Silas, it doesn't interface with our cognitive architecture; our sensory organs don't perceive amplitudes - in fact, AFAIK, nothing can. It happens at a more fundamental level - there are two blobs representing two different photon patterns (e.g.) headed towards your eyes, which interact with the one blob that is the previous state of your eyes and decohere it into two blobs that are your eyes sensing different things, which decoheres your brain... and at this point, I run into the same problem as Larry.

Nick_Tarleton: Silas, it doesn't interface with our cognitive architecture ... there are two blobs representing two different photon patterns (e.g.) headed towards your eyes, which interact with the one blob that is the previous state of your eyes and decohere it into two blobs that are your eyes sensing different things, which decoheres your brain

And that would count as interfacing with our cognitive architecture.  Is it time to start tabooing words?  Was my question not clear?

"what method does the brain use to infer objects" makes it sound like there are direct, contingent rules of interpretation embodied in the brain, rather than indirect, necessary relationships coming from outside the brain.

Nick_Tarleton: Then that would be different part of my post you're now objecting to.  First, you denied that there was an "interface" between the amplitude distribution and our cognitive architectures.  Now, the part of my post you deem ill-posed, is the part where I ask about the brain "inferring objects".  And that's a fair point, but at least try to be consistent about what part you deemed in error.

So, yes, it was perhaps too specific, or too anthropomorphic (!) to talk of the brain "inferring objects".  What I mean is, what is the mapping between amplitude distributions and my conscious experience of an object?  I'm guessing Eliezer is going to answer that in later posts.

Eliezer: If instead we'd started out with a big light-gray square - meaning that both particles had amplitude-factors widely spread - then the second law of thermodynamics would prohibit the combined system from developing into a tight dark-gray diagonal line.

Nick: What would the result look like, then? Amplitude would still flow towards configurations where the thingies are at the same horizontal position.

This is confusing me too. Please can anyone clarify?

Eliezer: "you will not see the known laws of physics violated in any particular." <- shouldn't there be a "way" at the end of that?

Off the top of my head (I Am Not A Physicist), if you tried this in real life:

Imagine the light thingy starting out in many different positions.  Now imagine the track is frictionless.  The light thingy will swing back and forth over the heavy thingy, its exact position and orbit depending on its starting position.

Does the light thingy roll to a halt?  There must be friction.  Friction generates heat.  Heat is entropy.  One subspace may go from light gray to dark gray, but another subspace goes from dark gray to light gray, and the total amplitude density is conserved.

Also, the heavy thingy itself will move as the light thingy moves toward it; pulling forces are symmetrical, by conservation of momentum.  If the heavy thingy is made up of lots of little particles, they all end up in slightly different places, depending on where the light thingy was originally.

I think you're confusing classical probabilities with quantum amplitudes.

The classical case is what you describe. We start with a probability distribution in which the two particles are know to be stationary but they have uniform distributions for their starting positions. Then as the system evolves they get drawn closer together and so our uncertainty about their position goes down. But their momentum depends on their initial positions and so we gain uncertainty about their momentum. Thus the total entropy is conserved. (If we wish we can then use friction to shift the entropy into the heat degrees of freedom.)

But in the quantum case the amplitudes are assigned only to the configuration space of the particles i.e. to their positions. There is no momentum space into which we can put our spare entropy. In fact it is possible for quantum amplitudes to become tighter as time passes, even without any outside interference (this doesn't contradict the Second Law because the Second Law is about our uncertainty about the wavefunction, not the spread-out-ness of the wavefunction itself). For example there are solutions of the Schrodinger  equation for a free particle where a Gaussian wavepacket evolves into one with a smaller variance (of its associated "probability distribution").

If instead we'd started out with a big light-gray square—meaning that both particles had amplitude-factors widely spread—then the second law of thermodynamics would prohibit the combined system from developing into a tight dark-gray diagonal line.

A system has to start in a low-entropy state to develop into a state of quantum entanglement, as opposed to just a diffuse cloud of amplitude.

Because in the quantum case the light gray square isn't representing a spread out probability distribution. We know exactly what the wavefunction is. The light gray square and the dark gray line both represent cases of total certainty! The time when entropy would come in would be if we had some Bayesian uncertainty about what the wavefunction actually was - a probability distribution on the space of amplitude assignments.

Great series, btw. You make QM feel true. I always felt at odds with explanations of it before now. I still feel missing parts of the puzzle pricking at my mind (most probably answered later so I'll hold off on annoying questions), but the bits that are there actually fit.

This also means that even when the distribution is initially a line, it'll still lose entropy and become a thinner line.

Anyways, asking this again since it may have been buried via other commens: I'm still confused as to why the individual blobs would tend to be more factorable. Why would they factorize easily post decoherence?

"But the two blobs are more widely separated in the configuration space.  Before, each blob of amplitude had two particles in different positions; now each blob of amplitude has three particles in different positions.

Indeed, if the third particle interacted in an especially sensitive way, like being tipped off a hill and sliding down, the new separation could be much larger than the old one.

Actually, it isn't necessary for a particle to get tipped off a hill.  It also works if you've got twenty particles interacting with the first two, and ending up entangled with them.  Then the new amplitude distribution has got two blobs, each with twenty-two particles in different places.  The distance between the two blobs in the joint configuration space is much greater."

I'm not clear on why the amplitude involving more particles means that they're further apart in configuration space. This probably shows I simply don't understand configuration space, so sorry if the confusion links to a previous post! Thanks for any help, and please bear in mind I'm not science educated and relying on pre-university maths only...

I don't know what metric (method of measuring distance) you use for configuration space. But assume it's the standard, familiar Euclidean distance metric. Then if you have one particle in two blobs separated by 1 unit, it's 1 unit distant. If you have two, it's now separated by 1 unit along each of two axes, so it's sqrt(2) distant. For N particles in two blobs, the blobs are sqrt(N) distant.

I've got the same questions as Psy-Kosh and DavidAgain. Why?

In light of this, consider the cosmologist's claim that the total energy of the universe- rest-mass plus kinetic plus all the fields, especially gravitational, could very well turn out to be zero.
Then your entropic formulation here could suggest a plausible answer to "Why is there something rather than nothing?" and "Why did the entropy of the universe used to be so low?"
If, initially there was nothing, it takes no information to specify the universe's state. Minimum entropy.
The spontaneous introduction of particles (with no net energy change) represents an increase in entropy. The process by which that initial state would rise in entropy is still ongoing, just as a hot object takes finite time to reach equilibrium with it's surroundings. In the case of a star that process can take trillions of years.

Trying to violate CPT symmetry doesn't sound quite as awful to a modern physicist as trying to throw a baseball so hard it travels faster than light.  But it's almost that awful. 

http://www.nytimes.com/2010/02/16/science/16quark.html?pagewanted=all seems to be an article about violating parity, which I'm guessing is what you're talking about here? If so, it's nice finally having a context for that article :)

Parity is just one component of CPT symmetry. If you just interchange left and right, physics is almost the same, but not quite. That article is about measuring that asymmetry. If, however, all three components are interchanged, then, as far as we know, the laws of physics are exactly the same, which is what is used to prove the second law of thermodynamics.

I've on my second reading of the Quantum Physics Sequence, and this struck me the first time as well, so now I've got to ask.

"The system at left is highly entangled—it's got a joint distribution that looks something like, 'There's two particles, and either they're both over here, or they're both over there.'"

Isn't this wrong, given the diagram? Wouldn't a description of this diagram be, "There are two particles, one over here and one over there?" Why wouldn't the diagram fold along the diagonal like in the "No Individual Particles" post? Wouldn't a diagram with a blob in the top-right and a blob in the lower-left better match the description given?

Indeed, if the two axes are the coordinates of the two particles, then one blob should be in the lower left and the other in the upper right. Seems Eliezer made a mistake with this diagram.

Eliezer, thank you for your posts. I'm new to this site—not to mention to QM—and I've been reading this series with much interest, albeit with fluctuating success.

I've been concentrating on the Intuitive Explanation index, re-reading the posts and comments several times over, but I'm pretty sure I'm still missing some important aspect. This is what I'm getting so far. I would love it if somebody more knowledgeable could point out where exactly my understanding went astray.

I get that any particle, such as an electron, is actually a (part of a) wave moving over some field. This wave, or wavefunction, has values all over the place: it is a complex-valued, continuous and differentiable distribution over 3 dimensions (plus time.)

Because of the constraints implicit in the wave mechanics, these 3 dimensions can be taken to be the position space or equivalently the momentum space. You stated in some other post that you prefer the position space, as it makes the "locality principle" of the universe more readily apparent. Ok.

This is already suggesting that a "particle" does not have a definite position, nor a definite momentum, only a definite, complex-valued distribution over both, that's constantly changing over time.

So for example, at position (x, y, z) and time (t), there is a complex amplitude (r, φ) on the quantum field for electrons. It's a distribution because it is zero at any single point and only the integral has non-zero values.  (By the way, how many quantum fields are there?)

The distribution, which comprises all existing electrons in the universe, is moving through space with some kind of wave dynamics, so that the way it evolves over time is determined by its very shape and motion (its derivatives.) Just like an ocean or sound wave, except with complex values—and I bet complex math :-) All right so far.

So it can happen that two particles of the same kind (two wavelets on the same field) manage to evolve into exactly opposite distributions and thus cancel each other out. No big deal, this happens all the time with fluid or sound waves too.

As far as I can see, this should explain "entangled" particles, as they would be wavelets originating from the same wave, so that their sub-distributions are closely related to each other. If you measure some quantity on one of them, then you know the quantity of the other, because it's closely related, such as the opposite.

As far as the half-silvered mirrors go, if you can detect one path an electron or photon takes, you cannot detect any other path it took (being a wave it took all possible paths) because on the other paths the wave has a different complex phase. Except that if you direct them back on the same path, they can cancel each other out. This does not usually happen with two generic particles (wavelets) created from different sources, because they would have different distributions (would not be coherent.)

This is also true of complex waveforms, such as humans or cats or tables, except that, out of all their Feynman paths, only the tiniest slice does not cancel out, and that's why we don't see tables moving around.

What I don't get is the need to call the collective distribution (or wave, or wavefunction) of all the electrons in the universe a "configuration" and posit that it has itself an amplitude (or amplitude distribution) over the infinitely larger space of all possible configurations, something the mind has a hard time grasping. I'm not even sure this is exactly what is being suggested, but I'm afraid it is so, because of the many-world interpretation that comes out of it.

I'm sure I'm missing something very important in all this, or I got different concepts mixed together. Exactly which one of the half-silvered mirror experiments or other posts explains the need for such a complication? Which parts of my understanding above are wrong?

Many worlds seem not so much an interpretation anymore. They are really there as different non-interacting blobs!



The So-Called Heisenberg Uncertainty Principle

As touched upon earlier, Heisenberg's "Uncertainty Principle" is horribly misnamed.

Amplitude distributions in configuration space evolve over time. When you specify an amplitude distribution over joint positions, you are also necessarily specifying how the distribution will evolve. If there are blobs of position, you know where the blobs are going.

In classical physics, where a particle is, is a separate fact from how fast it is going. In quantum physics this is not true. If you perfectly know the amplitude distribution on position, you necessarily know the evolution of any blobs of position over time.

So there is a theorem which should have been called the Heisenberg Certainty Principle, or the Heisenberg Necessary Determination Principle; but what does this theorem actually say?

At left is an image I previously used to illustrate a possible amplitude distribution over positions of a 1-dimensional particle.

Suppose that, instead, the amplitude distribution is actually a perfect helix. (I.e., the amplitude at each point has a constant modulus, but the complex phase changes linearly with the position.) And neglect the effect of potential energy on the system evolution; i.e., this is a particle out in intergalactic space, so it's not near any gravity wells or charged particles.

If you started with an amplitude distribution that looked like a perfect spiral helix, the laws of quantum evolution would make the helix seem to rotate / move forward at a constant rate. Like a corkscrew turning at a constant rate.

This is what a physicist views as a single particular momentum.

And you'll note that a "single particular momentum" corresponds to an amplitude distribution that is fully spread out—there's no bulges in any particular position.

Let me emphasize that I have not just described a real situation you could find a particle in.

The physicist's notion of "a single particular momentum" is a mathematical tool for analyzing quantum amplitude distributions.

The evolution of the amplitude distribution involves things like taking the second derivative in space and multiplying by i to get (one component of) the first derivative in time. Which turns out to give rise to a wave mechanics—blobs that can propagate themselves across space, over time.

One of the basic tools in wave mechanics is taking apart complicated waves into a sum of simpler waves.

If you've got a wave that bulges in particular places, and thus changes in pitch and diameter, then you can take apart that ugly wave into a sum of prettier waves.

A sum of simpler waves whose individual behavior is easy to calculate; and then you just add those behaviors back together again.

A sum of nice neat waves, like, say, those perfect spiral helices corresponding to precise momenta.

A physicist can, for mathematical convenience, decompose a position distribution into an integral over (infinitely many) helices of different pitches, phases, and diameters.

Which integral looks like assigning a complex number to each possible pitch of the helix. And each pitch of the helix corresponds to a different momentum. So you get a complex distribution over momentum-space.

It happens to be a fact that, when the position distribution is more concentrated—when the position distribution bulges more sharply—the integral over momentum-helices gets more widely distributed.

Which has the physical consequence, that anything which is very sharply in one place, tends to soon spread itself out. Narrow bulges don't last.

Alternatively, you might find it convenient to think, "Hm, a narrow bulge has sharp changes in its second derivative, and I know the evolution of the amplitude distribution depends on the second derivative, so I can sorta imagine how a narrow bulge might tend to propagate off in all directions."

Technically speaking, the distribution over momenta is the Fourier transform of the distribution over positions. And it so happens that, to go back from momenta to positions, you just do another Fourier transform. So there's a precisely symmetrical argument which says that anything moving at a very definite speed, has to occupy a very spread-out place. Which goes back to what was shown before, about a perfect helix having a "definite momentum" (corkscrewing at a constant speed) but being equally distributed over all positions.

That's Heisenberg's Necessary Relation Between Position Distribution And Position Evolution Which Prevents The Position Distribution And The Momentum Viewpoint From Both Being Sharply Concentrated At The Same Time Principle in a nutshell.

So now let's talk about some of the assumptions, issues, and common misinterpretations of Heisenberg's Misnamed Principle.

Here's what actually happens when you "observe a particle's position":

Decoherence, as discussed yesterday, can take apart a formerly coherent amplitude distribution into noninteracting blobs.

Let's say you have a particle X with a fairly definite position and fairly definite momentum, the starting stage shown at left above. And then X comes into the neighborhood of another particle S, or set of particles S, where S is highly sensitive to X's exact location—in particular, whether X's position is on the left or right of the black line in the middle. For example, S might be poised at the top of a knife-edge, and X could tip it off to the left or to the right.

The result is to decohere X's position distribution into two noninteracting blobs, an X-to-the-left blob and an X-to-the-right blob. Well, now the position distribution within each blob, has become sharper. (Remember: Decoherence is a process of increasing quantum entanglement that masquerades as increasing quantum independence.)

So the Fourier transform of the more definite position distribution within each blob, corresponds to a more spread-out distribution over momentum-helices.

Running the particle X past a sensitive system S, has decohered X's position distribution into two noninteracting blobs. Over time, each blob spreads itself out again, by Heisenberg's Sharper Bulges Have Broader Fourier Transforms Principle.

All this gives rise to very real, very observable effects.

In the system shown at right, there is a light source, a screen blocking the light source, and a single slit in the screen.

Ordinarily, light seems to go in straight lines (for less straightforward reasons). But in this case, the screen blocking the light source decoheres the photon's amplitude. Most of the Feynman paths hit the screen.

The paths that don't hit the screen, are concentrated into a very narrow range. All positions except a very narrow range have decohered away from the blob of possibilities for "the photon goes through the slit", so, within this blob, the position-amplitude is concentrated very narrowly, and the spread of momenta is vey large.

Way up at the level of human experimenters, we see that when photons strike the second screen, they strike over a broad range—they don't just travel in a straight line from the light source.

Wikipedia, and at least some physics textbooks, claim that it is misleading to ascribe Heisenberg effects to an "observer effect", that is, perturbing interactions between the measuring apparatus and the measured system:

However, the most technical treatment I've actually read was by Feynman, and Feynman seemed to be saying that, whenever measuring the position of a particle increases the spread of its momentum, the measuring apparatus must be delivering enough of a "kick" to the particle to account for the change.

In other words, Feynman seemed to assert that the decoherence perspective actually was dual to the observer-effect perspective—that an interaction which produced decoherence would always be able to physically account for any resulting perturbation of the particle.

Not grokking the math, I'm inclined to believe the Feynman version. It sounds pretty, and physics has a known tendency to be pretty.

One thing that the Heisenberg Student Confusion Principle DEFINITELY ABSOLUTELY POSITIVELY DOES NOT SAY is that KNOWING ABOUT THE PARTICLE or CONSCIOUSLY SEEING IT will MYSTERIOUSLY MAKE IT BEHAVE DIFFERENTLY because THE UNIVERSE CARES WHAT YOU THINK.

Decoherence works exactly the same way whether a system is decohered by a human brain or by a rock. Yes, physicists tend to construct very sensitive instruments that slice apart amplitude distributions into tiny little pieces, whereas a rock isn't that sensitive. That's why your camera uses photographic film instead of mossy leaves, and why replacing your eyeballs with grapes will not improve your vision. But any sufficiently sensitive physical system will produce decoherence, where "sensitive" means "developing to widely different final states depending on the interaction", where "widely different" means "the blobs of amplitude don't interact".

Does this description say anything about beliefs? No, just amplitude distributions. When you jump up to a higher level and talk about cognition, you realize that forming accurate beliefs requires sensors. But the decohering power of sensitive interactions can be analyzed on a purely physical level.

There is a legitimate "observer effect", and it is this: Brains that see, and pebbles that are seen, are part of a unified physics; they are both built out of atoms. To gain new empirical knowledge about a thingy, the particles in you have to interact with the particles in the thingy. It so happens that, in our universe, the laws of physics are pretty symmetrical about how particle interactions work—conservation of momentum and so on: if you pull on something, it pulls on you.

So you can't, in fact, observe a rock without affecting it, because to observe something is to depend on it—to let it affect you, and shape your beliefs. And, in our universe's laws of physics, any interaction in which the rock affects your brain, tends to have consequences for the rock as well.

Even if you're looking at light that left a distant star 500 years ago, then 500 years ago, emitting the light affected the star.

That's how the observer effect works. It works because everything is particles, and all the particles obey the same unified mathematically simple physics.

It does not mean the physical interactions we happen to call "observations" have a basic, fundamental, privileged effect on reality.

To suppose that physics contains a basic account of "observation" is like supposing that physics contains a basic account of being Republican. It projects a complex, intricate, high-order biological cognition onto fundamental physics. It sounds like a simple theory to humans, but it's not simple.

One of the foundational assumptions physicists used to figure out quantum theory, is that time evolution is linear. If you've got an amplitude distribution X1 that evolves into X2, and an amplitude distribution Y1 that evolves into Y2, then the amplitude distribution (X1 + Y1) should evolve into (X2 + Y2).

(To "add two distributions" means that we just add the complex amplitudes at every point. Very simple.)

Physicists assume you can take apart an amplitude distribution into a sum of nicely behaved individual waves, add up the time evolution of those individual waves, and get back the actual correct future of the total amplitude distribution.

Linearity is why we can take apart a bulging blob of position-amplitude into perfect momentum-helices, without the whole model degenerating into complete nonsense.

The linear evolution of amplitude distributions is a theorem in the Standard Model of physics. But physicists didn't just stumble over the linearity principle; it was used to invent the hypotheses, back when quantum physics was being figured out.

I talked earlier about taking the second derivative of position; well, taking the derivative of a differentiable distribution is a linear operator. F'(x) + G'(x) = (F + G)'(x). Likewise, integrating the sum of two integrable distributions gets you the sum of the integrals. So the amplitude distribution evolving in a way that depends on the second derivative—or the equivalent view in terms of integrating over Feynman paths—doesn't mess with linearity.

Any "non-linear system" you've ever heard of is linear on a quantum level. Only the high-level simplifications that we humans use to model systems are nonlinear. (In the same way, the lightspeed limit requires physics to be local, but if you're thinking about the Web on a very high level, it looks like any webpage can link to any other webpage, even if they're not neighbors.)

Given that quantum physics is strictly linear, you may wonder how the hell you can build any possible physical instrument that detects a ratio of squared moduli of amplitudes, since the squared modulus operator is not linear: the squared modulus of the sum is not the sum of the squared moduli of the parts.

Meanwhile, physicists, in their daily mathematical practice, assume that quantum physics is linear. It's one of those important little assumptions, like CPT invariance.

I'd be a bit careful where you put bold text.  When I skimmed this entry the first time, I got a very different impression of your thoughts than actually were there.  It's always good to hear somebody give the correct, non-consciousness-centric view of QM when talking for the public.  As opposed to say, Scott Adams, who interprets the double-slit experiment as the future affecting the past.

Linearity of QM can be proven?  I didn't know that.  I don't suppose you'd be able to sketch out the proof, or provide a link to one?

It works like a Fourier transform?  That's very interesting, thank you.

This Java applet demonstrates the relationship between position and momentum really nicely. (He has a lot of others too.)

Hm, I thought you were going to have a mind-blowing, semi-novel explanation of Heisenberg.  Your explanation turned out to be the same that Roger Penrose gives in The Emporer's New Mind.  Am I wrong in this characterization?

Btw, I still don't understand the implications of amplitude distributions on perception. If positon is lumped and momentum is spread out, what are the implications for my perception?  Do I notce the perceived-object as having a random momentum?  Does it concentrate when my brain forms mutual information with it?

And do physicists actively debate the relationship between the observer effect and Heisenberg, even while the official explanation is that they are separate?

One of my favorite graffitos appeared in a stall in the men's room on the first floor of the Physics building at Rice University in the late 1960s:

As a general comment, you've written a number of very useful sequences on various topics. Would it be possible to go through and add forward links in addition to the usual prerequisite links?

I'm thinking of the case where you wind up saying to someone, "here is the last page in a very useful tutorial, start by alt-clicking the back link at the top until you get to the beginning of the sequence and then read your tabs in reverse order.... no, better to go to the archives for April and read up in reverse order from the bottom of the page skipping over what isn't part of the series... no, maybe use the Google search on 'quantum,' if that didn't skip some posts and get others and disregard order... well, you know, it's a friggin' blog, they're impossible to read anyway..."

I'm re-going through posts, and a question after reading The Quantum Arena.  There you state that if you know the entire amplitude distribution, you can predict what subsequent distributions will be. Am I correct in assuming that this is independent of (observations, "wave function collapses", or whatever it is when we say that we find a particle at a certain point)?

For example, let's I have a particle that is "probably" going to go in a straight to from x to y, i.e. at each point in time there is a huge bulge in the amplitude distribution at the appropriate point on the line from x to y.  If I observe the particle on the opposite side of the moon at some point (i.e. where the amplitude is non-zero, but still tiny), does the particle still have the same probability as before of "jumping" back onto the line from x to y?

As I write this, I am starting to suspect that I am asking a Wrong Question. Crap.

DaveInNYC: Keep in mind that Eliezer still has yet to get to "wave function collapse" or "find[ing] a particle at a certain point".  That's the "magic wand" that "detects a ratio of squared moduli of amplitudes".

He hasn't given you that tool yet, so if you're just following his posts so far, you can't even ask the question that you want to ask.  So far, there is no way to "observe a particle" in any particular place.  There are only (spread-out) amplitude modulations.

That may not be satisfying, but I suspect the only answer (here) at this point is, "wait until a later post".

Am I correct in assuming that this is independent of (observations, "wave function collapses", or whatever it is when we say that we find a particle at a certain point)?

Wavefunction collapses are unpredictable. The claim in The Quantum Arena, if your summary is right, is that subsequent amplitude distributions are predictable if you know the entire current amplitude distribution. The amplitude distribution is the wavefunction. Since wavefunction collapses are unpredictable but the wavefunction's progression is claimed to be predictable, wavefunction collapses are logically barred from existing if the claim is true. From this follows the no-collapse "interpretation" of quantum mechanics, a.k.a. the many-worlds interpretation. Eliezer's claim, then, is expressing the many-worlds interpretation of QM. The seeming collapse of the wavefunction is only apparent. The wavefunction has not, in fact, collapsed. In particular, when you find a particle at a certain point, then the objective reality is not that the particle is at that point and not at any other point. The you which sees the particle at that one point is only seeing a small part of the bigger objective picture.

If I observe the particle on the opposite side of the moon at some point (i.e. where the amplitude is non-zero, but still tiny), does the particle still have the same probability as before of "jumping" back onto the line from x to y?

Yes and no. Objectively, it still has the same probability of being on the line from x to y. But the you who observes the particle on the opposite side of the moon will from that point forward only see a small part of the bigger objective picture, and what that you will see will (almost certainly) not be the particle jumping back onto the line from x to y. So the subjective probability relative to that you is not the same as the objective probability.

Now, let me correct my language. Neither of these probabilities is objective. What I called "objective" was in fact the subjective probability relative to the you who witnessed the particle starting out at x but did not (yet) witness the particle on the other side of the moon.

"To suppose that physics contains a basic account of "observation" is like supposing that physics contains a basic account of being Republican.  It projects a complex, intricate, high-order biological cognition onto fundamental physics.  It sounds like a simple theory to humans, but it's not simple."

This seems to be arguing in favor of epiphenominalism, but you just spent pages and pages arguing against it. what gives?

I don't think it is reasonable to expect to find anything about phenomena in quantum physics, but that does not mean it is not hiding somewhere at a lower level.  QM gives us the tools to mimic the computations performed at a very low level of physics, but it says nothing about how those computations are actually preformed in the territory, and i suspect phenomena is hiding there.

The fact that i can actually talk about the redness of red and my own thoughts is evidence of this.

Enginerd:  Linearity of QM can be proven? I didn't know that. I don't suppose you'd be able to sketch out the proof, or provide a link to one?

When I say it's a theorem, I mean that when you look at all known laws of quantum physics, they are linear; so it's a theorem of current physical models that Q(A) + Q(B) = Q(A + B).  And furthermore, this was suspected early on, and used to help deduce the hypotheses and form of the Standard Model.

I don't mean there's a simple a priori proof, or a simple proof from experiment like there is for the identity of particles - if such a thing exists, I do not know it.

Silas:  Hm, I thought you were going to have a mind-blowing, semi-novel explanation of Heisenberg. Your explanation turned out to be the same that Roger Penrose gives in The Emporer's New Mind. Am I wrong in this characterization?

I doubt it.  I mean, physics is physics is reality.  You don't get extra points for novelty.  Coming up with a new way of explaining arithmetic is fine, but that which is to be explained, should still have 2 + 2 equaling 4.

The simplest proof I've seen is actually of my own devising, though I'm pretty sure others have come up with it before. Suppose the general framework is right, but there's some superlinear term somewhere. Essentially, it changes things if any one component gets big - like an absolute amplitude of 1/2 or something. And these components can be any of the usual observable variables we'd have - distances between particles, momenta, etc.

Based just on the general framework, the individual components of the wavefunction get very small very quickly. The system decoheres into so many tiny blobs in configuration space that none of them are dense enough for those superlinear terms to be a big deal. And I don't mean we could prepare a highly concentrated state either. Right there at the Big Bang, the superlinear components could be doing something important, but a few Planck times later they'd be a minor deal, and a millisecond later there's no conceivable experimental apparatus that one could build that would ever detect their effect.

If there are nonlinearities that do have effects to the present day, they have to have been shepherding the wavefunction in a highly specialized way to prevent this sort of thing from happening. Mangled worlds might do it, but I have low confidence in it.

Cool, I've thought of that too. The problem with this approach is that it's not obvious how to apply the Born rule or whether it must be revised. Apparently Weinberg wrote a paper on something similar, but I've never been able to find it.

Hmm. I see what you mean - you can end up with a sort of sleeping beauty paradox, where some branches remain more concentrated than others, and over time their 'probabilities' grow or shrink retroactively.

I don't see that being a fundamental issue of dynamics, but rather of our ability to interpret it. If the Born Rule is an approximation that applies except at the dawn of time, I'm okay with that.

I don't see that being a fundamental issue of dynamics, but rather of our ability to interpret it. If the Born Rule is an approximation that applies except at the dawn of time, I'm okay with that.

Yeah, that's what I meant by 'revised'. I don't even know if it's possible to find an approximation that behaves sanely. Last time I thought about this, I thought we'd want to avoid the sort of situation you mentioned, but I've been thinking about the anthropic trilemma post and now I'm leaning toward the idea that we shouldn't exclude it a priori.

Me: Hm, I thought you were going to have a ... semi-novel explanation. ...
Eliezer: I doubt it. ... You don't get extra points for novelty.  Coming up with a new new way of explaining arithmetic is fine ...
(bold mine)

Say I start with an amplitude distribution- essentially an n (potentially infinite) dimensional configuration space with a complex numbered value at each point.

This is essentially an infinite set of (n+2)tuplets. If I knew the dimensionality of the configuration space, I could also determine the cardinality of the set of n+2-tuplets for a particular distribution, as well as that of the set of all possible such sets of n+2-tuplets. (Unless, of course, one of these collections turns out to be pathologically large, hence not a set, but I don't know why that should be).

Then it would seem that I can represent a quantum amplitude distribution as a single point moving around in a configuration space- albeit a much, much larger one.

The Uncertainty Principle, is in fact, an uncertainty principle.

The uncertainty principle is not a fact about quantum mechanics. The uncertainty principle is a fact about waves in general, and it says that you cannot deliver both a precise-time and precise-frequency wavelet. This has implications in, for example, in radio signals, and electrical signals.

In QM, we assume matter behaves like waves. That means that matter now does all the same things waves do, including, as it turns out, an uncertainty principle. Uncertainty has simply been hyped up by philosophers who couldn't add 2 and 2.

Eliezer is just decrying the use of the word "uncertainty". It's not that we don't know the frequency of the wave packet, it's that it doesn't have a single frequency.

That's true, but there is an interesting way in which the uncertainty principle is still about uncertainty.

It turns out that for any functions f and g related by a Fourier transform, and where |f|^2 and |g|^2 are probability distributions, the sum of these distributions' Shannon entropy H is bounded below:
H(|f|2)+H(|g|2)≥loge2
And this implies the traditional Heisenberg Uncertainty principle!

Yes, I'm a big fan of the Entropic Uncertainty Principle. One thing to note about it is that the definition of entropy only uses the measure space structure of the reals, whereas the definition of variance also uses the metric on the reals as well. So Heisenberg's principle uses more structure to say less stuff. And it's not like the extra structure is merely redundant either. You can say useful stuff using the metric structure, like Hardy's Uncertainty Principle. So Heisenberg's version is taking useful information and then just throwing it away.

I'd almost support teaching the Entropic Uncertainty Principle instead of Heisenberg's to students first learning quantum theory. But unfortunately its proof is much harder. And students are generally more familiar with variance than entropy.

With regards to Eliezer's original point, the distibutions |f|^2 and |g|^2 don't actually describe our uncertainty about anything. We have perfect knowledge of the wavefunction; there is no uncertainty. I suppose you could say that H(|f|^2) and H(|g|^2) quantify the uncertainty you would have if you were to measure the position and momentum (in Eliezer's point of view this would be indexical uncertainty about which world we were in), although you can't perform both of these measurements on the same particle.

Okay, I completely understand that the Heisenberg Uncertainty principle is simply the manifestation of the fact that observations are fundamentally interactions.

However, I never thought of the uncertainty principle as the part of quantum mechanics that causes some interpretations to treat observers as special.  I was always under the impression that it was quantum entanglement... I'm trying to imagine how a purely wave-function based interpretation of quantum entanglement would behave... what is the "interaction" that localizes the spin wavefunction, and why does it seem to act across distances faster than light?  Please, someone help me out here.

This link is dead.
To the best of my understanding, this is a working link to the same comic strip:
https://dresdencodak.com/2005/06/14/lil-werner/ 



Which Basis Is More Fundamental?

Followup to:  The So-Called Heisenberg Uncertainty Principle

For decades, quantum physics was vehemently asserted to be nothing but a convenience of calculation.  The equations were not to be interpreted as describing reality, though they made good predictions for reasons that it was mere philosophy to question.  This being the case, any quantity you could define seemed as fundamentally real as any other quantity, which is to say, not real at all.

Physicists have invented, for convenience of calculation, something called a momentum basis of quantum mechanics.  Instead of having a complex amplitude distribution over the positions of particles, you had a complex amplitude distribution over their momenta.

The "momentum basis" contains all the information that is in the "position basis", and the "position basis" contains all the information that is in the "momentum basis".  Physicists use the word "basis" for both, suggesting that they are on the same footing: that positions are no better than momenta, or vice versa.

But, in my humble opinion, the two representations are not on an equal footing when it comes to being "fundamental".

Physics in the position basis can be computed locally. To determine the instantaneous change of amplitude at a configuration, you only need to look at its infinitesimal neighborhood.

The momentum basis cannot be computed locally.  Quantum evolution depends on potential energy.  Potential energy depends on how far apart things are from each other, like how high an apple is off the ground. To figure out how far apart things are from each other, you have to look at the entire momentum basis to recover the positions.

The "momentum basis" is in some ways like a description of the chessboard in which you have quantities like "the queen's position minus the rook's position" and "the queen's position plus the rook's position".  You can get back a description of the entire chessboard—but the rules of the game are much harder to phrase.  Each rule has to take into account many more facts, and there's no longer an elegant local structure to the board.

Now the above analogy is not really fair, because the momentum basis is not that inelegant.  The momentum basis is the Fourier transform of the position basis, and symmetrically, the position basis is the Fourier transform of the momentum basis.  They're equally easy to extract from each other.  Even so, the momentum basis has no local physics.

So if you think that the nature of reality seems to tend toward local relations, local causality, or local anything, then the position basis is a better candidate for being fundamentally real.

What is this "nature of reality" that I'm talking about?

I sometimes talk about the Tao as being the distribution from which our laws of physics were drawn—the alphabet in which our physics was generated.  This is almost certainly a false concept, but it is a useful one.

It was a very important discovery, in human history, that the Tao wrote its laws in the language of mathematics, rather than heroic mythology.  We had to discover the general proposition that equations were better explanations for natural phenomena than "Thor threw a lightning bolt".  (Even though Thor sounds simpler to humans than Maxwell's Equations.) 

Einstein seems to have discovered General Relativity almost entirely on the basis of guessing what language the laws should be written in, what properties they should have, rather than by distilling vast amounts of experimental evidence into an empirical regularity.  This is the strongest evidence I know of for the pragmatic usefulness of the "Tao of Physics" concept.  If you get one law, like Special Relativity, you can look at the language it's written in, and infer what the next law ought to look like.  If the laws are not being generated from the same language, they surely have something in common; and this I refer to as the Tao.

Why "Tao"?  Because no matter how I try to describe the whole business, when I look over the description, I'm pretty sure it's wrong.  Therefore I call it the Tao.

One of the aspects of the Tao of Physics seems to be locality.  (Markov neighborhoods, to be precise.)  Discovering this aspect of the Tao was part of the great transition from Newtonian mechanics to relativity.  Newton thought that gravity and light propagated at infinite speed, action-at-a-distance.  Now that we know that everything obeys a speed limit, we know that what happens at a point in spacetime only depends on an immediate neighborhood of the immediate past.

Ever since Einstein figured out that the Tao prefers its physics local, physicists have successfully used the heuristic of prohibiting all action-at-a-distance in their hypotheses.  We've figured out that the Tao doesn't like it.  You can see how local physics would be easier to compute... though the Tao has no objection to wasting incredible amounts of computing power on things like quarks and quantum mechanics.

The Standard Model includes many fields and laws.  Our physical models require many equations and postulates to write out.  To the best of our current knowledge, the laws still appear, if not complicated, then not perfectly simple.

Why should every known behavior in physics be linear in quantum evolution, local in space and time, Charge-Parity-Time symmetrical, and conservative of probability density?  I don't know, but you'd have to be pretty stupid not to notice the pattern.  A single exception, in any individual behavior of physics, would destroy the generalization.  It seems like too much coincidence.

So, yes, the position basis includes all the information of the momentum basis, and the momentum basis includes all the information of the position basis, and they give identical predictions.

But the momentum basis looks like... well, it looks like humans took the real laws and rewrote them in a mathematically convenient way that destroys the Tao's beloved locality.

That may be a poor way of putting it, but I don't know how else to do so.

In fact, the position basis is also not a good candidate for being fundamentally real, because it doesn't obey the relativistic spirit of the Tao.  Talking about any particular position basis, involves choosing an arbitrary space of simultaneity.  Of course, transforming your description of the universe to a different space of simultaneity, will leave all your experimental predictions exactly the same.  But however the Tao of Physics wrote the real laws, it seems really unlikely that they're written to use Greenwich's space of simultaneity as the arbitrary standard, or whatever.  Even if you can formulate a mathematically equivalent representation that uses Greenwich space, it doesn't seem likely that the Tao actually wrote it that way... if you see what I mean.

I wouldn't be surprised to learn that there is some known better way of looking at quantum mechanics than the position basis, some view whose mathematical components are relativistically invariant and locally causal.

But, for now, I'm going to stick with the observation that the position basis is local, and the momentum basis is not, regardless of how pretty they look side-by-side.  It's not that I think the position basis is fundamental, but that it seems fundamentaler.

The notion that every possible way of slicing up the amplitude distribution is a "basis", and every "basis" is on an equal footing, is a habit of thought from those dark ancient ages when quantum amplitudes were thought to be states of partial information.

You can slice up your information any way you like.  When you're reorganizing your beliefs, the only question is whether the answers you want are easy to calculate.

But if a model is meant to describe reality, then I would tend to suspect that a locally causal model probably gets closer to fundamentals, compared to a nonlocal model with action-at-a-distance.  Even if the two give identical predictions.

This is admittedly a deep philosophical issue that gets us into questions I can't answer, like "Why does the Tao of Physics like math and CPT symmetry?" and "Why should a locally causal isomorph of a structural essence, be privileged over nonlocal isomorphs when it comes to calling it 'real'?", and "What the hell is the Tao?"

This talk about the Tao is messed-up reasoning.  And I know that it's messed up.  And I'm not claiming that just because it's a highly useful heuristic, that is an excuse for it being messed up.

But I also think it's okay to have theories that are in progress, that are not even claimed to be in a nice neat finished state, that include messed-up elements clearly labeled as messed-up, which are to be resolved as soon as possible rather than just tolerated indefinitely.

That, I think, is how you make incremental progress on these kinds of problems—by working with incomplete theories that have wrong elements clearly labeled "WRONG!"  Academics, it seems to me, have a bias toward publishing only theories that they claim to be correct—or even worse, complete—or worse yet, coherent.  This, of course, rules out incremental progress on really difficult problems.

When using this methodology, you should, to avoid confusion, choose labels that clearly indicate that the theory is wrong.  For example, the "Tao of Physics".  If I gave that some kind of fancy technical-sounding formal name like "metaphysical distribution", people might think it was a name for a coherent theory, rather than a name for my own confusion.

I accept the possibility that this whole blog post is merely stupid.  After all, the question of whether the position basis or the momentum basis is "more fundamental" should never make any difference as to what we anticipate.  If you ever find that your anticipations come out one way in the position basis, and a different way in the momentum basis, you are surely doing something wrong.

But Einstein (and others!) seem to have comprehended the Tao of Physics to powerfully predictive effect.  The question "What kind of laws does the Tao favor writing?" has paid more than a little rent.

The position basis looks noticeably more... favored.

Added:  When I talk about "locality", I mean locality in the abstract, computational sense: mathematical objects talking only to their immediate neigbors.  In particular, quantum physics is local in the configuration space.

This also happens to translate into physics that is local in what humans think of "space": it is impossible to send signals faster than light.  But this isn't immediately obvious.  It is an additional structure of the neighborhoods in configuration space.  A configuration only neighbors configurations where positions didn't change faster than light.

A view that made both forms of locality explicit, in a relativistically invariant way, would be much more fundamentalish than the position basis.  Unfortunately I don't know what such a view might be.

Previous post: "The So-Called Heisenberg Uncertainty Principle"

I understand what you're saying about locality, but... well, I'm also having trouble figuring out how to put this...

If configurations of some flavor are the fundamental things, and things like particles, positions, and so on are more like, well, "illusions" arising out of occasional mathematical properties of certain circumstances, well... why would locality be prefered in the first place? ie, notions like distance should be, at least as near as I can make out, in some way secondary to the notion of configurations. ie, it'd have to arise out of their behavior rather than the other way around, right?

But... then why would the rule "just happen" to be one that acts in a way that looks local to us?

Personally, I'd say that if this view of QM is valid, then locality itself shouldn't be fundamental, but instead arise out of more fundamental principles.

My initial gut intuition would be something long the lines of simply that whatever the "ultimate reality", it can be transformed mathematically into some basis such that it "looks local from the inside"... and that locality may be a key thing required for percieving structure... That is, maybe only a "view from the inside" that's local could contain structure sufficient to, well, hold stuff like... us.

Now, while this may be completely and utterly wrong, I am going to say that I suspect that if some flavor of amplitudes over configurations is a fundamental nature of reality, then in some way or other locality can't be. That is, that locality is something that in some way arises out of it rather than being, to borrow your terminology, a fundamental part of the tao.

The problem with locality and the position basis is that the Schrodinger equation doesn't fully enforce locality. With a single particle, it does, but with a multi-particle configuration, conditions near particle 1 can affect the evolution of a configuration that involves particle 2. Somehow these kinds of correlations and influences happen while still not enabling FTL communication, but I don't know of anything in the formalism that clearly enforces this limitation.

FTL communication is not ruled out by the Schrodinger equation, but this is irrelevant because the Schrodinger equation is not valid for systems which include fast-moving particles. Instead, you have to use quantum field theory, of which the Schrodinger equation is the limit as the speed of light approaches infinity. In QFT, FTL communication is indeed ruled out by the formalism, as you suggest. Specifically, it's the commutativity or anticommutativity of field operators based at points which are spacelike separated that does it. For further details I would suggest reading the short paper of Eberhard and Ross. (Unfortunately you need an institutional affiliation to view the link, but I can send a PDF to anyone who wants it.)

As you have explained things so far, Schroedinger's equation is local in configuration space, not necessarily physical space. You seem to be claiming locality in physical space as well.

You can compute the rate of change of amplitude in a configuration from derivatives of amplitude over similar configurations. Are you claiming you can also compute that rate of change from a much lower-dimensional neighborhood of configurations that only have changes in a local patch of space?

Even more, I don't see how to slice the wavefunction locally. You could fix the state of a small patch of state, but that leaves you with a function giving amplitudes to every configuration of the rest of the universe, which doesn't seem very local. How should you locally model an EPR experiment?

Eliezer:I wouldn't be surprised to learn that there is some known better way of looking at quantum mechanics than the position basis, some view whose mathematical components are relativistically invariant and locally causal.  There is.  Quantum Field theory takes place on the full spacetime of special relativity, and it is completely lorentz covariant.  Quantum Mechanics is a low-speed approximation of QFT and neccessarily chooses a reference frame, destroying covariance.

Hal Finney: The Schrodinger equation (and the relatavistic generalization) dictate local evolution of the wavefunction.  Non-locality comes about during the measurement process, which is not well understood.

anonymous, the rate of change in amplitude at a location depends only on the derivatives at that location (and the derivative of a function at a point depends only on the values near that point).

Eliezer, I am on the whole inclined to agree with Psy-Kosh, but I sometimes suspect (wild unsupported speculation) that perhaps a locality rule is fundamental and spacetime itself is not, but derived from the locality.

There is a fundamental problem with trying to implement relativity in an interpretation of quantum theory which says that the ultimate reality is an assignment of amplitudes to a set of purely spatial "universe configurations", namely: in such a framework, what is a Lorentz transformation? A Lorentz transformation inherently takes as its input a time series of spacelike hypersurfaces, and produces as its output another time series of spacelike hypersurfaces, produced by chopping up the first series and reassembling the parts.

But where, in the picture offered so far, do we even have a time series of hypersurfaces? Well, we have the histories - trajectories in configuration space - which enter into the Feynman path integral. Since whole histories, and not just configurations, have associated amplitudes, this suggests a way to implement Lorentz invariance: if history H has amplitude A, then history H' produced by a Lorentz transformation of H should also have amplitude A. (Or covariance: history H' produced by Lorentz transformation L should have amplitude L(A), where the amplitude-transforming functions L() should combine according to the Lorentz algebra.)

To really work, this seems to require full-fledged cosmological histories - you can't just talk about finite-time transitions from one hypersurface to another, because under a boost they'll be broken up in an ugly way (that can't be represented as a trajectory in your cosmic configuration space)... Basically, the picture I get from this is that histories, complete cosmic histories, and not configurations, are the entities with which amplitudes should be fundamentally associated. There's no problem in thinking 4-dimensionally about a history. But you'll then face the problem of getting Born's rule back. I have no idea how hard that will be. In the many-worlds formalism called "decoherent" or "consistent" histories, it is taken for granted that you cannot work with completely fine-grained histories, such as those which notionally enter into a path integral, and make that formalism work. But maybe it's different if you work from the start in the full space of histories (dominated as it is by continuous but nondifferentiable trajectories); or maybe quantum gravity requires you to work with some discrete fundamental variables which reduces the space of histories to countable size.

Jess, I think you will find that the sense in which QFT is Lorentz-covariant does not easily carry over to any "realist" interpretation. In a sense, I was just addressing those difficulties. Yes, QFT gives you a 4-dimensional perspective on things: you can view an observed transition as a superposition of space-time histories, and you can change reference frames (recoordinatize the component histories in a synchronized way) without the ultimate probability changing. But when you ask what's real, when you try to turn that into an ontology, this configuration-based approach runs into problems, unless you switch to thinking of histories as fundamental. At least, that's the only answer I can see.

I think an important thing to consider with this change of basis is that fourier modes are the eigenvectors of translation.  As such any linear operation which commutes with translation will also have fourier modes as eigenvectors.  As long as the laws of physics are expressed in such a way that they do not work differently in different places, they will treat fourier modes independently.

Hal: "Somehow these kinds of correlations and influences happen while still not enabling FTL communication, but I don't know of anything in the formalism that clearly enforces this limitation."

The limitation of no FTL communication in quantum mechanics is called the no-signalling theorem. It is easy to prove using density matrices. I believe a good reference for this is the book by Nielsen & Chuang.

Eli: It seems worthwhile to also keep in mind other quantum mechanical degrees of freedom, such as spin. For a spin degree of freedom it seems totally transparent that there is no reason for choosing one basis over another.

It seems like the clearest thing to say here is that the position basis seems more local in some ways. It is a good guess that this makes position more fundamental, but I can't see that it is more than just a good guess.

This post reminds me of an anecdote I read in a biography of Feynman. As a young physics student, he avoided using the principle of least action to solve problems, preferring to solve the differential equations. The nonlocal nature of the variational optimization required by the principle of least action seemed non-physical to him, whereas the local nature of the differential equations seemed more natural. Being a genius, he then went on to resolve the problem when he developed the sum-over-paths approach. It turns out that the path of least action has stationary phase shifts relative to infinitesimally different paths, so only paths near the path of least action combine constructively. Far away from the path of least action, phase shifts vary rapidly with infinitesimal variations in path, so those paths cancel out. Voilà, no spooky nonlocality (although there's plenty of wacky QM-ness).

I think I must recant my comment on spin. I was thinking of a spin-1/2 particle. Its state lives in a 2-dimensional Hilbert space. If you rotate your spatial coordinates, there is a corresponding transformation of the basis of the 2-dimensional Hilbert space. Any change of basis for this Hilbert space can be obtained in this way. However, for a spin-n particle, the Hilbert space is 2n+1 dimensional, and I think there are many bases one cannot transform into by the transformations that are induced by a spatial rotation. As a consequence, for spin-n with n > 1/2 I think there are some bases which are not eigenbases of any angular momentum operator, and so could be considered in some sense "not preferred."

It seems worthwhile to also keep in mind other quantum mechanical degrees of freedom, such as spin

Only if the spin's basis turns out to be relevant in the final ToEILEL (Theory of Everything Including Laboratory Experimental Results) that gives a mechanical algorithm for what probabilities I anticipate.

In contrast, if someone had a demonstrably-correct theory that could tell you the macroscopic position of everything I see, but doesn't tell you the spin or (directly) the spatial or angular momentum, then the QM Measurement Problem would still be marked "completely solved". In such a position-basis theory, the answer to any question about spin would be "Mu, it only matters if it affects the position of my macroscopic readout."

A piece of unsolicited, probably unnecessary advice: If you are indeed writing a book, I pray, pray, pray that you do NOT call it "The Tao of Physics."

This post seems to me to be based on a mathematical error, namely the claim that energy is not local on momentum space.

The hamiltonian formalism is symmetric in position and momentum. Electrostatic potential energy is local on momentum space in a similar way to how kinetic or magnetic potential energy is local on position space.

Right.  In the position basis, kinetic energy and such are polynomials in p = -i * d/dx.  In the momentum basis, potential energy is a function of x = i * d/dp. (Where the "d" should be taken to be partial derivatives).

Why should everything I can see right now be bigger than a nanometer, giving off electromagnetic radiation between 400-790 terahertz, not immediately fatal to humans and within the walls of this room? ...It seems like too much coincidence.

Why should every known behavior in physics be linear in quantum evolution, local in space and time, Charge-Parity-Time symmetrical, and conservative of probability density? ...It seems like too much coincidence.

Observation bias? Couldn't some alternative behaviors be vastly harder to for us conceptualize or detect or exist near, orders of magnitude less likely to be discovered? How can you know which apparently universal laws in physics just describe the low-hanging fruit? A good guide for finding the next discovery, but not true.

Yes, exactly what Douglas Keith said.  The kinetic portion of the Hamiltonian is "non-local" in the position basis in exactly the same way that the potential portion of the Hamiltonian is non-local in the momentum basis: it appears in (powers of) the derivative.

If you want to talk about locality in terms of minimizing interactions between different basis states, then the basis is in eigenstates of the Hamiltonian, which is going to be neither position nor momentum.

The derivative is still pretty local because it only depends on the immediate neighborhood in the continuous space.  Does either the kinetic portion of the Hamiltonian in the position basis, or the potential portion of the Hamiltonian in the momentum basis, require looking at distant portions of configuration space?  My understanding is that this is true for the latter but not the former; please correct me if this is not so.

This is not so,  or it is equally so, depending on how exactly you interpret things.

To get expectation values of either x or p, we need to multiply by x (or p), and integrate over the entire configuration space.  In that sense, they are both non-local.

we can act locally in the position basis:  we only need to examine the area around x to update psi(x) in the next timestep.

This is exactly as local in the momentum basis as the position basis.  We only need to look at the area around p to update psi(p) for the next timestep.

EDIT: There is one slight complication -- an infinite number of derivatives truly can become non-local: one nice example is exp(- i a p/h) psi(x) = exp(- a d/dx) psi(x) = psi(x-a).  This is a reflection of momentum being the generator of displacement.

I'm not sure what your question means, but I suspect the problem is that there are two equally good configuration spaces.

In the symplectic hamiltonian formulation of classical mechanics, the hamiltonian must be local and differentiable on the joint position-momentum space, and that is the only constraint on the hamiltonian. If you think of the symplectic configuration space as the cotangent bundle of position space, then this amounts to saying that the hamiltonian may depend on position and the first derivative of position. But, symmetrically, it depends on momentum and the first derivative of momentum.

The lesson of the symplectic formalism is that the position and momentum configuration spaces are equally valid, but the joint symplectic configuration space is probably more valid. When you go to QM, the position and momentum configuration spaces are still there, still playing symmetric roles, but the symplectic configuration space is more problematic. (This should lead to some commentary on the "trick" of thinking of position as an operator on the Hilbert space, but I'm not sure what to say.)

Douglas: Actually, could you (or, well, anyone here) actually type out or point us to the shrodinger (or dirac or whatever) equation in the momentum basis? Might be a bit easier to reduce our confusion here if we could actually see what it looked like in that basis. Thanks.

Maybe I don't understand why people keep bringing up bases;
I would rather talk in terms of functions on configuration space. At least I'm sure I know what "local" means there.

The Schroedinger equation as a differential equation on functions on the momentum configuration space is exactly the same as on functions on position configuration space: you just replace q with p (and maybe signs). Switching p and q will make the Hamiltonian look different. But it's still a Hamiltonian in classical mechanics.

Douglas: if you mean it will look either way as HY = EY, well, I meant more along the lines of "what does the hamiltonian look like for momentum space?"

HY = EY is not the Schrödinger equation - it is the energy eigenstate equation. The Schrödinger equation is i ℏ ∂t[Y] = H Y.

(EDITED TO NOTE: Markdownr's sandbox renders the above correctly, but here it doesn't come through right.)

As you said, that's independent of basis. The Hamiltonian for a free spinless particle in momentum space is even more straightforward-looking than the hamiltonian in position space: k k / 2m + V(k). It doesn't even contain any explicit derivatives!

Of course, the V(k) contains the Fourier transform of the potential.

All in all, I'm split between agreeing with Eliezer on the primacy of position, and saying 'mu'.

HY = EY is not the Schrödinger equation - it is the energy eigenstate equation. 

Which is often called the time-independent Schrödinger equation.  The one with the d/dt is then called the time-dependent Schrödinger equation.  

Typo: one instance of "dependent" (the first, if I'm reading
Wikipedia
correctly) needs to be "independent".

What's that Lincoln quote about ducks and calling things?

Point is, Schrodinger's Equation contains within it an implication which leads to the energy eigenstate equation. Conflating the two is bad terminology, even if it's common. I would not call the force balance equation from statics "Newton's 2nd Law" - why should I do that in quantum mechanics, calling the Energy Eigenstate Equation "Schrodinger's Equation"? My more recent textbook goes out of its way to separate the two as it was found that conflating them was impeding students' understanding of quantum mechanics (though it does so in part by eliminating the term 'Schrodinger Equation' altogether).

That's an entirely reasonable argument that it shouldn't be called that.

But it is called that, and you have to be able to communicate with those who use it thus, or have it heard it this way, even while working to change the nomenclature.

All in all, I'm split between agreeing with Eliezer on the primacy of position, and saying 'mu'.

Probably because the original post is actually a structureless rant. The only part that makes sense is

I accept the possibility that this whole blog post is merely stupid.  After all, the question of whether the position basis or the momentum basis is "more fundamental" should never make any difference as to what we anticipate.  If you ever find that your anticipations come out one way in the position basis, and a different way in the momentum basis, you are surely doing something wrong.

A preference for the position basis appears to be inconsistent with the mangled-worlds approach to deriving the Born probabilities. See page 8 of Hanson 2003. As I read him, Robin wants the projection operators Ps and PL to be time-dependent (otherwise there's no way for the evolution of one world to affect the other). But that implies an evolving change of basis. 

A dramatization of what this means... Suppose there was a process which put me into a superposition of happy, sad, and dead. I suppose that positionists would like to think that this quantum state corresponds to the existence of three worlds, each of them a distinct spatial configuration. Schematically: 

But non-position-basis states, when viewed in terms of configurations, are themselves superpositions. Even if they are peaked at a certain region of configuration space, they will contain a residual nonzero amplitude for everything else as well. And so the happy/sad/dead superposition will resolve into something like this: 

... where the epsilons indicate the presence of a small but nonzero amplitude for the "wrong" configurations, even though we are now supposedly talking about a "world" or "branch" of the wavefunction which can be identified with the empirical reality of an entity being in one particular state. 

The point of the many worlds interpretation is that we can identify components of the wavefunction with the diverse, mutually exclusive outcomes we see empirically. Thus, the cat which is in the superposition "dead plus alive" turns out to be duplicated; in one world it is alive, in the other world it is dead. That's the idea. But when we try to implement the idea in this way, it turns out that the cat in one world is alive plus epsilon dead, and in the other world it is dead plus epsilon alive. This suggests to me that there is a problem. 

Wouldn't people who support a preferred basis agree that you can write a given state as a linear combination of one of the non-preferred bases?  Wouldn't they just say that the linear-algebraic Hilbert-space formalism, which allows this, fails to capture some fundamental physical distinction among the bases?

I think that what I'm missing is how this comment bears on its parent (which I didn't understand, because I haven't read Hanson's paper).

ETA:  So, I've looked at Hanson's paper.  It looks like his projection operators are state-dependent, so that, as you say, they are time-dependent as the state evolves.  And, associated to the evolving projection operator, there is an evolving basis.  This evolving basis is important for the mangled-worlds approach, because it keeps track of which worlds are resistant to mangling.

But a supporter of the position basis might still maintain that, nonetheless, and all the while, the position basis retains some fundamental ontological significance.  Personally, I don't find the arguments for preferring a basis to be all that convincing. But "positionists" already prefer the position basis over the energy basis, despite the fact that (AFAIK) the cleanest presentation of the Schrödinger equation is in terms of the Hamiltonian.  So what's to stop them from disregarding the role of Hanson's evolving projection operator's basis?

The evolving basis of mangled worlds is meant to explain the Born probabilities, by producing worlds in the correct multiplicities to reproduce observed frequencies. If you ignore this, you're discarding the very rationale of mangled worlds. 

I didn't express myself clearly when I wrote, "So what's to stop them from disregarding the role of Hanson's evolving projection operator's basis?".  I didn't mean that "positionists" would disregard the role that Hanson's bases might have in explaining the Born probabilities.  I just meant that positionists would deny that this role confers the "ontological fundamentalness" that they reserve for the position basis.

Normally, if a basis is regarded as ontologically fundamental, it is because all one's worlds are basis vectors in that basis. "Alive plus epsilon dead" and "dead plus epsilon alive" are definitely not basis vectors from the position basis. 

Anyway, the important fact is that for Robin's scheme to work, each individual world must have small amplitudes of other configurations shadowing the dominant configuration. It's a sign that it's a contrivance, that it doesn't work. Do the small-amplitude copies of me in other states that shadow me in this individual world also have experiences? If so, doesn't that screw up the reproduction of the Born probabilities? Because that is all about just counting the dominant configuration. 

Saying that QM favors the position basis because things can be computed locally is a petitio principii, because it assumes that locality in position space is somehow more significant than locality in momentum space. You can just as easily compute things locally in momentum space. Potentials can just as easily be defined in momentum space, and it is often more convenient to do so in QFT. In fact, I can compute things more locally in momentum space than I can in position space, because I don't even need to know the infinitesimal neighborhood. The S.E. with a classical Hamiltonian in momentum space looks like [p22m+V(p)]ψ(p,t)=iℏ∂∂tψ(p,t) , and contains no derivatives in p. 



Where Physics Meets Experience

Followup to:  Decoherence, Where Philosophy Meets Science

Once upon a time, there was an alien species, whose planet hovered in the void of a universe with laws almost like our own.  They would have been alien to us, but of course they did not think of themselves as alien.  They communicated via rapid flashes of light, rather than sound.  We'll call them the Ebborians.

Ebborians reproduce by fission, an adult dividing into two new individuals.  They share genetic material, but not through sexual recombination; Ebborian adults swap genetic material with each other.  They have two eyes, four legs, and two hands, letting a fissioned Ebborian survive long enough to regrow.

Human DNA is built in a double helix; unzipping the helix a little at a time produces two stretches of single strands of DNA.  Each single strand attracts complementary bases, producing a new double strand.  At the end of the operation, a DNA double helix has turned into two double helices.  Hence earthly life.

Ebborians fission their brains, as well as their bodies, by a process something like how human DNA divides.

Imagine an Ebborian brain as a flat sheet of paper, computing in a way that is more electrical than chemical—charges flowing down conductive pathways.

When it's time for an Ebborian to fission, the brain-paper splits down its thickness into two sheets of paper.  Each new sheet is capable of conducting electricity on its own.  Indeed, the Ebborian(s) stays conscious throughout the whole fissioning process.  Over time, the brain-paper grows thick enough to fission again.

Electricity flows through Ebborian brains faster than human neurons fire.  But the Ebborian brain is constrained by its two-dimensionality.  An Ebborian brain-paper must split down its thickness while retaining the integrity of its program.  Ebborian evolution took the cheap way out: the brain-paper computes in a purely two-dimensional way.  The Ebborians have much faster neuron-equivalents, but they are far less interconnected.

On the whole, Ebborians think faster than humans and remember less.  They are less susceptible to habit; they recompute what we would cache.  They would be incredulous at the idea that a human neuron might be connected to a thousand neighbors, and equally incredulous at the idea that our axons and dendrites propagate signals at only a few meters per second.

The Ebborians have no concept of parents, children, or sexuality.  Every adult Ebborian remembers fissioning many times.  But Ebborian memories quickly fade if not used; no one knows the last common ancestor of those now alive.

In principle, an Ebborian personality can be immortal.  Yet an Ebborian remembers less life than a seventy-year-old human.  They retain only the most important highlights of their last few millennia.  Is this immortality?  Is it death?

The Ebborians had to rediscover natural selection from scratch, because no one retained their memories of being a fish.

Today, the Ebborians have gathered to celebrate a day which all present will remember for hundreds of years.  They have discovered (they believe) the Ultimate Grand Unified Theory of Everything for their universe.  The theory which seems, at last, to explain every known fundamental physical phenomenon—to predict what every instrument will measure, in every experiment whose initial conditions are exactly known, and which can be calculated on available computers.

"But wait!" cries an Ebborian.  (We'll call this one Po'mi.)  "But wait!", cries Po'mi, "There are still questions the Unified Theory can't answer!  During the fission process, when exactly does one Ebborian consciousness become two separate people?"

The gathered Ebborians look at each other.  Finally, there speaks the moderator of the gathering, the second-foremost Ebborian on the planet: the much-respected Nharglane of Ebbore, who achieved his position through consistent gentleness and courtesy.

"Well," Nharglane says, "I admit I can't answer that one—but is it really a question of fundamental physics?"

"I wouldn't even call that a 'question'," snorts De'da the Ebborian, "seeing as how there's no experimental test whose result depends on the answer."

"On the contrary," retorts Po'mi, "all our experimental results ultimately come down to our experiences.  If a theory of physics can't predict what we'll experience, what good is it?"

De'da shrugs.  "One person, two people—how does that make a difference even to experience?  How do you tell even internally whether you're one person or two people?  Of course, if you look over and see your other self, you know you're finished dividing—but by that time your brain has long since finished splitting."

"Clearly," says Po'mi, "at any given point, whatever is having an experience is one person.  So it is never necessary to tell whether you are one person or two people.  You are always one person.  But at any given time during the split, does there exist another, different consciousness as yet, with its own awareness?"

De'da performs an elaborate quiver, the Ebborian equivalent of waving one's hands.  "When the brain splits, it splits fast enough that there isn't much time where the question would be ambiguous.  One instant, all the electrical charges are moving as a whole.  The next instant, they move separately."

"That's not true," says Po'mi.  "You can't sweep the problem under the rug that easily.  There is a quite appreciable time—many picoseconds—when the two halves of the brain are within distance for the moving electrical charges in each half to tug on the other.  Not quite causally separated, and not quite the same computation either.  Certainly there is a time when there is definitely one person, and a time when there is definitely two people.  But at which exact point in between are there two distinct conscious experiences?"

"My challenge stands," says De'da.  "How does it make a difference, even a difference of first-person experience, as to when you say the split occurs?  There's no third-party experiment you can perform to tell you the answer.  And no difference of first-person experience, either.  Your belief that consciousness must 'split' at some particular point, stems from trying to model consciousness as a big rock of awareness that can only be in one place at a time.  There's no third-party experiment, and no first-person experience, that can tell you when you've split; the question is meaningless."

"If experience is meaningless," retorts Po'mi, "then so are all our scientific theories, which are merely intended to explain our experiences."

"If I may," says another Ebborian, named Yu'el, "I think I can refine my honorable colleague Po'mi's dilemma.  Suppose that you anesthetized one of us -"

(Ebborians use an anesthetic that effectively shuts off electrical power to the brain—no processing or learning occurs while an Ebborian is anesthetized.)

"- and then flipped a coin.  If the coin comes up heads, you split the subject while they are unconscious.  If the coin comes up tails, you leave the subject as is.  When the subject goes to sleep, should they anticipate a 2/3 probability of seeing the coin come up heads, or anticipate a 1/2 probability of seeing the coin come up heads?  If you answer 2/3, then there is a difference of anticipation that could be made to depend on exactly when you split."

"Clearly, then," says De'da, "the answer is 1/2, since answering 2/3 gets us into paradoxical and ill-defined issues."

Yu'el looks thoughtful.  "What if we split you into 512 parts while you were anesthetized?  Would you still answer a probability of 1/2 for seeing the coin come up heads?"

De'da shrugs.  "Certainly.  When I went to sleep, I would figure on a 1/2 probability that I wouldn't get split at all."

"Hmm..." Yu'el says.  "All right, suppose that we are definitely going to split you into 16 parts.  3 of you will wake up in a red room, 13 of you will wake up in a green room.  Do you anticipate a 13/16 probability of waking up in a green room?"

"I anticipate waking up in a green room with near-1 probability," replies De'da, "and I anticipate waking up in a red room with near-1 probability.  My future selves will experience both outcomes."

"But I'm asking about your personal anticipation," Yu'el persists.  "When you fall asleep, how much do you anticipate seeing a green room?  You can't see both room colors at once—that's not an experience anyone will have—so which color do you personally anticipate more?"

De'da shakes his head.  "I can see where this is going; you plan to ask what I anticipate in cases where I may or may not be split.  But I must deny that your question has an objective answer, precisely because of where it leads.  Now, I do say to you, that I care about my future selves.  If you ask me whether I would like each of my green-room selves, or each of my red-room selves, to receive ten dollars, I will of course choose the green-roomers—but I don't care to follow this notion of 'personal anticipation' where you are taking it."

"While you are anesthetized," says Yu'el, "I will flip a coin; if the coin comes up heads, I will put 3 of you into red rooms and 13 of you into green rooms.  If the coin comes up tails, I will reverse the proportion.  If you wake up in a green room, what is your posterior probability that the coin came up heads?"

De'da pauses.  "Well..." he says slowly, "Clearly, some of me will be wrong, no matter which reasoning method I use—but if you offer me a bet, I can minimize the number of me who bet poorly, by using the general policy, of each self betting as if the posterior probability of their color dominating is 13/16.  And if you try to make that judgment depend on the details of the splitting process, then it just depends on how whoever offers the bet counts Ebborians."

Yu'el nods.  "I can see what you are saying, De'da.  But I just can't make myself believe it, at least not yet.  If there were to be 3 of me waking up in red rooms, and a billion of me waking up in green rooms, I would quite strongly anticipate seeing a green room when I woke up.  Just the same way that I anticipate not winning the lottery.  And if the proportions of three red to a billion green, followed from a coin coming up heads; but the reverse proportion, of a billion red to three green, followed from tails; and I woke up and saw a red room; why, then, I would be nearly certain—on a quite personal level—that the coin had come up tails."

"That stance exposes you to quite a bit of trouble," notes De'da.

Yu'el nods.  "I can even see some of the troubles myself.  Suppose you split brains only a short distance apart from each other, so that they could, in principle, be fused back together again?  What if there was an Ebborian with a brain thick enough to be split into a million parts, and the parts could then re-unite?  Even if it's not biologically possible, we could do it with a computer-based mind, someday.  Now, suppose you split me into 500,000 brains who woke up in green rooms, and 3 much thicker brains who woke up in red rooms.  I would surely anticipate seeing the green room.  But most of me who see the green room will see nearly the same thing—different in tiny details, perhaps, enough to differentiate our experience, but such details are soon forgotten.  So now suppose that my 500,000 green selves are reunited into one Ebborian, and my 3 red selves are reunited into one Ebborian.  Have I just sent nearly all of my "subjective probability" into the green future self, even though it is now only one of two?  With only a little more work, you can see how a temporary expenditure of computing power, or a nicely refined brain-splitter and a dose of anesthesia, would let you have a high subjective probability of winning any lottery.  At least any lottery that involved splitting you into pieces."

De'da furrows his eyes.  "So have you not just proved your own theory to be nonsense?"

"I'm not sure," says Yu'el.  "At this point, I'm not even sure the conclusion is wrong."

"I didn't suggest your conclusion was wrong," says De'da, "I suggested it was nonsense.  There's a difference."

"Perhaps," says Yu'el.  "Perhaps it will indeed turn out to be nonsense, when I know better.  But if so, I don't quite know better yet.  I can't quite see how to eliminate the notion of subjective anticipation from my view of the universe.  I would need something to replace it, something to re-fill the role that anticipation currently plays in my worldview."

De'da shrugs.  "Why not just eliminate 'subjective anticipation' outright?"

"For one thing," says Yu'el, "I would then have no way to express my surprise at the orderliness of the universe.  Suppose you claimed that the universe was actually made up entirely of random experiences, brains temporarily coalescing from dust and experiencing all possible sensory data.  Then if I don't count individuals, or weigh their existence somehow, that chaotic hypothesis would predict my existence as strongly as does science.  The realization of all possible chaotic experiences would predict my own experience with probability 1.  I need to keep my surprise at having this particular orderly experience, to justify my anticipation of seeing an orderly future.  If I throw away the notion of subjective anticipation, then how do I differentiate the chaotic universe from the orderly one?  Presumably there are Yu'els, somewhere in time and space (for the universe is spatially infinite) who are about to have a really chaotic experience.  I need some way of saying that these Yu'els are rare, or weigh little—some way of mostly anticipating that I won't sprout wings and fly away.  I'm not saying that my current way of doing this is good bookkeeping, or even coherent bookkeeping; but I can't just delete the bookkeeping without a more solid understanding to put in its place.  I need some way to say that there are versions of me who see one thing, and versions of me who see something else, but there's some kind of different weight on them.  Right now, what I try to do is count copies—but I don't know exactly what constitutes a copy."

Po'mi clears his throat, and speaks again.  "So, Yu'el, you agree with me that there exists a definite and factual question as to exactly when there are two conscious experiences, instead of one."

"That, I do not concede," says Yu'el.  "All that I have said may only be a recital of my own confusion.  You are too quick to fix the language of your beliefs, when there are words in it that, by your own admission, you do not understand.  No matter how fundamental your experience feels to you, it is not safe to trust that feeling, until experience is no longer something you are confused about.  There is a black box here, a mystery.  Anything could be inside that box—any sort of surprise—a shock that shatters everything you currently believe about consciousness.  Including upsetting your belief that experience is fundamental.  In fact, that strikes me as a surprise you should anticipate—though it will still come as a shock."

"But then," says Po'mi, "do you at least agree that if our physics does not specify which experiences are experienced, or how many of them, or how much they 'weigh', then our physics must be incomplete?"

"No," says Yu'el, "I don't concede that either.  Because consider that, even if a physics is known—even if we construct a universe with very simple physics, much simpler than our own Unified Theory—I can still present the same split-brain dilemmas, and they will still seem just as puzzling.  This suggests that the source of the confusion is not in our theories of fundamental physics.  It is on a higher level of organization.  We can't compute exactly how proteins will fold up; but this is not a deficit in our theory of atomic dynamics, it is a deficit of computing power.  We don't know what makes sharkras bloom only in spring; but this is not a deficit in our Unified Theory, it is a deficit in our biology—we don't possess the technology to take the sharkras apart on a molecular level to find out how they work.  What you are pointing out is a gap in our science of consciousness, which would present us with just the same puzzles even if we knew all the fundamental physics.  I see no work here for physicists, at all."

Po'mi smiles faintly at this, and is about to reply, when a listening Ebborian shouts, "What, have you begun to believe in zombies?  That when you specify all the physical facts about a universe, there are facts about consciousness left over?"

"No!" says Yu'el.  "Of course not!  You can know the fundamental physics of a universe, hold all the fundamental equations in your mind, and still not have all the physical facts.  You may not know why sharkras bloom in the summer.  But if you could actually hold the entire fundamental physical state of the sharkra in your mind, and understand all its levels of organization, then you would necessarily know why it blooms—there would be no fact left over, from outside physics.  When I say, 'Imagine running the split-brain experiment in a universe with simple known physics,' you are not concretely imagining that universe, in every detail.  You are not actually specifying the entire physical makeup of an Ebborian in your imagination.  You are only imagining that you know it.  But if you actually knew how to build an entire conscious being from scratch, out of paperclips and rubberbands, you would have a great deal of knowledge that you do not presently have.  This is important information that you are missing!  Imagining that you have it, does not give you the insights that would follow from really knowing the full physical state of a conscious being."

"So," Yu'el continues, "We can imagine ourselves knowing the fundamental physics, and imagine an Ebborian brain splitting, and find that we don't know exactly when the consciousness has split.  Because we are not concretely imagining a complete and detailed description of a conscious being, with full comprehension of the implicit higher levels of organization.  There are knowledge gaps here, but they are not gaps of physics.  They are gaps in our understanding of consciousness.  I see no reason to think that fundamental physics has anything to do with such questions."

"Well then," Po'mi says, "I have a puzzle I should like you to explain, Yu'el.  As you know, it was discovered not many years ago, that our universe has four spatial dimensions, rather than three dimensions, as it first appears."

"Aye," says Nharglane of Ebbore, "this was a key part in our working-out of the Unified Theory.  Our models would be utterly at a loss to account for observed experimental results, if we could not model the fourth dimension, and differentiate the fourth-dimensional density of materials."

"And we also discovered," continues Po'mi, "that our very planet of Ebbore, including all the people on it, has a four-dimensional thickness, and is constantly fissioning along that thickness, just as our brains do.  Only the fissioned sides of our planet do not remain in contact, as our new selves do; the sides separate into the fourth-dimensional void."

Nharglane nods.  "Yes, it was rather a surprise to realize that the whole world is duplicated over and over.  I shall remember that realization for a long time indeed.  It is a good thing we Ebborians had our experience with self-fissioning, to prepare us for the shock.  Otherwise we might have been driven mad, and embraced absurd physical theories."

"Well," says Po'mi, "when the world splits down its four-dimensional thickness, it does not always split exactly evenly.  Indeed, it is not uncommon to see nine-tenths of the four-dimensional thickness in one side."

"Really?" says Yu'el.  "My knowledge of physics is not so great as yours, but—"

"The statement is correct," says the respected Nharglane of Ebbore.

"Now," says Po'mi, "if fundamental physics has nothing to do with consciousness, can you tell me why the subjective probability of finding ourselves in a side of the split world, should be exactly proportional to the square of the thickness of that side?"

This post just confirms that you should take your blooking efforts and turn them into money AND reach a much wider and more lasting audience by writing a book. I think you could do a book like GEB ... a long, quirky, multidisciplinary intro to cognitive biases, Bayes' theorem, Physics, the Singularity, and whatever else you might like, and people will buy it if you write like this.

Thanks for the vote of confidence, anonymous; I hope you're right.

By the way, before anyone asks, this post is not intended to suggest that quantum physics takes place in the fourth dimension - I just wanted to present the Ebborians with a different but analogous bizarre puzzle.

How do Ebborians get different names when they fission?

Great writing. It's not hard to see where you took a lot of the debates about your writings and lifted them up into something greater -dare I say, art?

The great thing about novels and plays (this could be either) is it allows the writer to capture and express multiple points of view, without themselves committing to any of them.

I think this post is superior to your past ones in that it reflects a deeper understanding of various viewpoints on this topic, and expresses the best versions of them, rather than caricature views different than a particular one you promote in the post.

So I think you're moving from passion plays towards Shakespeare.

You could write a fiction short story series (like this but refined for print) with a summary at the end of what your trying to explain. I think it would be worth buying and it could combine entertaining with educational.

this story (and maybe others) could be a bit like the 10,000 year old man movie.

Agree, with anonymous, just can´t wait to read the whole book and deepen my understanding. With the right editing it will certainly be a new and even more important, insightful and rich book in the tradition of GEB! And I can´t wait to give it to all my friends and professors, and I can´t wait to hear the reception from academia, they/we have so much to learn. You will be on TED and on EDGE in no time! Your hard work, and deep thought is so precious, I think it is rather wonderful that a social ape can penetrate so deep into reality. I just think this blogform is a bit strange choice for such high quality material, a wiki would be much more appropriate and easy to use. A table of contents would be of great use in this stage when you try to recommend this stuff to other people!

About the post:
I guess you are not completely ruling out the role of physics in the final understanding of consciousness, because even though QM may not play an important role, a deeper understanding of spacetime, may... But hopefully it all lies in mathematics as Hofstadter and Goerzel suggests, that would be the most elegant and also practical reality, sadly reality does not obey hopes...

I also hope that there is not a general bias amongst scientists familiar with physics towards having consciousness interfere with physics, because they are so used to have them in different domains, and because so much confusion has arisen when you have not made this distinction clear. And because so many sloppy theories are riding on this hypothesis that is so much more intuitive. It could still be the case that fundamental physics can explain some aspect of say the hard problem. There seems to be two competing aesthetics in the matter of consciousness and physics, and I am still not convinced it is more than aesthetics, therefor I wait in taking a stance myself.

But I am so grateful Eli convinced me of the impossibility of Zombies, I used to be consider epifenomenalism. But now I know better. But that leads me to the inevitable question of the functional role of qualia. Why chocolate tastes good, which seems to have a causal effect on me wanting to eat it, rather than me just having chocolate eating behavior whiteout the intermediate of qualia. Does a dog have qualia behaviour or just eating beahviour when it finds something good? Qualia and consciousness seems to be an internal monitoring mechanism with very precise input from evolutionary adaptive qualia(like emotions, strong tastes, sensations of the body parts of the opposite sex), but for what purpose, and why the qualia, and what are the effects on neurocomputation? Or if it IS the neurocomputation, then why am I experiencing such a nice whole and not a lot of different processes in my brain, why does it seem that I am only experiencing some output of the work of my brain? Why do I need to expereience anything anyway? What does the resource limitations in my consciousness depend on. Why can´t I experiences all my memories at the same time. Is counsciousness a separate brainsystem(like the thalamocortical loop, bioelectromagnetic field or even quantum mind) or just a product of the whole brain working together. If it is a separable brain system, what are the measurable causal effects. If it is not, what distinguishes conscious from non conscious processing. If consciousness is a mathematical phenomenon, then still, why is qualia so rich and strongly qualitative, compare the feeling of hunger to the color red or to the sound of a piano? Maybe it is just the way information feels in the universe. Which leads to the question if all information feels itself, does a book feel the structure of the words in it, if not then what makes information feel itself, a strange loop? Well what about a TV set and a camera pointing towards each other. But what is it with a universe that allows such strange phenomena. Well anything is strange to us really, and nothing is really strange to the universe. We will probably always find everything rather absurd but wonderful if we think really deep about it, even if we are no longer as confused in our understanding as we are now. But the universe remains neutral on strangeness. "Since the beginning not one unusual thing has happened"

can you tell me why the subjective probability of finding ourselves in a side of the split world, should be exactly proportional to the square of the thickness of that side?

Po'mi runs a trillion experiments, each of which have a one-trillionth 4D-thickness of saying B but is otherwise A. In his "mainline probability", he sees the all trillion experiments coming up A. (If he ran a sextillion experiments he'd see about 1 come up B.)

Presumably an external four-dimensional observer sees it differently: He sees only one-trillionth of Po'mi coming up all-A, and the rest of Po'mi saw about 1 B and are huddled in a corner crying that the universe has no order. (Maybe the 4D observer would be unable to see Po'mi at all because Po'mi and all other inhabitants of the lawful "mainline probablity" that we're talking about have almost infinitesimal thickness from the 4D observer's point of view.)

If I were Po'mi, I would start looking for a fifth dimension.

"But I am so grateful Eli convinced me of the impossibility of Zombies". What does that really mean? That he convinced of the impossibility of something physically identical to you, that behaves just like you, that claims to be conscious? Because that seems to be a silly construct well beyond our discernment technology (whether or not something is "physically identical" to you), and connectedly, not of much practical interest.

Or did he convince you what some people want to seem to believe, even if the evidence doesn't extend that far: that something that would convince the smartest of us today that it's conscious may not actually have your (or more to the point, my) subjective conscious experience, but may be in a real time equivalent to sleep walking and sleep talking or in a real time equivalent to an alcohol blackout -is impossible or unlikely to the point of near impossibility.

That zombie has been branded as the former thing, of little practical concern, rather than the latter thing, which I think would be of reasonable (and possibly near-term) practical concern to us is very annoying to me, because I think it would be a great term for the latter thing.

Good writing, indeed! I also love what you've done with the Eborrian anzrf (spoiler rot13-encoded for the benefit of other readers since it hasn't been mentioned in the previous comments).

The split/remerge attack on entities that base their anticipations of future input directly on how many of their future selves they expect to get specific input is extremely interesting to me.
I originally thought that this should be a fairly straightforward problem to solve, but it has turned out a lot harder (or my understanding a lot more lacking) than I expected.
I think the problem might be in the group of 500,003 brains double-counting anticipated input after the merge. They don't stay exactly the same through the merge phase; in fact, for each of the 500,000 brains in green rooms, the re-integrated previously-in-green-rooms brain only depends to a very small part on them individually.
In this particular case, the re-integrated brain will still be very similar to each of the pre-integration brains; but that is just a result of the pre-integration brains all being very similar to each other. Treating the re-integrated brain as a regular future-self for the purposes of anticipating future experience under these conditions seems highly iffy to me.

I think "chocolate eating behavior" already does "whiteout the intermediate of qualia." We've just confused the issue by associating "the experience I have when eating chocolate" with things generally considered "good." Your experience of eating chocolate is just the sum of cognitive and physiological changes associated with eating chocolate. If we performed an experiment where you were subjected to a pain stimulus but then we subtracted, one by one, the various physiological and cognitive aspects of pain, I think you would be convinced that there isn't a pain qualia per se (that it is rather the sum of these aspects and no one of them is more or less pain-proper than the other).

The more I think about consciousness, the more I think it's ridiculous to have anything but the sparsest take on how to consider it. We should eschew anthropocentrism (mind-centrism? mind projection?) at every step. While it may have some nasty-sounding consequences in areas like ethics, I can't convince myself that conscious minds have any special place in the universe, for any reason. It’s this century’s answer to having the Earth at the centre of the universe.

To relate my point to the parable: I would say that if you have all the information about a brain-split - if you know the exact position and momentum of every particle at every point - but you're still asking 'yes, but when does one consciousness become two?' then you're asking a wrong question. The consequence of this is removing that central name tag called ‘+/-consciousness’ in your neural ‘attributes of consciousness’ network.

When you think about it, drawing a line around all your neurons etc and saying 'this is me’ is ridiculous. What about the dead cells? or the cells that have no observable effect? how many neurons can I remove before you stop being 'you'? If you claim there's a ‘self’ inside your head that emerges, from all the wetware, unified and irreducible, you’re setting yourself up for impossible questions just like the poor Ebboreans. Difficult though it is, you have to drop the mind-centrism. Am I saying that consciousness is an illusion? That’s not how I’d put it – after all, illusions are things that minds perceive. But what is, is real. Consciousness is. It’s just not ‘special’. You have no more ‘weight’ than a copy of yourself that assembles itself at random for a fraction of a second in a distant galaxy. Sorry. (By this rationale, ‘zombies’ are a nonsense too. )

When you ask ‘Why is red red?’, for me you’ve already projected your mind onto the territory. Red isn’t red in the world. It’s red in your map as a result of how your brain entangles itself with photons at a certain wavelength - an artefact of evolution - and I don’t need to explain that any more than I need to explain why you want your eggs sunny side up. Don’t mistake confusion and gaps in our knowledge for mysticism.

Really good stuff, Eliezer. Why do I get the feeling that we won't ever get to hear what the big wonderful theory was? I'm just on the last chapter of GEB, and I've really enjoyed it, but I've no doubt your final piece will be entirely your own - it certainly deserves to be. That said, I like the sound of Jaynes, Einstein, Bayes: A Rational Steel Katana....

In today's post I would like to see De'da and/or Wa'da ask Ha'ro, if worlds are equiprobable, 1) why we're not in a near-maximum-entropy universe, and 2) if we can win the lottery by burning stuff afterward. (Maybe there are legitimate answers, I don't know.)

It seems to me unlikely that a functioning organism such as ourselves would be able to persist for very long in a near-maximum-entropy universe.  Even if we presume the local space were relatively and anomalously ordered, it is far more likely for that to happen at a point in time where the universe as a whole is relatively ordered than at a point where everything else is a mess.

Caledonian, ordinarily that would be true, but the point is that in the MWI the number of worlds increases exponentially as a function of entropy, so very soon high-entropy worlds outnumber low-entropy worlds by a factor of (if I'm not mistaken) ten-to-the-power-avogadrillions. As just one example, there should be a lot more Everett worlds where we used up all the fossil fuels than where we didn't. AFAIK that's still true if you consider only non-mangled worlds, but maybe I misunderstood the model and the number of non-mangled worlds actually stays constant under entropy increase.

It means that I used to belive the experience of consciousness/qualia/the hard problem is just like the sound of the heart, i.e. whitout any functional role. I never thought zombies would really be possible... just in principle. And I had my doubts even then. Don´t laugh at me because the functional role of qualia is not easy to understand.

I think you missed the point here. The question is why choclate eating feels like anything, it seems that the qulia should be unessecary for the brain function of chocolate eating behavior. The same goes with orgasm. They seem to be things that try to guide one part of the brain system with input with qualia from another in order to guide our behavior towards thinks that statistically makes us survive and reproduce. If qualia has no functional role, then the zombie argument is sound. Or this is how I have understood it attending consciousness studies here at Skövde with professor Antti Revonsuo who published his book Inner Pressence on MIT Press.
If qualia would just be a confusion it seems highly unlikely that evolution would have spent any time making qualias just for the fun of it, and qualia has to be a real event taking place in the universe, a real event that needed some energy and information content to produce.

To deny qualia today is like the behaviorists who denied cognitive processes yesterday. You are smarter than that!

Or it may be that some of you actually don´t experience qualia, sometimes I encounter people who I really doubt experiences qualia in the normal way, especially in the autism spectrum. So if you suffer from any disorder, please mention that if you are talking about qualia. But my quess is that everybody has qualia, it may just be easier to deny them if they are not connected to emotions.

Also about the chocolate eating, you can get addicted so that you no longer even need the qualia keep on eating it. There seems to be a distinction between qualia induced choclate eating and addictive choclate eating where you continue eating although it does not taste so good anymore, wich if you notice the lameness of the qualia may make you stop eating. Why is that, if qualia is a mere confusion, there should not be such distinctions.
It seems not rational to spend energy on producing qualia if they are not useful in any sense. But useful for what? Still qualia affecting our decisions seems rather impossibe to me, but that has to be a fact about my own confusion not about the territory.

Cognitive psychologists not only managed to produce an experiment that would distinguish between "having cognitive processes" and "not having cognitive processes", they performed it and resolved the dispute.

What experimental results would be enough to convince you that 'qualia' did not exist?

As I wrote part of this post to explicitly discuss Mitchell Porter's position, I think it only fair to post Mitchell Porter's comment here, where it should be more at home than in "On Philosophers". -- Eliezer Yudkowsky

Before I get lost in these semantic and epistemic complexities, I will say once again what the problem is.

We are endeavoring to interpret the wavefunctions or state vectors of quantum mechanics: to form a hypothesis about the reality they describe. The hypothesis is: before decoherence there is one "quantum world", after decoherence there are many quantum worlds. As the difference between "one world" and "more than one world" is discontinuous, but the process of decoherence is continuous, with no sharp boundary between before and after, I asked exactly where the transition from one world to more than one world occurs. The reply was that that is not an issue, since the answer would make no difference to the argument in the papers. I conceded that it makes no difference to this particular argument, but the issue itself must be faced; the existence of these worlds, if they are to be taken seriously, must be an objective matter.

Somehow, having attempted to argue for that last proposition, I find myself being asked to define what I mean by "existence", to accept that someone's existence can be "vague", and who knows what else is going to come up. I accept the desirability of trying to elucidate fundamental concepts as thoroughly as possible. But can I first ask: If a person said that according to their theory of the universe, at one time you have one of something, and later on you have many copies of that same thing, but there's no particular moment in time when the one becomes the many, and that doesn't matter because the something only has a vague, fuzzy existence... wouldn't you think that the theory might have a few problems, or at least be missing a part?

Everything I have said about worlds, and observers in worlds, and about the certainty of one's own existence as an individual observer, has been meant to drive that home. That chain of relationships is the detailed reason why it is unacceptable to have a blase attitude towards the conditions of existence of quantum worlds. They must be regarded as existing or not existing, in a completely objective, absolute, non-relative way, or the concept becomes a nonsense, because worlds must play the role of hosting entities whose existence is definitely not vague or relative, namely, us.

Does no-one understand or sympathize with this line of thought?

I will get on with the philosophy in a moment. But I ask that those of you who may find yourselves in a protracted debate with me over these tangential questions, please consider anew the foregoing argument and ask yourself whether it is desirable or even possible to settle for a vague notion of "world", given the theoretical burden it has to bear.

Caledonian asks what I mean by "existence". I confess that I am unable to define it without using a synonym, which is not much of a definition. There may be quite a few similar basic indefinables, which we nonetheless manage to talk about; "negation" may be another example. It seems that all I can do is talk about it, and hope some recognition dawns. I know I already have a disagreement with Caledonian in this matter, because earlier this month he wrote here that existence is relative and depends on the possibility of interaction, something I would never say, because it confuses existence per se with something like knowability - the epistemic grounds whereby one observer may assert of one thing that it does indeed exist. We who live now, our existence was not knowable to anyone who lived a thousand years ago. Nonetheless, we do exist, here and now, and it is a fallacy to relativize our existence, and say "we exist for each other, but we don't exist for those people in the past". It is a basic confusion of knowability with reality.

Now, Unknown, what am I to do with you? Your line is that existence is a vague concept because I cannot define it without being circular, or that I cannot define it in a way which offers a clear decision procedure for existence. My line would be that we all know perfectly well what "existence" refers to - the property of being there, the property of being a part of reality, the property of not being nonexistent - but that the metaphysical depths of its nature are not so obvious. Again, one is constantly making implicit judgements about what does and does not exist. Does al Qaeda exist? Does Xenu exist? Does the special discount on milk at the corner store still exist? Existential judgements are ubiquitous in human thought. We all possess a basic facility with the concept. Does the inability to crisply define it or place it in an ontological scheme mean that one only has a vague concept of existence? I don't think so, because I think the criterion of vagueness in a concept is that its referent, the specific thing which it designates, is underdetermined (i.e. there are several different things it might be referring to), not that the nature of the referent remains incompletely specified. I think the particular referent of the human concept of existence is unambiguously known, but the nature of that referent may be obscure to the human mind. But this is a complicated matter.

And one more time: this metaphysics is an interesting and even vital topic, but it is somewhat of a tangent from the main issue, which is the meaning of "world" in many worlds.

"But can I first ask: If a person said that according to their theory of the universe, at one time you have one of something, and later on you have many copies of that same thing, but there's no particular moment in time when the one becomes the many, and that doesn't matter because the something only has a vague, fuzzy existence... wouldn't you think that the theory might have a few problems, or at least be missing a part?"

No. Robin implicitly offered an example: if a galaxy were to divide into two galaxies, it would be impossible to assign an exact moment when the one became two. Nonetheless, there clearly would be a time when it was one, and clearly a time when it was two.

As for the vagueness of existence, it is also vague in having an underdetermined referent. For example, does the truth of a statement exist? If so, then "exists" is underdetermined, because "truth" is underdetermined. The latter is necessary because if you attempt to give a complete definition of truth, you will fall into contradictions (e.g. "this statement is not true".)

I'm sympathetic to Mitchell's position, and would note that anthropic reasoning requires a definite answer to "what observers exist and in what proportion?"

Nick, you are right about the definite proportion, but this doesn't require definite quantities, since the proportion 50 to 100 is the same as the proportion 100 to 200. So anthropic reasoning only requires definite proportions, not definite quantities.

Why do you need anticipation to express surprise at the orderliness of the universe? Thinking like reality would mean abandoning "personal continuity" and just talking about frequencies of experiences, and you can still express your surprise at finding such an orderly experience.

Unknown: suppose I say there's a central singularity in each galaxy, so there's one singularity to begin with, and two at the end, but there's no exact moment when one singularity becomes two. That's what you're doing when you say there's an observer in each world, and then vague out on the concept of "world".

Does the truth of a sentence exist? A proper discussion of that might explode the boundaries of this blog again. But I'll just say that I had ostensive definitions in mind, when I said that the referent of a concept may be known even when its nature is not. If I point to a light in the sky and say, "that's Venus", you know what "Venus" refers to, even though you may not know much about it. And both "existence" and "truth" similarly admit of "definition"-by-example, i.e. by exhibition of an instance.

Tarleton:  Thinking like reality would mean abandoning "personal continuity" and just talking about frequencies of experiences, and you can still express your surprise at finding such an orderly experience.

Sure, if I had a well-defined way to talk about frequency (or weight or measure) of experience, it would be a lot easier to toss "personal continuity" out the window.  I want to save the notion of conditional measure if I can, but I suppose I could live without it.

No.  That is completely wrong.You are confusing what things ARE, with what we THINK them to be.  This is a common problem when dealing with models of reality (in which we exist), models in which we (as external observers) 'know' everything about the model; we tend to confuse the 'we' within the model, which is ignorant, with the 'we' looking at the model, which is  essentially omniscient.  (This is a simplification, as the full details are beyond the scope of this thread.)

Whether a thing exists has nothing to do with what we know.  Whether we can assert that a thing exists has everything to do with what we know.  It is entirely possible for properties of the system to be forever unknowable for particular entities within that system, or even entities in general within that system, and still exist.  But those entities are not entitled to make any claims about the existence of said properties.

If I throw away the notion of subjective anticipation, then how do I differentiate the chaotic universe from the orderly one?

One can differentiate in a sense with the relevancy razor.  The conclusion given by the relevancy razor in this case is that it is safe to assume that you live in the orderly universe because if you lived in the chaotic one, then you have no hope of affecting reality -- no hope of achieving any goal or carrying through any plan.

The relevancy razor is a principle of general applicability much like Occam's Razor is a principle of general applicability.

Thinking entails the contemplation of "possible worlds".  It may be that you are unsure of the nature of the world you find yourself in or it may be that you are facing a decision, and how you decide will determine which possible world you will end up in.  In either case, you have to think about possible worlds. The relevancy razor says that you do not have to contemplate any possible world in which you -- the current you, not the you of the future -- cannot affect reality.  (Moreover, the greater your ability to affect reality in a possible world, the more attention you should pay to that possible world -- just as the greater the probability of a possible world, the more attention you should pay to it.)

One other thing.  Asking, What is the difference in anticipated experience between X and Y? is a useful and powerful question.  I applaud Eliezer in encouraging its use.

But there is another question that is just as useful and powerful, namely, What can I predict or control in the objective world if X that I cannot predict or control if Y?  (John David Garcia has encouraged the use of this question since the early 1980s.)

I prefer the second question because it does not tend to pull one into viewing subjective experience as what ultimately matters.

If you're joining the conversation late, then hi, I'm Richard Hollerith, and I want you to believe that what matters in the end about you is your effect on reality, not your subjective experience.

(I do not say that subjective experience should be completely ignored: subjective experience can yield valuable information that is impractical or too expensive to acquire any other way, and that valuable information can, in turn, be used to affect reality, whichyou lived in the chaotic one, then you have no hope of affecting reality -- no hope of achieving any goal or carrying through any plan.

I propose the relevancy razor as a principle of general applicability much like Occam's Razor is a principle of general applicability.

Thinking entails the contemplation of "possible worlds".  It may be that you are unsure of the nature of the world you find yourself in or it may be that you are facing a decision, and how you decide will determine which possible world you will end up in.  In either case, you have to think about possible worlds. The relevancy razor says that you do not have to contemplate any possible world in which you -- the current you, not the you of the future -- cannot affect reality.  (Moreover, the greater your ability to affect reality in a possible world, the more attention you should pay to that possible world -- just as the greater the probability of a possible world, the more attention you should pay to it.)

One other thing.  Asking, What is the difference in anticipated experience between X and Y? is a useful and powerful question.  I applaud Eliezer in encouraging its use.

But there is another question that is just as useful and powerful, namely, What can I predict or control in the objective world if X that I cannot predict or control if Y?  (John David Garcia has encouraged the use of this question since the early 1980s.)

I prefer the second question because it does not tend to pull one into viewing subjective experience as what ultimately matters.

If you're joining the conversation late, then hi, I'm Richard Hollerith, and I want you to believe that what matters in the end about you is your effect on reality, not your subjective experience.

(I do not say that subjective experience should be completely ignored: subjective experience can yield valuable information that is impractical or too expensive to acquire any other way, and that valuable information can, in turn, be used to affect reality, which, again, is the purpose of life.)

Oh crap: I thought I was being careful, previewing before posting, but my comment got jumbled.  I'll upload the unjumbled version now, and hope that a moderator will delete what I just uploaded (and this short "oh crap" too).

If I throw away the notion of subjective anticipation, then how do I differentiate the chaotic universe from the orderly one?

One can differentiate with the relevancy razor. The conclusion given by the relevancy razor in this case is that it is safe to assume that you live in the orderly universe because if you lived in the chaotic one, then you have no hope of affecting reality -- no hope of achieving any goal or carrying through any plan.

The relevancy razor is a principle of general applicability much like Occam's Razor is a principle of general applicability.

Thinking entails the contemplation of "possible worlds". It may be that you are unsure of the nature of the world you find yourself in or it may be that you are facing a decision, and how you decide will determine which possible world you will end up in. In either case, you have to think about possible worlds. The relevancy razor says that you do not have to contemplate any possible world in which you -- the current you, not the you of the future -- cannot affect reality.  (Moreover, the greater your ability to affect reality in a possible world, the more attention you should pay to that possible world -- just as the greater the probability of a possible world, the more attention you should pay to it.)

One other thing.  Asking, What is the difference in anticipated experience between X and Y? is a useful and powerful question.  I applaud Eliezer in encouraging its use.

But there is another question that is just as useful and powerful, namely, What can I predict or control in the objective world if X that I cannot predict or control if Y? (John David Garcia has encouraged the use of this question since the early 1980s.)

I prefer the second question because it does not tend to pull one into viewing subjective experience as what ultimately matters.

If you're joining the conversation late, then hi, I'm Richard Hollerith, and I want you to believe that what matters in the end about you is your effect on reality, not your subjective experience.

(I do not say that subjective experience should be completely ignored: subjective experience can yield valuable information that is impractical or too expensive to acquire any other way, and that valuable information can, in turn, be used to affect reality, which again, is the purpose of life.)

Bravo, great post.  It's an argument I've been trying to make forever but never seem to be able to do so in a way that people understand.  You seem to have managed what was beyond me.

Hollerith:  What subjective experiences will exist in a particular world is an objective question.  Now that is indeed different from what experiences I should expect to have but still something we can't solve.

A belated meta-response to Caledonian: this is your earlier remark to which I referred. We may have no more than a terminological difference. As I said above, I would (hope to) never say "A exists relative to B", only that A was detectable, rationally inferable, etc., relative to B. It's too confusing to use "existence" as if it only means "epistemically assertible existence".

How does an Ebborian fission into more than 2 parts? Surely there aren't enough organs to go round! Unless you allow for unconscious rounds of regrowth and refissioning...

So now suppose that my 500,000 green selves are reunited into one Ebborian, and my 3 red selves are reunited into one Ebborian.  Have I just sent nearly all of my "subjective probability" into the green future self, even though it is now only one of two?
With only a little more work, you can see how a temporary expenditure of computing power, or a nicely refined brain-splitter and a dose of anesthesia, would let you have a high subjective probability of winning any lottery.  At least any lottery that involved splitting you into pieces."

I don't understand this part; someone explain it to me, please!

Think of the Monty Hall problem.  According to the lines just above those, those 500,000 selves have greater probability mass than the 3 red selves.  But then combining them, you have a single green self with a greater probability mass than the single red self.

For the other part, see The Anthropic Trilemma about the Quantum Lottery thought experiment.

It's a bit late, but the Ebborians still need to work some kinks out of their quantum mechanics equivalent. Amplitude is not a measure, and so it can't be the analogue of thickness.

Just so you all know, Clifford Algebra derivations of quantized field theory show why the Born Probabilities are a squared proportion. I'm not sure there's an intuitively satisfying explanation I can give you for why this is that uses words and not math, but here's my best try. 

In mathematical systems with maximal algebraic complexity for their given dimensionality, the multiplication of an object by its dual provides an invariant of the system, a quantity which cannot be altered. (And all physical field theories (except gravity, at this time) can be derived in full from the assumption of maximal algebraic complexity for 1 positive dimension and 3 negative dimensions). [Object refers to a mathematical quantity, in the case of the field theories we're concerned with, mostly bivectors].

The quantity describing time evolution then (complex phase amplitudes) must have a corresponding invariant quantity that is the mod squared of the complex phase. This mod squared quantity, being the system invariant whose sum describes 'benchmark' by which one judges relative values, is then the relevant value for evaluating the physical meaning of time evolutions. So the physical reality one would expect to observe in probability distributions is then the mod squared of the underlying quantity (complex phase amplitudes) rather than the quantity itself. 

To explain it in a different way, because I suspect the one way is not adequate without an understanding of the math. 

Clifford Algebra objects (i.e. the actual constructs the universe works with, as best we can tell) do not in of themselves contain information. In fact, they contain no uniquely identifiable information. All objects can be modified with an arbitrary global phase factor, turning them into any one of an infinite set of objects. As such, actual measurement/observation of an object is impossible. You can't distinguish between the object being A or Ae^ib, because those are literally indistinguishable quantities. The object which could be those quantities lacks sufficient unique information to actually be one quantity or the other. So you're shit out of luck when it comes to measuring it. But though an object may not contain unique information, the object's mod squared does (and if this violates your intuition of how information works, may I remind you that your classic-world intuition of information counts for absolutely nothing at the group theory level). This mod squared is the lowest level of reality which contains uniquely identifiable information.

So the lowest level of reality at which you can meaningfully identify time evolution probabilities is going to be described as a square quantity. 

By the way, we're really, really certain about this math. Unless the universe has additional spatial-temporal dimensions we don't know about (and I kind of doubt that) and only contains partial algebraic complexity in that space (and I really, really doubt that), this is it. There is no possible additional mathematical structure with which one could describe our universe that is not contained within the Cl_13 algebra. There is literally no mathematical way to describe our universe which adequately contains all of the structure we have observed in electromagnetism (and weak force and strong force and Higgs force) which does not imply this mod squared invariant property as a consequence. 

Furthermore, even before this mod squared property was understood as a consequence of full algebraic complexity, Emmy Noether had described and rigorously proved this relationship as the eponymous Noether's theorem, confirmed its validity against known theories, and used it to predict future results in field theory. So this notion is pretty well backed up by a century of experimental evidence too. 

Tl;DR: We (physicists who work with both differential geometries and quantum field theory and whom find an interest in group theory fundamentals beyond what is needed to do conventional experimental or theory work) have known about why the Born Probabilities are a squared proportion since, oh, probably the 1930s? Right after Dirac first published the Dirac Equation? It's a pretty simple thing to conclude from the observation that quantum amplitudes are a bivector quantity. But you'll still see physics textbooks describe it as a mystery and hear it pondered over philosophically, because propagation of the concept would require a base of people educated in Clifford Algebras to propagate through. And such a cohesive group of people just does not exist. 

I don't know much about Clifford algebras. But do you really need them here? I thought the standard formulation of abstract quantum mechanics was that every system is described by a Hilbert space, the state of a system is described by a unit vector, and evolution of the system is given by unitary transformations. The Born probabilities are concerned with the question: if the state of the universe is the sum of  where  are orthogonal unit vectors representing macroscopically distinct outcome states, then what is the subjective probability of making observations compatible with the state ? The only reasonable answer to this is , because it is the only function of  that's guaranteed to sum to  based on the setup. (I don't mean this as an absolute statement; you can construct counterexamples but they are not natural.) By the way, for those who don't know already, the reason that  is guaranteed to sum to  is that since the state vector  is a unit vector,

Of course, most of the time when people worry about the Born probabilities they are worried about philosophical issues rather than justifying the naturalness of the squared modulus measure.

"There's no third-party experiment you can perform to tell you the answer."

While it's irrelevant to the anthropics/quantum physics debate, I almost immediately thought: let's put an electrode onto one side of an Ebborian brain-paper, and give it a train of pulses while it splits.  Ask the Ebborian that "inherits" the other side of the brain, how many pulses it experienced.

The questions surrounding conscious experiences and splits, e.g. which color "I" will likely see afterward, etc, intrinsically use the concept of a first-person perspective. I.e. they take which Ebborian is "I" as something inherently apparent. But physics doesn't answer "why you are you and I am me?", or why "I am experiencing the world from the perspective of this particular object?". It will be a big surprise if the Ultimate Grand Unified Theory of Everything could answer this. Put it another way, if it does answer that, then Po'mi's questions would have been thoroughly explained by the UGUTE. 

If the first-person perspective is not explained by physics, and at the same time plays an integral part in world modeling: -after all, it's all based on the experiences of reading dials and turning knobs-, then maybe the right way is to treat it as something fundamentally primitive. Something all physical reasoning ought to be conducted from. 



Where Experience Confuses Physicists

When we last met our heroes, the Ebborians, they were discussing the known phenomenon in which the entire planet of Ebbore and all its people splits down its fourth-dimensional thickness into two sheets, just like an individual Ebborian brain-sheet splitting along its third dimension.

"Why should the subjective probability of finding ourselves in a side of the split world, be exactly proportional to the square of the thickness of that side?"

When the initial hubbub quiets down, the respected Nharglane of Ebbore asks:  "Po'mi, what is it exactly that you found?"

"Using instruments of the type we are all familiar with," Po'mi explains, "I determined when a splitting of the world was about to take place, and in what proportions the world would split.  I found that I could not predict exactly which world I would find myself in—"

"Of course not," interrupts De'da, "you found yourself in both worlds, every time -"

"—but I could predict probabilistically which world I would find myself in.  Out of all the times the world was about to split 2:1, into a side of two-thirds width and a side of one-third width, I found myself on the thicker side around 4 times out of 5, and on the thinner side around 1 time out of 5.  When the world was about to split 3:1, I found myself on the thicker side 9 times out of 10, and on the thinner side 1 time out of 10."

"Are you very sure of this?" asks Nharglane.  "How much data did you gather?"

Po'mi offers an overwhelming mountain of experimental evidence.

"So you see," Po'mi says, "you were right after all, Yu'el, not to eliminate 'subjective probability' from your worldview.  For if we do not have a 4/5 subjective anticipation of continuing into the thicker side of a 2:1 split, then how could we even describe this rule?"

"A good question," says De'da.  "There ought to be some way of phrasing your discovery, which eliminates this problematic concept of 'subjective continuation'..."

The inimitable Ha'ro speaks up:  "You might say that we find ourselves in a world in which the remembered splits obey the squared-thickness rule, to within the limits of statistical expectation."

De'da smiles.  "Yes, excellent!  That describes the evidence in terms of recorded experimental results, which seems less problematic than this 'subjective anticipation' business."

"Does that really buy us anything...?" murmurs Yu'el.  "We're not limited to memories; we could perform the experiment again.  What, on that next occasion, would you anticipate as your experimental result?  If the thickness is split a hundred to one?  Afterward it will be only a memory... but what about beforehand?"

"I think," says De'da, "that you have forgotten one of your own cardinal rules, Yu'el.  Surely, what you anticipate is part of your map, not the territory.  Your degree of anticipation is partial information you possess; it is not a substance of the experiment itself."

Yu'el pauses.  "Aye, that is one of my cardinal rules... but I like my partial information to be about something.  Before I can distinguish the map and the territory, I need a concept of the territory.  What is my subjective anticipation about, in this case?  I will in fact end up in both world-sides.  I can calculate a certain probability to five decimal places, and verify it experimentally—but what is it a probability of?"

"I know!" shouts Bo'ma.  "It's the probability that your original self ends up on that world-side!  The other person is just a copy!"

A great groan goes up from the assembled Ebborians.  "Not this again," says De'da.  "Didn't we settle this during the Identity Wars?"

"Yes," Yu'el says.  "There is no copy: there are two originals."

De'da shakes his head in disgust.  "And what are the odds that, out of umpteen billion split Ebbores, we would be the originals at this point?"

"But you can't deny," Bo'ma says smugly, "that my theory produces good experimental predictions!  It explains our observations, and that's all you can ask of any theory.  And so science vindicates the Army of Original Warriors—we were right all along!"

"Hold on," says Yu'el.  "That theory doesn't actually explain anything.  At all."

"What?" says Bo'ma.  "Of course it does.  I use it daily to make experimental predictions; though you might not understand that part, not being a physicist."

Yu'el raises an eye.  "Failure to explain anything is a hard-to-notice phenomenon in scientific theories.  You have to pay close attention, or you'll miss it.  It was once thought that phlogiston theory predicted that wood, when burned, would lose phlogiston and transform into ash; and predicted that candles, burning in an enclosed space, would saturate the air with phlogiston and then go out.  But these were not advance predictions of phlogiston theory.  Rather, phlogiston theorists saw those results, and then said 'Phlogiston did it.'  Now why didn't people notice this right away?  Because that sort of thing is actually surprisingly hard to notice."

"In this case," continues Yu'el, "you have given us a rule that the original Ebborian has a probability of ending up in a world-side, which is proportional to the squared thickness of the side.  We originally had the mystery of where the squared-thickness rule came from.  And now that you've offered us your rule, we have the exact same mystery as before.  Why would each world have a squared-thickness probability of receiving the original?  Why wouldn't the original consciousness always go to the thicker world?  Or go with probability directly proportional to thickness, instead of the square?  And what does it even mean to be the original?"

"That doesn't matter," retorts Bo'ma.  "Let the equation mean anything it likes, so long as it gives good experimental predictions.  What is the meaning of an electrical charge?  Why is it an electrical charge?  That doesn't matter; only the numbers matter.  My law that the original ends up in a particular side, with probability equaling the square of its thickness, gives good numbers.  End of story."

Yu'el shakes his head.  "When I look over the raw structure of your theory—the computer program that would correspond to this model—it contains a strictly superfluous element.  You have to compute the square of the thickness, and turn it into a probability, in order to get the chance that the original self goes there.  Why not just keep that probability as the experimental prediction?  Why further specify that this is the probability of original-ness?  Adding that last rule doesn't help you compute any better experimental predictions; and it leaves all the original mysteries intact.  Including Po'mi's question as to when exactly a world splits.  And it adds the new mystery of why original-ness should only end up in one world-side, with probability equal to the square of the thickness."   Yu'el pauses.  "You might as well just claim that all the split world-sides except one vanish from the universe."

Bo'ma snorts.  "For a world-side to 'just vanish' would outright violate the laws of physics. Why, if it all vanished in an instant, that would mean the event occurred non-locally—faster than light.  My suggestion about 'originals' and 'copies' doesn't postulate unphysical behavior, whatever other criticisms you may have."

Yu'el nods.  "You're right, that was unfair of me.  I apologize."

"Well," says Bo'ma, "how about this, then?  What if 'fourth-dimensional thickness', as we've been calling it, is actually a degree of partial information about who we really are?  And then when the world splits, we find out."

"Um... what?" says Yu'el.  "Are you sure you don't want to rephrase that, or something?"

Bo'ma shakes his head.  "No, you heard me the first time."

"Okay," says Yu'el, "correct me if I'm wrong, but I thought I heard Nharglane say that you had to do things like differentiate the fourth-dimensional density in order to do your experimental calculations.  That doesn't sound like probability theory to me.  It sounds like physics."

"Right," Bo'ma says, "it's a quantity that propagates around with wave mechanics that involve the differential of the density, but it's also a degree of partial information."

"Look," Yu'el says, "if this 4D density business works the way you say it does, it should be easy to set up a situation where there's no possible 'fact as to who you really are' that is fixed in advance but unknown to you, because the so-called 'answer' will change depending on the so-called 'question'—"

"Okay," Bo'ma says, "forget the 'probability' part.  What if 4D thickness is the very stuff of reality itself?  So how real something is, equals the 4D thickness—no, pardon me, the square of the 4D thickness.  Thus, some world-sides are quantitatively realer than others, and that's why you're more likely to find yourself in them."

"Why," says Yu'el, "is the very stuff of reality itself manifesting as a physical quantity with its own wave mechanics?  What's next, electrical charge as a degree of possibility?  And besides, doesn't that violate -"

"I was about to say, wouldn't that violate the Generalized Anti-Zombie Principle," Yu'el replies slowly.  "Because then you could have a complete mathematical model of our world, to be looked over by the Flying Spaghetti Monster, and then afterward you would need to tell the Flying Spaghetti Monster an extra postulate:  Things are real in proportion to the square of their fourth-dimensional thickness.  You could change that postulate, and leave everything microphysically the same, but people would find... different proportions of themselves?... in different places.  The difference would be detectable internally... sort of... because the inhabitants would experience the results in different proportions, whatever that means.  They would see different things, or at least see the same things in different relative amounts.  But any third-party observer, looking over the universe, couldn't tell which internal people were more real, and so couldn't discover the statistics of experience."

De'da laughs.  "Sounds like a crushing objection to me."

"Only," says Yu'el, "is that really so different from believing that you can have the whole mathematical structure of a world, and then an extra fact as to whether that world happens to exist or not exist?  Shouldn't that be ruled out by the Anti-Zombie Principle too?  Shouldn't the Anti-Zombie Principle say that it was logically impossible to have had a world physically identical to our own, except that it doesn't exist?   Otherwise there could be an abstract mathematical object structurally identical to this world, but with no experiences in it, because it doesn't exist.  And papers that philosophers wrote about subjectivity wouldn't prove they were conscious, because the papers would also 'not exist'."

"Um..." says an Ebborian in the crowd, "correct me if I'm mistaken, but didn't you just solve the mystery of the First Cause?"

"You are mistaken," replies Yu'el.  "I can tell when I have solved a mystery, because it stops being mysterious.  To cleverly manipulate my own confusion is not to dissolve a problem.  It is an interesting argument, and I may try to follow it further—but it's not an answer until the confusion goes away."

"Nonetheless," says Bo'ma, "if you're allowed to say that some worlds exist, and some worlds don't, why not have a degree of existence that's quantitative?  And propagates around like a wave, and then we have to square it to get an answer."

Yu'el snorts.  "Why not just let the 'degree of existence' be a complex number, while you're at it?"

Bo'ma rolls his eyes.  "Please stop mocking me.  I can't even imagine any possible experimental evidence which would point in the direction of that conclusion.  You'd need a case where two events that were real in opposite directions canceled each other out."

"I'm sorry," says Yu'el, "I need to learn to control my tendency to attack straw opponents.  But still, where would the squaring rule come from?"

An Ebborian named Ev'Hu suggests, "Well, you could have a rule that world-sides whose thickness tends toward zero, must have a degree of reality that also tends to zero.  And then the rule which says that you square the thickness of a world-side, would let the probability tend toward zero as the world-thickness tended toward zero.  QED."

"That's not QED," says Po'mi.  "That's a complete non-sequitur.  Logical fallacy of affirming the consequent.  You could have all sorts of rules that would let the reality tend toward zero as the world-thickness tended toward zero, not just the squaring rule.  You could approach the limit from many different directions.  And in fact, all our world-sides have a thickness that 'tends toward zero' because they keep splitting.  Furthermore, why would an indefinite tendency in the infinite future have any impact on what we do now?"

"The frequentist heresy," says Yu'el. "It sounds like some of their scriptures.  But let's move on.  Does anyone have any helpful suggestions?  Ones that don't just shuffle the mystery around?"

"Suppose that when a world-side gets thin enough," Ha'ro says, "it cracks to pieces and falls apart.  And then, when you did the statistics, it would turn out that the vast majority of surviving worlds have splitting histories similar to our own."

"Ha'ro," says Nharglane of Ebbore, "to the best of my imperfect recollection, that is the most disturbing suggestion any Ebborian physicist has ever made in the history of time."

"Thank you very much," says Ha'ro.  "But it could also be that a too-small world-side just sheds off in flakes when it splits, rather than containing actual sentient beings who get to experience a moment of horrified doom.  The too-small worlds merely fail to exist, as it were.  Or maybe sufficiently small world-sides get attracted to larger world-sides, and merge with them in a continuous process, obliterating the memories of anything having happened differently.  But that's not important, the real question is whether the numbers would work out for the right size limit, and in fact," Ha'ro waves some calculations on a piece of paper, "all you need is for the minimum size of a cohesive world to be somewhere around the point where half the total fourth-dimensional mass is above the limit -"

"I figured some numbers and they don't look too implausible and we might be able to prove it, either from first-principles of 4D physics showing that a cracking process occurs, or with some kind of really clever experiment," amplifies Ha'ro.

"Sounds promising," says Yu'el.  "So if I get what you're saying, there would be a completely physical explanation for why, when a typical bunch of worlds split 2:1, there's around 4 times as many cohesive worlds left that split from the thicker side, as from the thinner side."

"Yes," says Ha'ro, "you just count the surviving worlds."

"And if the Flying Spaghetti Monster ran a simulation of our universe's physics, the simulation would automatically include observers that experienced the same things we did, with the same statistical probabilities," says Yu'el.  "No extra postulates required.  None of the quantities in the universe would need additional characteristics beyond their strictly physical structure.  Running any mathematically equivalent computer program would do the trick—you wouldn't need to be told how to interpret it a particular way."

"Well, I don't know if that's correct," says Yu'el.  "There's some potential issues, as you know.  But I've got to say it's the first suggestion I've heard that's even remotely helpful in making all this seem any less mysterious."

How come no one has yet investigated whether or not Ha'ro's suggestion can be proven or disproven from first principles?

Probably the easiest way to show that Ha'ro's suggestion requires additional postulates is to use a toy model like a weighted quantum coinflip.  Because flipping a coin is nice and simple, the extra step required to eliminate states of low amplitude squared really stands out.  If you do a single flip, you get probabilities of 1/2 from counting states, even if the amplitudes squared are, say, 0.4 and 0.6.  If you flip many independent coins, you should just be able to multiply the results together, which means counting states still gives the wrong answer - if something else supposedly happens, that's a property called "nonlinearity," which normal quantum mechanics provably does not have.

This can be quickly seen if you spend a lot of time on this stuff, which is why nobody has gotten a paper published about it specifically (though there are plenty of speculations about changing quantum mechanics to be nonlinear). Yhis is a case where no journal articles specifically on something doesn't mean it's "not investigated" - it just means no articles.

You have an exaggerated idea of how easy it is to get academics to spend their valuable time thinking about your ideas.
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Mike Blume: hit Wikipedia for info on E.E. "Doc" Smith.

I am deeply honored to have my suggestion illustrated with such an eloquent parable. In fairness, I guess I should try to post some quotes from the now dominant opposing view on this.

How come no one has yet investigated whether or not Ha'ro's suggestion can be proven or disproven from first principles?

As far as I know it has been disproven from first principles. If we should put an equal probability on all non-mangled worlds, then we should expect to find ourselves in a high-entropy world, unless I've misunderstood and the number of non-mangled worlds stays exactly constant under entropy increase.

I think it would be possible to prove that if you made a monkey type out a random program with the universe as input, it would output your mind with a probability proportional to the squared amplitude of your world. I think if you studied the orthodox Deutsch/Wallace/Greaves decision-theoretical account of probabilities in MWI, you would understand how to do this proof, even though they don't put it in these terms. But I'm not sure.

Sorry for the triple-post, but I'm hoping to make my position a bit clearer --

I don't see why probabilities in many-worlds QM should produce any new mysteries that were not already present in ordinary functionalist philosophy. In functionalism, to turn a third-person view of the world into subjective anticipations, you need a criterion to determine whether the world implements a mind, and how many minds it implements, and/or to what degree. Once you have such a criterion, it should be straightforward to apply it to a branching quantum universe, and it doesn't seem obvious a priori that this criterion would say the branching quantum universe implements the same number of minds for every one of the structures that we happen to call a "world" (if there's even a reasonable way to decide when to call something one world and when to call something two worlds).

Mitchell Porter, I think, would say that the same problems of vagueness of existence/implementation/etc kill both functionalism and the MWI. I would say that the solution to these problems for functionalism will show us the way to a solution for the same problems in MWI, one that shows that we have to assign probabilities the Born way to begin with and not equally across worlds.

So out of curiosity, how much longer is the cutesy analogy thing going to go on for?

Steven:  Mike Blume nailed them.  Though your suggestion also had merit.

Robin and Eliezer, I do appreciate the significance of the proposed hypothesis, but I feel I must rethink this subject carefully.  It used to be my favorite subject, a very long time ago though (pre-Deutsch).  In this reply, at first I focus on your criticism of alternatives, but as a result of responding to you, a particular alternative will be shaped. (Sorry for the length.)

Ev'Hu suggests, "Well, you could have a rule that world-sides whose thickness tends toward zero, must have a degree of reality that also tends to zero.  And then the rule which says that you square the thickness of a world-side, would let the probability tend toward zero as the
world-thickness tended toward zero.  QED."

Let me try an alternative with only one rule and without limits.

Sincere Question:  Do we need a "rule" or hypothesis stating that zero transition amplitude between any two quantum states implies that either state is impossible to obtain from the other?  (As opposed to somehow demonstrating or defending this proposition.)

Suppose that some general argument can be used to back the above proposition, else let us introduce it as a new axiom.  (It would be in the same league as your hypothesis, but weaker.)  Let us combine it with considerations of physical continuity, based on the observation that exactly zero transition amplitude is a mathematical idealization.  Thus we need to form a new concept, "approximate impossibility", for actual pairs of states, without yet specifying how close to zero an amplitude must be in order for "approximate impossibility" to hold.  Now note that the object "absolute value of a squared transition amplitude" shares the properties of mathematical measure and the subjective property that if it is small enough it implies approximate impossibility.  It looks like a duck and it quacks like a duck!  Conjecture: a full probability interpretation can be based on there two premises.  At the end, if one cares, it will be possible to clarify the notion "approximate impossibility" (relative to a particular situation and particular practical concerns) but that would be mainly a consistency check rather than a useful excercise.

"That's not QED," says Po'mi.  "That's a complete non-sequitur.  Logical fallacy of affirming the consequent.  You could have all sorts of rules that would let the reality tend toward zero as the world-thickness tended toward zero, not just the squaring rule. [...]

Conjecture: only the absolute value of the square of the transition amplitude has the properties of probability.

And in fact, all our world-sides have a thickness that 'tends toward zero' because they keep splitting.

Furthermore, why would an indefinite tendency in the infinite future have any impact on what we do now?"

I think that the frequentist demons distracted you at this point. The main concern is not "what we do now"; the point is (as you hinted elsewhere) to account for the body of facts, both data and memories, which look just as if they were generated from random processes.

(Caveat: Although I did introduce "approximate impossibility", a patently subjective concept, it was only a crutch, in the way of demonstrating that the subjective interpretation of "absolute value of a squared transition amplitude" shares a common feature with the subjective interpretation of probability. That common feature was a foot in the door, to explain why this object is probability.  Thus we can account for the observed frequencies being typically close to theoretical values.)

Thanks in advance for any back criticism!  Also thanks for maintaining this wondrful weblogsite, which I noticed only yesterday and it has overstimulated my head.  For that matter, I found a discussion somewhat related to the elusiveness of exact impossibility: <http://lesswrong.com/lw/mp/0_and_1_are_not_probabilities/>.

Steven is basically right about my views. Though the criticism of vagueness only matters so long as people insist on being vague. In principle there could be a functionalism in which the functional states are microphysically distinct natural kinds, and a many-worlds interpretation in which the worlds are exactly individuated and enumerated. But it's not an accident that functionalism and MWI try to tolerate vagueness; it arises naturally, given the theoretical entities which are asked to play the role of "mind" and "world".

Po'mi could ask Ha'ro, "How thin is thin enough?" (to fall apart). That's the counterpart, in the story, of the decoherence threshold that remains unspecified in mangled-worlds theory. As an exercise in saving the phenomena (in this case, the observed relative frequencies of experimental outcomes), it is fair enough to say "if it happens somewhere in this range, the numbers work". But the theory would still be incomplete, for the reasons Po'mi raises in part one.

Yes, functionalism has never had a well-defined boundary about which processes instantiate which computations, let alone which processes instantiate which conscious beings.  I suspect it may be the concept of "instantiation" that's at fault - since it implies that there is an instantiated thing separate from that which instantiates it.  Anytime you start looking for things that resemble bridging laws, you should suspect that you're on a zombie track.  What you need are identity laws.

But, Mitchell, you end up with exactly the same questions when you consider an Ebborian with a splitting brain.  You say that a definite fact should exist as to how many people there are.  But it wouldn't seem terribly impossible to construct an Ebborian in real life - in which case the Ebborian is definitely, visibly splitting.

So either it's your job to say definitely when one person becomes two - or you have to deny that the Ebborian could be conscious without new physics that would themselves settle the issue.

So, Mitchell, would you agree with the following statements?

1)  "All criticisms that I have of MWI apply equally to any functionalist theory of consciousness."

2)  "All criticisms that I have of MWI apply equally to any computable theory of physics."

3)  "All criticisms that I have of MWI apply equally to any Copenhagen interpretation in which the collapse process is purely random and there are no new physics supporting consciousness beyond what is in the Standard Model."

I accept the second horn of the dilemma. Consciousness is not computation abstracted from substrate. Computational capabilities alone never imply consciousness. States of consciousness are what they are, objectively and intrinsically; states of computation depend on semantic imputation by an observer and on underdetermined coarse-graining of physical state space.

You could have a dualism with a bridging law which associated states of consciousness with a particular arbitrary refinement of a computational coarse-graining to the point of completeness, but (i) it would still not be identity (ii) it would be exceedingly complicated. So, especially given the hints of ontological nonlocality we get from quantum theory, I think it better to look for a new ontology in which the mind is not presupposed to be an aggregate of spatial parts to begin with. This may or may not involve new physics, in the sense of new mathematics; it may be that the change in perspective required involves no more extra formalism than does MWI. It does, very probably, require new biophysics and neuroscience, in the form of mesoscopic quantum phenomena in the brain that are functionally relevant to cognition. And it very definitely requires backing away from the attempt to reduce consciousness to combinations of known physical properties. If anything, we have to go the other way: understand consciousness in itself, to the extent that that is possible, and then use that to understand what physical properties actually "are", once the conscious mind has been identified with a particular part of the brain as formally described by physics.

None of that implies that the physics of consciousness is noncomputable, by the way, in the sense of being susceptible to exact simulation, so I will demur from statement 2. Consciousness involves a series of states; it can formally be described in terms of state transitions; and so it can be simulated on a Turing machine, unless there really is some Turing-busting basic cognitive operation, like Feferman reflection. But it won't be consciousness unless it's happening on the right substrate - e.g. one irreducible quantum tensor factor, rather than a product of them - that's the implication. But it's hard to see that if you think of the formal mathematical language - "tensor factor" - as being the fundamental description, and the psychologistic language - "intentionality" - as phlogiston-talk. The actual nature of consciousness is expressed by concepts like intentionality, qualia, etc., and any description in terms of Hilbert spaces (and so forth) will be purely formal and dynamical. This is why ontology is more fundamental than physics (as physics is presently understood).

I accept your warning (as Yu'el) that maybe things are radically other than I have ever imagined. I don't insist that this, for example, is definitely the right way ahead, far from it. But I have considerable confidence that most existing ideas about how to fit the mind into natural science are wrong, as they involve either spurious identities which break down on examination, or outright denial of phenomenological facts that are ontologically inconvenient.

Anytime you start looking for things that resemble bridging laws, you should suspect that you're on a zombie track. What you need are identity laws.

I don't think bridging vs identity laws makes much of a difference; might it not be possible to say something like, "the mind is identical to a structure in the physical world, and the degree to which a structure A exists in a structure B is proportional to the probability that a random program with input B puts out A"?

An Ebborian named Ev'Hu suggests, "Well, you could have a rule that world-sides whose thickness tends toward zero, must have a degree of reality that also tends to zero.  And then the rule which says that you square the thickness of a world-side, would let the probability tend toward zero as the world-thickness tended toward zero.  QED."

An argument somewhat like this except not stupid is now known. Namely, the squaring rule can be motivated by a frequentist argument that successfully distinguishes it from a cubing rule or whatever. See for example this lecture. The idea is to start with the postulate that being in an exact eigenstate of an observable means a measurement of that observable should yield the corresponding outcome with certainty. From this the Born rule can be seen as a consequence. Specifically, suppose you have a state like a|a> + b|b>, where  = 0. Then, you want to know the statistics for a measurement in the |a>,|b> basis. For n copies of this state, you can make a frequency operator so that the eigenvalue m/n corresponds to getting outcome |a> m times out of n. In the limit where you have infinitely many copies of the state a|a> + b|b>, you obtain an eigenstate of this operator with eigenvalue m/n = |a|^2.

In my comment where it says "where = 0", what it is supposed to indicate is that the inner product of |a> and |b> is zero. That is, the states are orthogonal. I think the braket notation I used to write this was misinterpreted as an html tag.

Yu'el nods.  "You're right, that was unfair of me.  I apologize." 

Because then you could have a complete mathematical model of our world, to be looked over by the Flying Spaghetti Monster, and then afterward you would need to tell the Flying Spaghetti Monster an extra postulate:  Things are real in proportion to the square of their fourth-dimensional thickness.  You could change that postulate, and leave everything microphysically the same, but people would find... different proportions of themselves?... in different places.

What if, when you change that postulate, you (or the Flying Spaghetti Monster) can no longer find any sentient beings? Because when you do that, a completely different subset of 3D worlds come into prominence, and those worlds just don't have the right properties for sentient beings to evolve. The worlds where the Ebborians exist are still somewhere in the resulting distribution on worlds, but they are now just about impossible to find.

Now suppose there was a fifth dimension, where at coordinate c, things are real in proportion to thickness^c. Then the above implies that most of the sentient life in this universe is going to be concentrated at coordinate c=2.

If this was true, wouldn't it explain the mystery just as well as if Ha'ro's "when a world-side gets thin enough, it cracks to pieces and falls apart" was true?

So this seems to be a perfectly good (possible) solution.

I think it would be a good habit for people here to take explicit notice whenever decision-making concepts and consciousness/sentience concepts occur in association. Other than that decision-makers can have preferences about consciousness/sentience, decision-making and consciousness/sentience don't obviously have anything to do with each other. (Not that I object to parent comment, I just needed a place to say this.)

Yes, I agree. In fact, in UDT, decision making doesn't depend on consciousness/sentience, but in the standard formulation of anthropic reasoning, it does. So I would count that as an advantage for UDT (and actually it was the original motivation for me to consider it).

Under UDT, you care equally about every coordinate c, but will act as if you care mostly about c=2, because that is where you can create the most value with your decisions. (And same for worlds without the fifth dimension.)

It seems to me that this is where proofs of the Born rule by philosophers lend strong further support. The proofs, if I understand correctly, depend on assumptions that don't quite seem mandatory, but without which any decision strategy is practically impossible to specify or carry out. For example, the defense of "branching indifference" in section 9 of this paper:

If we are prepared to be even slightly instrumentalist in our criteria for
belief ascription, it may not even make sense to suppose that an agent
genuinely wants to do something that is ridiculously beyond even their
idealised capabilities. For instance, suppose I say that I desire (ceteris
paribus) to date someone with a prime number of atoms in their body. It
is not even remotely possible for me to take any action which even slightly
moves me towards that goal. In practice my actual dating strategy will
have to fall back on “secondary” principles which have no connection at all
to my “primary” goal — and since those secondary principles are actually
what underwrites my entire dating behaviour, arguably it makes more
sense to say that they are my actual desires, and that my ‘primary’ desire
is at best an impossible dream, at worst an empty utterance.

A universe is not just math, it also needs processing to run.

Existence is not in the software or the processor, but in the processing.

So long as that universe is not run/simulated, it's philosophers do not exist, and what they would write is unknown.

Processing is what you need to embed a mathematical process into your universe, I agree, but that doesn't necessarily imply that there is a Universal Processor in which our universe is embedded, or even that this hypothesis is meaningful. (For one, what universe does this processor live in? Processors bridge universes, in a sense - they don't explain existence, but pass it off to the "larger" world.)



On Being Decoherent

Previously in series:  The So-Called Heisenberg Uncertainty Principle

"A human researcher only sees a particle in one place at one time."  At least that's what everyone goes around repeating to themselves.  Personally, I'd say that when a human researcher looks at a quantum computer, they quite clearly see particles not behaving like they're in one place at a time.  In fact, you have never in your life seen a particle "in one place at a time" because they aren't.

Nonetheless, when you construct a big measuring instrument that is sensitive to a particle's location—say, the measuring instrument's behavior depends on whether a particle is to the left or right of some dividing line—then you, the human researcher, see the screen flashing "LEFT", or "RIGHT", but not a mixture like "LIGFT".

As you might have guessed from reading about decoherence and Heisenberg, this is because we ourselves are governed by the laws of quantum mechanics and subject to decoherence.

The standpoint of the Feynman path integral suggests viewing the evolution of a quantum system as a sum over histories, an integral over ways the system "could" behave—though the quantum evolution of each history still depends on things like the second derivative of that component of the amplitude distribution; it's not a sum over classical histories.  And "could" does not mean possibility in the logical sense; all the amplitude flows are real events...

Nonetheless, a human being can try to grasp a quantum system by imagining all the ways that something could happen, and then adding up all the little arrows that flow to identical outcomes.  That gets you something of the flavor of the real quantum physics, of amplitude flows between volumes of configuration space.

Now apply this mode of visualization to a sensor measuring an atom—say, a sensor measuring whether an atom is to the left or right of a dividing line.

[image: Superposition2] Which is to say:  The sensor and the atom undergo some physical interaction in which the final state of the sensor depends heavily on whether the atom is to the left or right of a dividing line.  (I am reusing some previous diagrams, so this is not an exact depiction; but you should be able to use your own imagination at this point.)

[image: Entanglecloud]You may recognize this as the entangling interaction described in "Decoherence". A quantum system that starts out highly factorizable, looking plaid and rectangular, that is, independent, can evolve into an entangled system as the formerly-independent parts interact among themselves.

So you end up with an amplitude distribution that contains two blobs of amplitude—a blob of amplitude with the atom on the left, and the sensor saying "LEFT"; and a blob of amplitude with the atom on the right, and the sensor saying "RIGHT".

For a sensor to measure an atom is to become entangled with it—for the state of the sensor to depend on the state of the atom—for the two to become correlated.  In a classical system, this is true only on a probabilistic level.  In quantum physics it is a physically real state of affairs.

To observe a thing is to entangle yourself with it. You may recall my having previously said things that sound a good deal like this, in describing how cognition obeys the laws of thermodynamics, and, much earlier, talking about how rationality is a phenomenon within causality.  It is possible to appreciate this in a purely philosophical sense, but quantum physics helps drive the point home.

[image: Ampl1] Let's say you've got an Atom, whose position has amplitude bulges on the left and on the right.  We can regard the Atom's distribution as a sum (addition, not multiplication) of the left bulge and the right bulge:

Also there's a Sensor in a ready-to-sense state, which we'll call BLANK:

By hypothesis, the system starts out in a state of quantum independence—the Sensor hasn't interacted with the Atom yet.  So:

Sensor-BLANK is an amplitude sub-distribution, or sub-factor, over the joint positions of all the particles in the sensor.  Then you multiply this distribution by the distribution (Atom-LEFT + Atom-RIGHT), which is the sub-factor for the Atom's position.  Which gets you the joint configuration space over all the particles in the system, the Sensor and the Atom.

Quantum evolution is linear, which means that Evolution(A + B) = Evolution(A) + Evolution(B).  We can understand the behavior of this whole distribution by understanding its parts.  Not its multiplicative factors, but its additive components.  So now we use the distributive rule of arithmetic, which, because we're just adding and multiplying complex numbers, works just as usual:

System = (Sensor-BLANK) * (Atom-LEFT + Atom-RIGHT)
            = (Sensor-BLANK * Atom-LEFT) + (Sensor-BLANK * Atom-RIGHT)

Now, the volume of configuration space corresponding to (Sensor-BLANK * Atom-LEFT) evolves into (Sensor-LEFT * Atom-LEFT).

Which is to say:  Particle positions for the sensor being in its initialized state and the Atom being on the left, end up sending their amplitude flows to final configurations in which the Sensor is in a LEFT state, and the Atom is still on the left.

(Sensor-BLANK * Atom-LEFT) + (Sensor-BLANK * Atom-RIGHT)
        =>
(Sensor-LEFT * Atom-LEFT) + (Sensor-RIGHT * Atom-RIGHT)

By hypothesis, Sensor-LEFT is a different state from Sensor-RIGHT—otherwise it wouldn't be a very sensitive Sensor.  So the final state doesn't factorize any further; it's entangled.

But this entanglement is not likely to manifest in difficulties of calculation.  Suppose the Sensor has a little LCD screen that's flashing "LEFT" or "RIGHT". This may seem like a relatively small difference to a human, but it involves avogadros of particles—photons, electrons, entire molecules—occupying different positions.

So, since the states Sensor-LEFT and Sensor-RIGHT are widely separated in the configuration space, the volumes (Sensor-LEFT * Atom-LEFT) and (Sensor-RIGHT * Atom-RIGHT) are even more widely separated.

The LEFT blob and the RIGHT blob in the amplitude distribution can be considered separately; they won't interact.  There are no plausible Feynman paths that end up with both LEFT and RIGHT sending amplitude to the same joint configuration.  There would have to be a Feynman path from LEFT, and a Feynman path from RIGHT, in which all the quadrillions of differentiated particles ended up in the same places.  So the amplitude flows from LEFT and RIGHT don't intersect, and don't interfere.

[image: Precohered]You may recall this principle from "Decoherence", for how a sensitive interaction can decohere two interacting blobs of amplitude, into two noninteracting blobs.[image: Decohered]

Formerly, the Atom-LEFT and Atom-RIGHT states were close enough in configuration space, that the blobs could interact with each other—there would be Feynman paths where an atom on the left ended up on the right.  Or Feynman paths for both an atom on the left, and an atom on the right, to end up in the middle.

Now, however, the two blobs are decohered.  For LEFT to interact with RIGHT, it's not enough for just the Atom to end up on the right.  The Sensor would have to spontaneously leap into a state where it was flashing "RIGHT" on screen.  Likewise with any particles in the environment which previously happened to be hit by photons for the screen flashing "LEFT".  Trying to reverse decoherence is like trying to unscramble an egg.

And when a human being looks at the Sensor's little display screen... or even just stands nearby, with quintillions of particles slightly influenced by gravity... then, under exactly the same laws, the system evolves into:

(Human-LEFT * Sensor-LEFT * Atom-LEFT) + (Human-RIGHT * Sensor-RIGHT * Atom-RIGHT)

Thus, any particular version of yourself only sees the sensor registering one result.

That's it—the big secret of quantum mechanics.  As physical secrets go, it's actually pretty damn big.  Discovering that the Earth was not the center of the universe, doesn't hold a candle to realizing that you're twins.

That you, yourself, are made of particles, is the fourth and final key to recovering the classical hallucination.  It's why you only ever see the universe from within one blob of amplitude, and not the vastly entangled whole.

Asking why you can't see Schrodinger's Cat as simultaneously dead and alive, is like an Ebborian asking:  "But if my brain really splits down the middle, why do I only ever remember finding myself on either the left or the right?  Why don't I find myself on both sides?"

Because you're not outside and above the universe, looking down.  You're in the universe.

Your eyes are not an empty window onto the soul, through which the true state of the universe leaks in to your mind.  What you see, you see because your brain represents it: because your brain becomes entangled with it: because your eyes and brain are part of a continuous physics with the rest of reality.

You only see nearby objects, not objects light-years away, because photons from those objects can't reach you, therefore you can't see them.  By a similar locality principle, you don't interact with distant configurations.

When you open your eyes and see your shoelace is untied, that event happens within your brain.  A brain is made up of interacting neurons.  If you had two separate groups of neurons that never interacted with each other, but did interact among themselves, they would not be a single computer.  If one group of neurons thought "My shoelace is untied", and the other group of neurons thought "My shoelace is tied", it's difficult to see how these two brains could possibly contain the same consciousness.

And if you think all this sounds obvious, note that, historically speaking, it took more than two decades after the invention of quantum mechanics for a physicist to publish that little suggestion.  People really aren't used to thinking of themselves as particles.

The Ebborians have it a bit easier, when they split.  They can see the other sides of themselves, and talk to them.

But the only way for two widely separated blobs of amplitude to communicate—to have causal dependencies on each other—would be if there were at least some Feynman paths leading to identical configurations from both starting blobs.

Once one entire human brain thinks "Left!", and another entire human brain thinks "Right!", then it's extremely unlikely for all of the particles in those brains, and all of the particles in the sensors, and all of the nearby particles that interacted, to coincidentally end up in approximately the same configuration again.

It's around the same likelihood as your brain spontaneously erasing its memories of seeing the sensor and going back to its exact original state; while nearby, an egg unscrambles itself and a hamburger turns back into a cow.

So the decohered amplitude-blobs don't interact.  And we never get to talk to our other selves, nor can they speak to us.

Of course, this doesn't mean that the other amplitude-blobs aren't there any more, any more than we should think that a spaceship suddenly ceases to exist when it travels over the cosmological horizon (relative to us) of an expanding universe.

(Oh, you thought that post on belief in the implied invisible was part of the Zombie sequence?  No, that was covert preparation for the coming series on quantum mechanics.

You can go through line by line and substitute the arguments, in fact.

Remember that the next time some commenter snorts and says, "But what do all these posts have to do with your Artificial Intelligence work?")

Disturbed by the prospect of there being more than one version of you?  But as Max Tegmark points out, living in a spatially infinite universe already implies that an exact duplicate of you exists somewhere, with probability 1.  In all likelihood, that duplicate is no more than 10^(1029) lightyears away.  Or 10^(1029) meters away, with numbers of that magnitude it's pretty much the same thing.

(Stop the presses!  Shocking news!  Scientists have announced that you are actually the duplicate of yourself 10^(1029) lightyears away!  What you thought was "you" is really just a duplicate of you.)

You also get the same Big World effect from the inflationary scenario in the Big Bang, which buds off multiple universes.  And both spatial infinity and inflation are more or less standard in the current model of physics.  So living in a Big World, which contains more than one person who resembles you, is a bullet you've pretty much got to bite—though none of the guns are certain, physics is firing that bullet at you from at least three different directions.

Maybe later I'll do a post about why you shouldn't panic about the Big World.  You shouldn't be drawing many epistemic implications from it, let alone moral implications.  As Greg Egan put it, "It all adds up to normality."  Indeed, I sometimes think of this as Egan's Law.

Previous post: "Where Experience Confuses Physicistss"

Speaking of the Big Bang, after being reminded of a question elsewhere I'm curious as to whether people knowledgeable of it can evaluate my interpretation of it here.

I don't yet see how the possible existence of "duplicates" of me 10^(10^29) (is this different than 10^30?) light years away or "decohered amplitude-blobs of me" has an effect on my subjective conscious experience. Is the known/extrapolatable universe 10^(10^29) years old? That sounds a bit older than popularly presented ages of the universe.

It sounds like you're writing that these "duplicates" have no effect on our subjective conscious experience. And that does seem to me to be the case (I assume "decohered amplitude-blo... (read more)

You also get the same Big World effect from the inflationary scenario in the Big Bang, which buds off multiple universes.  And both spatial infinity and inflation are implied by the Standard Model of physics.

How exactly do you get spatial infinity from a big bang in finite time? The stories I hear about the big bang are that the universe was initially very, very small at the beginning of the big bang. If it was small then it was finite. How does an object (such as the universe) grow from finite size to infinite size in finite time?

It's not known whether the Universe is finite or infinite, this article gives more details:

If the Universe is infinite, then it has always been so even from the moment after the Big Bang; an infinite space can still expand.

It hadn't quite sunk in until this article that looked at from a sum-over-histories point of view, only identical configurations interfere; that makes decoherence much easier to understand.

Sebastian, so 10^30 is 10 with 30 zeros after it. 10^10^29 is 10 with zillions of zeros after it. Thanks for making that clear.

Eliezer, I think your usage of "Standard Model" is different from that of physicists.

Quantum suicide is a good way to ensure that your next experience will be the trivial "experience" of being a corpse with no brain activity.

So what you're saying is that God does not play dice, and that frequentism is fundamentally true.

I think this has been the best post so far. I'd like to answer one of my previous questions to make sure I am grokking this; please weigh in if I am off. Here was my question:

Q: Am I correct in assuming that [the amplitude distribution] is independent of (observations, "wave function collapses", or whatever it is when we say that we find a particle at a certain point)?

A: As I suspected, a bit of a Wrong Question. But yes, there is only one amplitude distribution that progresses over time

Q: For example, let's I have a particle that is "probab... (read more)

BTW, are you going to cover why the probability of a configuration is the square of its amplitude? Or if that was somehow already answered by the Ebborians, could I get a translation?  :)

"And both spatial infinity and inflation are standard in the current model of physics."

As mentioned by a commenter above, spatial infinity is by no means required or implied by physical observation.  Non-compact space-times are allowed by general relativity, but so are compact tori (which is a very real possibility) or a plethora of bizarre geometries which have been ruled out by experimental evidence.

Inflation is an interesting theory which agrees well with the small (relative to other areas of physics) amount  of cosmological data which has bee... (read more)

"But you talk about some of your ideas like it's obvious and accepted by anyone who isn't an idiot. This does your readers a disservice.

I realize that this is a blog and not a refereed journal, so I can't expect you to follow all the rules. But I can appeal to your commitment to honesty in asking you to express the uncertainty of your ideas and to defer when necessary to the academic establishment."

Eliezer this is really great advice. Please take it.

Jess Reidel:  I enjoy your take on Quantum Mechanics, Eliezer, and I recommend this blog to everyone I know. I agree with you that Copenhagen untenable and the MWI is the current best idea. But you talk about some of your ideas like it's obvious and accepted by anyone who isn't an idiot. This does your readers a disservice.

I realize that this is a blog and not a refereed journal, so I can't expect you to follow all the rules. But I can appeal to your commitment to honesty in asking you to express the uncertainty of your ideas and to defer when necessary to... (read more)

"Though a handful of self-described Transhumanists are thinking rationally about real prospects for the future, the overwhelming majority might as well belong to a religious cargo cult based on the notion that self-modifying AI will have magical powers."

Maybe it's time to stop holding up Greg Egan like some kind of icon.

"But what do all these posts have to do with your Artificial Intelligence work?"

Some of us are in fact pleased by how closely this does have to do with your AI work.

Maybe it's time to stop holding up Greg Egan like some kind of icon.

Why?  Quarantine and Permutation City are still really good books.  Egan is a icon of idea-based science fiction, not an icon of futurism.

Maybe you can admire someone who directly thinks you're a crackpot, but I can't.

"Yes, I talk about these ideas as if they are obvious. They are. It's important to remember that while learning quantum mechanics. It's not difficult unless you make it difficult. Just because certain academics are currently doing so, is no reason for me to do the same. I explicitly said at the outset (in "Quantum Explanations") that the views I presented would not be a uniform consensus among physicists, but I was going to leave out the controversies until later, so I could teach the version that I think is simple and sane. Bayesianism befo... (read more)

I understand what you're saying, but I truly and honestly believe that quantum physics as it works in the real universe truly is a hell of a lot simpler than the arguments that people have about quantum physics.  I think the arguments are overcomplicated and pointless.  Every time I even mention their existence, I worry whether I'm unnecessarily confusing the readers.

Let's start with the simple version.  It's even the majority version - no, not the unanimous version, but the majority version among theoretical physicists, yes.

"... the overwhelming majority might as well belong to a religious cargo cult based on the notion that self-modifying AI will have magical powers."

"Maybe you can admire someone who directly thinks you're a crackpot, but I can't."

I have a high regard for most extropians (a subset of Transhumans, I think) I know well, but that doesn't make me believe that the Egan line is more than hyperbole at most.  I don't take it as a slur against anyone whose name I know.  I've certainly seen evidence that the majority wouldn't be able to distinguish... (read more)

Hopefully:  If an exact duplicate of you 10^(10^29) light years away was being tortured you would know because torture is the description of a physical state.  Another copy of your physical state can't be subject to torture without your also being subject to it.  OTOH, I think that you are imagining a physical system that has evolved from a system that was, when described classically just like you.  Such a system doesn't transmit any information to you so your consciousness can't be of it being tortured.

When I say "me" here,  I mean my consciousness, the one I'm experiencing right here right now in this locality. So I think it's your OTOH statement that would be relevant. I read from your post the reasonable point that it's a presumably impossible paradox that any exact duplicate of me would be tortured while I am not, because then it wouldn't be my exact duplicate. But presumably by the same big universe logic, 10^(10^29) light years away (or closer) something that is otherwise an exact duplicate of me IS being tortured. Sucks to be that guy! :P

I just wanted to say I've benefited greatly from this series, and especially from the last few posts.  I'd studied some graduate quantum mechanics, but bailed out before Feynman paths, decoherence, etc; and from what I'd experienced with it, I was beginning to think an intuitive explanation of (one interpretation of) quantum mechanics was nigh-impossible.  Thanks for proving me wrong, Eliezer.

The argument (from elegance/Occam's Razor) for the many-worlds interpretation seems impressively strong, too.  I'll be interested to read the exchanges when you let the one-world advocates have their say.

Hopefully:  What do you mean by saying that your consciousness is "in this locality"?  How is consciousness "in a locality" at all?  "(Stop the presses!  Shocking news!  Scientists have announced that you are actually the duplicate of yourself 10^(1029) lightyears away!  What you thought was "you" is really just a duplicate of you.)" was a joke.

Like another Dave almost three years ago, I think this post was the most effective so far. Not as in 'constructed better', because I suspect that almost everything in previous posts in the QM series and quite a lot in posts elsewhere was building up to this. 

I'd been getting used to thinking in terms of sensors being entangled with the particles they sense etc. but references to humans being entangled too seemed to be somewhere between obvious and avoiding the issue: I didn't feel what that meant. In this thread I'd got to the bottom and was wondering why ... (read more)

My twin 10^29^29 ly away... if he picks up an astronomy atlas, will he find the exact same objects listed with the exact same coordinates digit for digit? That implies that space itself repeats, like tiles in a desktop pattern.

Is cyclicity a necessary consequence of filling an infinite space with things that can only have a finite number of configurations? If so, does that mean if I zoom in on a Mandelbrot set far enough I will see an exact replica of the image I started with and if I run a cellular automaton long enough I will get a regular pattern?



The Conscious Sorites Paradox

Decoherence is implicit in quantum physics, not an extra postulate on top of it, and quantum physics is continuous.  Thus, "decoherence" is not an all-or-nothing phenomenon—there's no sharp cutoff point.  Given two blobs, there's a quantitative amount of amplitude that can flow into identical configurations between them.  This quantum interference diminishes down to an exponentially tiny infinitesimal as the two blobs separate in configuration space.

Asking exactly when decoherence takes place, in this continuous process, is like asking when, if you keep removing grains of sand from a pile, it stops being a "heap".

The sand-heap dilemma is known as the Sorites Paradox, after the Greek soros, for heap.  It is attributed to Eubulides of Miletus, in the 4th century BCE.  The moral I draw from this very ancient tale:  If you try to draw sharp lines in a continuous process and you end up looking silly, it's your own darn fault.

(Incidentally, I once posed the Sorites Paradox to Marcello Herreshoff, who hadn't previously heard of it; and Marcello answered without the slightest hesitation, "If you remove all the sand, what's left is a 'heap of zero grains'."  Now that's a computer scientist.)

Ah, but what about when people become decoherent?  What of the Conscious Sorites Paradox?

What about the case where two blobs of amplitude containing people are interacting, but only somewhat - so that there is visibly a degree of causal influence, and visibly a degree of causal independence?

Okay, this interval may work out to less than the Planck time for objects the size of a human brain.  But I see that as no excuse to evade the question.  In principle we could build a brain that would make the interval longer.

Shouldn't there be some definite fact of the matter as to when one person becomes two people?

Some folks out there would just say "No".  I suspect Daniel Dennett would just say "No".  Personally, I wish I could just say "No", but I'm not that advanced yet.  I haven't yet devised a way to express my appreciation of the orderliness of the universe, which doesn't involve counting people in orderly states as compared to disorderly states.

Yet if you insist on an objective population count, for whatever reason, you have Soritic problems whether or not you delve into quantum physics.

What about the Ebborians? The Ebborians, you recall, have brains like flat sheets of conducting polymer, and when they reproduce, the brain-sheet splits down its thickness.  In the beginning, there is definitely one brain; in the end, there is definitely two brains; in between, there is a continuous decrease of causal influence and synchronization.  When does one Ebborian become two?

Those who insist on an objective population count in a decoherent universe, must confront exactly analogous people-splitting problems in classical physics!

Heck, you could simulate quantum physics the way we currently think it works, and ask exactly the same question!  At the beginning there is one blob, at the end there are two blobs, in this universe we have constructed.  So when does the consciousness split, if you think there's an objective answer to that?

Demanding an objective population count is not a reason to object to decoherence, as such.  Indeed, the last fellow I argued with, ended up agreeing that his objection to decoherence was in fact a fully general objection to functionalist theories of consciousness.

You might be tempted to try sweeping the Conscious Sorites Paradox under a rug, by postulating additionally that the Quantum Spaghetti Monster eats certain blobs of amplitude at exactly the right time to avoid a split.

But then (1) you have to explain exactly when the QSM eats the amplitude, so you aren't avoiding any burden of specification.

And (2) you're requiring the Conscious Sorites Paradox to get answered by fundamental physics, rather than being answered or dissolved by a better understanding of consciousness.  It's hard to see why taking this stance advances your position, rather than just closing doors.

In fact (3) if you think you have a definite answer to "When are there two people?", then it's hard to see why you can't just give that same answer within the standard quantum theory instead.  The Quantum Spaghetti Monster isn't really helping here!  For every definite theory with a QSM, there's an equally definite theory with no QSM.  This is one of those occasions you have to pay close attention to see the superfluous element of your theory that doesn't really explain anything—it's harder when the theory as a whole does explain something, as quantum physics certainly does.

Above all, (4) you would still have to explain afterward what happens with the Ebborians, or what happens to decoherent people in a simulation of quantum physics the way we currently think it works.  So you really aren't avoiding any questions!

It's also worth noting that, in any physics that is continuous (or even any physics that has a very fine-grained discrete cellular level underneath), there are further Conscious Sorites Parodoxes for when people are born and when they die.  The bullet plows into your brain, crushing one neuron after another—when exactly are there zero people instead of one?

Does it still seem like the Conscious Sorites Paradox is an objection to decoherent quantum mechanics, in particular?

A reductionist would say that the Conscious Sorites Paradox is not a puzzle for physicists, because it is a puzzle you get even after the physicists have done their duty, and told us the true laws governing every fundamental event.

As previously touched on, this doesn't imply that consciousness is a matter of nonphysical knowledge.  You can know the fundamental laws, and yet lack the computing power to do protein folding.  So, too, you can know the fundamental laws; and yet lack the empirical knowledge of the brain's configuration, or miss the insight into higher levels of organization, which would give you a compressed understanding of consciousness.

Or so a materialist would assume.  A non-epiphenomenal dualist would say, "Ah, but you don't know the true laws of fundamental physics, and when you do know them, that is where you will find the thundering insight that also resolves questions of consciousness and identity."

It's because I actually do acknowledge the possibility that there is some thundering insight in the fundamental physics we don't know yet, that I am not quite willing to say that the Conscious Sorites puzzle is not a puzzle for physicists.  Or to look at it another way, the problem might not be their responsibility, but that doesn't mean they can't help.  The physicists might even swoop in and solve it, you never know.

In one sense, there's a clear gap in our interpretation of decoherence: we don't know exactly how quantum-mechanical states correspond to the experiences that are (from a Cartesian standpoint) our final experimental results.

But this is something you could say about all current scientific theories (at least that I've heard of).  And I, for one, am betting that the puzzle-cracking insight comes from a cognitive scientist.

I'm not just saying tu quoque (i.e., "Your theory has that problem too!")  I'm saying that "But you haven't explained consciousness!" doesn't reasonably seem like the responsibility of physicists, or an objection to a theory of fundamental physics. 

An analogy:  When a doctor says, "Hey, I think that virus X97 is causing people to drip green slime," you don't respond:  "Aha, but you haven't explained the exact chain of causality whereby this merely physical virus leads to my experience of dripping green slime... so it's probably not a virus that does it, but a bacterium!"

This is another of those sleights-of-hand that you have to pay close attention to notice.  Why does a non-viral theory do any better than a viral theory at explaining which biological states correspond to which conscious experiences?  There is a puzzle here, but how is it a puzzle that provides evidence for one epidemiological theory over another?

It can reasonably seem that, however consciousness turns out to work, getting infected with virus X97 eventually causes your experience of dripping green slime.  You've solved the medical part of the problem, as it were, and the remaining mystery is a matter for cognitive science.

Likewise, when a physicist has said that two objects attract each other with a force that goes as the product of the masses and the inverse square of the distance between them, that looks pretty much consistent with the experience of an apple falling on your head.  If you have an experience of the apple floating off into space, that's a problem for the physicist.  But that you have any experience at all, is not a problem for that particular theory of gravity.

If two blobs of amplitude are no longer interacting, it seems reasonable to regard this as consistent with there being two different brains that have two different experiences, however consciousness turns out to work.  Decoherence has a pretty reasonable explanation of why you experience a single world rather than an entangled one, given that you experience anything at all.

However the whole debate over consciousness turns out, it seems that we see pretty much what we should expect to see given decoherent physics.  What's left is a puzzle, but it's not a physicist's responsibility to answer.

But unfortunately there's that whole thing with the squared modulus of the complex amplitude giving the apparent "probability" of "finding ourselves in a particular blob".

That part is a serious puzzle with no obvious answer, which I've discussed already in analogy.  I'll shortly be doing an explanation of how the problem looks from within actual quantum theory.

Just remember, if someone presents you with an apparent "answer" to this puzzle, don't forget to check whether the phenomenon still seems mysterious, whether the answer really explains anything, and whether every part of the hypothesis is actively helping.

I haven't yet devised a way to express my appreciation of the orderliness of the universe, which doesn't involve counting people in orderly states as compared to disorderly states.

Frankly, I'm not sure what it is that you're complaining about. Even in ordinary life humans have number ambiguity: if you split the connection between the halves of the brain, you get what seems to be two minds, but why should this be some great problem?

But unfortunately there's that whole thing with the squared modulus of the complex amplitude giving the apparent "probability" of "finding ourselves in a particular blob".

I hope you will at least acknowledge the existence of the point of view of Wallace/Saunders/Deutsch that the Born rule can be derived from quantum mechanics without it plus only very reasonable outside assumptions, if you won't agree with it.

Sorry for the impulsive unhelpful bit of my previous comment. Of course if you have a number ambiguity between subjectively identical minds, then you might have problems if you apply an indifference principle to determine probabilities. But please explain if you have any other problem with this.

Simon, the trouble is that bit with the "very reasonable outside assumptions".

If you think in mangled worlds terms, and then ask, "What if the mangled worlds theory were correct, but the cutoff point were not near the median amplitude density?", then we would observe probabilities different from the Born probabilities.  And the "very reasonable outside assumptions" would be suddenly revealed as unreasonable.

In the case of the Wallace paper that Robin quoted in "Quantum Orthodoxy": Wallace assumes, roughly, that branching that goes on while you're not looking, couldn't possibly be rational to take into consideration, because so much of it happens, that no decision theorist could be bothered to keep track of it.  Which, because quantum physics is unitary, hands him the Born probabilities on a silver platter - specifically, the decision-theoretic principle that you should care equally about bets with equivalent payoff and equal measure ("measure" = integral over squared modulus).

But if the mangled worlds cutoff point were different, and the Born probabilities were (perhaps slightly but noticeably) different, then decision agents would indeed be wise to think about the branching that went on while they weren't looking.

If you start pondering theories where the Born probabilities are physically derived and hence physically contingent; then the theories where the Born probabilities are derived as a priori rational considerations, begin to look really suspicious.

I mean, you just shouldn't be able to get that sort of thing a priori.

Also I follow in the path of Jaynes in regarding probability theory as more fundamental than decision theory.

I admit that when Wallace talks about the number of observers being unmeasurable because decoherence gives you a continuous tube of amplitude rather than distinct blobs - so that I'm not so much twins, as smeared - he manages to unnerve me even more than I was already unnerved, with regards to my feeble attempts to count observer-moments.  But, ultimately, you could construct the same situation with Ebborians, so...

I only have limited experience studying mathematics seriously, but from what I understand of continuity, I can't help think but that there's no reason to expect reality to actually be continuous. It's too easy to get apparent continuity out of (even sorta) large numbers.

I think that particular continuity is an illusion, anyhow. One should count eigenstates. There are countably many eigenstates, none of which is classical. It is in trying to assert a definite position that this particular continuity issue comes up.

Eliezer, I agree that it looks like you shouldn't be able to get the Born rule a priori, but I don't think you're acknowledging that the same is true of the "equal probability for all worlds" rule. You need some way to translate a third-person physical view into subjective anticipations, and I don't see how this could use anything other than a priori reasoning at some point.

Also -- if I'm unsure whether my utility function says I should care about worlds in proportion to their Born measure or equally independent of their Born measure, and the latter possibility doesn't tell me what to do, then for practical purposes it drops out and I can pretend it's just the former.

(even if it could have been, but isn't, the case that the latter possibility did tell me what to do)

"I admit that when Wallace talks about the number of observers being unmeasurable because decoherence gives you a continuous tube of amplitude rather than distinct blobs - so that I'm not so much twins, as smeared - he manages to unnerve me even more than I was already unnerved, with regards to my feeble attempts to count observer-moments. But, ultimately, you could construct the same situation with Ebborians, so..."

stephen:  If we had a full understanding of fundamental physics then the only other a priori assumption we should need to derive the Born rule should be this:  We aren't special.  Our circumstances are typical.  In other words: it is possible that at a fundamental physical level there is no Born rule and no reason one should expect a Born rule.  But just by some fantastic coincidence, our little branch has followed the born rule all this time.  In fact, we should expect it to stop following the Born rule immediately, for the same reason someone who's just won the lottery doesn't expect to win again next time.  It's not physically impossible for us to be this lucky, but it's not physically impossible for an egg to unscramble itself either.

Fundamental physics + eggs don't unscramble + anthropic principle should give you the Born rule.   If it doesn't then physicists aren't done yet.

Nick Bostrom argues that there can be a fractional number of experiences; for example, when the Ebborian divides, there might be a process that proceeds from one conscious experience to two through 1.1 experiences, 1.2, 1.3, and so on. This would fit with the fact that physical things are continuous, and also with the idea that there aren't separate blobs of amplitude. It might also be easier to explain the Born probability rule by allowing such a continuum in the number of experiences.

If all the "worlds" do exist, then there should be some really, really weird worlds out there. For example, one in which eggs really do unscramble themselves all the time...

Shouldn't there be some definite fact of the matter as to when one person becomes two people?

And even after you know that the falling tree creates acoustic vibrations but not auditory experience, it feels like there's a leftover question.

Did the same Eliezer really write both of these statements? I say again: if you can have all the information about an Ebborean brain split, but you're still asking 'when does one mind become two?' then you've missed the point.

A conscious mind is not a single, indivisible entity. It is a slippery thingy arising from the interplay of myriad smaller systems and mechanisms. If you want to use the word 'emergent' then knock yourself out. With that in mind, why should there be a definite fact of the matter?

Ben, note that in your quotation Eliezer mentioned "auditory experience." Whether or not there is an experience is one of the facts in question; so if you don't know how many experiences are there, you don't yet know all the facts.

Ben:  A conscious mind is not a single, indivisible entity. It is a slippery thingy arising from the interplay of myriad smaller systems and mechanisms. If you want to use the word 'emergent' then knock yourself out. With that in mind, why should there be a definite fact of the matter?

Knowing that you're wrong doesn't always help you.  You have to know how you're wrong, and what the right answer is / how to dissolve the question, in order to get started on repairs.

Lots of people out there are wise enough to believe that, somehow, consciousness is going to end up being incarnated in mere computing matter - but believing this doesn't make the mystery go away, until you fill in that somehow.  Otherwise you're just saying "Atoms did it!"

There's a notion of Boltzmann brains - brains that have spontaneously coalesced in vastly improbable reversals of entropy.  If the universe is large enough, then under standard physics, it will contain Boltzmann brains.  How do I know I'm not one?

"You don't," you reply.  Then why do I expect my future experiences to be ordered?  Why do i think that an orderly universe best explains my current existence, rather than a fluctuation of dust?

"Because an orderly universe is far more likely to give rise to you, than a fluctuation of dust would be."  Ah, now you're using terms like likely.  That requires some measure of probability.  After all, if the prior probability of an ordered world were zero, the likelihood ratio wouldn't matter.

In standard physics in a Big World, the Boltzmann Eliezer, and the Earth Eliezer, both exist.  One may have chaotic future experiences, or dissolve back into dust; the other has a legitimate expectation of future order.

Given that both kinds of future experiences will occur to subjectively indistinguishable Eliezers, why do I expect an orderly future more than I expect a future where I sprout wings and fly away?

Well... the fact that Boltzmann Eliezers are exponentially less common in the universe, than ordered Eliezers, might have something to do with it -

Do you see why, despite knowing the problems, I can't toss my notion of "number of observer-moments" or "weight of existence" or "measure of probability" out the window, yet?  I need some way of saying that, on average, I don't expect to sprout wings and fly away, even if there's some very rare / low-weight / improbable Eliezer who experiences such things.  If you toss that out, why believe in the science that you're using to conduct the whole analysis to begin with?  Why not just believe that all the order is a chance illusion, once you toss out probability?

That's not an argument for counting people.  That's explaining why I go on counting people, for now, even though I know that my current method is wrong, somehow.

PS:  This whole problem blends directly over into "Why does (why do you believe that) anything exists in the first place?"

I don't see why you need to count the proportional number of Eliezers at all. I'm guessing the reason you expect an ordered future isn't because of the relation of {number of Boltzmann Eliezers}/{number of Earth Eliezers} to 1. It seems to me you expect an orderly future because you (all instances of you and thus all instances of anything that is similar enough to you to be considered 'an Eliezer') have memories of an orderly past. These memories could have sprung into being when you did a moment ago, yes, but that doesn't give you any other valid way to consider things. Claiming you're probabilistically not a Boltzmann Eliezer because you can count the Boltzmann Eliezers assumes you have some sort of valid data in the first place, which means you're already assuming you're not a Boltzmann Eliezer.

You anticipate experiencing the future of Earth Eliezer because it's the only future out of unconsiderably-many that has enough definition for 'anticipation' to have any meaning. If sprouting wings and flying away, not sprouting wings but still flying away, sprouting wings and crashing, and not sprouting wings and teleporting to the moon are all options with no evidence to recommend one over another, what does it even mean to expect one of them? Then add to that a very large number of others - I don't know how many different experiences are possible given a human brain (and there's no reason to assume a Boltzmann brain that perceives itself as you do now necessarily has a human-brain number of experiences) - and you have no meaningful choice but to anticipate Earth Eliezer's future.

Unless I'm missing some important part of your argument, it doesn't seem that an absolute count of Eliezers is necessary. Can't you just assume a future consistent with the memories available to the complex set of thought-threads you call you?

I realise I'm getting to (and thus getting through) this stuff a lot later than most commenters. Having looked, though, I can't find any information on post-interval etiquette or any better place to attempt discussion of the ideas each post/comment produces and, as far as I can tell, the posts are still relevant. If I'm flaunting site policy or something with my various years-late comments, I'm sorry and please let me know so I know to stop.

While I am unable to comment on the quantum physics, you have raised a valid point (albeit too briefly?) by noting that a very similar problem applies to the very young and the dieing. When does a human child become conscious? Dennett would indeed argue that there is no such single moment. It appears to me that until this question is solved (and it can be without recourse to QM), a similar scenario in QM isn't going to salvage it. In other words, going from 0 to 1 seems like an easier but just as fundamental question than going from 1 to N.

Removing grains of sand is a discrete process.  The real key is recognizing what is implied by the use of the word 'heap' - so the collection of grains remains a heap until it no longer meets the criteria.

The Ship of Theseus is a much better statement of the problem, as there are enough different meanings of 'identity' that resolving the equivocation between them is a real challenge.

Eliezer: in a Big Universe, wouldn't there be more Boltzmann Eliezers than Ordered Eliezers?

At this point all I have to contribute in commentary to your post (the OP) is "fascinating" and "very well written".

Eliezer, what if we are in a Big World which will fall into heat death for an infinite time? Then as Psy-kosh pointed out (I think), wouldn't Boltzmann Eliezers be infinitely more common than orderly ones, once you take into consideration the whole of time? In this situation, why shouldn't you expect disorder?

I only saw Psy-Kosh's comment just now after posting...

Eliezer: OK, so you object to branching indifference.

Here is what I was going to reply until I remembered that you support mangled worlds:

"So, I guess I'll go buy a lottery ticket, and if I win, I'll conduct an experiment that branches the universe 10^100 times (eg. single electron Stern-Gerlach repeated less than 1000 times). That way I'll be virtually certain to win."

Now, I suppose with mangled worlds and a low cutoff you can't quite rule out your point of view experimentally this way. But you're still proposing a rule in which if you have a world which splits into world A and world B, they have probability 1/2 each, and then when world B splits into B1 and B2, it changes the probability of A to 1/3 - until an unobserved physical process turns the probability of A back to 1/2. Seems a little odd, no?

Ben Jones: A conscious mind is not a single, indivisible entity. It is a slippery thingy arising from the interplay of myriad smaller systems and mechanisms. If you want to use the word 'emergent' then knock yourself out. With that in mind, why should there be a definite fact of the matter?

Ben, even without knowing about atoms or brains, you can know this much: Something is happening, and it consists of one thing after another.

Whatever else reality encompasses, it must include this experience sequence or stream of consciousness that you have.

You evidently propose to identify these experiences with states of a physical brain, as do most scientifically educated people. But then, faced with the boundary problems pertaining to physical systems that Eliezer has highlighted, you say, well, there's no "definite fact of the matter" as to (say) how many streams of consciousness there are in a given physical setup.

This is not an option, except in the sense that ignoring a problem is an option. A exists, definitely; we hypothesize that A is actually B, possibly; we have trouble specifying the exact relationship between B and A; so we conclude that A doesn't definitely exist after all?

One aspect of progress in physics is the synthesis of incompatible theories in new theoretical frameworks. Quantum mechanics and relativity give rise to quantum field theory, quantum field theory and gravity give rise to string theory. The present situation is a huge opportunity for discovery, once you accept that A definitely exists; but everyone is clinging to their existing models of B at any price. Basic sensory qualities, the flow of time, the unity of the individual consciousness in appearance and reality - all are to be denied so we can imagine that our existing physics is enough.

But there is truly no need to do this. The fundamental validation of the physics we have is that it makes correct quantitative predictions. All that that implies, in turn, is that there are quantities in nature, somewhere and somehow. Do we have so little imagination that we cannot think up an ontology in which all the manifest aspects of consciousness are actually there, and in which the quantitative relations of our physics are also present?

This really will require deep changes, there is no doubt. Once you accept that these problematic qualities of consciousness are real - that they are there, even if their nature is not totally clear - you also have to address the question of how it is that you know they are there. That implies faculties of awareness and a theory of knowledge which is not just a matter of correct quantitative prediction. As with the numbers of physics, this does not mean that we need some new ontology of knowledge instead of Bayes, Kolmogorov, and the other local favorites. The new qualitative ontology would ground the quantitative aspects of epistemology, just as it must ground the quantitative ontology we call physics.

The split-brain research must be among the most important clues to the truth that we have, because it comes close to producing some of these consciousness-counting paradoxes in reality. But to be is to be something, consciousness is actually there, and so the solution is not to consign it to the realm of fuzzy half-realities. The solution is to start with the premise that there is a definite fact of the matter, and sacrifice everything to retain that premise. But I doubt that we have to sacrifice that much, really.

The evidence for consciousness is of roughly the same kind as for mystical experiences, i.e. verbal self-reports. There is no other evidence for either. Assume we're not conscious; what would you expect to be different? Obviously the part(s) of me that generate verbal reports (or other linguistic correspondence) seem to have access to other parts of my mind so that it seems like I'm a identity inside myself, but so what? What does consciousness itself add to any description of my experience?

Simon:  But you're still proposing a rule in which if you have a world which splits into world A and world B, they have probability 1/2 each, and then when world B splits into B1 and B2, it changes the probability of A to 1/3 - until an unobserved physical process turns the probability of A back to 1/2. Seems a little odd, no?

That's an excellently sharp compression of the problem with observer-moment anthropics the way I'm trying to do it - the conditional probabilities aren't invariant when you compose or decompose events.  If you're anesthetized during the split between A and B, and wake up and observe yourself in B, before B splits, it seems the prior probability of B is 1/2.  If you're anesthetized until after B splits into B1 and B2, it seems the prior probability of B is 2/3.

Huh.  The probability theory I'm trying to use here really isn't giving sensible results at all.

Eliezer, thanks for the detailed reply, that's really cleared up a whole load of my confusion over the last few posts.

I certainly haven't thought about this enough yet. I do recognise the fact that we need to put this aside to get any sense out of the world. But I still feel that trying to pin down a mind as a discrete entity, and trying to decide on when one mind becomes two, creates more problems than it solves.

The Ebboreans can dream up plenty of brain-splitting (!) scenarios that involve bigger and bigger numbers, and make less and less sense when you try to apply subjective probabilities. I'm sure it wouldn't be hard to dream up scenarios where experience tends to infinity, which doesn't bode well. Also, say an Ebborean is being tortured while his brain splits. Does the amount of disutility in the universe suddenly double? If so, my brain asplode.

Re: Boltzmann Brains:  AFAICT, P(our current universe springing into existence) is miniscule. Certainly, P(just my brain springing up) is a lot bigger. But P(stochastic, messy Big Bang, followed by a period of inflation, followed by the coalescence of stars, then planets, then the inception of life, then the evolution of the brain, then me) is enormous by comparison to either. Hence my expectation of being in the world. For every spontaneous floaty brain in infinite space, surely there would be millions of Big Bang-based sub-universes similar to our own.

I've just ordered Consciousness Explained on Amazon, will see where that goes.

A exists, definitely; we hypothesize that A is actually B, possibly; we have trouble specifying the exact relationship between B and A; so we conclude that A doesn't definitely exist after all?

This is a wonderful statement of the problem. I'll remember it.

1)  You're only considering a single universe.
2)  It's not the formation of brains that are important.  (Actual brains that form in the void die before they can get any useful computation done.)
3)  The substrate of the computation is irrelevant to the content of the algorithm.

mitchell:
As the Buddhists pointed out a long time ago, the flow of time is actually an illusion. All that you actually experience at any given moment is your present sensory input, plus the memories of the past. But there are any number of experiences involving loss of consciousness that will show that the flow of time as we perceive it is completely subjective (not to say that there is no time "out there," just that we don't directly perceive it).

So while I agree that "something is happening," it does not necessarily consist of one thing after another. Really it's just another formulation of cogito ergo sum.

This is also relevant in response to Caledonian - the brain does not have to live for any sustained period of time. A Boltzmann brain can pop into existence fully oxygenated with the memories that it is me, typing this response, think about it for a few seconds, and then die of whatever brains die of in interstellar space. From inside the brain, there would be no way to know the difference.

Eliezer: Isn't it sufficient to say that your brain has an expectation of order because that is how it's evolved? And what would a brain with no expectation of order even look like? Is it meaningful to talk about a control system that has no model of the outside world?

Depressurization destroys a brain long before oxygen deprivation sets in.

The point is not to consider brains, but computational devices capable of representing a mind algorithm, of which brains are only the most familiar to you.

It's the distribution of the you-defined algorithm across the various universes that needs to be considered, not merely the chance of a brain arising randomly from chaos.

Upon futher reflection, I'm not sure I believe Wallace's argument that, in quantum physics the way we know it, the number of observers is ill-defined.

Yes, decoherence is continuous.  But by the time you get all the way up to objects the size of neurons "firing" or "not firing", I'm not sure there's much influence being transmitted between worlds - or that the intermediate states represent conscious entities (non-mangled worlds?).  I'm not even sure I could construct a continuous spectrum of conscious Ebborian brains.  Operations like Max(A, B) would be prohibited.  Sure, our underlying physics is continuous - a coin can always balance on its edge - but to construct an intermediate between two coherent conscious minds, every coin has to land on its edge; in addition to having tiny and perhaps-mangled amplitude, I'm not sure that intermediate still represents a person.

Would I be the only person here occasionally terrified by the idea that they might 'wake up' as a Boltzmann brain at some point, with a brain arranged in such a way as to subject them to terrible agony, for an indeterminate period of time? I would really appreciate a response on this...

Nick: I haven't had that exact thought, but some analogous thoughts. (I don't remember the details) It does seem unlikely though. (Though I still am confused about why I'm not a Boltzmann brain)

But a Boltzmann brain that just happens to be in that particular arrangement would seem to be comparatively unlikely compared to all possible Boltzmann brains one might happen to be.

Nick and Psy-Kosh: here's a thought on Boltzmann brains.

Let's suppose the universe has vast spaces uninhabited by anything except Boltzmann brains which briefly form and then disappear, and that any given state of mind has vastly more instantiations in the Boltzmann-brain only spaces than in regular civilizations such as ours.

Does it then follow that one should believe one is a Boltzmann brain? In the short run perhaps, but in the long run you'd be more accurate if you simply committed to not believing it. After all, if you are a Boltzmann brain, that commitment will cease to be relevant soon enough as you disintegrate, but if you are not, the commitment will guide you well for a potentially long time.

Simon: Well, yeah, I notice that I seem to, well, not dissolve into nothingness.

But I have to admit that from a certain perspective, I'm surprised about that. Why are more versions of me non Boltzmann brain than Boltzmann brain... that is, why do I have a higher probability of perceiving myself in a universe that has rather more order than is strictly needed for just, well, me at this instant?

It may be that most minds with your thoughts do in fact disappear after an instant. Of course if that is the case there will be vastly more with chaotic or jumbled thoughts. But the fact that we observe order is no evidence against the existence of additional minds observing chaos, unless you don't accept self-indication.

So, your experience of order is not good evidence for your belief that more of you are non-Boltzmann than Boltzmann. But as I said, in the long term your expected accuracy will rise if you commit to not believing you are a Boltzmann brain, even if you believe that you most likely are one now.

A somewhat analogous situation may arise in AGI - AI makers can rule out certain things (e.g. the AI is simulated in a way that the simulated makers are non-conscious) that the AI cannot. Thus by having the AI rule such things out a priori, the makers can improve the AI's beliefs in ways that the AI itself, however superintelligent, rationally could not.

It may be my personal ultra-pessimistic spin on what is otherwise topic full of diverse interpretation, but I've never had a positive view of living forever, and the idea of living for what could theoretically be millions of years with any number of unpleasant stimuli being simulated in this ad-hoc cognitive mechanism is, to say the least, disturbing.

I suppose hypothetically I could tolerate the mere existence of such a strange physical phenomena so long as it wasn't me waking up in that situation, although if there's a positive spin to be given to it, I suppose I could find myself in some sort of wonderful heaven. Either way, it's more than a little unsettling to me...

Nick, do you use the normal definition of a Boltzmann brain?

It's supposed to be a mind which comes into existence by sheer random chance. Additional complexity - such as would be required for some support structure (e.g. an actual brain), or additional thinking without a support structure - comes with an exponential probability penalty. As such, a Boltzmann brain would normally be very short lived.

In principle, though, there could be so much space uninhabitable for regular civilizations that even long-lived Boltzmann brains which coincidentally have experiences similar to minds in civilizations outnumber minds in civilizations.

It's not clear whether you are worrying about whether you already are a Boltzmann brain, or if you think you are not one but think that if a Boltzmann brain took on your personality it would be 'you'. If the former, I can only suggest that nothing you do as a Boltzmann brain is likely to have much effect on what happens to you, or on anything else. If the latter, I think you should upgrade your notion of personal identity. While the notion that personality is the essence of identity is a step above the notion that physical continuity is the essence of identity, by granting the notion that there is an essence of identity at all it reifies the concept in a way it doesn't deserve, a sort of pseudosoul for people who don't think they believe in souls.

Ultimately what you choose to think of as your 'self' is up to you, but personally I find it a bit pointless to be concerned about things that have no causal connection with me whatsoever as if they were me, no matter how closely they may coincidentally happen to resemble me.

simon: the anthropic argument (ie, disapears after an instant) bit doesn't seem to be sufficiently strong to solve the problem. Unless I misunderstood what your point, it would seem to fail to address the issue that I still observe far more order than would be necessary for me to exist even for, say, several hours or days.

I observe other people, I observe working websites, I observe that my memories of a chunk of reality seem consistent with my current observations of previously mentioned chunk of reality, etc etc...

How can I explain this? Clearly, the anthropic "bolzmann brains instantly go poof" is definitavely not strong enough for this. Unless we can show that of the worlds that don't quickly kill the versions of me that they contain, the majority tend to be, for lack of a better term, "proper" worlds. But, It's not entirely obvious to me why that should be so. Need to think about it some more.

Psy-Kosh, my argument that Boltzmann brains go poof is a theoretical argument, not an anthropic one. Also, if we want to maximize our correct beliefs in the long run, we should commit to ignore the possibility that we are a brain with beliefs not causally affected by the decision to make that commitment (such as a brain that randomly pops into existence and goes poof). This also is not an anthropic argument.

With regard to longer-lived brains, if you expect there to be enough of them that even the ones with your experience are more common than minds in a real civilization with your experience, then you really should rationally expect to be one (although as a practical matter since there's nothing much a Boltzmann brain can reasonably expect to do one might as well ignore it*). If you expect there to be more long lived Boltzmann brains than civilization-based minds in general, but not enough for ones with your experience to outnumber civilization-based minds with your experience, then your experience tips the balance in favour of believing you are not a Boltzmann brain after all.

I think your confusion is the result of you not being consistent about whether you accept self-indication, or maybe you being inconsistent about whether you think of the possible space with Boltzmann brains and no civilizations as being additional to or a substitute for space with civilizations. Here's what different choices of those assumptions imply:

(I assume throughout that that the probability of Boltzmann brains per volume in any space is always lower than the probability of minds in civilizations where they are allowed by physics)*

self-indication, additional -> our experience is not evidence** for or against the existence of the additional space (or evidence for its existence if we consider the possibility that we may be unusually order-observing entities in that space)

self-indication, substitute -> our experience is evidence against the existence of the substitute space

instead of self-indication, assume the probability of being a given observer is inversely proportional to number of observers in possible universe containing that observer (this is the most popular alternative to self-indication) -> our experience is evidence against the existence of the additional or substitute space

*unless the Boltzmann brain, at further exponentially reduced probability, also obtained effective means of manipulating its environment...

** basically, define "allowed" to mean (density of minds with our experience in civ) >> (density of Boltzmann brains with our experience), and not allowed to mean the opposite (<<). One would expect the probability of a space with comparable densities to be low enough not to have a significant quantitative or qualitative affect on the conclusions.

*It seems rather unlikely that a space with our current apparent physical laws allows more long-lived B-brains than civilization-based brains. I am too tired to want to think about and write out what would follow if this is not true.

**I am using "evidence" here to mean shifts of probability relative to the outside view prior (conditional on the existence of any observers at all), which means that any experience is evidence for a larger universe (other things being equal) given self-indication, etc.

On Sorites: http://www.insofisma.com/wp2/the-paradox-of-sorites/



Decoherece is Pointless

Yesterday's post argued that continuity of decoherence is no bar to accepting it as an explanation for our experienced universe, insofar as it is a physicist's responsibility to explain it.  This is a good thing, because the equations say decoherence is continuous, and the equations get the final word.

Now let us consider the continuity of decoherence in greater detail...

 On Being Decoherent talked about the decoherence process,

(Human-BLANK) * (Sensor-BLANK) * (Atom-LEFT + Atom-RIGHT)
        =>
(Human-BLANK) * ((Sensor-LEFT * Atom-LEFT) + (Sensor-RIGHT * Atom-RIGHT))
        =>
(Human-LEFT * Sensor-LEFT * Atom-LEFT) + (Human-RIGHT * Sensor-RIGHT * Atom-RIGHT)

At the end of this process, it may be that your brain in LEFT and your brain in RIGHT are, in a technical sense, communicating—that they have intersecting, interfering amplitude flows.

But the amplitude involved in this process, is the amplitude for a brain (plus all entangled particles) to leap into the other brain's state. This influence may, in a quantitative sense, exist; but it's exponentially tinier than the gravitational influence upon your brain of a mouse sneezing on Pluto.

By the same token, decoherence always entangles you with a blob of amplitude density, not a point mass of amplitude.  A point mass of amplitude would be a discontinuous amplitude distribution, hence unphysical.  The distribution can be very narrow, very sharp—even exponentially narrow—but it can't actually be pointed (nondifferentiable), let alone a point mass.

If a measuring instrument is sensitive enough to distinguish 10 positions with 10 separate displays on a little LCD screen, it will decohere the amplitude into at least 10 parts, almost entirely noninteracting.  In all probability, the instrument is physically quite a bit more sensitive (in terms of evolving into different configurations) than what it shows on screen.  You would find experimentally that the particle was being decohered (with consequences for momentum, etc.) more than the instrument was designed to measure from a human standpoint.

But there is no such thing as infinite sensitivity in a continuous quantum physics:  If you start with blobs of amplitude density, you don't end up with point masses.  Liouville's Theorem, which generalizes the second law of thermodynamics, guarantees this: you can't compress probability.

What about if you measure the position of an Atom using an analog Sensor whose dial shows a continuous reading?

Think of probability theory over classical physics:

When the Sensor's dial appears in a particular position, that gives us evidence corresponding to the likelihood function for the Sensor's dial to be in that place, given that the Atom was originally in a particular position.  If the instrument is not infinitely sensitive (which it can't be, for numerous reasons), then the likelihood function will be a density distribution, not a point mass.  A very sensitive Sensor might have a sharp spike of a likelihood distribution, with density falling off rapidly.  If the Atom is really at position 5.0121, the likelihood of the Sensor's dial ending up in position 5.0123 might be very small.  And so, unless we had overwhelming prior knowledge, we'd conclude a tiny posterior probability that the Atom was so much as 0.0002 millimeters from the Sensor's indicated position.  That's probability theory over classical physics.

The blob of amplitude in which you find yourself, where you see the Sensor's dial in some particular position, will have a sub-distribution over actual Atom positions that falls off according to (1) the initial amplitude distribution for the Atom, analogous to the prior; and (2) the amplitude for the Sensor's dial (and the rest of the Sensor!) to end up in our part of configuration space, if the Atom started out in that position.  (That's the part analogous to the likelihood function.)  With a Sensor at all sensitive, the amplitude for the Atom to be in a state noticeably different from what the Sensor shows, will taper off very sharply.

(All these amplitudes I'm talking about are actually densities, N-dimensional integrals over dx dy dz..., rather than discrete flows between discrete states; but you get the idea.)

If there's not a lot of amplitude flowing from initial particle position 5.0150 +/- 0.0001 to configurations where the sensor's LED display reads '5.0123', then the joint configuration of (Sensor=5.0123 * Atom=5.0150) ends up with very tiny amplitude.

"The physicists imagine a matrix with rows like Sensor=0.0000 to Sensor=9.9999, and columns like Atom=0.0000 to Atom=9.9999; and they represent the final joint amplitude distribution over the Atom and Sensor, as a matrix where the amplitude density is nearly all in the diagonal elements.  Joint states, like (Sensor=1.234  Atom=1.234), get nearly all of the amplitude; and off-diagonal elements like (Sensor=1.234  Atom=5.555) get an only infinitesimal amount."

This is not what physicists mean when they refer to off-diagonal matrix elements. They are talking about the off diagonal matrix elements of a density matrix. In a density matrix the rows and columns both refer to the same system. It is not a matrix with rows corresponding to states of one subsystem and columns corresponding to states of another. To put it differently, the density matrix is made by an outer product, whereas the matrix you have formulated is a tensor product. Notice if the atom and sensor were replaced by discrete systems, then if these systems didn't have an equal number of states then your matrix would not be square. In that case the notion of diagonal elements doesn't even make sense.

Perhaps it still works as long as he was saying not Sensor(0) but Sensor(Atom(0))
ie "Sensor says Atom is in state 0"

So it doesn't matter how many states the sensor has, it's how that state reflects on the state of the Atom that matters. Then the states could correspond one-to-one regardless of how many states the sensor has, and the probability would be concentrated in the diagonal.

Stephen:  OK, have struck that section and will go back to see if I can figure out what the standard theory actually says.



Decoherent Essences

In "Decoherence is Pointless", we talked about quantum states such as

(Human-BLANK) * ((Sensor-LEFT * Atom-LEFT) + (Sensor-RIGHT * Atom-RIGHT))

which describes the evolution of a quantum system just after a sensor has measured an atom, and right before a human has looked at the sensor—or before the human has interacted gravitationally with the sensor, for that matter.  (It doesn't take much interaction to decohere objects the size of a human.)

But this is only one way of looking at the amplitude distribution—a way that makes it easy to see objects like humans, sensors, and atoms.  There are other ways of looking at this amplitude distribution—different choices of basis—that will make the decoherence less obvious.

Suppose that you have the "entangled" (non-independent) state:

(Sensor-LEFT * Atom-LEFT) + (Sensor-RIGHT * Atom-RIGHT)

This state looks nicely diagonalized—separated into two distinct blobs.  But by linearity, we can take apart a quantum amplitude distribution any way we like, and get the same laws of physics back out.  So in a different basis, we might end up writing (Sensor-LEFT * Atom-LEFT) as:

(0.5(Sensor-LEFT + Sensor-RIGHT) + 0.5(Sensor-LEFT - Sensor-RIGHT)) * (0.5(Atom-RIGHT + Atom-LEFT) - 0.5(Atom-RIGHT - Atom-LEFT))

(Don't laugh.  There are legitimate reasons for physicists to reformulate their quantum representations in weird ways.)

The result works out the same, of course.  But if you view the entangled state in a basis made up of linearly independent components like (Sensor-LEFT - Sensor-RIGHT) and (Atom-RIGHT - Atom-LEFT), you see a differently shaped amplitude distribution, and it may not look like the blobs are separated.

...or that's the source of a huge academic literature asking, "Doesn't the decoherence interpretation require us to choose a preferred basis?"

To which the short answer is:  Choosing a basis is an isomorphism; it doesn't change any experimental predictions.  Decoherence is an experimentally visible phenomenon or we would not have to protect quantum computers from it.  You can't protect a quantum computer by "choosing the right basis" instead of using environmental shielding.  Likewise, looking at splitting humans from another angle won't make their decoherence go away.

But this is an issue that you're bound to encounter if you pursue quantum mechanics, especially if you talk to anyone from the Old School, and so it may be worth expanding on this reply.

After all, if the short answer is as obvious as I've made it sound, then why, oh why, would anyone ever think you could eliminate an experimentally visible phenomenon like decoherence, by isomorphically reformulating the mathematical representation of quantum physics?

That's a bit difficult to describe in one mere blog post.  It has to do with history.  You know the warning I gave about dragging history into explanations of QM... so consider yourself warned:  Quantum mechanics is simpler than the arguments we have about quantum mechanics.  But here, then, is the history:

Long ago and far away, back when the theory of quantum mechanics was first being developed,

No one had ever thought of decoherence.  The question of why a human researcher only saw one thing at a time, was a Great Mystery with no obvious answer.

You had to interpret quantum mechanics to get an answer back out of it.  Like reading meanings into an oracle.  And there were different, competing interpretations.  In one popular interpretation, when you "measured" a system, the Quantum Spaghetti Monster would eat all but one blob of amplitude, at some unspecified time that was exactly right to give you whatever experimental result you actually saw.

Needless to say, this "interpretation" wasn't in the quantum equations.  You had to add in the extra postulate of a Quantum Spaghetti Monster on top, additionally to the differential equations you had fixed experimentally for describing how an amplitude distribution evolved.

Along came Hugh Everett and said,  "Hey, maybe the formalism just describes the way the universe is, without any need to 'interpret' it."

But people were so used to adding extra postulates to interpret quantum mechanics, and so unused to the idea of amplitude distributions as real, that they couldn't see this new "interpretation" as anything except an additional Decoherence Postulate which said:

"When clouds of amplitude become separated enough, the Quantum Spaghetti Monster steps in and creates a new world corresponding to each cloud of amplitude."

"Exactly how separated do two clouds of amplitude have to be, quantitatively speaking, in order to invoke the instantaneous action of the Quantum Spaghetti Monster?  And in which basis does the Quantum Spaghetti Monster measure separation?"

But, in the modern view of quantum mechanics—which is accepted by everyone except for a handful of old fogeys who may or may not still constitute a numerical majority—well, as David Wallace puts it:

"If I were to pick one theme as central to the tangled development of the Everett interpretation of quantum mechanics, it would probably be: the formalism is to be left alone."

Decoherence is not an extra phenomenon.  Decoherence is not something that has to be proposed additionally.  There is no Decoherence Postulate on top of standard QM.  It is implicit in the standard rules.  Decoherence is just what happens by default, given the standard quantum equations, unless the Quantum Spaghetti Monster intervenes.

Some still claim that the quantum equations are unreal—a mere model that just happens to give amazingly good experimental predictions.  But then decoherence is what happens to the particles in the "unreal model", if you apply the rules universally and uniformly.  It is denying decoherence that requires you to postulate an extra law of physics, or an act of the Quantum Spaghetti Monster.

(Needless to say, no one has ever observed a quantum system behaving coherently, when the untouched equations say it should be decoherent; nor observed a quantum system behaving decoherently, when the untouched equations say it should be coherent.)

If you're talking about anything that isn't in the equations, you must not be talking about "decoherence". The standard equations of QM, uninterpreted, do not talk about a Quantum Spaghetti Monster creating new worlds.  So if you ask when the Quantum Spaghetti Monster creates a new world, and you can't answer the question just by looking at the equations, then you must not be talking about "decoherence".  QED.

Which basis you use in your calculations makes no difference to standard QM.  "Decoherence" is a phenomenon implicit in standard QM. Which basis you use makes no difference to "decoherence".  QED.

Changing your view of the configuration space can change your view of the blobs of amplitude, but ultimately the same physical events happen for the same causal reasons.  Momentum basis, position basis, position basis with a different relativistic space of simultaneity—it doesn't matter to QM, ergo it doesn't matter to decoherence.

If this were not so, you could do an experiment to find out which basis was the right one!  Decoherence is an experimentally visible phenomenon—that's why we have to protect quantum computers from it.

(0.5(Sensor-LEFT + Sensor-RIGHT) + 0.5(Sensor-LEFT - Sensor-RIGHT)) * (0.5(Atom-RIGHT + Atom-LEFT) - 0.5(Atom-RIGHT - Atom-LEFT)) + (0.5(Sensor-LEFT + Sensor-RIGHT) - 0.5(Sensor-LEFT - Sensor-RIGHT)) * (0.5(Atom-RIGHT + Atom-LEFT) + 0.5(Atom-RIGHT - Atom-LEFT))

The decoherence is still there.  We've just made it harder for a human to see, in the new representation.

The main interesting fact I would point to, about this amazing new representation, is that we can no longer calculate its evolution with local causality.  For a technical definition of what I mean by "causality" or "local", see Judea Pearl's Causality.  Roughly, to compute the evolution of an amplitude cloud in a locally causal basis, each point in configuration space only has to look at its infinitesimal neighborhood to determine its instantaneous change.  As I understand quantum physics—I pray to some physicist to correct me if I'm wrong—the position basis is local in this sense.

(Note:  It's okay to pray to physicists, because physicists actually exist and can answer prayers.)

However, once you start breaking down the amplitude distribution into components like (Sensor-RIGHT—Sensor-LEFT), then the flow of amplitude, and the flow of causality, is no longer local within the new configuration space.  You can still calculate it, but you have to use nonlocal calculations.

In essence, you've obscured the chessboard by subtracting the queen's position from the king's position.  All the information is still there, but it's harder to see.

When it comes to talking about whether "decoherence" has occurred in the quantum state of a human brain, what should intuitively matter is questions like, "Does the event of a neuron firing in Human-LEFT have a noticeable influence on whether a corresponding neuron fires in Human-RIGHT?"  You can choose a basis that will mix up the amplitude for Human-LEFT and Human-RIGHT, in your calculations.  You cannot, however, choose a basis that makes a human neuron fire when it would not otherwise have fired; any more than you can choose a basis that will protect a quantum computer without the trouble of shielding, or choose a basis that will make apples fall upward instead of down, etcetera.

The formalism is to be left alone!  If you're talking about anything that isn't in the equations, you're not talking about decoherence!  Decoherence is part of the invariant essence that doesn't change no matter how you spin your basis—just like the physical reality of apples and quantum computers and brains.

There may be a kind of Mind Projection Fallacy at work here.  A tendency to see the basis itself as real—something that a Quantum Spaghetti Monster might come in and act upon—because you spend so much time calculating with it.

In a strange way, I think, this sort of jump is actively encouraged by the Old School idea that the amplitude distributions aren't real.  If you were told the amplitude distributions were physically real, you would (hopefully) get in the habit of looking past mere representations, to see through to some invariant essence inside—a reality that doesn't change no matter how you choose to represent it.

But people are told the amplitude distribution is not real.  The calculation itself is all there is, and has no virtue save its mysteriously excellent experimental predictions.  And so there is no point in trying to see through the calculations to something within.

Then why not interpret all this talk of "decoherence" in terms of an arbitrarily chosen basis?  Isn't that all there is to interpret—the calculation that you did in some representation or another?  Why not complain, if—having thus interpreted decoherence—the separatedness of amplitude blobs seems to change, when you change the basis?  Why try to see through to the neurons, or the flows of causality, when you've been told that the calculations are all?

(This notion of seeing through—looking for an essence, and not being distracted by surfaces—is one that pops up again and again, and again and again and again, in the Way of Rationality.)

Another possible problem is that the calculations are crisp, but the essences inside them are not.  Write out an integral, and the symbols are digitally distinct.  But an entire apple, or an entire brain, is larger than anything you can handle formally.

Yet the form of that crisp integral will change when you change your basis; and that sloppy real essence will remain invariant.  Reformulating your equations won't remove a dagger, or silence a firing neuron, or shield a quantum computer from decoherence.

The phenomenon of decoherence within brains and sensors, may not be any more crisply defined than the brains and sensors themselves.  Brains, as high-level phenomena, don't always make a clear appearance in fundamental equations.  Apples aren't crisp, you might say.

For historical reasons, some Old School physicists are accustomed to QM being "interpreted" using extra postulates that involve crisp actions by the Quantum Spaghetti Monster—eating blobs of amplitude at a particular instant, or creating worlds as a particular instant.  Since the equations aren't supposed to be real, the sloppy borders of real things are not looked for, and the crisp calculations are primary.  This makes it hard to see through to a real (but uncrisp) phenomenon among real (but uncrisp) brains and apples, invariant under changes of crisp (but arbitrary) representation.

Likewise, any change of representation that makes apples harder to see, or brains harder to see, will make decoherence within brains harder to see.  But it won't change the apple, the brain, or the decoherence.

As always, any philosophical problems that result from "brain" or "person" or "consciousness" not being crisply defined, are not the responsibility of physicists or of any fundamental physical theory. Nor are they limited to decoherent quantum physics particularly, appearing likewise in splitting brains constructed under classical physics, etcetera.

Coming tomorrow (hopefully):  The Born Probabilities, aka, that mysterious thing we do with the squared modulus to get our experimental predictions.

I can't say that I've understood everything in the series on QM, but it has been immensely useful for me in beginning to understand it.  And, in general, most of what I've read of OB I've found useful - especially the comments, because I find myself "catching up" with a lot of these ideas, and I have a tendency when I'm catching up to the ideas of someone more intelligent than me to not find fault where I would if I had a better grasp of the ideas.  Though I'm still not very far along on the path to being a rationalist, I know that it's a path I've been trying to walk my whole life, despite the fact that much of it was spent stumbling and tripping through religion, popular politics, and arguments that were more about proving who was "right" rather than finding out what was right.  I'm glad to have found yet another resource for walking the path, especially one as useful as this one.  I haven't commented here before, but I just thought I'd toss in that I really appreciate the writing you do here (and yours as well, Robin) and I'm glad that I stumbled across this blog.

Hrm... I wonder if there are other basies with local behavior other than the usual positional one?

If yes, does what we see as decoherence automaticlaly "look decoherent" in that basis too?

Psy-Kosh: in the basis of eigenvalues of the Hamiltonian, not only is the equation local, but nothing even moves.

Chris, forgive me if this is a foolish question, but wouldn't the components corresponding to eigenvalues of the Hamiltonian change only by a constant complex factor, rather than not changing at all?

Chris, Eliezer: Yeah, at least last what I recall studying, the time development for Hamiltonian eigenvectors basically has them spinning around the complex plane (with the rate of rotation being a function of the eigenvalue. In fact, I believe it is directly proportional)

Actually, this discussion leads me to wonder something: What properties does a matrix have to have such that its eigenvectors form a complete basis?

The eigenvectors of a matrix form a complete orthogonal basis if and only if the matrix commutes with its Hermitian conjugate (i.e. the complex conjugate of its transpose). Matrices with this property are called "normal". Any Hamiltonian is Hermitian: it is equal to its Hermitian conjugate. Any quantum time evolution operator is unitary: its Hermitian conjugate is its inverse. Any matrix commutes with itself and its inverse, so the eigenvectors of any Hamiltonian or time evolution operator will always form a complete orthogonal basis. (I don't remember what the answer is if you don't require the basis to be orthogonal.)

It would be a pleasure and a treat to join the recent discussion on QM, especially the Ebborian interlude, but I cannot afford the dozens of hours of study and reflection it would take to get to the point where I could actually contribute to the discussion.

If I ever find myself with the luxury of being able to study QM, this blog or the book that comes from it is where I would go first for written study material.  (I'd probably need a reliable mathematical treatment, too, but those are easy to find.)

QM is in my humble opinion humankind's greatest achievement.

And yeah, I was wondering what the answer was if I don't necessarally demand them to be orthognal, just that I require them to span the space.

Anyways, am right now reading through Down with Determinants. Maybe that'll have the answer in there.

(Actually, the part which I get to, at least for finite dimensional spaces, is already effectively in there: The number of distinct eigenvalues has to equal the dimension of the space. Of course, the question of what has to be true about a linear operator for that to hold is something I'm wondering. :))

"The number of distinct eigenvalues has to equal the dimension of the space."

That may be a sufficient condition but it is definitely not a necessary one. The identity matrix has only one eigenvalue, but it has a set of eigenvectors that span the space.

Stephen: whoops. Just realized that and came here to post that correction, and you already did. :)

I don't really follow a lot of what you've written on this, so maybe this isn't fair, but I'll put it out there anyway:

I have a hard time seeing much difference between you (Eliezer Yudkowsky) and the people you keep describing as wrong.  They don't look beyond the surface, you look beyond it and see something that looks just like the surface (or the surface that's easiest to look at).  They layer mysterious things on top of the theory to explain it, you layer mysterious things on top of physics to explain it.  Their explanations all have fatal flaws, yours has just one serious problem.  Their explanations don't actually explain anything, yours renames things (e.g. probability becomes "subjective expectation") without clearing up the cause of their relationships -- at least, not yet.

Psy-Kosh, Stephen:  A finite-dimensional complex matrix has a complete basis of eigenvectors (i.e. it is diagonalizable) if and only if every  generalized  eigenvector is also an eigenvector. Intuitively, this means roughly that there are n independent directions (where n is the size of the matrix) such that vectors along these directions are stretched or shrunk uniformly by the matrix.

Try googling "jordan normal form", that may help clarify the situation.

I don't know the answer in the infinite-dimensional case.

I used to really enjoy thinking about how weird QM was. Look! The little photon goes through both holes at the same time! Not really any more though, it's starting to seem a little bit...ordinary.

Quick question - since you can't integrate over a single point, does that preclude the existence of any 'motionless' particle? Anything that ceased to have an appreciable (Planck-length?) amplitude spread would, in effect, not be there? That would chime with the transform duality thingy between location and velocity.

Hope I get chatting to someone who thinks in terms of quantum/classical dualities at some point, purely so that I can use the line "you're very clever, old man, but it's all amplitudes, all the time."

It's odd that the QM sequence is so little commented-on and voted-on, which suggests it's little-read. Which is particularly strange in that so much of EY's philosophy  appears to build directly on his interpretation of QM. Does anyone have ideas on why? Are people just reading the headlines and going along with what they seem to say, and not reading the posts themselves and particularly not their comments?

The QM sequence was originally posted at overcoming bias, and was later posted here when LW was created. That explains its lack of comments and votes relative to posts made here originally. However, if there's a lack of comments and posts relative to other parts of the sequences (which were almost all originally posted at overcoming bias), then you've noticed something.

If this puzzle exists, I'd guess many people didn't read them because they were turned off by the math early on in the sequence.

I've been ploughing through the sequences in my idle reading time, more or less in wiki order, and yes, these have noticeably less votes and comments than other sequences. The QM sequence is the only place I've seen EY posts with votes of 0 or even -1. This suggests to me a lot less readers. (Perhaps displaying up and down totals, as per Reddit, would help distinguish "controversial" from "nobody cares".)

Controversial is a decent possibility. What EY says IS controversial among physicists, and that may be the source of some of his downvotes.

The lack of comments compared to other sequences doesn't fit that, though.

The QM sequence is also linked to a lot less than other posts, as it tends to be less directly relevant to conversation topics.

so much of EY's philosophy appears to build directly on his interpretation of QM.

Is this really the case?  It seems to me that that the interpretation of QM (and almost all micro-level details of fundamental physics) ought to be (and in Eliezer's case, are) independent of "macro-level" philosophy.  Eliezer could justify his reductionism, his Bayesianism, his utilitarian ethics, his atheism, his opposition to most kinds of moral discounting, his intuitions regarding decision theory, his models of mind and of language, and his futurism - he could justify all these things even if he were a strict Newtonian believer in simple determinism who models all apparent indeterminacy as ignorance of the true initial conditions.

To my mind, the micro assumptions don't change the macro conclusions, they only change the way we talk about and justify them.

To my mind, the micro assumptions don't change the macro conclusions, they only change the way we talk about and justify them.

I agree with you that one should reach most if not all of the same conclusions from a strict Newtonian perspective (or from a Copenhagenite perspective, and so on). But the way it's talked about does scare me, because it's difficult for me to tell why they believe the things they believe, and opaque reasoning rings several warning bells.

That is, to answer your original question- "Is this really the case?"- it certainly is the case that it appears that EY's philosophy builds directly on his interpretation of QM. When judging by appearances, we have to take the language into account, and to go deeper requires that you go down the rabbit hole to tell whether or not EY's philosophy actually requires those things- and that rabbit hole is one that is forbidding for non-mathematicians and oddly disquieting for physicists (at least, that's my impression as a physicist). QM is an inferential distance minefield.

It seems to me that MWI is just a convenient visualization trick, and thus there is equivalence, but I don't feel I understand EY's philosophy and its development well enough to argue for that interpretation.

Agree.  It would be nice to have Eliezer's take on this question.

That's as I understand it, too. However, I think that he also means that QM gives some additional evidence that consciousness is not substrate-dependent, as for instance Massimo Pigliucci meant in the Bloggingheads.TV discussion, because given QM there is no unique time-continuous neuron-number-124 in brain-234 etc. etc. at all. Only functions. 

For a discussion of ems this helps. Pigliucci on the other hand meant substrate-independence would imply a dualism. What left me somehow puzzling as he seemed to accept that there is more than one consciousness in the universe, but now I start drifting off...

so much of EY's philosophy appears to build directly on his interpretation of QM.

I think I must now temporarily digress from the sequence on zombies (which was a digression from the discussion of reductionism, which was a digression from the Mind Projection Fallacy) in order to discuss quantum mechanics.  The reasons why this belongs in the middle of a discussion on zombies in the middle of a discussion of reductionism in the middle of a discussion of the Mind Projection Fallacy, will become apparent eventually.

That is, Eliezer brought QM up at all as part of a philosophical discussion, because he felt he had to in order to make his philosophical points. You may then argue (as you seem to in your comment) that he did not in fact have to bring in QM to make his points, but he felt he had to, per that quote.

And then there's Timeless Identity, which expressly claims to be the philosophical payoff from the QM sequence. Given that post and the introduction I quoted from Quantum Explanations, I really don't see how you can deny that his philosophy builds directly on his interpretation of QM.

It appears you are right.  Eliezer derives his conclusions regarding zombies, personal identity, and the philosophy of transporters and duplicators from his understanding of QM.  

On the other hand, I reach exactly the same conclusions on these issues without really understanding QM.  Of course, I have the advantage over Eliezer that I have read far less Philosophy.  :)

On the other hand, I reach exactly the same conclusions on these issues without really understanding QM. 

People shouldn't build too much of their philosophy on top of the MWI, IMO.  If evidence that relatively "distant" worlds are being deleted is found then they would have to revisit it all.  That doesn't seem terribly likely - but we can hardly rule it out.  Occam's razor just doesn't rule against it that strongly.

On the other hand, I reach exactly the same conclusions on these issues without really understanding QM. Of course, I have the advantage over Eliezer that I have read far less Philosophy.

Well, ISTM that this sort of reductionism/functionalism is still right in a classical universe, just going by the whole notion of beliefs should pay rent; but it's not forced like it is in the actual universe.

A technical subject.  The gist seemed to be: Rah, MWI.

I've thought the MWI was correct since way back in the 1980s - after reading this - and so didn't feel an urgent need to be lectured on its virtues.

"No one had ever thought of decoherence.  The question of why a human researcher only saw one thing at a time, was a Great Mystery with no obvious answer."

This is not true, and saying things like this will reduce your credibility in the eyes of intelligent observers. In "The Present State of Quantum Mechanics" Schroedinger writes

As we thus construct an objective picture of this process, like that of any other, we dare hope to clear up, if not altogether avoid, the singular jump of the psi-function [...] it would not be quite right to say that the psi-function of the object which changes otherwise according to a partial differential equation, independent of the observer, should now change leap-fashion because of a mental act.

(This is in translation, but I don't think you can deny in good faith that he understands decoherence and almost certainly grasps the predicted existence of many worlds).

From the form in which the psi-function was last known, to the new in which it reappears, runs no continuous road - it ran indeed through annihilation. Contrasting the two forms, the thing looks like a leap. In truth something of importance happens in between, namely the influence of the two bodies on each other, during which the object possessed no private expectation-catalog nor had any claim thereunto, because it was not independent.

You should consider changing the way you talk about the history of quantum mechanics (and probably learning more about the history) before writing at more length about it.

Well, that's an interesting quote, but did he come out and say that QM was all there was, no exceptions ever, and collapse is not real? If he did, it was in private and did not spread, for when Everett (re-?)proposed it later, it was exceedingly controversial and derided.

And certainly decoherence is a considerably more complicated beast than that, and simply the notion that QM is all there really is NOT sufficient to understand decoherence, not by a long shot.

Well, that's an interesting quote, but did he come out and say that QM was all there was, no exceptions ever, and collapse is not real?

Yes. He said it in the passage I quoted. ("it would not be quite right to say that the psi-function of the object...should now change leap-fashion because of a mental act." You could quibble with the word 'quite,' but I think the surrounding text is plenty clear.) His understanding comes through in his writing more generally. The fact that one person has understood something (or many) does not preclude it from being controversial some time later. 

And certainly decoherence is a considerably more complicated beast than that, and simply the notion that QM is all there really is NOT sufficient to understand decoherence, not by a long shot.

I don't know quite what you mean. In what way is decoherence "more complicated," and than what? It looks to me like Schrodinger understands exactly what is going on.

I think he is expressing dissatisfaction with QM rather than endorsing MWI. I found a different quote, from 1950, that seems to support the former.

For it is just because they prohibit our asking what really “is”, that is, which state of affairs really occurs in the individual case, that the positivists succeed in making us settle for a kind of collective description. They accuse us of metaphysical heresy if we want to adhere to this “reality”. . . . The present quantum mechanics supplies no equivalent. It is not conscious of the problem at all; it passes it by with blithe disinterest.

That isn't that clear a statement of his views, but it is from a letter written in reply to Einstein, who said

I am as convinced as ever that the wave representation of matter is an incomplete representation of the state of affairs, no matter how practically useful it has proved itself to be. The prettiest way to show this is by your example with the cat. . . .

If one attempts to interpret the ψ-function as a complete description of a state, independent of whether or not it is observed, then this means that at the time in question the cat is neither alive nor pulverized. But one or the other situation would be realized by making an observation.

(Both quotes are taken from Karl Przibram's Letters on wave mechanics: Schrodinger, Planck, Einstein, Lorentz p. 35-38.)

This is clearly against quantum mechanics rather in support of MWI. They both realize that QM's ontology needs to be revised, but neither knows how.



The Born Probabilities

Previously in series:  Decoherence is Pointless
Followup to:  Where Experience Confuses Physicists

One serious mystery of decoherence is where the Born probabilities come from, or even what they are probabilities of.  What does the integral over the squared modulus of the amplitude density have to do with anything?

This was discussed by analogy in "Where Experience Confuses Physicists", and I won't repeat arguments already covered there.  I will, however, try to convey exactly what the puzzle is, in the real framework of quantum mechanics.

A professor teaching undergraduates might say:  "The probability of finding a particle in a particular position is given by the squared modulus of the amplitude at that position."

First, for continuous variables like position, amplitude is a density, not a point mass.  You integrate over it.  The integral over a single point is zero.

(Historical note:  If "observing a particle's position" invoked a mysterious event that squeezed the amplitude distribution down to a delta point, or flattened it in one subspace, this would give us a different future amplitude distribution from what decoherence would predict.  All interpretations of QM that involve quantum systems jumping into a point/flat state, which are both testable and have been tested, have been falsified.  The universe does not have a "classical mode" to jump into; it's all amplitudes, all the time.)

Second, a single observed particle doesn't have an amplitude distribution.  Rather the system containing yourself, plus the particle, plus the rest of the universe, may approximately factor into the multiplicative product of (1) a sub-distribution over the particle position and (2) a sub-distribution over the rest of the universe.  Or rather, the particular blob of amplitude that you happen to be in, can factor that way.

So what could it mean, to associate a "subjective probability" with a component of one factor of a combined amplitude distribution that happens to factorize?

(Human-BLANK * Sensor-BLANK) * (Atom-LEFT + Atom-RIGHT)
        =>
(Human-LEFT * Sensor-LEFT * Atom-LEFT) + (Human-RIGHT * Sensor-RIGHT * Atom-RIGHT)

Think of the whole process as reflecting the good-old-fashioned distributive rule of algebra.  The initial state can be decomposed—note that this is an identity, not an evolution—into:

(Human-BLANK * Sensor-BLANK) * (Atom-LEFT + Atom-RIGHT)
    =
(Human-BLANK * Sensor-BLANK * Atom-LEFT) + (Human-BLANK * Sensor-BLANK * Atom-RIGHT)

We assume that the distribution factorizes.  It follows that the term on the left, and the term on the right, initially differ only by a multiplicative factor of Atom-LEFT vs. Atom-RIGHT.

If you were to immediately take the multi-dimensional integral over the squared modulus of the amplitude density of that whole system,

Then the ratio of the all-dimensional integral of the squared modulus over the left-side term, to the all-dimensional integral over the squared modulus of the right-side term,

Would equal the ratio of the lower-dimensional integral over the squared modulus of the Atom-LEFT, to the lower-dimensional integral over the squared modulus of Atom-RIGHT,

For essentially the same reason that if you've got (2 * 3) * (5 + 7), the ratio of (2 * 3 * 5) to (2 * 3 * 7) is the same as the ratio of 5 to 7.

Doing an integral over the squared modulus of a complex amplitude distribution in N dimensions doesn't change that.

There's also a rule called "unitary evolution" in quantum mechanics, which says that quantum evolution never changes the total integral over the squared modulus of the amplitude density.

So if you assume that the initial left term and the initial right term evolve, without overlapping each other, into the final LEFT term and the final RIGHT term, they'll have the same ratio of integrals over etcetera as before.

If some roughly independent Atom has got a blob of amplitude on the left of its factor, and a blob of amplitude on the right,

Then, after the Sensor senses the atom, and you look at the Sensor,

The integrated squared modulus of the whole LEFT blob, and the integrated squared modulus of the whole RIGHT blob,

As the ratio of the squared moduli of the original Atom-LEFT and Atom-RIGHT components.

This is why it's important to remember that apparently individual particles have amplitude distributions that are multiplicative factors within the total joint distribution over all the particles.

If a whole gigantic human experimenter made up of quintillions of particles,

Interacts with one teensy little atom whose amplitude factor has a big bulge on the left and a small bulge on the right,

Then the resulting amplitude distribution, in the joint configuration space,

Has a big amplitude blob for "human sees atom on the left", and a small amplitude blob of "human sees atom on the right".

And what that means, is that the Born probabilities seem to be about finding yourself in a particular blob, not the particle being in a particular place.

But what does the integral over squared moduli have to do with anything?  On a straight reading of the data, you would always find yourself in both blobs, every time.  How can you find yourself in one blob with greater probability?  What are the Born probabilities, probabilities of?  Here's the map—where's the territory?

I don't know.  It's an open problem.  Try not to go funny in the head about it.

This problem is even worse than it looks, because the squared-modulus business is the only non-linear rule in all of quantum mechanics.  Everything else—everything else—obeys the linear rule that the evolution of amplitude distribution A, plus the evolution of the amplitude distribution B, equals the evolution of the amplitude distribution A + B.

When you think about the weather in terms of clouds and flapping butterflies, it may not look linear on that higher level.  But the amplitude distribution for weather (plus the rest of the universe) is linear on the only level that's fundamentally real.

Does this mean that the squared-modulus business must require additional physics beyond the linear laws we know—that it's necessarily futile to try to derive it on any higher level of organization?

Let's say I have a computer program which computes a sequence of positive integers that encode the successive states of a sentient being.  For example, the positive integers might describe a Conway's-Game-of-Life universe containing sentient beings (Life is Turing-complete) or some other cellular automaton.

Regardless, this sequence of positive integers represents the time series of a discrete universe containing conscious entities.  Call this sequence Sentient(n).

Now consider another computer program, which computes the negative of the first sequence:  -Sentient(n).  If the computer running Sentient(n) instantiates conscious entities, then so too should a program that computes Sentient(n) and then negates the output.

Now I write a computer program that computes the sequence {0, 0, 0...} in the obvious fashion.

This sequence happens to be equal to the sequence Sentient(n) + -Sentient(n).

So does a program that computes {0, 0, 0...} necessarily instantiate as many conscious beings as both Sentient programs put together?

Admittedly, this isn't an exact analogy for "two universes add linearly and cancel out".  For that, you would have to talk about a universe with linear physics, which excludes Conway's Life.  And then in this linear universe, two states of the world both containing conscious observers—world-states equal but for their opposite sign—would have to cancel out.

It doesn't work in Conway's Life, but it works in our own universe!  Two quantum amplitude distributions can contain components that cancel each other out, and this demonstrates that the number of conscious observers in the sum of two distributions, need not equal the sum of conscious observers in each distribution separately.

So it actually is possible that we could pawn off the only non-linear phenomenon in all of quantum physics onto a better understanding of consciousness.  The question "How many conscious observers are contained in an evolving amplitude distribution?" has obvious reasons to be non-linear.

Robin Hanson has made a suggestion along these lines.

Decoherence is a physically continuous process, and the interaction between LEFT and RIGHT blobs may never actually become zero.

So, Robin suggests, any blob of amplitude which gets small enough, becomes dominated by stray flows of amplitude from many larger worlds.

A blob which gets too small, cannot sustain coherent inner interactions—an internally driven chain of cause and effect—because the amplitude flows are dominated from outside.  Too-small worlds fail to support computation and consciousness, or are ground up into chaos, or merge into larger worlds.

The cutoff point will be a function of the squared modulus, because unitary physics preserves the squared modulus under evolution; if a blob has a certain total squared modulus, future evolution will preserve that integrated squared modulus so long as the blob doesn't split further.  You can think of the squared modulus as the amount of amplitude available to internal flows of causality, as opposed to outside impositions.

The seductive aspect of Robin's theory is that quantum physics wouldn't need interpreting.  You wouldn't have to stand off beside the mathematical structure of the universe, and say, "Okay, now that you're finished computing all the mere numbers, I'm furthermore telling you that the squared modulus is the 'degree of existence'."  Instead, when you run any program that computes the mere numbers, the program automatically contains people who experience the same physics we do, with the same probabilities.

A major problem with Robin's theory is that it seems to predict things like, "We should find ourselves in a universe in which lots of very few decoherence events have already taken place," which tendency does not seem especially apparent.

The main thing that would support Robin's theory would be if you could show from first principles that mangling does happen; and that the cutoff point is somewhere around the median amplitude density (the point where half the total amplitude density is in worlds above the point, and half beneath it), which is apparently what it takes to reproduce the Born probabilities in any particular experiment.

What's the probability that Hanson's suggestion is right?  I'd put it under fifty percent, which I don't think Hanson would disagree with.  It would be much lower if I knew of a single alternative that seemed equally... reductionist.

But even if Hanson is wrong about what causes the Born probabilities, I would guess that the final answer still comes out equally non-mysterious.  Which would make me feel very silly, if I'd embraced a more mysterious-seeming "answer" up until then.  As a general rule, it is questions that are mysterious, not answers.

When I began reading Hanson's paper, my initial thought was:  The math isn't beautiful enough to be true.

By the time I finished processing the paper, I was thinking:  I don't know if this is the real answer, but the real answer has got to be at least this normal.

I guess I was too quick to assume that mangled worlds involved some additional process. Oops.

Unless there is a surprising amount of coherence between worlds with different lottery outcomes, this mangled worlds model should still be vulnerable to my lottery winning technique (split the world a bunch of times if you win).

I haven't commented on a while. I'm just curious, are there any non-physicists who are able to follow this whole quantum-series? I've given up some posts ago.

You wouldn't have to stand off beside the mathematical structure of the universe, and say, "Okay, now that you're finished computing all the mere numbers, I'm furthermore telling you that the squared modulus is the 'degree of existence'."

Instead, you'd have to stand off beside the mathematical structure of the universe, and say, "Okay, now that you're finished computing all the mere numbers, I'm furthermore telling you that the world count is the 'degree of existence'."

Roland: yes, at least one.  Where did you give up and why?

A major problem with Robin's theory is that it seems to predict things like, "We should find ourselves in a universe in which lots of decoherence events have already taken place," which tendency does not seem especially apparent.

Actually the theory suggests we should find ourselves in a state with near the least feasible number of past decoherence events.  Yes, it is not clear if this in fact holds, and yes I'd put the chance of something like mangled worlds being right as more like 1/4 or 1/3.

Thanks to Eliezer's QM series, I'm starting to have enough background to understand Robin's paper (kind of, maybe).  And now that I do (kind of, maybe), it seems to me that Robin's point is completely demolished by Wallace's points about decoherence being continuous rather than discrete and therefore there being no such thing as a number of discrete worlds to count.

There seems to be nothing to resolve between the probabilities given by measure and the probabilities implied by world count if you simply say that measure is probability.

My understanding of Eli's beef with the Born rule is this (he can correct me if I'm wrong): the Born rule appears to be a bridging rule in fundamental physics that directly tells us something about how qualia bind to the universe. This seems odd. Furthermore, if the binding of qualia to the universe is given by a separate fundamental bridging rule independent of the other laws of physics, then the zombie world really is logically possible, or in other words epiphenomenalism is true.  (Just postulate a universe with all the laws of physics except Born... (read more)

None of the confusion over duplication and quantum measures seems unique to beings with qualia; any Bayesian system capable of anthropic reasoning, it would seem, should be surprised the universe is orderly. So maybe either the confusion is separate from and deeper than experience, or AIXItl has qualia.

As I understand it (someone correct me if I'm wrong), there are two problems with the Born rule:
1) It is non-linear, which suggests that it's not fundamental, since other fundamental laws seem to be linear

2) From my reading of Robin's article, I gather that the problem with the many-worlds interpretation is: let's say a world is created for each possible outcome (countable or uncountable). In that case, the vast majority of worlds should end up away from the peaks of the distribution, just because the peaks only occupy a small part of any distribution.

Nick: I don't understand the connection to quantum mechanics.

The argument that I commonly see relating quantum mechanics to anthropic reasoning is deeply flawed. Some people seem to think that many worlds means there are many "branches" of the wavefunction and we find ourselves in them with equal probability. In this case, they argue, we should expect to find ourselves in a disorderly universe. However, this is exactly what the Born rule (and experiment!) does not say. Rather, the Born rule says that we are only likely to find ourselves in states... (read more)

But the nature of the experiences we claimed to have would not depend in any way on the properties of these hypothetical 'qualia'.   There would be no event in the physical world that would be affected by them - they would not, in fact, exist.

Epiphenomenalism is never true, because it contains a contradiction in terms.

Here's a different question which may be relevant: why unitary transforms?

That is, if you didn't in the first place know about the Born rule, what would be a (even semi) intuitive justification for the restriction that all "reasonable" transforms/time evolution operators have to conserve the squared magnitude?

Given the Born rule, it seems rather obvious, but the Born rule itself is what is currently appears to be suspiciously out of place. So, if that arises out of something more basic, then why the unitary rule in the first place?

Stephen, thanks for your thoughts on Eli's thoughts.  I'm going to have to think on them further - after all these helpful posts I can pretend I understand quantum mechanics, but pretending to understand how conscious minds perceive a single point in configuration space instead of blobs of amplitude is going to take more work.

I will point out, though, that the question of how consciousness is bound to a particular branch (and thus why the Born rule works like it does) doesn't seem that much different from how consciousness is tied to a particular point in ... (read more)

"Given the Born rule, it seems rather obvious, but the Born rule itself is what is currently appears to be suspiciously out of place. So, if that arises out of something more basic, then why the unitary rule in the first place?"

While not an answer, I know of a relevant comment. Suppose you assume that a theory is linear and preserves some norm. What norm might it be? Before addressing this, let's say what a norm is. In mathematics a norm is defined to be some function on vectors that is only zero for the all zeros vector, and obeys the triangle i... (read more)

"I will point out, though, that the question of how consciousness is bound to a particular branch (and thus why the Born rule works like it does) doesn't seem that much different from how consciousness is tied to a particular point in time or to a particular brain when the Spaghetti Monster can see all brains in all times and would have to be given extra information to know that my consciousness seems to be living in this particular brain at this particular time."

More generally, it seems to me that many objections people raise about the fo... (read more)

Psy-Kosh, the amplitudes of everything everywhere could be changing by a constant modulus and phase, without it being noticed.  But if it were possible for you to carry out some physical process that changed the squared modulus of the LEFT blob as a whole, without splitting it and without changing the squared modulus of the RIGHT blob, then you would be able to use this physical process to change the ratio of the squared moduli of LEFT and RIGHT, hence control the outcome of arbitrary quantum experiments by invoking it selectively.

Stephen: Thanks. First, not everything corresponding to a length or such obeys that particular rule... consider the Lorenz metric... any "lightlike" vector has a norm of zero, for instance, and yet that particular matric is rather useful physically. :) (admittedly, you get that via the minus sign, and if your norm is such that it treats all the components in some sense equivalently, you don't get that... well, what about norms involving cross terms?)

More to the subject... why is any norm preserved? That is, why only allow norm preserving transfor... (read more)

Invariance of norm under permutations seems a reasonable assumption for state spaces. On the other hand, I now realize the answer to my question about whether permutation invariance narrows things down to p-norms is no. A simple counterexample is a linear combination of two different p-norms.

I think there might be a good reason to think in terms of norm-preserving maps. Namely, suppose the norms can be anything but the individual amplitudes don't matter, only their ratios do. That is, states are identified not ... (read more)

I'm struck by guilt for having spoken of "ratios of amplitudes". It makes the proposal sound more specific and fully worked-out than it is. Let me just replace that phrase in my previous post with the vaguer notion of "relative amplitudes".

Stephen: Is the point you're making basically along the lines of "vector as geometric object rather than list of numbers"?

Sure, I buy that. Heck, I'm naturally inclined toward that perspective at this time. (In part because have been studying GR lately)

Aaanyways, so I guess basically what you're saying is that all operators corresponding to time evolution or whatever are just rotations or such in the space? And why the 2-norm instead of, say, the 1-norm? why would the universe "prefer" to preserve the sum of the squared magnitudes rathe... (read more)

@Roland: My physics and maths is patchy but I'm still just about following (the posts - some comments are way too advanced) though it is hard work for some bits. Lots of slow re-reading, looking things up and revising old posts, but it's worth it.

If you're determined enough, try reading the posts a few at a time (instead of one a day) starting a few posts before where you got stuck, and make sure you "get" each one before you move on, even if it means an hour on another web source studying the thing you don't understand in Eliezer's explanation.

"Or did I completely and utterly misunderstand what you were trying to say?"

No, you are correctly interpreting me and noticing a gap in the reasoning of my preceeding post. Sorry about that. I re-looked-up Scott's paper to see what he actually said. If, as you propose, you allow invertible but non-norm-preserving time evolutions and just re-adjust the norm afterwards then you get FTL signalling, as well as obscene computational power. The paper is here.

A major problem with Robin's theory is that it seems to predict things like, We should find ourselves in a universe in which lots of decoherence events have already taken place," which tendency does not seem especially apparent.

Actually the theory suggests we should find ourselves in a state with near the least feasible number of past decoherence events

I don't understand this - doesn't decoherence occur all the time, in every quantum interaction between all amplitudes all the time? So, like for every amptlitude separate enough to be a "particle&q... (read more)

Wait, I thought the superpower stuff only happens if you allow nonlinear transforms, not just nonunitary. Let's add an additional restriction: let's actually throw in some notion of locality, but even with the locality, abandon unitaryness. So our rules are "linear, local, invertable" (no rescaling aftarwards... not defining a norm to preserve in the first place)... or does locality necessitate unitarity? (is unitarity a word? Well, you know what I mean. Maybe I should say orthognality instead?)

"If you didn't know squared amplitudes corresponded to probability of experiencing a state, would you still be able to derive "nonunitary operator -> superpowers?""

Scott looks at a specific class of models where you assume that your state is a vector of amplitudes, and then you use a p-norm to get the corresponding probabilities. If you demand that the time evolutions be norm-preserving then you're stuck with permutations. If you allow non-norm-preserving time evolution, then you have to readjust the normalization before calculating ... (read more)

Stephen: Aaah, okay. And yeah, that's why I said no rescaling.

I mean, if one didn't already have the "probability of experiencing something is linear in p-norm..." thing, would one still be able to argue superpowers?

From your description, it looks like he still has to use the princple of "probability of experiencing something proportional to p-norm" to justify the superpowers thing.

Browsed through the paper, and, if I interpreted it right, that is kinda what it was doing... Assume there's some p-norm corresponding to probability. But ma... (read more)

are all the norms invariant under permutation of the indices p-norms?

Well, you answered that exact question, but here's a description of all norms (on a finite dimensional real vector space): a norm determines the set of all vectors of norm less than or equal to 1. This is convex and symmetric under inverting sign (if you wanted complex, you'd have to allow multiplication by complex units). It determines the norm: the norm of a vector is the amount you have to scale the set to envelope the vector. Any set satisfying those conditions determines a norm.

Weren't the Born probabilities successfully derived from decision theory for the MWI in 2007 by Deutsch: "Probabilities used to be regarded as the biggest problem for Everett, but ironically, they are now its most powerful success" - http://forum.astroversum.nl/viewtopic.php?p=1649

If anyone can produce a cellular automata model that can create circles like those which relate to the inverse square of distance or the stuff of early wave mechanics, I think I can bridge the MWI view and the one universe of many fidgetings view that I cling to. I know of one other person who has a similar idea, unfortunately his idea has a bizarre quantity which is the square root of a meter.

Consider for example what "scattering experiments" show, in a context of imagining that the universe is made of fields and that only "observation" makes a manifestation in a small region of space? I mean, suppose we think of the "observations" as being our detecting the impacts of the "scattered" electrons rather than the scatterings themselves. (IOW, we don't consider "mere" interactions to be observations - whatever that means.) But then why and how did the waves representing the electrons scatter as if o... (read more)

My guess is that the Born's Rule is related to the Solomonoff Prior. Consider a program P that takes 4 inputs:

What P does is take the boundary conditions, use Schrödinger's equation to compute the wavefunction at time T, then sample the wavefunction using the Born probabilities and the random input string, and finally output the particles in the region R and their relative positions.

Suppose this program, along with the inputs that cause it to output the descrip... (read more)

The Transactional Interpretation of QM resolves the mystery of where this nonlinear squared modulus comes from quite neatly.  On that basis alone, I'm surprised that Eliezer doesn't even mention it as a serious rival to MWI.

See http://www.npl.washington.edu/npl/int_rep/tiqm/TI_toc.html

First of all - great sequence! I had a lot of 'I see!'-moments reading it. I study physics, but often the clear picture gets lost in the standard approach and one is left with a lot of calculating techniques without any intuitive grasp of the subject. After reading this I became very fond of tutoring the course on quantum mechanics and always tried to give some deeper insight (many of which was taken from here) in addition to just explaining the exercises.
If I am correct, the world mangling theory just tries to explain some anomalies, but the rule of squa... (read more)

First of all - great sequence! I had a lot of 'I see!'-moments reading it. I study physics, but often the clear picture gets lost in the standard approach and one is left with a lot of calculating techniques without any intuitive grasp of the subject. After reading this I became very fond of tutoring the course on quantum mechanics and always tried to give some deeper insight (many of which was taken from here) in addition to just explaining the exercises.
If I am correct, the world mangling theory just tries to explain some anomalies, but the rule of squa... (read more)

Suppose that the probability of an observer-moment is determined by its complexity, instead of the probability of a universe being determined by its complexity and the probability of an observation within that universe being described by some different anthropic selection.

You can specify a particular human's brain by describing the universal wave function and then pointing to a brain within that wave function. Now the mere "physical existence" of the brain is not relevant to experience; it is necessary to describe precisely how to extract a descr... (read more)

could the flow of amplitude between blobs we normally think of as separated following a measurement possibly explain the quantum field theory prediction/phenomenon of vacuum fluctuations?

I'm a bit puzzled by the problem here. What's wrong with the interpretation that the Born probabilities just are the limiting frequencies in infinite independent repetitions of the same experiment? Further, that these limiting frequencies really are defined because the universe really is spatially infinite, with infinitely many causally isolated regions. There is nothing hypothetical at all about the infinite repetition - it actually happens.

My understanding is that in such a universe model, the Everett-Wheeler version of quantum theory makes a precise pre... (read more)

Perhaps I'm being too simplistic, but I see a decent explanation that doesn't get as far into the weeds as some of the others. It's proportional to the square because both the event being observed and the observer need to be in the same universe. If the particle can be in A or B, the odds are: 

P(A)&O(B) = Would be AB, but this is physically impossible. 

P(B)&O(A) = Would be AB, but this is physically impossible. 



Decoherence as Projection

[image: Heisensplit] In "The So-Called Heisenberg Uncertainty Principle" we got a look at how decoherence can affect the apparent surface properties of objects:  By measuring whether a particle is to the left or right of a dividing line, you can decohere the part of the amplitude distribution on the left with the part on the right.  Separating the amplitude distribution into two parts affects its future evolution (within each component) because the two components can no longer interfere with each other.

Yet there are more subtle ways to take apart amplitude distributions than by splitting the position basis down the middle.  And by exploring this, we rise further up the rabbit hole.

(Remember, the classical world is Wonderland, the quantum world is reality.  So when you get deeper into quantum physics, you are going up the rabbit hole, not down the rabbit hole.)

Light has a certain quantum property called "polarization".  Of course, all known physical properties are "quantum properties", but in this case I mean that polarization neatly exhibits fundamental quantum characteristics.  I mention this, because polarization is often considered part of "classical" optics.  Why?  Because the quantum nature of polarization is so simple that it was accidentally worked out as part of classical mechanics, back when light was thought to be a wave.

(Nobody tell the marketers, though, or we'll be wearing "quantum sunglasses".)

I don't usually begin by discussing the astronomically high-level phenomena of macroscopic physics, but in this case, I think it will be helpful to begin with a human-world example...

I hand you two little sheets of semi-transparent material, looking perhaps like dark plastic, with small arrows drawn in marker along the sides.  When you hold up one of the sheets in front of you, the scene through it is darker—it blocks some of the light.

[image: 2polaroids]Now you hold up the second sheet in front of the first sheet...

When the two arrows are aligned, pointing in the same direction, the scene is no darker than before—that is, the two sheets in series block the same amount of light as the first sheet alone.

But as you rotate the second sheet, so that the two arrows point in increasingly different directions, the world seen through both sheets grows darker.  When the arrows are at 45° angles, the world is half as bright as when you were only holding up one sheet.

When the two arrows are perpendicular (90°) the world is completely black.

Then, as you continue rotating the second sheet, the world gets lighter again.  When the two arrows point in opposite directions, again the lightness is the same as for only one sheet.

Clearly, the sheets are selectively blocking light.  Let's call the sheets "polarized filters".

Now, you might reason something like this:  "Light is built out of two components, an up-down component and a left-right component.  When you hold up a single filter, with the arrow pointing up, it blocks out the left-right component of light, and lets only the up-down component through.  When you hold up another filter in front of the first one, and the second filter has the arrow pointing to the left (or the right), it only allows the left-right component of light, and we already blocked that out, so the world is completely dark.  And at intermediate angles, it, um, blocks some of the light that wasn't blocked already."

So I ask, "Suppose you've already put the second filter at a 45° angle to the first filter.  Now you put up the third filter at a 45° angle to the second filter.  What do you expect to see?"

"That's ambiguous," you say.  "Do you mean the third filter to end up at a 0° angle to the first filter, or a 90° angle to the first filter?"

"Good heavens," I say, "I'm surprised I forgot to specify that!  Tell me what you expect either way."

"If the third filter is at a 0° angle to the first filter," you say, "It won't block out anything the first filter hasn't blocked already.  So we'll be left with the half-light world, from the second filter being at a 45° angle to the first filter.  And if the third filter is at a 90° angle to the first filter, it will block out everything that the first filter didn't block, and the world will be completely dark."

I hand you a third filter.  "Go ahead," I say, "Try it."

First you set the first filter at 0° and the second filter at 45°, as your reference point.  Half the light gets through.

[image: 3polaroids]Then you set the first filter at 0°, the second filter at 45°, and the third filter at 0°.  Now one quarter of the light gets through.

With the first filter at 0°, the second filter at 45°, and the third filter at 90°, one quarter of the light goes through.  Again.

"Umm..." you say.  You quickly take out the second filter, and find that the world goes completely dark.  Then you put in the second filter, again at 45°, and the world resumes one-quarter illumination.

Further investigation quickly verifies that all three filters seem to have the same basic properties—it doesn't matter what order you put them in.

"All right," you say, "that just seems weird."  You pause.  "So it's probably something quantum."

Though light may seem "dim" or "bright" at the macroscopic level, you can't split it up indefinitely; you can always send a single photon into the series of filters, and ask what happens to that single photon.

As you might suspect, if you send a single photon through the succession of three filters, you will find that—assuming the photon passes the first filter (at 0°)—the photon is observed to pass the second filter (at 45°) with 50% probability, and, if the photon does pass the second filter, then it seems to pass the third filter (at 90°) with 50% probability.

The appearance of "probability" in deterministic amplitude evolutions, as we now know, is due to decoherence.  Each time a photon was blocked, some other you saw it go through.  Each time a photon went through, some other you saw it blocked.

But what exactly is getting decohered?  And why does an intervening second filter at 45°, let some photons pass that would otherwise be blocked by the 0° filter plus the 90° filter?

First:  We can represent the polarization of light as a complex amplitude for up-down plus a complex amplitude for left-right.  So polarizations might be written as (1 ; 0) or (0 ; -i) or (√.5 ; √.5), with the units (up-down ; left-right).  It is more customary to write these as column vectors, but row vectors are easier to type.

(Note that I say that this is a way to "represent" the polarization of light.  There's nothing magical about picking up-down vs. left-right, instead of upright-downleft vs. upleft-downright.  The vectors above are written in an arbitrary but convenient basis.  This will become clearer.)

Let's say that the first filter has its little arrow pointing right.  This doesn't mean that the filter blocks any photon whose polarization is not exactly (0 ; 1) or a multiple thereof.  But it nonetheless happens that all the photons which we see leave the first filter, will have a polarization of (0 ; 1) or some irrelevantly complex multiple thereof.  Let's just take this for granted, for the moment.  Past the first filter at 0°, we're looking at a stream of photons purely polarized in the left-right direction.

Now the photons hit a second filter.  Let's say the second filter is at a 30° angle to the first—so the arrow written on the second filter is pointing 30° above the horizontal.

Then each photon has a 25% probability of being blocked at the second filter, and a 75% probability of going through.

How about if the second filter points to 20° above the horizontal?  12% probability of blockage, 88% probability of going through.

The general rule is that the probability of being blocked is the squared sine of the angle, and the probability of going through is the squared cosine of the angle.

First, remember two rules we've picked up about quantum mechanics:  The evolution of quantum systems is linear and unitary.  When an amplitude distribution breaks into parts that then evolve separately, the components must (1) add to the original distribution and (2) have squared moduli adding to the squared modulus of the original distribution.

So now let's consider the photons leaving the first filter, with "polarizations", quantum states, of (0 ; 1).

To understand what happens when the second filter is set at a 45° angle, we observe... and think of this as a purely abstract statement about 2-vectors... that:

[image: Polardecomp]Okay, so the two vectors on the right-hand-side sum to (0 ; 1) on the left-hand-side.

But what about the squared modulus? Just because two vectors sum to a third, doesn't mean that the squares of the first two vectors' lengths sum to the square of the third vector's length.

The squared length of the vector (.5 ; .5) is (.5)2 + (.5)2 = .25 + .25 = 0.5.  And likewise the squared length of the vector (-.5 ; .5) is (-.5)2 + (.5)2 = 0.5.  The sum of the squares is 0.5 + 0.5 = 1.  Which matches the squared length of the vector (0 ; 1).

[image: Polarpythagorean] So when you decompose (0 ; 1) into (.5 ; .5) + (-.5 ; .5), this obeys both linearity and unitarity:  The two parts sum to the original, and the squared modulus of the parts sums to the squared modulus of the original.

When you interpose the second filter at an angle of 45° from the first, it decoheres the incoming amplitude of (0 ; 1) into an amplitude of (.5 ; .5) for being transmitted and an amplitude of (-.5 ; .5) for being blocked.  Taking the squared modulus of the amplitudes gives us the observed Born probabilities, i.e. fifty-fifty.

[image: Polar3060] What if you interposed the second filter at an angle of 30° from the first?  Then that would decohere the incoming amplitude vector of (0 ; 1) into the vectors (.433 ; .75) and (-.433, .25).  The squared modulus of the first vector is .75, and the squared modulus of the second vector is .25, again summing to one.

A polarized filter projects the incoming amplitude vector into the two sides of a right triangle that sums to the original vector, and decoheres the two components.  And so, under Born's rule, the transmission and absorption probabilities are given by the Pythagorean Theorem.

[image: 3polaroids_2] A filter set at 0° followed by a filter set at 90° will block all light—any photon that emerges from the first filter will have an amplitude vector of (0 ; 1), and the component in the direction of (1 ; 0) will be 0.  But suppose that instead you put an intermediate filter at 45°.  This will decohere the vector of (0 ; 1) into a transmission vector of (.5 ; .5) and an absorption amplitude of (-.5 ; .5).

A photon that is transmitted through the 45° filter will have a polarization amplitude vector of (.5 ; .5).  (The (-.5 ; .5) component is decohered into another world where you see the photon absorbed.)

This photon then hits the 90° filter, whose transmission amplitude is the component in the direction of (1 ; 0), and whose absorption amplitude is the component in the direction of (0 ; 1).  (.5 ; .5) has a component of (.5 ; 0) in the direction of (1 ; 0) and a component of (0 ; .5) in the direction of (0 ; 1).  So it has an amplitude of (.5 ; 0) to make it through both filters, which translates to a Born probability of .25.

Likewise if the second filter is at -45°.  Then it decoheres the incoming (0 ; 1) into a transmission amplitude of (-.5 ; .5) and an absorption amplitude of (.5 ; .5).  When (-.5 ; .5) hits the third filter at 90°, it has a component of (-.5 ; 0) in the direction of (1 ; 0), and because these are complex numbers we're talking about, (-.5 ; 0) has a squared modulus of 0.25, that is, 25% probability to go through both filters.

It may seem surprising that putting in an extra filter causes more photons to go through, even when you send them one at a time; but that's quantum physics for you.

"But wait," you say, "Who needs the second filter?  Why not just use math?  The initial amplitude of (0 ; 1) breaks into an amplitude of (-.5 ; .5) + (.5 ; .5) whether or not you have the second filter there.  By linearity, the evolution of the parts should equal the evolution of the whole."

Yes, indeed!  So, with no second filter—just the 0° filter and the 90° filter—here's how we'd do that analysis:

First, the 0° filter decoheres off all amplitude of any incoming photons except the component in the direction of (0 ; 1).  Now we look at the photon—which has some amplitude (0 ; x) that we've implicitly been renormalizing to (0 ; 1)—and, in a purely mathematical sense, break it up into (.5x ; .5x) and (-.5x ; .5x) whose squared moduli will sum to x2.

Now first we consider the (.5x ; .5x) component; it strikes the 90° filter which transmits the component (.5x ; 0) and absorbs the (0 ; .5x) component.

Next we consider the (-.5x ; .5x) component.  It also strikes the 90° filter, which transmits the component (-.5x ; 0) and absorbs the component (0 ; .5x).

[image: Polarbreakdown] Since no other particles are entangled, we have some identical configurations here:  Namely, the two configurations where the photon is transmitted, and the two configurations where the photon is absorbed.

Summing the amplitude vectors of (.5x ; 0) and (-.5x ; 0) for transmission, we get a total amplitude vector of (0 ; 0).

Summing the amplitude vectors of (0 ; .5x) and (0 ; .5x) for absorption, we get an absorption amplitude of (0 ; x).

So all photons that make it through the first filter are blocked.

Remember Experiment 2 from way back when?  Opening up a new path to a detector can cause fewer photons to be detected, because the new path has an amplitude of opposite sign to some existing path, and they cancel out.

In an exactly analogous manner, having a filter that sometimes absorbs photons, can cause more (individual) photons to get through a series of filters.  Think of it as decohering off a component of the amplitude that would otherwise destructively interfere with another component.

You could just as easily create a new basis in which (1 ; 0) = (.707 ; .707) and (0 ; 1) = (.707 ; -.707).  This is the upright-downleft and upleft-downright basis of which I spoke before.  .707 = √.5, so the basis vectors individually have length 1; and the dot product of the two vectors is 0, so they are orthogonal.  That is, they are "orthonormal".

The new basis is just as valid as a compass marked NW, NE, SE, SW instead of N, E, S, W.  There isn't an absolute basis of the photon's polarization amplitude vector, any more than there's an absolute three-coordinate system that describes your location in space.  Ideally, you should see the photon's polarization as a purely abstract 2-vector in complex space.

(One of my great "Ahas!" while reading the Feynman Lectures was the realization that, rather than a 3-vector being made out of an ordered list of 3 scalars, a 3-vector was just a pure mathematical object in a vector algebra.  If you wanted to take the 3-vector apart for some reason, you could generate an arbitrary orthonormal basis and get 3 scalars that way.  In other words, you didn't build the vector space by composing scalars—you built the decomposition from within the vector space.  I don't know if that makes any sense to my readers out there, but it was the great turning point in my relationship with linear algebra.)

Oh, yes, and what happens if you have a complex polarization in the up-down/left-right basis, like (.707i ; .707)?  Then that corresponds to "circular polarization" or "elliptical polarization".  All the polarizations I've been talking about are "linear polarizations", where the amplitudes in the up-down/left-right basis happen to be real numbers.

When things decohere, they decohere into pieces that add up to the original (linearity) and whose squared moduli add up to the original squared modulus (unitarity).  If the squared moduli of the pieces add up to the original squared modulus, this implies the pieces are orthogonal—that the components have inner products of zero with each other.  That is why the title of this blog post is "Decoherence as Projection".

A word about how not to see this whole business of polarization:

Some ancient textbooks will say that when you send a photon through a 0° filter, and it goes through, you've learned that the photon is polarized left-right rather than up-down.  Now you measure it with another filter at a 45° angle, and it goes through, so you've learned that the photon is polarized upright-downleft rather than upleft-downright.  And (says the textbook) this second measurement "destroys" the first, so that if you want to know the up-down / left-right polarization, you'll have to measure it all over again.

And some of your more strident ancient textbooks will say something along the lines of: the up-down / left-right polarization no longer exists after the photon goes through the 45° filter.  It's not just unknown, it doesn't exist, and— 

(you might think that wasn't too far from the truth)

There are ways to use a polarizer to split a beam into two components, rather than absorbing a component and transmitting a component.

Suppose you first send the photons through a 0° filter.  Then you send them through a 45° splitter.  Then you recombine the beams.  Then you send the photons through a 0° filter again.  All the photons that made it past the first filter, will make it past the third filter as well.  Because, of course, you've put the components back together again, and (.5 ; .5) + (-.5 ; .5) = (0 ; 1).

This doesn't seem to square with the idea that measuring the 45° polarization automatically destroys the up-down/left-right polarization, that it isn't even meaningful to talk about it.

Of course the one will say, "Ah, but now you no longer know which path the photon took past the splitter.  When you recombined the beams, you unmeasured the photon's 45° polarization, and the original 0° polarization popped back into existence again, and it was always meaningful to talk about it."

Anyway, that's all talk about classical surface appearances, and you've seen the underlying quantum reality.  A photon with polarization of (-.707 ; .707) has a component of (.707 ; 0) in the up-down direction and a component of (0 ; .707) in the left-right direction.  If you happened to feed it into an apparatus that decohered these two components—like a polarizing filter—then you would be able to predict the decoherent evolution as a deterministic fact about the amplitude distribution, and the Born probabilities would (deterministically if mysteriously) come out to 50/50.

Now someone comes along and says that the result of this measurement you may or may not perform, doesn't exist or, better yet, isn't meaningful.

It's hard to see what this startling statement could mean, let alone how it could improve your experimental predictions.  How would you falsify it?

Not a comment on the theory, but if you want to play with the experiments yourself, find some old LCD electronics (calculators, etc) that can be sacrificed on the altar of curiosity.  They typically have a strip of polarizing material above the display (rather, they did when I was growing up).

It's a bit more elegant than trying to get some sunglasses oriented at 90° to each other.

Why doesn't someone make some circular sunglasses that have two polarized disks that you can rotate with respect to each other?

I was surprised to find out that someone did, but it probably doesn't work very well since nobody seems to retail them. Possible problems could include irregularities in the polarization, like what makes the rainbows in car windows when you're wearing a single polarized lens.

The idea occurred to me several years ago, but I passed up on it, since it seemed like it would be difficult to make it with lenses that weren't circular, and those aren't really in style (or are even that effective, given the shape of the human face). 

Well, it isn't quite that, but I made an analogue of it prompted by that exact same thought. Movie 3-d glasses are polarized (the two slightly different images on the screen have orthogonal polarizations, so each image only goes through one lens), so if you can sneak two or more pairs of 3-d glasses out of a movie theater, you can pop the lenses out of one pair, and tape them on the other pair (rotated so that almost all light is canceled out.) The resulting cross-polarized improvised glasses are so dark, that if you made them just right, it is possible to stare straight at the sun and see sunspots. However, this makes them quite useless for most other purposes.

I asked this question in the Born Probabilites post but it didn't get answered so I try again because I think it is important, and it concerns decoherence so it fits here:

I don't understand this - doesn't decoherence occur all the time, in every quantum interaction between all amplitudes all the time? So, like for every amptlitude separate enough to be a "particle" (bad talk, I know ;-) in the universe (=factor) every planck time it will decohere with other factors?

So: all possible factorizations (=decoherence) occur, and not only when one prepares a quantum experiment.

There is, of course, a fairly simple alternative solution, dealing with "real" particles; the photons coming out of the filters are not the photons that went in.  Photons don't travel through the sheet; the energy is absorbed, and the properties of individual components of energy determine what happens next.  The properties of some chunks of energy cause similarly-propertied energy to be re-emitted on the other side.  It's not that the photons have mysteriously lost the information about their "spin" in the middle sheet - it's that we're dealing with new photons with new property sets, which are being re-emitted with the emission properties of the second sheet, rather than the first.

With this interpretation, the phenomenon makes perfect sense, and the old textbooks are right - after a fashion - that the second measurement destroyed the information that the first measurement generated.

Adirian, doesn't explain why recombining the split beams reproduces the old, "destroyed" orientation.  In any case, the fundamental physics are already known.

What happens in the split and recombined beams case if only one photon is emitted at a time? Does it still have a 50% chance of transmission through all three? 

What happens if you make one of the split paths significantly longer, by about a unit of light-time longer than the pulse of light? 

What happens if you send only one photon through at a time, with different path times?

What happens if you make the split path 60 light-milliseconds or so even longer, and put a shutter near the recombiner that can selectively block or transmit the split path? What if the shutter is controlled by the intensity of the first half of a received pulse?

What happens if you send a single photon through that path, and rig the shutter to block the alternate path if it detects a hit in the time required for the direct path? 

That particular link is to a study that doesn't recombine beams, and is still fully explained by a classical model. It does show that if you change the polarization of one of an entangled pair, the polarization of the other does not change.

But I'm concerned about something different. Specifically, I'm responding to the observation that if  a beam is polarized to vertical, split via PBS to \ and / components, and then recombined, the recombined beam is vertically polarized (as measured by passing through a vertical/horizontal PBS and being directed to two detectors). I'm asking what happens if the beam is recombined after only one half of the beam has been delayed for longer than the beam length. 

If / is delayed by 100ms (roughly the distance to geostationary orbit, although materials with a lower speed of light might be used) and the pulse length is ~30ms, I expect the detectors to indicate a 30ms pulse equally between them, followed 100ms later by another. I have not found an experiment that tests this or a closely analogous case.

If / is precise to within the limits of experimentation, but the pulse length is a single photon, I expect the detectors to detect with 50% chance. I believe that I have seen summaries of experiments that say my expectations are incorrect. I assume here that it is not within our ability to match two path lengths to within the time it takes light to travel the distance occupied by one photon, if nothing else due to Brownian motion of the lowest-temperature medium we can have.

If my expectation in the former case is incorrect, I ask what happens if there is a shutter placed in the path of /, such that iff the detectors indicate a vertically polarized beam, / is blocked before it recombines.

The fundamental descriptive mathematics are known - the interpretations are still debated.  As has been the case for nearly a century now, and I don't see that changing anytime in the immediate future.  And if you recombine all four sets of split beams, then there isn't anything interesting going on there, either; half still goes through, same as before, and predictably so.  That is, if you direct one polarization one direction, and another in another, and then recombine them - and there's the snag, see.  You can't combine them without re-emitting both of them; you're performing an additional operation which is generating/modifying information.  You aren't reproducing lost information; you're generating new information which is equivalent to the lost information.

For the fundamental physics to be known, they must be falsifiable, and have passed that test.  This is not the case.  The mathematics are passing with flying colors, of course - nobody is entirely sure what the mathematics mean, however.  (Everybody thinks they do, though.)

Adirian:  You aren't reproducing lost information; you're generating new information which is equivalent to the lost information.

An interesting but ultimately futile attempt at semantic hair-splitting.

If I redirect the two beams of a polarizing splitter together, I get back the same polarization that went in - regardless of what that incoming polarization was.  I am not producing a new beam from scratch that "just happens" to match the incoming polarization, because if I change the incoming polarization, the outgoing polarization that has been produced as "new information" changes in a systematically corresponding way.

By definition, by Liouville's Theorem, and by the Markov property of time, when information can be systematically "generated as new" in a way that precisely corresponds to old information, that old information has not been "lost".

Furthermore, information about incoming polarization shows up mathematically in the relative phase of the split beams, so only someone who believes the wavefunction is a hallucination would think the information has been "lost".  It's right there in the amplitude distribution.

Eliezer, are you going to address the objection that we don't know the physics, only the modeling math?

"Information" in this case is the properties; my apologies, I am loose with language.  The properties were transformed - and, in the case of a splitting beam, with a 1-1 function.  The properties were "lost" when they were split - they weren't the same as they were before.  But they weren't irrecoverably lost.  (At least close enough for testing; you may have medium degradation, i/e, property attenuation, depending upon the quality of the crystals and the intermediate material provided it isn't in a vacuum.)

To irrecoverably lose properties, you need a non 1-1 function - which is exactly what we had when we sent them through the filter rather than the splitter.

(1) Circular sunglasses sem to be out of fashion at the moment.

(2) the polarization of sunglasses is chosen to eliminate glare from reflections of a rain-soaked street.

Hair splitting? I hardly think so. That's too close to confirmation bias.

If you look at the hyperphysics page on light you'll find many frequencies of color A and color B mixing to match one color C. Our eyes only measure the energy and call that a color.

low A (the lower frequency) + high B (the higher frequency) equals high A (the lower frequency) + low B (the higher frequency).

If anyone can see both the energy and the interference pattern then they could tell them apart. It seems that most people can't.

But there you have a case where information is destroyed because it is indistinguishable.

This article has left me confused. I don't see how this notion of phase relates back to a locally-evolving amplitude distribution over a space of configurations, if those configurations are merely the locations of some indistinguishable lumps in a field. How do these phases become manifest in the configuration space? It seems like there must be more to the configuration space than just a set of locations for each type of "particle", but previous articles have claimed otherwise.

But then, I realized that there is a property of photons that can help with this confusion here: spin. So, the configuration space is not a "a photon here and a photon there...", but a "a photon with a +1 spin here, a photon with -1 spin there..." And then this phase thing arises from the values of the amplitude distribution for the configurations with photons of opposite spins. This makes the math quite a bit easier too.
I might be completely mistaken about this, though.

The configuration space is a field where there's a number at each place. This number is a complex number.

So I was following this post all the way through, right up until I got to this part:

There are ways to use a polarizer to split a beam into two components, rather than absorbing a component and transmitting a component.

It isn't explained what actually occurs here and I've been unable to decypher the following paragraphs as a result. Could this be clarified, please?

EDIT: I read the relevant paragraph, and what I described above probably doesn't work. However, not all is lost: there is a device that more precisely does what Eliezer says: Beam-splitting polarizers.

"All right," you say, "that just seems weird."  You pause.  "So it's probably something quantum."

Don't oriented oscillating E,B fields explain this adequately at the macroscopic level? If you orient a polarizer at an angle theta to the orientation of the E field of the electromagnetic wave (i.e. light), the field gets projected as Ecos(theta) (the component perpendicular to the polarizer gets absorbed) and so the intensity goes as E^2cos^2(theta). That obeys the same mathematics without invoking the quantum magic wand. 

Yep, Maxwell equations do produce the same results. The fun quantum thing is that this also happens with individual photons.

What about if one path length is longer than the other, by either more than one light-beam length, or, in the case of an individual photon, more than one light-photon length? I'm assuming that matching two different paths to that level of precision is improbable even intentionally.

Can a beam of light or a single photon interact with itself non-locally? What if the alternate path has a different detector intermittently intercepting it?

I used the tangent of the angle between polarisers, and at 45 degrees, tan is 1, hence the light goes through. This is classical. 



Entangled Photons

Today we shall analyze the phenomenon of "entangled particles".  We're going to make heavy use of polarized photons here, so you'd better have read yesterday's post.

If a particle at rest decays into two other particles, their net momentum must add up to 0.  The two new particles may have amplitudes to head off in all directions, but in each joint configuration, the directions will be opposite.

By a similar method you can produce two entangled photons which head off in opposite directions, and are guaranteed to be polarized oppositely (at right angles to each other), but with a 50% prior probability of going through any given polarized filter.

You might think that this would involve amplitudes over a continuous spectrum of opposite configurations—an amplitude for photon A to be polarized at 0° and for photon B to be polarized at 90°, an amplitude for A to be 1° polarized and for B to be 91° polarized, etc.  But in fact it's possible to describe the quantum state "unknown but opposite polarizations" much more compactly.

First, note that the two photons are heading off in opposite directions.  This justifies calling one photon A and one photon B; they aren't likely to get their identities mixed up.

As with yesterday, the polarization state (1 ; 0) is what passes a 90° filter.  The polarization state (0 ; 1) is what passes a 0° filter.  (1 ; 0) is polarized up-down, (0 ; 1) is polarized left-right.

If A is in the polarization state (1 ; 0), we'll write that as A=(1 ; 0).

The state for "unknown opposite polarization" can be written as:

√(1/2) * ( [ A=(1 ; 0) ∧ B=(0 ; 1) ] - [ A=(0 ; 1) ∧ B=(1; 0) ] )

Note that both terms are being multiplied by the square root of 1/2.  This ensures that the squared modulus of both terms sums to 1. Also, don't overlook the minus sign in the center, we'll need it.

If you measure the A photon's polarization in the up-down/left-right basis, the result is pretty straightforward.  Your measurement decoheres the entanglement, creating one evolution out of the A=(1 ; 0) ∧ B=(0 ; 1) configuration, and a second, noninteracting evolution out of the A=(0 ; 1) ∧ B=(1; 0) configuration.

If you find that the A photon is polarized up-down, i.e., (1 ; 0), then you know you're in the A=(1 ; 0) ∧ B=(0 ; 1) blob of amplitude. So you know that if you or anyone else measures B, they'll report to you that they found B in the (0 ; 1) or left-right polarization.  The version of you that finds A=(1 ; 0), and the version of your friend that finds B=(0 ; 1), always turn out to live in the same blob of amplitude.

On the other side of configuration space, another version of you finds themselves in the A=(0 ; 1) ∧ B=(1; 0) blob.  If a friend measures B, the other you will expect to hear that B was polarized up-down, just as you expect to meet the version of your friend that measured B left-right.

But what if you measure the system in a slanted basis—test a photon with a 30° polarized filter?  Given the specified starting state, in the up-down / left-right basis, what happens if we measure in the 30° basis instead?  Will we still find the photons having opposite polarizations?  Can this be demonstrated?

Let's review, from yesterday, the case where a photon previously polarized in the up-down/left-right basis encounters a 30° filter.

[image: Polar3060] A 30-60-90 triangle has a hypotenuse of 1, a small side of 1/2, and a longer side of (√3)/2, in accordance with the Pythagorean Theorem.

If a photon passes a 0° filter, coming out with polarization (0 ; 1), and then encounters another filter at 30°, the vector that would be transmitted through the 30° filter is

and the polarization vector that would be absorbed is

Note that the polarization states (1/2 ; (√3)/2) and (-(√3)/2 ; 1/2) form an orthonormal basis:  The inner product of each vector with itself is 1, and the inner product of the two vectors with each other is 0.

Then we had (√3)/2 of one basis vector plus 1/2 of the other, guaranteeing the squared moduli would sum to 1.  ((√3)/2)2  + (1/2)2  = 3/4 + 1/4 = 1.

So we can say that in the 30° basis, the incoming (0 ; 1) photon had a (√3)/2 amplitude to be transmitted, and a 1/2 amplitude to be absorbed.

Symmetrically, suppose a photon had passed a 90° filter, coming out with polarization (1 ; 0), and then encountered the same 30° filter.  Then the transmitted vector would be

Now let's consider again with the entangled pair of photons

√(1/2) * ( [ A=(1 ; 0) ∧ B=(0 ; 1) ] - [ A=(0 ; 1) ∧ B=(1; 0) ] )

Then we know that there was a -(√3)/2 amplitude for this event to occur if the original state had A=(1 ; 0), and a 1/2 amplitude for this event to occur if the original state had A=(0 ; 1).

So, if we see that photon A is absorbed, we learn that we are in the now-decoherent blob of amplitude:

( -(√3)/2 * √(1/2) * [ A=(-(√3)/2 ; 1/2) ∧ B=(0 ; 1) ] )
- ( 1/2 * √(1/2) * [ A=(-(√3)/2 ; 1/2) ∧ B=(1; 0) ] )

You might be tempted to add the two amplitudes for A being absorbed—the -(√3)/2 * √(1/2) and the -1/2 * √(1/2)—and get a total amplitude of -.966, which, squared, comes out as .933.

But if this were true, there would be a 93% prior probability of A being absorbed by the filter—a huge prior expectation to see it absorbed.  There should be a 50% prior chance of seeing A absorbed.

What went wrong is that, even though we haven't yet measured B, the configurations with B=(0 ; 1) and B=(1 ; 0) are distinct. B could be light-years away, and unknown to us; the configurations would still be distinct.  So we don't add the amplitudes for the two terms; we keep them separate.

When the amplitudes for the terms are separately squared, and the squares added together, we get a prior absorption probability of 1/2—which is exactly what we should expect.

Okay, so we're in the decoherent blob where A is absorbed by a 30° filter.  Now consider what happens over at B, within our blob, if a friend measures B with another 30° filter.

( -(√3)/2 * √(1/2) * [ A=(-(√3)/2 ; 1/2) ∧ B=(0 ; 1) ] )
- ( 1/2 * √(1/2) * [ A=(-(√3)/2 ; 1/2) ∧ B=(1; 0) ] )

In the case where B=(0 ; 1), it has an amplitude of (√3)/2 to be transmitted through a 30° filter; being transmitted through a 30° filter corresponds to the polarization state (1/2 ; (√3)/2).  Likewise, a 1/2 amplitude to be absorbed (polarization state (-(√3)/2 ; 1/2).)

In the case where B=(1 ; 0) it has an amplitude of 1/2 to be transmitted with state (1/2 ; (√3)/2).  And an amplitude of -(√3)/2 to occupy the state (-(√3)/2 ; 1/2) and be absorbed.

( -(√3)/2 * √(1/2) ) * [ A=(-(√3)/2 ; 1/2) ∧ B=(0 ; 1) ] 
  breaks down into
    ( -(√3)/2 * √(1/2) ) * (√3)/2 * [ A=(-(√3)/2 ; 1/2) ∧ B=(1/2 ; (√3)/2) ] +
    ( -(√3)/2 * √(1/2) ) * 1/2     * [ A=(-(√3)/2 ; 1/2) ∧ B=(-(√3)/2 ; 1/2) ]
and
- ( 1/2 * √(1/2) ) * [ A=(-(√3)/2 ; 1/2) ∧ B=(1; 0) ] )
   breaks down into
   -( 1/2 * √(1/2) ) *  1/2      * [ A=(-(√3)/2 ; 1/2) ∧ B=(1/2 ; (√3)/2) ] +
   -( 1/2 * √(1/2) ) * -(√3)/2 * [ A=(-(√3)/2 ; 1/2) ∧ B=(-(√3)/2 ; 1/2) ]

These four terms occupy only two distinct configurations.

Adding the amplitudes, the configuration [ A=(-(√3)/2 ; 1/2) ∧ B=(-(√3)/2 ; 1/2) ] ends up with zero amplitude, while [ A=(-(√3)/2 ; 1/2) ∧ B=(1/2 ; (√3)/2) ] ends up with a final amplitude of √(1/2).

So, within the blob in which you've found yourself, the probability of your friend seeing that a 30° filter blocks both A and B, is 0.  The probability of seeing that a 30° filter blocks A and transmits B, is 50%.

Symmetrically, there's another blob of amplitude where your other self sees A transmitted and B blocked, with probability 50%.  And A transmitted and B transmitted, with probability 0%.

So you and your friend, when you compare results in some particular blob of decohered amplitude, always find that the two photons have opposite polarization.

And in general, if you use two equally oriented polarization filters to measure a pair of photons in the inital state:

√(1/2) * ( [ A=(1 ; 0) ∧ B=(0 ; 1) ] - [ A=(0 ; 1) ∧ B=(1; 0) ] )

then you are guaranteed that one filter will transmit, and the other filter absorb—regardless of how you set the filters, so long as you use the same setting.  The photons always have opposite polarizations, even though the prior probability of any particular photon having a particular polarization is 50%.

What if I measure one photon with a 0° filter, and find that it is transmitted (= state (0 ; 1)), and then I measure the other photon with a 30° filter?

The probability works out to just the same as if I knew the other photon had state (1 ; 0)—in effect, it now does.

Over on my side, I've decohered the amplitude over the joint distribution, into blobs in which A has been transmitted, and A absorbed.  I am in the decoherent blob with A transmitted:  A=(0 ; 1). Ergo, the amplitude vector / polarization state of B, in my blob, behaves as if it starts out as (1 ; 0).  This is just as true whether I measure it with another 0° filter, or a 30° filter.

With symmetrically entangled particles, each particle seems to know the state the other particle has been measured in.  But "seems" is the operative word here.  Actually we're just dealing with decoherence that happens to take place in a very symmetrical way.

Tomorrow (if all goes according to plan) we'll look at Bell's Theorem, which rules out the possibility that each photon already has a fixed, non-quantum state that locally determines the result of any possible polarization measurement.

Ah! Now I get why having distant paired particles doesn't let you communicate faster than light. This stuff is gold.

"a total amplitude of .965" - wouldn't it be '-.966'? Trivial, but if it's going in the book...

I must admit that I'm only managing to follow about 75% of your arguments. Still, I'm slowly building up a mental model of what entanglement is really all about that's substantially different than what I had before.

I know that this model is superior because, for the first time, the concept of entangled photon holes doesn't appear to be meaningless nonsense.

Does the "world" in "many worlds" refer to the same thing as "blob" in this post?

This post (together with the previous one) left me in a quite a bit of a confusion. How does this model with polarization vectors correspond to the old "amplitude distribution over a configuration space of «a photon here and a photon there»"? What are the configurations here, and when are they distinct? (And it seems I am not the only one who got confused by this.)

I think, I found the solution; the photons have a distinguishing property: spin. So, if configurations are more like "a photon with a +1 spin here, a photon with a -1 spin there...", then it all fits nicely in the same model. And the amplitude distribution corresponding to the situation described in the article would be:

(modulo a constant factor). Where |p+> (a photon with a +1 spin at P) corresponds to the P=(1 ; i) and |p-> to the P=(1 ; -i) in the article's notation. Of course, the math remains the same, but now I can see a bit more clearly the amplitude distribution and what are the distinct configurations.

Hmm, it's nice that there is this pretty compact formulation for two
coupled but separately "unpolarized" photons. But, this still leaves
me with a question of how does one "unpolarized" photon (a photon
for which half of the squared amplitude would pass any polarized
filter) looks like?

I would guess that there is no such thing. We might be ignorant about
the photon's polarization, but it does have some definite polarization
even before it passes any filter. Otherwise, it has to be in a
similarly tangled state with something (eg. its source).
Hmm, how would I check this?..

You're right.  Such a thing is not expressible as a wavefunction, as an unentangled pure state.  Entanglement with something else that you are ignorant of (unentangled with) is one way of getting the right statistics.  So too is expressing it as an impure state in the density matrix formalism.  Some people appeal to the "church of the larger Hilbert space", saying that only pure states exist, and that system is entangled with other, unobservable ones.

You can construct a photon that will pass any linear polarization filter 50% of the time, by constructing a circular polarization photon. If you include arbitrary polarizing filters including elliptical polarization, then yes, you will need to have a 2-or-more-particle entangled state to get 50% regardless of filter.

Having 2 or more particles entangled is of course the overwhelmingly normal case. If you take photons from an incandescent lightbulb and attenuate the signal until you're counting photons, then half of them will pass any polarizing filter you can construct (not counting inefficiencies in the polarizer, obviously).

The state for "unknown opposite polarization" can be written as:
√(1/2) * ( [ A=(1 ; 0) ∧ B=(0 ; 1) ] - [ A=(0 ; 1) ∧ B=(1; 0) ] )

I don't follow. I have no idea where this equation is coming from and how to interpret it.
Can anyone make me understand this, please?

Hm. I can try (depending on how math-y and/or patient you are I may also fail; this is quite long).

In the spirit of Eliezer's dictum "rather than a 3-vector being made out of an ordered list of 3 scalars, a 3-vector was just a pure mathematical object in a vector algebra" the same thing is going on here - the configuration of the photon is given by a complex 2-vector, which we represent as a pair of complex numbers. This means that we have chosen a basis -  to quote previous post again "We can represent the polarization of light as a complex amplitude for up-down plus a complex amplitude for left-right". Thus, the basis is a pair of configurations - first one being "up-down", the second one being "left-right". Any other configuration of a single photon is a linear combination of those - hence we write it as (1 ; 0) or (0 ; -i) or (√.5 ; √.5). 

There is an unfortunate complication that two configurations are identified if they differ by a scalar complex factor. So as long as you talk about just one photon configurations (0 ; -i) and (0, 1) are actually the same. 

(Side note: One has to be careful with this issue when talking about multiple photons (as we will shortly); in that case  only one overall scalar complex factor for the whole joint system is allowed, as opposed to "one for each photon," which   does not even make sense, because "each photon" does not necessarily make sense - due to entanglement. I'll get back to this after I talk about how one describes a joint configuration for multiple systems, which is right after this.)

What about a configuration of two photons? Or in general, a combined quantum system describing joint configurations of (system number 1) and (system number 2)?  The technical term here is "tensor product", a term Eliezer is careful to avoid (because math). In concrete terms, you can take  all combination of basis configurations  as a basis for the joint configuration space. In the case of two photons and using our basis  "up-down"=(1 ; 0)   and "left-right"=(0 ; 1) 
we get  4 basis configurations for the joint system:  (1 ; 0) ∧ (1 ; 0) ,   (1 ; 0) ∧ (0 ; 1),   (0 ; 1) ∧ (0 ; 1) and (0 ; 1) ∧ (1 ; 0).  Every joint configuration can be described as a complex linear combination of these. Hence it makes sense to write for a joint state something like √(1/2) * ( [ A=(1 ; 0) ∧ B=(0 ; 1) ] - [ A=(0 ; 1) ∧ B=(1; 0) ] ). 

Some of these are "plaid" or "factored" configurations - notably each of the 4 basis configurations are "product", but there are some other ones - you can take (√.5 ; √.5) ∧ (1,0) and this is also a product. The rules of the game encoded in the words "tensor product" say that (√.5 ; √.5) ∧ (1,0)= (√.5 ; 0) ∧ (1,0)+ (0 ; √.5) ∧ (1,0)= √.5 ( 1 ; 0) ∧ (1,0)+ √.5 (0 ;1)∧ (1,0), so this is indeed a linear combination of two "basic" configurations ( 1 ; 0) ∧ (1,0) and (0 ;1)∧ (1,0). Note that written this way it does not look factored, or "plaid", but it is. It is a factored as (√.5 ; √.5) ∧ (1,0). Now it is a mathematical fact that there are combinations that can not be rewritten in a factored form, that are actually "entangled" - and √(1/2) * ( [ A=(1 ; 0) ∧ B=(0 ; 1) ] - [ A=(0 ; 1) ∧ B=(1; 0) ] ) is one such.

Side note #2: Now I can explain about that "one complex scalar factor" business. For a factored configuration (a,b)∧(c,d) we can multiply each factor by a scalar (ka, kb)∧(lc, ld)= k(a,b)∧l(c,d)=(kl) (a,b)∧(c,d) and this differs by a single scalar multiplication by (kl) from  (a,b)∧(c,d), so is the same joint configuration. However for (a,b)∧(c,d) + (e,f)∧(c,d) we can not multiply each of the copies of (c,d) by it's own scalar -  (a,b)∧(k c, k d) + (e,f)∧(l c, ld) is not equivalent to  (a,b)∧(c,d) + (e,f)∧(c,d) in the joint configuration space. Hence the caveat.

Returning to our main line, one may ask why √(1/2) * ( [ A=(1 ; 0) ∧ B=(0 ; 1) ] - [ A=(0 ; 1) ∧ B=(1; 0) ] )? Why does this particular combination encode "unknown opposite polarization"? 
First of all we need to understand what "same" or "opposite" polarization means. "Same" known state means that the state is factoriseable as  (a,b)∧(a,b) - "both in the same known configuration (a,b)". This is of course the same as (a,b)∧(ka,kb)=k (a,b)∧(a,b), because of the constant scalar rule. What does "opposite" mean? Well, the opposite of (1 ; 0) is (0 ; 1), and in general the opposite known configuration means that the configuration is factorizeable as (a,b)∧(c,d) where (a,b) and (c,d) are (Hermitian) orthogonal. ("Hermitian" because all entries are complex; this is an extension of usual "orhtogonal" property that we know from real vectors.) 

√(1/2) * ( [ A=(1 ; 0) ∧ B=(0 ; 1) ] - [ A=(0 ; 1) ∧ B=(1; 0) ] ) is not a factorizeable configuration, so it's not known opposite polarization, but it's a mixture of two such.  This still does not explain why this is the "unknown mixed state". Why the - sign, for example?
One "naive" justification is that it works. Clearly in the decohered blob where you have   A=(1 ; 0) you also have  B=(0 ; 1) and vice versa. But you can decohere this joint configuration in  a different way and still get similar outcome -  this is what Eliezer's post demonstrates.   But there is a more high-brow reason.  

The more high brow reason is that the joint configuration space - the span of (1 ; 0) ∧ (1 ; 0) ,   (1 ; 0) ∧ (0 ; 1),   (0 ; 1) ∧ (0; 1) and (0 ; 1) ∧ (1 ; 0) - has a decomposition into a "symmetric" and "antisymmetric" parts. The antisymmetric part is spanned by u∧v-v∧u for any pair of configurations u, v, and the symmetric part is spanned by v∧v, u∧u and v∧u+u∧v. In particular the antisymmetric part is the one where the configuration is in the "unknown but opposite polarization". The important thing is that this is a 1-dimensional subspace, so all configurations in it are the same, up to a scalar multiple. So you can use any v and u and you always get the same result. And if you use u=(0 ; 1)  and v=(1 ; 0)  you get exactly √(1/2) * ( [ A=(1 ; 0) ∧ B=(0 ; 1) ] - [ A=(0 ; 1) ∧ B=(1; 0) ] ), where √(1/2)  is a scalar chosen to make the norm equal 1. But of course if you decohere u∧v-v∧u "along u" you will a blob where A=u and B=v and  a blob where A=v and B=u. So no matter which way you decohere this one joint configuration you will always get opposite individual configurations! Math works! 

Side note 3: If photons were not moving in opposite directions we would have a problem - photons are bosonic, so a joint configuration space would actually only contain the symmetric part, not the antisymmetric part (that's sort of what "bosonic" means). However, this whole discussion is actually happening inside a larger joint configuration space where we have tensored with the space of positions/momenta of the photons, in addition to polarizations, and there the two photons have different configurations, so everything should be ok. Say the position configuration of first photon is described by f, and the second by g. If I did everything correctly the "total unknown opposite polarization configuration" is [(u∧f) ∧ (v∧g) +  (v∧g)∧(u∧f)] - [(u∧g) ∧ (v∧f) +  (v∧f)∧(u∧g)] isomorphic to [(u∧v) - (v∧u)] ∧ [(f∧g)-(g∧f)], which is symmetric in (u∧f), (v∧g) as it should be, but antisymmetric in u,v and g, f separately.

I'm having an incredibly difficult time following this. I've understood- or at least thought I understood most of the sequence thus far, but this post in particular is really rough.

Perhaps that is just a matter of having substantial amounts of actual math in front of me where I expect lesswrong posts to be shiny and easy to digest? To become stronger one must challenge oneself, and most of the posts on this site go down smooth. 

That is a trade off of making a subject more approachable: when it becomes less shiny  it is much harder to retain interest. Lesswrong is very, very shiny indeed. Then again I probably wouldn't have had such interest in quantum mechanics otherwise, so maybe this is simply where the rubber really hits the road.






Many Worlds

Bell's Theorem: No EPR "Reality"

(Note:  So that this post can be read by people who haven't followed the whole series, I shall temporarily adopt some more standard and less accurate terms; for example, talking about "many worlds" instead of "decoherent blobs of amplitude".)

The legendary Bayesian, E. T. Jaynes, began his life as a physicist.  In some of his writings, you can find Jaynes railing against the idea that, because we have not yet found any way to predict quantum outcomes, they must be "truly random" or "inherently random".

Sure, today you don't know how to predict quantum measurements.  But how do you know, asks Jaynes, that you won't find a way to predict the process tomorrow?  How can any mere experiments tell us that we'll never be able to predict something—that it is "inherently unknowable" or "truly random"?

As far I can tell, Jaynes never heard about decoherence aka Many-Worlds, which is a great pity.  If you belonged to a species with a brain like a flat sheet of paper that sometimes split down its thickness, you could reasonably conclude that you'd never be able to "predict" whether you'd "end up" in the left half or the right half.  Yet is this really ignorance?  It is a deterministic fact that different versions of you will experience different outcomes.

But even if you don't know about Many-Worlds, there's still an excellent reply for "Why do you think you'll never be able to predict what you'll see when you measure a quantum event?"  This reply is known as Bell's Theorem.

In 1935, Einstein, Podolsky, and Rosen once argued roughly as follows:

Suppose we have a pair of entangled particles, light-years or at least light-minutes apart, so that no signal can possibly travel between them over the timespan of the experiment.  We can suppose these are polarized photons with opposite polarizations.

Polarized filters block some photons, and absorb others; this lets us measure a photon's polarization in a given orientation.  Entangled photons (with the right kind of entanglement) are always found to be polarized in opposite directions, when you measure them in the same orientation; if a filter at a certain angle passes photon A (transmits it) then we know that a filter at the same angle will block photon B (absorb it).

Now we measure one of the photons, labeled A, and find that it is transmitted by a 0° polarized filter.  Without measuring B, we can now predict with certainty that B will be absorbed by a 0° polarized filter, because A and B always have opposite polarizations when measured in the same basis.

"If, without in any way disturbing a system, we can predict with certainty (i.e., with probability equal to unity) the value of a physical quantity, then there exists an element of physical reality corresponding to this physical quantity."

EPR then assumed (correctly!) that nothing which happened at A could disturb B or exert any influence on B, due to the spacelike separations of A and B.  We'll take up the relativistic viewpoint again tomorrow; for now, let's just note that this assumption is correct.

If by measuring A at 0°, we can predict with certainty whether B will be absorbed or transmitted at 0°, then according to EPR this fact must be an "element of physical reality" about B.  Since measuring A cannot influence B in any way, this element of reality must always have been true of B.  Likewise with every other possible polarization we could measure—10°, 20°, 50°, anything.  If we measured A first in the same basis, even light-years away, we could perfectly predict the result for B.  So on the EPR assumptions, there must exist some "element of reality" corresponding to whether B will be transmitted or absorbed, in any orientation.

But if no one has measured A, quantum theory does not predict with certainty whether B will be transmitted or absorbed.  (At least that was how it seemed in 1935.)  Therefore, EPR said, there are elements of reality that exist but are not mentioned in quantum theory:

"We are thus forced to conclude that the quantum-mechanical description of physical reality given by wave functions is not complete."

This is another excellent example of how seemingly impeccable philosophy can fail in the face of experimental evidence, thanks to a wrong assumption so deep you didn't even realize it was an assumption.

EPR correctly assumed Special Relativity, and then incorrectly assumed that there was only one version of you who saw A do only one thing.  They assumed that the certain prediction about what you would hear from B, described the only outcome that happened at B.

In real life, if you measure A and your friend measures B, different versions of you and your friend obtain both possible outcomes.  When you compare notes, the two of you always find the polarizations are opposite.  This does not violate Special Relativity even in spirit, but the reason why not is the topic of tomorrow's post, not today's.

Today's post is about how, in 1964, Belldandy John S. Bell irrevocably shot down EPR's original argument.  Not by pointing out the flaw in the EPR assumptions—Many-Worlds was not then widely known—but by describing an experiment that disproved them!

It is experimentally impossible for there to be a physical description of the entangled photons, which specifies a single fixed outcome of any polarization measurement individually performed on A or B.

This is Bell's Theorem, which rules out all "local hidden variable" interpretations of quantum mechanics.  It's actually not all that complicated, as quantum physics goes!

We begin with a pair of entangled photons, which we'll name A and B.  When measured in the same basis, you find that the photons always have opposite polarization—one is transmitted, one is absorbed.  As for the first photon you measure, the probability of transmission or absorption seems to be 50-50.

What if you measure with polarized filters set at different angles?

Suppose that I measure A with a filter set at 0°, and find that A was transmitted.  In general, if you then measure B at an angle θ to my basis, quantum theory says the probability (of my hearing that) you also saw B transmitted, equals sin2 θ.  E.g. if your filter was at an angle of 30° to my filter, and I saw my photon transmitted, then there's a 25% probability that you see your photon transmitted.

(Why?  See "Decoherence as Projection".  Some quick sanity checks:  sin(0°) = 0, so if we measure at the same angles, the calculated probability is 0—we never measure at the same angle and see both photons transmitted.  Similarly, sin(90°) = 1; if I see A transmitted, and you measure at an orthogonal angle, I will always hear that you saw B transmitted.  sin(45°) = √(1/2), so if you measure in a diagonal basis, the probability is 50/50 for the photon to be transmitted or absorbed.)

Oh, and the initial probability of my seeing A transmitted is always 1/2.  So the joint probability of seeing both photons transmitted is 1/2 * sin2 θ.  1/2 probability of my seeing A transmitted, times sin2 θ probability that you then see B transmitted.

And now you and I perform three statistical experiments, with large sample sizes:

(1)  First, I measure A at 0° and you measure B at 20°.  The photon is transmitted through both filters on 1/2 sin2 (20°) = 5.8% of the occasions.

(2)  Next, I measure A at 20° and you measure B at 40°.  When we compare notes, we again discover that we both saw our photons pass through our filters, on 1/2 sin2 (40° - 20°) = 5.8% of the occasions.

(3)  Finally, I measure A at 0° and you measure B at 40°.  Now the photon passes both filters on 1/2 sin2 (40°) = 20.7% of occasions.

Nothing, in real life.  But on EPR assumptions, it's impossible.

On EPR assumptions, there's a fixed local tendency for any individual photon to be transmitted or absorbed by a polarizer of any given orientation, independent of any measurements performed light-years away, as the single unique outcome.

Consider experiment (2).  We measure A at 20° and B at 40°, compare notes, and find we both saw our photons transmitted.  Now, A was transmitted at 20°, so if you had measured B at 20°, B would certainly have been absorbed—if you measure in the same basis you must find opposite polarizations.

That is:  If A had the fixed tendency to be transmitted at 20°, then B must have had a fixed tendency to be absorbed at 20°.  If this rule were violated, you could have measured both photons in the 20° basis, and found that both photons had the same polarization.  Given the way that entangled photons are actually produced, this would violate conservation of angular momentum.

So (under EPR assumptions) what we learn from experiment (2) can be equivalently phrased as:  "B was a kind of photon that was transmitted by a 40° filter and would have been absorbed by the 20° filter."  Under EPR assumptions this is logically equivalent to the actual result of experiment (2).

If you want to try and see the problem on your own, you can stare at the three experimental results for a while...

Consider a photon pair that gives us a positive result in experiment (3).  On EPR assumptions, we now know that the B photon was inherently a type that would have been absorbed at 0°, and was in fact transmitted at 40°.  (And conversely, if the B photon is of this type, experiment (3) will always give us a positive result.)

Now take a B photon from a positive experiment (3), and ask:  "If instead we had measured B at 20°, would it have been transmitted, or absorbed?"  Again by EPR's assumptions, there must be a definite answer to this question.  We could have measured A in the 20° basis, and then had certainty of what would happen at B, without disturbing B.  So there must be an "element of reality" for B's polarization at 20°.

But if B is a kind of photon that would be transmitted at 20°, then it is a kind of photon that implies a positive result in experiment (1).  And if B is a kind of photon that would be absorbed at 20°, it is a kind of photon that would imply a positive result in experiment (2).

If B is a kind of photon that is transmitted at 40° and absorbed at 0°, and it is either a kind that is absorbed at 20° or a kind that is transmitted at 20°; then B must be either a kind that is absorbed at 20° and transmitted at 40°, or a kind that is transmitted at 20° and absorbed at 0°.

So, on EPR's assumptions, it's really hard to see how the same source can manufacture photon pairs that produce 5.8% positive results in experiment (1), 5.8% positive results in experiment (2), and 20.7% positive results in experiment (3).  Every photon pair that produces a positive result in experiment (3) should also produce a positive result in either (1) or (2).

"Bell's inequality" is that any theory of hidden local variables implies (1) + (2) >= (3).  The experimentally verified fact that (1) + (2) < (3) is a "violation of Bell's inequality".  So there are no hidden local variables.  QED.

And that's Bell's Theorem.  See, that wasn't so horrible, was it?

When you measure at A, and your friend measures at B a few light-years away, different versions of you observe both possible outcomes—both possible polarizations for your photon.  But the amplitude of the joint world where you both see your photons transmitted, goes as √(1/2) * sin θ where θ is the angle between your polarizers.  So the squared modulus of the amplitude (which is how we get probabilities in quantum theory) goes as 1/2 sin2 θ, and that's the probability for finding mutual transmission when you meet a few years later and compare notes.  We'll talk tomorrow about why this doesn't violate Special Relativity.

Strengthenings of Bell's Theorem eliminate the need for statistical reasoning:  You can show that local hidden variables are impossible, using only properties of individual experiments which are always true given various measurements.  (Google "GHZ state" or "GHZM state".)  Occasionally you also hear that someone has published a strengthened Bell's experiment in which the two particles were more distantly separated, or the particles were measured more reliably, but you get the core idea.  Bell's Theorem is proven beyond a reasonable doubt.  Now the physicists are tracking down unreasonable doubts, and Bell always wins.

I know I sometimes speak as if Many-Worlds is a settled issue, which it isn't academically.  (If people are still arguing about it, it must not be "settled", right?)  But Bell's Theorem itself is agreed-upon academically as an experimental truth.  Yes, there are people discussing theoretically conceivable loopholes in the experiments done so far.  But I don't think anyone out there really thinks they're going to find an experimental violation of Bell's Theorem as soon as they use a more sensitive photon detector.

What does Bell's Theorem plus its experimental verification tell us, exactly?

My favorite phrasing is one I encountered in D. M. Appleby:  "Quantum mechanics is inconsistent with the classical assumption that a measurement tells us about a property previously possessed by the system."

Which is exactly right:  Measurement decoheres your blob of amplitude (world), splitting it into several noninteracting blobs (worlds).  This creates new indexical uncertainty—uncertainty about which of several versions of yourself you are.  Learning which version you are, does not tell you a previously unknown property that was always possessed by the system.  And which specific blobs (worlds) are created, depends on the physical measuring process.

It's sometimes said that Bell's Theorem rules out "local realism".  Tread cautiously when you hear someone arguing against "realism".  As for locality, it is, if anything, far better understood than this whole "reality" business:  If life is but a dream, it is a dream that obeys Special Relativity.

It is just one particular sort of locality, and just one particular notion of which things are "real" in the sense of previously uniquely determined, which Bell's Theorem says cannot simultaneously be true.

In particular, decoherent quantum mechanics is local, and Bell's Theorem gives us no reason to believe it is not real.  (It may or may not be the ultimate truth, but quantum mechanics is certainly more real than the classical hallucination of little billiard balls bopping around.)

Does Bell's Theorem prevent us from regarding the quantum description as a state of partial knowledge about something more deeply real?

At the very least, Bell's Theorem prevents us from interpreting quantum amplitudes as probability in the obvious way.  You cannot point at a single configuration, with probability proportional to the squared modulus, and say, "This is what the universe looked like all along."

In fact, you cannot pick any locally specified description whatsoever of unique outcomes for quantum experiments, and say, "This is what we have partial information about."

So it certainly isn't easy to reinterpret the quantum wavefunction as an uncertain belief.  You can't do it the obvious way.  And I haven't heard of any non-obvious interpretation of the quantum description as partial information.

Furthermore, as I mentioned previously, it is really odd to find yourself differentiating a degree of uncertain anticipation to get physical results—the way we have to differentiate the quantum wavefunction to find out how it evolves.  That's not what probabilities are for.

Thus I try to emphasize that quantum amplitudes are not possibilities, or probabilities, or degrees of uncertain belief, or expressions of ignorance, or any other species of epistemic creatures.  Wavefunctions are not states of mind.  It would be a very bad sign to have a fundamental physics that operated over states of mind; we know from looking at brains that minds are made of parts.

In conclusion, although Einstein, Podolsky, and Rosen presented a picture of the world that was disproven experimentally, I would still regard them as having won a moral victory:  The then-common interpretation of quantum mechanics did indeed have a one person measuring at A, seeing a single outcome, and then making a certain prediction about a unique outcome at B; and this is indeed incompatible with relativity, and wrong.  Though people are still arguing about that.

Next post: "Spooky Action at a Distance: The No-Communication Theorem"

In general, good explanation. You've infected me with the Born virus though, and now I cannot rest or be sane until I actually know the correct explanation. Well, I can sort of rest, but I wake up still frustrated at my lack of knowing, and so far unable to work it out on my own. :)

Aaanyways, since you're on the subject of some of the sorts of entanglement that "look wierd" from way up here in classical illusion land, mind talking a bit about quantum teleportation?

Psy-Kosh,
when you work it out tell the rest of humanity :)

I do find it intuitive that 'worlds' would interfere with each other so that if one found a photon in an unusual situation then the world/alternate photons would 'resist' that in some way. But I don't know enough of the details to propose a theory that I would not be confident could be shot down.

I don't mind non-local formula as long as they don't allow the sending of faster than light signals by humans. I always kind of want the speed of light to be like the speed of a glider in the game of life.

But you can send signals faster than the glider. They only move at c/4. There are spaceships that can move at c/2, and fuses and wicks that can move at c.

Unlike our universe, the refractive index of non-vacuum parts of lifespace is less than 1 wrt vacuum. c/2 is the orthogonal speed of light in vacuum, and c/4 is the diagonal speed of light in vacuum.

Olivier Costa De Beauregard claims to have found out an interpretation of the EPR paradox (implying retro-causality, that is, with the information going in the past and then in the future, doing a kind of temporal zig-zag) that is compatible with Einstein's science. Have you digged that?
Thanks,
Chris Masse

I think you read something which left out something; Belle's Theorem disproved "neo-realism," which is the idea that there was a classical-physics explanation, i/e, with real particles with real properties.  It's the model EPR was trying to assert over the Copenhagen interpretation - and that, indeed, was its only purpose, and I find it odd that you bring that thought experiment up out of the context of its intent.

Well, actually, Everette's Many-Worlds actually repermits classical physics within its confines, and hence real particles, as do other superdimensional interpretations - within his model, you're still permitted all the trappings of classical physics.  (As they break an assumption of normality in Belle's Theorem, namely, that there is only one universe, or in the case of superdimensionality, that the universe doesn't extend in other directions we can only detect abstractly.)

Chris, that possibility has been mooted several times, but no-one has ever made it work in detail, in a way that truly eliminates the mystery. For example, one might hope to show that the probability amplitude framework derives somehow from ordinary conditional probability in a temporally bidirectional framework (simultaneously conditioning upon events in the past and in the future, perhaps). But this has not been done. For a while I thought John Cramer's transactional interpretation might have achieved this, but if you look at his technical work, he's still employing the same sum-over-histories framework complete with complex numbers; the only difference is that he uses the time-symmetric action of Feynman and Wheeler to derive the amplitudes.

A lesser-known example is Mark Hadley, who wants to derive quantum mechanics from classical general relativity by way of microscopic closed timelike curves. He has an argument that this produces the qualitative features of quantum mechanics (such as incompatible observables) and that this in turn will necessitate the specific dynamical form of the theory. Certainly, if you imagine CTCs showing up at a constant rate per unit space-time volume, there would be scope for De Beauregard's zigzag causality to be taking place. But I think something's missing from Hadley's derivation, though I'd have to revisit it to be sure.

late comment, I was on vacation for a week, and am still catching up on this deep QM thread.

Very nice explanation of Bell's inequality.  For the first time I'm fully grokking how hidden variables are disproved.  (I have that "aha" that is not going away when I stop thinking about it for five seconds).   My first attempt to figure out QM via Penrose, I managed to figure out what the wave function meant mathematically, but was still pretty confused about the implications for physical reality, probably in similar fashion to physicists of the 30s and 40s, pre Bell.  I got bogged down and lost before getting to Bell's, which I'd heard of, but had trouble believing.  Your emphasis on configurations and the squared modulus business and especially focusing on the mathematical objects as "reality", while our physical intuitions are "illusions" was important in getting me to see what's going on.

Of course the mathematical objects aren't reality anymore than the mathematical objects representing billiard balls and water waves are.  But the key is that even the mathematical abstractions of QM are closer to the underlying reality than what we normally think of as "physical reality", i.e. our brain's representation thereof.

The GHZ state might be a better illustration, since it doesn't have the inherent probabilistic elements of the EPR/Bell state.

I have to say that the sequence on Quantum Mechanics has been awfully helpful so far, especially the stuff on entanglement and decoherence. Bell's Theorem makes a lot more sense now.

Perhaps one helpful way to get around the counterintuitive implications of entanglement would be to say that when one of the experimenters "measures the polarisation of photon A", they're really measuring the polarisation of both A and B? Because A and B are completely entangled, with polarisations that must be opposite no matter what, there's no such thing as "measuring A but not measuring B". A and B may be "distinct particles" (if distinct particles actually existed), but for quantum mechanical purposes, they're one thing. Using a horizontal-vertical basis, the system exists in a combination of four states: "A horizontal, B horizontal", "A horizontal, B vertical", "A vertical, B horizontal", "A vertical, B vertical". But because of the physical process that created the photons, the first and fourth components of the state have amplitude zero. On a quantum level, "measuring the polarisation of A" and "measuring the polarisation of B" mean exactly the same thing - you're measuring the state of the entangled system. The two experimenters always get the same result because they're doing the same experiment twice.

(Of course, when I say "measure the thing", I mean "entangle your own state with the state of the thing".)

After all, most practical experiments involve measuring something other than the actual thing you want to measure. A police radar gun doesn't actually measure the speed of the target car, it measures the frequency of a bunch of microwave photons that come back from the target. Nobody (especially not a policeman) would argue that you aren't "really" measuring the car's speed. Imagining for a moment that the car had any kind of macroscopic spread in its velocity amplitude distribution, the photons' frequency would then be entangled with the car's velocity, in such a way that only certain states, the ones where the car's velocity and the photons' frequency are correlated according to the Doppler effect, have any real amplitude. Thus, measuring the photons' frequency is exactly the same thing as measuring the car's velocity, because you're working with entangled states.

If, on the other hand, the pair of photons were produced by a process that doesn't compel opposite polarisations (maybe they produce a pair of neutrinos, or impart some spin to a nearby nucleus), then the four states mentioned above (A-hor B-hor, A-hor B-vert, A-vert B-hor, A-vert B-vert) all have nonzero amplitude. In this situation, measuring the polarisation of A is not an experiment that tells you the state of the system - only measuring both photons will do that.

You actually get neater numbers if you take 0°, 30° and 60°. Then the probabilities are 1/8,1/8 and 3/8. :)

I'm always disappointed by discussions of EPR and Bell's Theorem. 

Basically, everyone just starts from the assumption that Bell's probabilistic analysis was correct, ignores the detector efficiency and fair sampling loopholes, fails to provide provide real experimental data, and then concludes as EY does:

In conclusion, although Einstein, Podolsky, and Rosen presented a picture of the world that was disproven experimentally

My understanding is that due to the detector efficiency and fair sampling loopholes, what EY says here is flat out false. EPR has yet to be disproven experimentally.

But how do you know, asks Jaynes, that you won't find a way to predict the process tomorrow?  

Further, how do you know that there isn't an erroneous assumption in Bell's work? Science has always been full of those, and progress is made when erroneous assumptions are identified and abandoned. Should we really be 100% certain that there was no mistaken probabilistic assumptions in his work here at the Bayesian Conspiracy, where we poo poo the frequentist probabilistic assumptions which were standard at the time Bell did his work?

Jaynes has reservations about the probabilistic analysis behind Bell's Theorem, and they made a fair amount of sense to me.

Jaynes paper on EPR and Bell's Theorem: http://bayes.wustl.edu/etj/articles/cmystery.pdf

Jaynes speculations on quantum theory: http://bayes.wustl.edu/etj/articles/scattering.by.free.pdf

Jaynes actually also had correspondence with Everett, in 1957, and supposedly even sent him a letter reviewing a short version of Everett's thesis.

I don't have a copy of that, but int their other correspondence they seem to be talking more about Jaynes work in probability theory and statistical mechanics. Didn't see relevant comments on quantum theory, but mainly scanned the docs.

The Collected Works of Everett has some narrative about their interaction:
http://books.google.com/books?id=dowpli7i6TgC&pg=PA261&dq=jaynes+everett&hl=en&sa=X&ei=N9CdT9PSIcLOgAf-3vTxDg&ved=0CDYQ6AEwAQ#v=onepage&q&f=false

Hugh Everett marginal notes on page from E. T. Jaynes' "Information Theory and Statistical Mechanics"
http://ucispace.lib.uci.edu/handle/10575/1140

Hugh Everett handwritten draft letter to E.T. Jaynes, 15-May-1957
http://ucispace.lib.uci.edu/handle/10575/1186

Hugh Everett letter to E. T. Jaynes, 11-June-1957
http://ucispace.lib.uci.edu/handle/10575/1124

E.T. Jaynes letter to Hugh Everett, 17-June-1957
http://ucispace.lib.uci.edu/handle/10575/1158

Given Jayne's interest in the foundations of quantum theory, it seems extremely unlikely to me that he was unaware of MWI. I've read most of his papers since around 1980, and can't recall a mention anywhere. Surely he was aware, and surely he had an opinion. I wish I knew what it was.

It is a personal peeve when any explanation of the Bell Inequality fails to mention the determinist Big Loophole: It rules out nearly all local hidden-variable theories, except those for which the entire universe is ruled by hidden variables. If you reject the assumption of counterfactual definiteness (the idea that there is a meaningful answer to the question "what answer would I have gotten, had I conducted a different experiment?"), local hidden variable theories are not ruled out. This leads to superdeterminism and theories which assume that, through either hidden variables stretching back to t=0 or backwards-in-time signals, the universe accounted for the measurement and the result was determined to match.

This is, in fact, what I held to be the most likely total explanation for years, until I better understood both its implications and MWI. Which, in fact, also rejects counterfactual definiteness. MWI does it one better; it rejects factual definiteness, the idea that there is a well-defined answer to the question "What answer did I get?", since in alternate worlds you got different answers.

That helps me. In his book Quantum Reality, Nick Herbert phrases it this way:

The Everett multiverse violates the CFD assumption because although such a world has plenty of contrafactuality, it is short on definiteness.

which is cutely aphoristic, but confused me. What does contrafactuality even mean in MWI?

Pointing out that MWI rejects factual definiteness clears things up nicely.

The problem with superdeterminism it that it cannot be Turing-computable (in a practical sense, that we would be able to build a machine that would tell us what would happen in any simple quantum experiment.) To see this, imagine you have a machine which  tells you before any experiment whether a photon will go through the filter or not. Run this computer, say, a thousand times, then decide which filter to use depending on the result. (If it predicts ~%20, then do the one that should give you ~5.8%, and vice-versa). Unless the machine affects the results, you will find that it is wrong.

I fail to see how that has any relevance whatsoever. I think you are very confused about something, though I'm not sure what.

Talking about "Turing computability in a practical sense" is nonsensical; computability is defined by an infinite-tape machine with arbitrarily large finite time to compute, neither of which we have in a practical sense, and most cases where computability is in doubt make use of both properties.

Superdeterminism also doesn't need to care at all about the computer you've made to predict in advance what will happen. Unless you've found a way to "entangle" your computer with the hidden variables which determine the outcome of the result, the results it gives will know nothing about what the actual outcome will be, and just give you the Born probabilities instead.

My point was that if superdeterminism is true, it is not testable, because we can never get a full description of the rules within our universe.

And which other interpretation of quantum mechanics is Turing-computable, exactly? 

In principle, you could (as mentioned) get some other process connected to the same hidden variables, in which case you could predict some events with perfect accuracy, which would be pretty definitive confirmation of the hidden variable theory.

Sorry for being a pain, but I didn't understand exactly what you said. If you're still an active user, could you clear up a few things for me? Firstly, could you elaborate on counterfactual definiteness? Another user said contrafactual, is this the same, and what do other interpretations say on this issue? 

Secondly, I'm not sure what you meant by the whole universe being ruled by hidden variables, I'm currently interpreting that as the universe coming pre-loaded with random numbers to use and therefore being fully determined by that list along with the current probabilistic laws. Is that what you meant? If not, could you expand a little on that for me, it would help my understanding. Again, this is quite a long time post-event so if anyone reading this could respond that would be helpful.

Firstly, I am not an expert in QM, so you should take everything I say with a whole serving of salt.

1) Yes, counterfactual = contrafactual. What other interpretations of QM say about counterfactual definiteness I don't know. But wikipedia seems to give at least a cursory understanding to what is necessary for any interpretation to QM.

2) You could understand it that way, yes. Basically, the existence of hidden variables means 'just' that our current theory of QM is incomplete. So basically there is no collapsing wave function or decoherence or anything and all the seeming randomness we observe just comes from our not knowing which values those hidden variables take.

Again, if all I have said is complete and utter nonsense, please correct me!

Also not a QM expert, but this matches my understanding as well.

Why can't this be used for FTL communication? If nothing is done at A, then the probability of seeing B go through the 40° but not the 0° one is 20.8%. If A is measured at 20°, then regardless of what was measured at A, the probability of seeing B go through the 40° but not the 0° should be less than 11%, without knowing A. If I'm making an incorrect assumption, someone please point it out here.

Tread cautiously when you hear someone arguing against "realism"

This link appears to be dead.
I guess that it was supposed to point to this text :
https://www.yudkowsky.net/rational/the-simple-truth

(or : https://www.lesswrong.com/posts/X3HpE8tMXz4m4w6Rz/the-simple-truth )



Spooky Action at a Distance: The No-Communication Theorem

Previously in series:  Bell's Theorem: No EPR "Reality"

When you have a pair of entangled particles, such as oppositely polarized photons, one particle seems to somehow "know" the result of distant measurements on the other particle.  If you measure photon A to be polarized at 0°, photon B somehow immediately knows that it should have the opposite polarization of 90°.

Einstein famously called this "spukhafte Fernwirkung" or "spooky action at a distance".  Einstein didn't know about decoherence, so it seemed spooky to him.

Though, to be fair, Einstein knew perfectly well that the universe couldn't really be "spooky".  It was a then-popular interpretation of QM that Einstein was calling "spooky", not the universe itself.

Let us first consider how entangled particles look, if you don't know about decoherence—the reason why Einstein called it "spooky":

Suppose we've got oppositely polarized photons A and B, and you're about to measure B in the 20° basis.  Your probability of seeing B transmitted by the filter (or absorbed) is 50%.

But wait!  Before you measure B, I suddenly measure A in the 0° basis, and the A photon is transmitted!  Now, apparently, the probability that you'll see B transmitted is 11.6%.  Something has changed!  And even if the photons are light-years away, spacelike separated, the change still occurs.

"No, nothing has changed—measuring the A photon has told you something about the B photon, you have gained knowledge, you have carried out an inference about a distant object, but no physical influence travels faster-than-light.

"Suppose I put two index cards into an envelope, one marked '+' and one marked '-'.  Now I give one envelope to you, and one envelope to a friend of yours, and you get in a spaceship and travel a few light-years away from each other, and then you open your envelope and see '+'.  At once you know that your friend is holding the envelope marked '-', but this doesn't mean the envelope's content has changed faster than the speed of light.

"You are committing a Mind Projection Fallacy; the envelope's content is constant, only your local beliefs about distant referents change."

Bell's Theorem, covered yesterday, shows that this reply fails.  It is not possible that each photon has an unknown but fixed individual tendency to be polarized a particular way.  (Think of how unlikely it would seem, a priori, for this to be something any experiment could tell you!)

Einstein didn't know about Bell's Theorem, but the theory he was criticizing did not say that there were hidden variables; it said that the probabilities changed directly.

But then how fast does this influence travel?  And what if you measure the entangled particles in such a fashion that, in their individual reference frames, each measurement takes place before the other?

These experiments have been done.  If you think there is an influence traveling, it travels at least six million times as fast as light (in the reference frame of the Swiss Alps).  Nor is the influence fazed if each measurement takes place "first" within its own reference frame.

So why can't you use this mysterious influence to send signals faster than light?

Here's something that, as a kid, I couldn't get anyone to explain to me:  "Why can't you signal using an entangled pair of photons that both start out polarized up-down?  By measuring A in a diagonal basis, you destroy the up-down polarization of both photons.  Then by measuring B in the up-down/left-right basis, you can with 50% probability detect the fact that a measurement has taken place, if B turns out to be left-right polarized."

It's particularly annoying that nobody gave me an answer, because the answer turns out to be simple:  If both photons have definite polarizations, they aren't entangled.  There are just two different photons that both happen to be polarized up-down.  Measuring one photon doesn't even change your expectations about the other.

Entanglement is not an extra property that you can just stick onto otherwise normal particles!  It is a breakdown of quantum independence.  In classical probability theory, if you know two facts, there is no longer any logical dependence left between them.  Likewise in quantum mechanics, two particles each with a definite state must have a factorizable amplitude distribution.

Or as old-style quantum theory put it:  Entanglement requires superposition, which implies uncertainty.  When you measure an entangled particle, you are not able to force your measurement result to take any particular value.  So, over on the B end, if they do not know what you measured on A, their probabilistic expectation is always the same as before.  (So it was once said).

But in old-style quantum theory, there was indeed a real and instantaneous change in the other particle's statistics which took place as the result of your own measurement.  It had to be a real change, by Bell's Theorem and by the invisibly assumed uniqueness of both outcomes.

Even though the old theory invoked a non-local influence, you could never use this influence to signal or communicate with anyone.  This was called the "no-signaling condition" or the "no-communication theorem".

Still, on then-current assumptions, they couldn't actually call it the "no influence of any kind whatsoever theorem".  So Einstein correctly labeled the old theory as "spooky".

In decoherent terms, the impossibility of signaling is much easier to understand:  When you measure A, one version of you sees the photon transmitted and another sees the photon absorbed.  If you see the photon absorbed, you have not learned any new empirical fact; you have merely discovered which version of yourself "you" happen to be.  From the perspective at B, your "discovery" is not even theoretically a fact they can learn; they know that both versions of you exist.  When B finally communicates with you, they "discover" which world they themselves are in, but that's all.  The statistics at B really haven't changed—the total Born probability of measuring either polarization is still just 50%!

A common defense of the old theory was that Special Relativity was not violated, because no "information" was transmitted, because the superluminal influence was always "random".  As some Hans de Vries fellow points out, information theory says that "random" data is the most expensive kind of data you can transmit.  Nor is "random" information always useless:  If you and I generate a million entangled particles, we can later measure them to obtain a shared key for use in cryptography—a highly useful form of information which, by Bell's Theorem, could not have already been there before measuring.

But wait a minute.  Decoherence also lets you generate the shared key.  Does decoherence really not violate the spirit of Special Relativity?

Decoherence doesn't allow "signaling" or "communication", but it allows you to generate a highly useful shared key apparently out of nowhere.  Does decoherence really have any advantage over the old-style theory on this one?  Or are both theories equally obeying Special Relativity in practice, and equally violating the spirit?

A first reply might be:  "The shared key is not 'random'.  Both you and your friend generate all possible shared keys, and this is a deterministic and local fact; the correlation only shows up when you meet."

But this just reveals a deeper problem.  The counter-objection would be:  "The measurement that you perform over at A, splits both A and B into two parts, two worlds, which guarantees that you'll meet the right version of your friend when you reunite.  That is non-local physics—something you do at A, makes the world at B split into two parts.  This is spooky action at a distance, and it too violates the spirit of Special Relativity.  Tu quoque!"

And indeed, if you look at our quantum calculations, they are written in terms of joint configurations.  Which, on reflection, doesn't seem all that local!

But wait—what exactly does the no-communication theorem say?  Why is it true?  Perhaps, if we knew, this would bring enlightenment.

Here is where it starts getting complicated.  I myself don't fully understand the no-communication theorem—there are some parts I think I can see at a glance, and other parts I don't.  So I will only be able to explain some of it, and I may have gotten it wrong, in which case I pray to some physicist to correct me (or at least tell me where I got it wrong).

When we did the calculations for entangled polarized photons, with A's polarization measured using a 30° filter, we calculated that the initial state

√(1/2) * ( [ A=(1 ; 0) ∧ B=(0 ; 1) ] - [ A=(0 ; 1) ∧ B=(1; 0) ] )

( -(√3)/2 * √(1/2) * [ A=(-(√3)/2 ; 1/2) ∧ B=(0 ; 1) ] )
- ( 1/2 * √(1/2) * [ A=(-(√3)/2 ; 1/2) ∧ B=(1; 0) ] )

and symmetrically (though we didn't do this calculation) another blob for

( 1/2 * √(1/2) * [ A=(1/2 ; (√3)/2) ∧ B=(0 ; 1) ] )
 - ( (√3)/2 * √(1/2) * [ A=(1/2 ; (√3)/2) ∧ B=(1; 0) ] )

These two blobs together add up, linearly, to the initial state, as one would expect.  So what changed?  At all?

What changed is that the final result at A, for the first blob, is really more like:

(Sensor-A-reads-"ABSORBED") * (Experimenter-A-sees-"ABSORBED") *
{ ( -(√3)/2 * √(1/2) * [ A=(-(√3)/2 ; 1/2) ∧ B=(0 ; 1) ] )
 -( 1/2 * √(1/2) * [ A=(-(√3)/2 ; 1/2) ∧ B=(1; 0) ] ) }

What changed is that one blob in configuration space, was decohered into two distantly separated blobs that can't interact any more.

As we saw from the Heisenberg "Uncertainty Principle", decoherence is a visible, experimentally detectable effect.  That's why we have to shield quantum computers from decoherence.  So couldn't the decohering measurement at A, have detectable consequences for B?

√(1/2) * ( [ A=(1 ; 0) ∧ B=(0 ; 1) ] - [ A=(0 ; 1) ∧ B=(1; 0) ] )

From B's perspective, this state is already "not all that coherent", because no matter what B does, it can't make the A=(1 ; 0) and A=(0 ; 1) configurations cross paths.  There's already a sort of decoherence here—a separation that B can't eliminate by any local action at B.

And as we've earlier glimpsed, the basis in which you write the initial state is arbitrary.  When you write out the state, it has pretty much the same form in the 30° measuring basis as in the 0° measuring basis.

In fact, there's nothing preventing you from writing out the initial state with A in the 30° basis and B in the 0° basis, so long as your numbers add up.

Indeed this is exactly what we did do, when we first wrote out the four terms in the two blobs, and didn't include the sensor or experimenter.

So when A permanently decohered the blobs in the 30° basis, from B's perspective, this merely solidified a decoherence that B could have viewed as already existing.

Obviously, this can't change the local evolution at B (he said, waving his hands a bit).

Now this is only a statement about a quantum measurement that just decoheres the amplitude for A into parts, without A itself evolving in interesting new directions.  What if there were many particles on the A side, and something happened on the A side that put some of those particles into identical configurations via different paths?

This is where linearity and unitarity come in.  The no-communication theorem requires both conditions: in general, violating linearity or unitarity gives you faster-than-light signaling.  (And numerous other superpowers, such as solving NP-complete problems in polynomial time, and possibly Outcome Pumps.)

By linearity, we can consider parts of the amplitude distribution separately, and their evolved states will add up to the evolved state of the whole.

Suppose that there are many particles on the A side, but we count up every configuration that corresponds to some single fixed state of B—say, B=(0 ; 1) or B=France, whatever.  We'd get a group of components which looked like:

(AA=1 ∧ AB=2 ∧ AC=Fred ∧ B=France) +
(AA=2 ∧ AB=1 ∧ AC=Sally ∧ B=France) + ...

Linearity says that we can decompose the amplitude distribution around states of B, and the evolution of the parts will add to the whole.

Assume that the B side stays fixed.  Then this component of the distribution that we have just isolated, will not interfere with any other components, because other components have different values for B, so they are not identical configurations.

And unitary evolution says that whatever the measure—the integrated squared modulus—of this component, the total measure is the same after evolution at A, as before.

So assuming that B stays fixed, then anything whatsoever happening at A, won't change the measure of the states at B (he said, waving his hands some more).

Nor should it matter whether we consider A first, or B first.  Anything that happens at A, within some component of the amplitude distribution, only depends on the A factor, and only happens to the A factor; likewise with B; so the final joint amplitude distribution should not depend on the order in which we consider the evolutions (and he waved his hands a final time).

It seems to me that from here it should be easy to show no communication considering the simultaneous evolution of A and B.  Sadly I can't quite see the last step of the argument.  I've spent very little time doing actual quantum calculations—this is not what I do for a living—or it would probably be obvious.  Unless it's more subtle than it appears, but anyway...

Anyway, if I'm not mistaken—though I'm feeling my way here by mathematical intuition—the no-communication theorem manifests as invariant generalized states of entanglement.  From B's perspective, they are entangled with some distant entity A, and that entanglement has an invariant shape that remains exactly the same no matter what happens at A.

To me, at least, this suggests that the apparent non-locality of quantum physics is a mere artifact of the representation used to describe it.

If you write a 3-dimensional vector as "30° west of north, 40° upward slope, and 100 meters long," it doesn't mean that the universe has a basic compass grid, or that there's a global direction of up, or that reality runs on the metric system.  It means you chose a convenient representation.

Physics, including quantum physics, is relativistically invariant:  You can pick any relativistic frame you like, redo your calculations, and always get the same experimental predictions back out.  That we know.

Now it may be that, in the course of doing your calculations, you find it convenient to pick some reference frame, any reference frame, and use that in your math.  Greenwich Mean Time, say.  This doesn't mean there really is a central clock, somewhere underneath the universe, that operates on Greenwich Mean Time.

The representation we used talked about "joint configurations" of A and B in which the states of A and B were simultaneously specified.  This means our representation was not relativistic; the notion of "simultaneity" is arbitrary.  We assumed the universe ran on Greenwich Mean Time, in effect.

I don't know what kind of representation would be (1) relativistically invariant, (2) show distant entanglement as invariant, (3) directly represent space-time locality, and (4) evolve each element of the new representation in a way that depended only on an immediate neighborhood of other elements.

But that representation would probably be a lot closer to the Tao.

My suspicion is that a better representation might take its basic mathematical objects as local states of entanglement.  I've actually suspected this ever since I heard about holographic physics and the entanglement entropy bound.  But that's just raw speculation, at this point.

However, it is important that a fundamental representation be as local and as simple as possible.  This is why e.g. "histories of the entire universe" make poor "fundamental" objects, in my humble opinion.

And it's why I find it suspicious to have a representation for calculating quantum physics that talks about a relativistically arbitrary "joint configuration" of A and B, when it seems like each local position has an invariant "distant entanglement" that suffices to determine local evolution.  Shouldn't we be able to refactor this representation into smaller pieces?

Though ultimately you do have to retrieve the phenomenon where the experimenters meet again, after being separated by light-years, and discover that they measured the photons with opposite polarizations.  Which is provably not something you can get from individual billiard balls bopping around.

I suspect that when we get a representation of quantum mechanics that is local in every way that the physics itself is local, it will be immediately obvious—right there in the representation—that things only happen in one place at a time.

Hence, no faster-than-light communicators.  (Dammit!)

Now of course, all this that I have said—all this wondrous normality—relies on the decoherence viewpoint.

It relies on believing that when you measure at A, both possible measurements for A still exist, and are still entangled with B in a way that B sees as invariant.

All the amplitude in the joint configuration is undergoing linear, unitary, local evolution.  None of it vanishes.  So the probabilities at B are always the same from a global standpoint, and there is no supraluminal influence, period.

If you tried to "interpret" things any differently... well, the no-communication theorem would become a lot less obvious.

Eliezer, I know your feelings about density matrices, but this is exactly the sort of thing they were designed for.  Let ρAB be the joint quantum state of two systems A and B, and let UA be a unitary operation that acts only on the A subsystem.  Then the fact that UA is trace-preserving implies that TrA[UA ρAB UA*] = ρB, in other words UA has no effect whatsoever on the quantum state at B.  Intuitively, applying UA to the joint density matrix ρAB can only scramble around matrix entries within each "block" of constant B-value.  Since UA is unitary, the trace of each of these blocks remains unchanged, so each entry (ρB)ij of the local density matrix at B (obtained by tracing over a block) also remains unchanged.  Since all we needed about UA was that it was trace-preserving, this can readily be generalized from unitaries to arbitrary quantum operations including measurements.  There, we just proved the no-communication theorem, without getting our hands dirty with a single concrete example! :-)

Scott, I am sure that would be a deeply satisfying explanation, and moreover, I would be able to find a nice concrete example by which I could explain it to all my readers, if only I knew what the hell a density matrix means, physically.  Not how to define it, what it means.  This information seems to have been left out of physics textbooks and Wikipedia.

I have never really had time to sit down and just study QM properly.  I'm sure that the meaning of a density matrix will be completely obvious in retrospect.  I'm sure that I will slap myself on the forehead for not getting earlier.  And I'm sure that, once I finally get it, I will be filled with the same feeling of absolute indignation that overtook me when I realized why the area under a curve is the anti-derivative, realized how truly beautiful it was, and realized that this information had not been mentioned anywhere in my goddamned calculus textbook.  Why?

Another late response from me as I read through this series again:

"I realized why the area under a curve is the anti-derivative, realized how truly beautiful it was"

Would this be that the curve is the rate-of-change of the area (as the curve goes up, so does the area beneath it)?

Scott: I'm a bit confused by what you're doing here: TrA[UA ρAB UA*] = ρB

Specifically, I understand what a trace is, but what's TrA mean? ie, I'm guessing it's not a scalar given that it looks like multiplying (if that's the intended operation) it by the transformed density matrix of AB gives you a density matrix of B, which presumably has fewer dimensions.

Psy-Kosh: TrA just means the operation that "traces out" (i.e., discards) the A subsystem, leaving only the B subsystem.  So for example, if you applied TrA to the state |0〉|1〉, you would get |1〉.  If you applied it to |0〉|0〉+|1〉|1〉, you would get a classical probability distribution that's half |0〉 and half |1〉.  Mathematically, it means starting with a density matrix for the joint quantum state ρAB, and then producing a new density matrix ρB for B only by summing over the A-indices (sort of like tensor contraction in GR, if that helps).

Eliezer: The best way I can think of to explain a density matrix is, it's what you'd inevitably come up with if you tried to encode all information locally available to you about a quantum state (i.e., all information needed to calculate the probabilities of local measurement outcomes) in a succinct way.  (In fact it's the most succinct possible way.)

You can see it as the quantum generalization of a probability distribution, where the diagonal entries represent the probabilities of various measurement outcomes if you measure in the "standard basis" (i.e., whatever basis the matrix happens to be presented in).  If you measure in a different orthogonal basis, identified with some unitary matrix U, then you have to "rotate" the density matrix ρ to UρU before measuring it (where U is U's conjugate transpose).  In that case, the "off-diagonal entries" of ρ (which intuitively encode different pairs of basis states' "potential for interfering with each other") become relevant.

If you understand (1) why density matrices give you back the usual Born rule when ρ=|ψ〉〈ψ| is a pure state, and (2) why an equal mixture of |0〉 and |1〉 leads to exactly the same density matrix as an equal mixture of |0〉+|1〉 and |0〉-|1〉, then you're a large part of the way to understanding density matrices.

One could argue that density matrices must reflect part of the "fundamental nature of QM," since they're too indispensable not to.  Alas, as long as you insist on sharply distinguishing between the "really real" from the "merely mathematical," density matrices might always cause trouble, since (as we were discussing a while ago) a density matrix is a strange sort of hybrid of amplitude vector with probability distribution, and the way you pick apart the amplitude vector part from the probability distribution part is badly non-unique.  Think of someone who says: "I understand what a complex number does -- how to add and multiply one, etc. -- but what does it mean?"  It means what it does, and so too with density matrices.

Think of someone who says: “I understand what a complex number does—how to add and multiply one, etc. -- but what does it mean?” It means what it does, and so too with density matrices.

But a complex number does mean something intuitive: it represents a rotation, or something like a rotation in whatever system is at hand. Indeed once you understand this it becomes so much easier to work with complex numbers... I too would like an intuition for density matrices that matches.

As for your pedagogical question, Eliezer -- well, the gift of explaining mathematical concepts verbally is an incredibly rare one (I wish every day I were better at it).  I don't think most textbook writers are being deliberately obscure; I just think they're following the path of least resistance, which is to present the math and hope each individual reader (after working it through) will have his or her own forehead-slapping "aha!" moment.  Often (as with your calculus textbook) that's a serious abdication of authorial responsibility, but in some cases there might really not be any faster way.

To echo Scott, a density matrix is a probability distribution over quantum states - over a set of basis states, specifically. But if you pick a new basis, the same density matrix resolves into a different probability distribution over a different set of quantum states. If you believe that reality does reduce to amplitude flows in configuration space, then that means that one basis, the position basis, is the real one (since it corresponds to different possible states of reality, i.e. distributions of amplitude in configuration space); you can think of a density matrix as a probability distribution, period, and you're done. Density matrices will mean trouble if and only if you want to think of various incompatible choices of basis as equally real.

I would suggest that understanding superdense coding is another test of whether one's explanation of the significance of entanglement works. There is no purely quantum communication at a distance, but there can be a quantum rider on an otherwise classical communication channel.

Not exactly. By writing down a density matrix you specify a special basis (via the eigenvectors) and cannot change this basis and still have some meaning. Eliezer, back in the beginning of the series you wrote about classical phase space and that it is an optional addition to classical mechanics, while QM inherently takes place in configuration space. Well, the density matrix is sort of the same addition to QM. Whether we have (in some basis) a simple state or a linear combination thereof is a physical fact that does not say anything about our beliefs. But if we want to express that a system could be in one of several states with different probabilities (or, equivalently, a lot of equally prepared systems are in one state each and the percentage of systems in a particular state is given), you use a density matrix. Because a hermitian matrix encodes exactly two informations: it picks an orthogonal basis (the eigenvectors) and stores a number for each of those basis vectors (the eigenvalue). In the case of the density matrix these are the possible states with their probabilities.
By the Way, that's also why we use hermitian operators/matrices to represent observables:  they specify the states the measurement is designed to distinguish together with the results of the measurement in each case.

when I realized why the area under a curve is the anti-derivative, realized how truly beautiful it was, and realized that this information had not been mentioned anywhere in my goddamned calculus textbook. Why?

Have you seen better since? Please can anyone recommend a high quality, intuitive, get-what-it-actually-means, calculus tutorial or textbook, preferably with exercises, and if so, please could you share the link?

While I'm asking, same question for Statistical hypothesis testing. Thanks.

14 years too late, but I can never pass on an opportunity to recommend "Essence of Calculus" by 3blue1brown on youtube.

It is a series of short clips, explaining Calculus concepts and core ideas without too much formalism and with plenty of geometric examples.

Eliezer; My suspicion is that a better representation might take its basic mathematical objects as local states of entanglement.

A local state of entanglement is a bit of an oxymoron. Though you could take one part of an entangled state and trace over all distant degrees of freedom. You'd end up with a "reduced density matrix". If you did that for each part separately, you'd have a set of reduced density matrices. To reconstitute the whole, you need some extra information as well, about how they fit together. In any case, that would be one way to pursue this program; a potentially more sophisticated version of searching for the "elements of reality" in the tensor factors of the global quantum state, which is a bit like using entanglement to define what is local, rather than vice versa.

If I had the time myself (and maybe I'll make the time), I would be trying to pursue this line of thought in the context of "M(atrix) theory", which I believe is a limit of string theory that reduces to point objects ("D0-branes") connected by a web of strings (the rows and columns of the capital-M Matrix correspond to the D0-branes, the matrix elements to the strings connecting them). There are many people who think that those are the fundamental degrees of freedom of string theory, and it has the Machian, particulate, geometry-independent feel that one might expect of the bottom level. You would then be trying to piece together the quantum state of the universe from reduced D0-brane density matrices, basically. But I think that if you could do this, you wouldn't need the many-worlds perspective any more. These quasilocal component quantum states would not be further reduced to amplitude distributions on little configuration spaces; they would be the ultimate states of things themselves.

Mitchell: No, even if you want to think of the position basis as the only "real" one, how does that let you decompose any density matrix uniquely into pure states?  Sure, it suggests a unique decomposition of the maximally mixed state, but how would you decompose (for example) ((1/2,1/4),(1/4,1/2))?

Scott:  Think of someone who says: "I understand what a complex number does -- how to add and multiply one, etc. -- but what does it mean?"

Sounds like a perfectly legitimate question to me.  Feynman's excellent answer is that, in the context of QM, it means a little 2D arrow.

I say this tongue-in-cheek and completely seriously at the same time.

The idea that density matrices summarize locally invariant entanglement information is certainly helpful, but I still don't know how to start with a density matrix and visualize some physical situation, nor can I take your proof and extract back out an argument that would complete the demonstration in this blog post. I confess this is strictly a defect of my own education, but...

But still, surely you see the difference between saying "Now let this be a trace-preserving operation on this density matrix that is the outer product of the AB state," and saying "Now split up the joint amplitude distribution on A and B according to distinct states of B, and let anything whatsoever happen to the A side; since the evolution is unitary, it won't change the squared modulus of any B-group of states, hence it won't change the perceived probabilities at B."

Recovering irrationalist, no, I've never seen a good calculus textbook in my life.  Admittedly my requirements are unusual:  The book I've always wanted to read is "The Pure Joy of Calculus For People Who Are Good At Math", rather than "A Giant Dull Tome of Calculus For Students Who Would Rather Be Somewhere Else" or "Calculus for Nitpicking Formalists".

Scott: Thanks, that clarifies it. (As far as the, what now I look up and find to be the partial trace thing)

Scott and Eliezer: As far as what density matricies "really physically are"... well, this isn't an answer so much as a notion of what form the answer might take: Since the laws of probability and rationality are LAWS rather than "just good ideas", it isn't entirely shocking that there'd be some mathematical object th that would seem to act like the place where the territory and map meet. More to the point, the some mathematical object related to the physics that says "this is the most accurate your map can possibly be given the information of whatever is going on with this part/factor of reality."

Alternately, since our map has to be encoded physically. ie, the map isn't the teritory, but the territory contains the map, then not too shocking that there's something about reality that could tell us something semidirectly about maps.

I may just be reshuffling my confusion here. In fact, I pretty sure I am, but it does seem to me that something like what I said above is possibly "what a density matrix 'really' is"

"The idea that density matrices summarize locally invariant entanglement information is certainly helpful, but I still don't know how to start with a density matrix and visualize some physical situation, nor can I take your proof and extract back out an argument that would complete the demonstration in this blog post. I confess this is strictly a defect of my own education, but..."

From what I understand (which is admittedly not much; I could well be wrong), a density matrix is the thingy that describes the probability distribution of the quantum system over all possible states. Suppose that you have a set of quantum states A1...An. The density matrix is a way of describing a system that, say, has a 75% chance of being in A1 and a 25% chance of being in A2, or a 33% chance of being in A1 or A2 or A4, or whatever. You can then plug the density matrix into the standard quantum equations, but everything you get back will have one extra dimension, to account for the fact that the system you are discussing is described by a distribution rather than a pure quantum state.

The gist of Scott Aaronson's proof is (again, if I understand correctly): Suppose that you have two quantum systems, A and B. List the Cartesian product over all possible states of A and B (A1B1, A2B1, A3B1, etc., etc.). Use a density matrix to describe a probability distribution over these states (10% chance of A1B1, 5% chance of A1B2, whatever). Suppose that you are physically located at system A, and you fiddle with the density matrix using some operator Q. Using some mathematical property of Q which I don't really understand, you can show that, after Q has been applied, another person's observations at B will be the same as their earlier observations at B (ie, the density matrix after Q acts the same as it did before Q, so long as you only consider B).

Eliezer: "Why can't you signal using an entangled pair of photons that both start out polarized up-down?  By measuring A in a diagonal basis, you destroy the up-down polarization of both photons.  Then by measuring B in the up-down/left-right basis, you can with 50% probability detect the fact that a measurement has taken place, if B turns out to be left-right polarized ... the answer turns out to be simple:  If both photons have definite polarizations, they aren't entangled."

You can adjust this slightly so that answer no longer applies. Start with two entangled photons A and B that we know have opposite polarizations, so they really are entangled. At A we have a detector behind a filter that can be rotated either vertically or at a 45 degree angle. This is our signal source.

At B, we use a mirror that reflects, say, vertically polarized photons and transmits horizontally polarized; then we recombine the beams from slightly different angles onto a detector. So if we were to send B photons that have gone through a vertical or horizontal filter, we get no interference pattern at the detector, but if we send it photons that went through a diagonal filter, one would show up.

Now if we put the diagonal filter on at A, we know the diagonal polarization at B, and therefore do not know the horizontal/vertical polarization, and so we get an interference pattern. If we put vertical filter on at A, we know the vertical polarization at B, and the interference pattern disappears. Thus we seem to have faster-than-light (or back in time, if you prefer) communication.

(Of course this doesn't actually work, but I think it's a lot harder to explain why in understandable terms.)

Since the laws of probability and rationality are LAWS rather than "just good ideas", it isn't entirely shocking that there'd be some mathematical object th that would seem to act like the place where the territory and map meet. More to the point, the some mathematical object related to the physics that says "this is the most accurate your map can possibly be given the information of whatever is going on with this part/factor of reality."

That's a beautiful way of putting it, which expresses what I was trying to say much better than I did.

That is a good puzzle, Jeff. I remember debating a similar experiment a few years ago on a mailing list. At the time I discovered an analysis of a related idea at http://www.flownet.com/gat/QM.pdf.

The conclusion was that you don't get interference regardless of what you do at the other end, because the paths are potentially distinguishable. There would only be interference when paths are indistinguishable. In other words, photons in the entangled state are kind of weird. I think in terms of the discussion above, you might say that such a photon needs to be described by a density matrix rather than a state vector. This makes it work a little differently than photons from simpler sources.

It's particularly annoying that nobody gave me an answer, because the answer turns out to be simple

The answer you give might be the simple answer to the question you asked, but I have trouble figuring out what you were suggesting in the first place (even given the answer!). Figuring out the question, the confusion, so that it's possible to supply the simple answer is really hard.

Similarly, I'm skeptical of your claim that your calculus text failed an easy chance to communicate insight. I've had a lot of bad experiences with textbooks, where I eventually figure it out, perhaps from another source, come back and can't see what was wrong with the book. If there is something worthy of indignation for its not being shared, why don't you share it?

Let me try, and likely fail, to communicate mathematical insight: matrices are evil. Moving to matrices involves choosing a basis. Usually, as in Scott's example, you just want a direct sum decomposition; it's more natural, and it doesn't clutter the problem with unnecessary entries or indices.

Scott: how does that let you decompose any density matrix uniquely into pure states?

Yes, that was a very bad thing I said. Because even if my density matrix is diagonal in one basis, if I nontrivially change basis it will no longer be diagonal, and so won't be interpretable as a straightforward probability distribution over the new basis states. I must retract, retreat, and retrace my steps.

Scott: Thanks. Though "eeeew" at all my typos. Anyways, there're still aspects I'm unsure of, but hopefully with more reading, playing around with the relevant mathematical dohickies, and thinking, I'll gain a better grasp.

I find myself unable to give an "interpretation-independent" account of what a density matrix is that would be any advance on what's already been said. It is, among other things, a way to represent a probability distribution over quantum states, but you can get the same density matrix from different starting points; but that is less of a problem if you have decided in advance that only certain starting points (e.g. configuration basis, position eigenstates) correspond to reality; that's what I should have said. And the response of a diehard "positionist" to Scott's challenge would be, I think, that any density matrix which cannot be reduced to a mixture of position-basis pure states could only have arisen as the reduced density matrix describing some part of a larger pure state.

I suppose the bigger question is whether the formal ability to change basis in Hilbert space, or even to work independently of any basis at all, is a principle which should be accorded the same significance as, say, special relativity. There is a curious argument for the priority of position, utilizing probability currents and "weak-valued measurements". In that paper it is expressed in the context of Bohm-like hidden variables theories, but I wonder if it can be transposed into a many-worlds perspective.

Hal Finney: "...at the time I discovered an analysis of a related idea at http://www.flownet.com/gat/QM.pdf".

That's a great link--thanks! That puzzle puzzled me for years, ever since I read about some EPR experiments in Scientific American as a kid, and wondered why they didn't just tweak the experiment a bit to make it actually interesting. That paper is the best explanation I've seen by far.

The conclusion was that you don't get interference regardless of what you do at the other end, because the paths are potentially distinguishable.

That's not quite true.  The conclusion was that there actually is interference at the other end, but there are two interference patterns that cancel each other out and make it appear that there is no interference.  You can apparently produce interference by bringing (classical) information back form one end of the experiment to the other, but you aren't really creating it, you are just "filtering out" interference that was already there.

Spooky correlations between separate photons were demonstrated
in an experiment at the Royal Signals and Radar Establishment in
England. In this simplified depiction, a down-converter sends pairs
of photons in opposite directions. Each photon passes through a
separate two-slit apparatus and is directed by mirrors to a detector.
Because the detectors cannot distinguish which slit a photon passes
through each photon goes both ways generating an interference
pattern.... Yet each photon's momentum is also correlated with its
partner's. A measurement showing a photon going through the
upper left slit would instantaneously force its distant partner to go

I'm so glad that paper says measurement is entanglement because what I've been thinking is that consecutive photons, in a dimmed to one photon at a time two-slit experiment, are the ones interfering not the photon interfering with itself.

Also everything so far from this series says that polarization also determines the slit that is chosen.

What would happen if you had three sources on a rotating platform each taking turns firing at the two slits?

(I can't find the "rerun" version of this page, so am posting my questions here).

For all these types of experiments, how do they "aim" the particle so it hits its target from far away? It would seem that the experimenters would know pretty much where the particle is when it shoots out of the gun (or whatever), so would not the velocity be all over the place? In the post on the Heisenberg principle, there was an example of letting the sun shine through a hole in a piece of paper, which caused the photons to spread pretty widely, pretty quickly.

Does the polarization vector change as the photon moves along? It seems to be very similar to a photon's "main" wave function, as it can be represented as a complex number (and is even displayed as an arrow, like Feynman uses). But I know those Feynman arrows spin according to the photon's wavelength.

Finally - and this is really tripping me up - why can we put in the minus sign in the equation that you say "we will need" later, instead of a + sign? If you have two blobs of amplitude, you need to add them to get the wave function, yes?  If that is not the case, I have SEVERELY misunderstood the most basic posts of this sequence. 

You have already asked these 3 questions and had them answered:
http://lesswrong.com/lw/btv/seq_rerun_on_being_decoherent/6f5f

To clarify the answer at point 3, if you phase shift by half a cycle and add, well, that's called 'subtraction'.

Thanks; sorry about the duplicate question post, I had not been able to find the "replay" version of this particular article. 

There must be something I'm missing here.  The previous post pretty definitively proved to me that the no communication clause must be false.

Consider the latter two experiments in the last post:

Lets say I'm on Planet A and my friend is on Planet B, and we are both constantly receiving entangled pairs of photons from some satellite stationed between us.  I'm filtering my photons on planet A at 20°, and my friend on planet B is filtering his at 40°.  He observes a 5.8% chance that his photons are transmitted, in accordance with the experiment.  I want to send him a signal faster than light, so I turn my filter to 0°.  He should now observe that his photons have a 20.7% chance of being transmitted.

This takes some statistical analysis before he can determine that the signal has really been sent, but the important part is that it makes the speed of sending the message not dependent on the distance, but on the number of particles sent.  Given a sufficient distance and enough particles, it should be faster than light, right?

Those are the probabilities that both halves of a pair of photons are transmitted, so you can't determine them without the information from both detectors. The distribution at each individual detector doesn't change, it's the correlation between them that changes.

The distribution at each individual detector doesn't change, it's the correlation between them that changes.

... And to calculate this correlation one needs to transmit information by classical means, no faster than light.

Oh.  I can imagine a distribution that looks like that.  It would have been helpful if he had given us all the numbers.  Perhaps he does in this blog post, but I got confused part way through and couldn't make it to the end.

From the decoherent point of view, the no-communication theorem is fairly simple (if you are comfortable with tensor products*). Suppose that Alice and Bob are studying the two quantum systems  and , whose state spaces are represented by Hilbert spaces  and , respectively. Then the state space of the joint system is . Now suppose that Alice makes a measurement on** system , and Bob makes a measurement on system . These measurements are represented physically by unitary transformations  and . The effect of the measurements on the joint system are therefore represented by the unitary transformations  and , where  and  are the identity transformations on  and , respectively. The key to the no-communication theorem is the observation that the transformations  and  commute with each other. (Either way you take the product you get .) It implies that if we do our calculations assuming that Alice did her measurement first, then we will get the same answers as if we do our calculations assuming that Bob did his measurement first. So let's do our calculations assuming that Bob measured first, as it will be easier to analyze that way.

After Bob makes his measurement, the amplitude of the universe is split up into two blobs, one corresponding to Bob recording Possible Outcome 1 and another correspondint to Bob recording Possible Outcome 2. The size of these blobs, as measured by square-integrating, is independent of anything that Alice does (since according to this formulation of the problem, Alice hasn't done anything yet). Now when Alice makes her measurement, the size of the blobs is preserved because of unitarity. Moreover (and this is the crucial point) the blob corresponding to Outcome 1 gets mapped to another blob corresponding to Outcome 1, and the blob corresponding to Outcome 2 gets mapped to another blob corresponding to Outcome 2. Thus, the final size of the blobs corresponding to the different outcomes is independent of Alice's choice, and according to the Born probabilities that means Bob's expectations about his measurement are also independent of Alice's choice.

The fact that outcomes are preserved under Alice's action is worth remarking further on. Intuitively, it corresponds to the fact that recorded measurements don't erase themselves randomly. Scientifically, it corresponds to the complicated phenomenon known as decoherence, which is much harder to describe rigorously than the no-communication theorem is. Philosophically, it corresponds to the fact about the world that the Copenhagen interpretation thinks of as an assumption, and which many-worlders think too complicated to be considered a fundamental assumption of physics.

* For those not familiar with tensor products, they are the mathematical objects Eliezer is implicitly talking about whenever he writes things like "(Human-LEFT  Sensor-LEFT  Atom-LEFT) + (Human-RIGHT  Sensor-RIGHT  Atom-RIGHT)". A working definition is that the tensor product of an M-dimensional space with an N-dimensional space is an MN-dimensional space.

** And/or a modification to system ; the composition of any number of measurements and modifications will always be represented by a unitary transformation.

A final remark: The no-communication theorem, as I've sketched it above, shows that entangled but noninteracting particles cannot be used for distant communication. It says nothing about faster-than-light communication, as it does not make the connection between the ability of particles to interact and the speed of light, a connection which requires more formalism. The fact that FTL communication is impossible is a theorem of quantum field theory, the relativistic version of quantum mechanics. The basic idea is that the evolution operators corresponding to spacelike separated regions of spacetime will commute, allowing the above argument to take place with  and  replaced by more realistic operators.

By the way, has anyone else noticed that math symbols don't always work in LessWrong markup? I originally posted code which I had compiled from LaTeX to markup at the suggested website and then double-checked the markup output at http://markdownr.com/, but when I posted here there were errors which didn't come up on either of the previous sites. (I think I've fixed all the errors now though...)

This would be a lot less annoying if it were possible to preview a comment before posting it...



Decoherence is Simple

When I was but a little lad, my father, a PhD physicist, warned me sternly against meddling in the affairs of physicists; he said that it was hopeless to try to comprehend physics without the formal math. Period. No escape clauses. But I had read in Feynman’s popular books that if you really understood physics, you ought to be able to explain it to a nonphysicist. I believed Feynman instead of my father, because Feynman had won the Nobel Prize and my father had not.

It was not until later—when I was reading the Feynman Lectures, in fact— that I realized that my father had given me the simple and honest truth. No math = no physics.

By vocation I am a Bayesian, not a physicist. Yet although I was raised not to meddle in the affairs of physicists, my hand has been forced by the occasional gross misuse of three terms: simple, falsifiable, and testable.

The foregoing introduction is so that you don’t laugh, and say, “Of course I know what those words mean!” There is math here. What follows will be a restatement of the points in Belief in the Implied Invisible, as they apply to quantum physics.

Let’s begin with the remark that started me down this whole avenue, of which I have seen several versions; paraphrased, it runs:

Now it must be said, in all fairness, that those who say this will usually also confess:

So it is good that we are all acknowledging the contrary arguments, and telling both sides of the story—

But suppose you had to calculate the simplicity of a theory.

The original formulation of William of Ockham stated:

“The law of parsimony: Entities should not be multiplied beyond necessity.”

But this is qualitative advice. It is not enough to say whether one theory seems more simple, or seems more complex, than another—you have to assign a number; and the number has to be meaningful, you can’t just make it up. Crossing this gap is like the difference between being able to eyeball which things are moving “fast” or “slow,” and starting to measure and calculate velocities.

Suppose you tried saying: “Count the words—that’s how complicated a theory is.”

Robert Heinlein once claimed (tongue-in-cheek, I hope) that the “simplest explanation” is always: “The woman down the street is a witch; she did it.” Eleven words—not many physics papers can beat that.

Faced with this challenge, there are two different roads you can take.

First, you can ask: “The woman down the street is a what?” Just because English has one word to indicate a concept doesn’t mean that the concept itself is simple. Suppose you were talking to aliens who didn’t know about witches, women, or streets—how long would it take you to explain your theory to them? Better yet, suppose you had to write a computer program that embodied your hypothesis, and output what you say are your hypothesis’s predictions—how big would that computer program have to be? Let’s say that your task is to predict a time series of measured positions for a rock rolling down a hill. If you write a subroutine that simulates witches, this doesn’t seem to help narrow down where the rock rolls—the extra subroutine just inflates your code. You might find, however, that your code necessarily includes a subroutine that squares numbers.

Second, you can ask: “The woman down the street is a witch; she did what?” Suppose you want to describe some event, as precisely as you possibly can given the evidence available to you—again, say, the distance/time series of a rock rolling down a hill. You can preface your explanation by saying, “The woman down the street is a witch,” but your friend then says, “What did she do?,” and you reply, “She made the rock roll one meter after the first second, nine meters after the third second…” Prefacing your message with “The woman down the street is a witch,” doesn’t help to compress the rest of your description. On the whole, you just end up sending a longer message than necessary—it makes more sense to just leave off the “witch” prefix. On the other hand, if you take a moment to talk about Galileo, you may be able to greatly compress the next five thousand detailed time series for rocks rolling down hills.

If you follow the first road, you end up with what’s known as Kolmogorov complexity and Solomonoff induction. If you follow the second road, you end up with what’s known as Minimum Message Length.

No, actually the two formalisms in their most highly developed forms were proven equivalent.

More or less. In Minimum Message Length, so long as you can tell your friend an exact recipe they can mentally follow to get the rolling rock’s time series, we don’t care how much mental work it takes to follow the recipe. In Solomonoff induction, we count bits in the program code, not bits of RAM used by the program as it runs. “Entities” are lines of code, not simulated objects. And as said, these two formalisms are ultimately equivalent.

Now before I go into any further detail on formal simplicity, let me digress to consider the objection:

Yes, actually, believe it or not. But let me start at the beginning.

For any propositions X and Y, the probability that “X is true, and Y is true,” is less than or equal to the probability that “X is true (whether or not Y is true).” (If this statement sounds not terribly profound, then let me assure you that it is easy to find cases where human probability assessors violate this rule.)

You usually can’t apply the conjunction rule P(X,Y)≤P(X) directly to a conflict between mutually exclusive hypotheses. The conjunction rule only applies directly to cases where the left-hand-side strictly implies the right-hand-side. Furthermore, the conjunction is just an inequality; it doesn’t give us the kind of quantitative calculation we want.

But the conjunction rule does give us a rule of monotonic decrease in probability: as you tack more details onto a story, and each additional detail can potentially be true or false, the story’s probability goes down monotonically. Think of probability as a conserved quantity: there’s only so much to go around. As the number of details in a story goes up, the number of possible stories increases exponentially, but the sum over their probabilities can never be greater than 1. For every story “X and Y,” there is a story “X and ¬Y.” When you just tell the story “X,” you get to sum over the possibilities Y and ¬Y.

If you add ten details to X, each of which could potentially be true or false, then that story must compete with 210−1 other equally detailed stories for precious probability. If on the other hand it suffices to just say X, you can sum your probability over 210 stories

The “entities” counted by Occam’s Razor should be individually costly in probability; this is why we prefer theories with fewer of them.

Imagine a lottery which sells up to a million tickets, where each possible ticket is sold only once, and the lottery has sold every ticket at the time of the drawing. A friend of yours has bought one ticket for $1—which seems to you like a poor investment, because the payoff is only $500,000. Yet your friend says, “Ah, but consider the alternative hypotheses, ‘Tomorrow, someone will win the lottery’ and ‘Tomorrow, I will win the lottery.’ Clearly, the latter hypothesis is simpler by Occam’s Razor; it only makes mention of one person and one ticket, while the former hypothesis is more complicated: it mentions a million people and a million tickets!”

To say that Occam’s Razor only counts laws, and not objects, is not quite correct: what counts against a theory are the entities it must mention explicitly, because these are the entities that cannot be summed over. Suppose that you and a friend are puzzling over an amazing billiards shot, in which you are told the starting state of a billiards table, and which balls were sunk, but not how the shot was made. You propose a theory which involves ten specific collisions between ten specific balls; your friend counters with a theory that involves five specific collisions between five specific balls. What counts against your theories is not just the laws that you claim to govern billiard balls, but any specific billiard balls that had to be in some particular state for your model’s prediction to be successful.

If you measure the temperature of your living room as 22 degrees Celsius, it does not make sense to say: “Your thermometer is probably in error; the room is much more likely to be 20 °C. Because, when you consider all the particles in the room, there are exponentially vastly more states they can occupy if the temperature is really 22 °C—which makes any particular state all the more improbable.” But no matter which exact 22 °C state your room occupies, you can make the same prediction (for the supervast majority of these states) that your thermometer will end up showing 22 °C, and so you are not sensitive to the exact initial conditions. You do not need to specify an exact position of all the air molecules in the room, so that is not counted against the probability of your explanation.

On the other hand—returning to the case of the lottery—suppose your friend won ten lotteries in a row. At this point you should suspect the fix is in. The hypothesis “My friend wins the lottery every time” is more complicated than the hypothesis “Someone wins the lottery every time.” But the former hypothesis is predicting the data much more precisely.

In the Minimum Message Length formalism, saying “There is a single person who wins the lottery every time” at the beginning of your message compresses your description of who won the next ten lotteries; you can just say “And that person is Fred Smith” to finish your message. Compare to, “The first lottery was won by Fred Smith, the second lottery was won by Fred Smith, the third lottery was…”

In the Solomonoff induction formalism, the prior probability of “My friend wins the lottery every time” is low, because the program that describes the lottery now needs explicit code that singles out your friend; but because that program can produce a tighter probability distribution over potential lottery winners than “Someone wins the lottery every time,” it can, by Bayes’s Rule, overcome its prior improbability and win out as a hypothesis.

Any formal theory of Occam’s Razor should quantitatively define, not only “entities” and “simplicity,” but also the “necessity” part.

Minimum Message Length defines necessity as “that which compresses the message.”

Solomonoff induction assigns a prior probability to each possible computer program, with the entire distribution, over every possible computer program, summing to no more than 1. This can be accomplished using a binary code where no valid computer program is a prefix of any other valid computer program (“prefix-free code”), e.g. because it contains a stop code. Then the prior probability of any program P is simply 2−L(P) where L(P) is the length of P in bits.

The program P itself can be a program that takes in a (possibly zero-length) string of bits and outputs the conditional probability that the next bit will be 1; this makes P a probability distribution over all binary sequences. This version of Solomonoff induction, for any string, gives us a mixture of posterior probabilities dominated by the shortest programs that most precisely predict the string. Summing over this mixture gives us a prediction for the next bit.

The upshot is that it takes more Bayesian evidence—more successful predictions, or more precise predictions—to justify more complex hypotheses. But it can be done; the burden of prior improbability is not infinite. If you flip a coin four times, and it comes up heads every time, you don’t conclude right away that the coin produces only heads; but if the coin comes up heads twenty times in a row, you should be considering it very seriously. What about the hypothesis that a coin is fixed to produce HTTHTT… in a repeating cycle? That’s more bizarre—but after a hundred coinflips you’d be a fool to deny it.

Standard chemistry says that in a gram of hydrogen gas there are six hundred billion trillion hydrogen atoms. This is a startling statement, but there was some amount of evidence that sufficed to convince physicists in general, and you particularly, that this statement was true.

Now ask yourself how much evidence it would take to convince you of a theory with six hundred billion trillion separately specified physical laws.

Why doesn’t the prior probability of a program, in the Solomonoff formalism, include a measure of how much RAM the program uses, or the total running time?

The simple answer is, “Because space and time resources used by a program aren’t mutually exclusive possibilities.” It’s not like the program specification, that can only have a 1 or a 0 in any particular place.

But the even simpler answer is, “Because, historically speaking, that heuristic doesn’t work.”

Occam’s Razor was raised as an objection to the suggestion that nebulae were actually distant galaxies—it seemed to vastly multiply the number of entities in the universe. All those stars!

Over and over, in human history, the universe has gotten bigger. A variant of Occam’s Razor which, on each such occasion, would label the vaster universe as more unlikely, would fare less well under humanity’s historical experience.

This is part of the “experimental evidence” I was alluding to earlier. While you can justify theories of simplicity on mathy sorts of grounds, it is also desirable that they actually work in practice. (The other part of the “experimental evidence” comes from statisticians / computer scientists / Artificial Intelligence researchers, testing which definitions of “simplicity” let them construct computer programs that do empirically well at predicting future data from past data. Probably the Minimum Message Length paradigm has proven most productive here, because it is a very adaptable way to think about real-world problems.)

Imagine a spaceship whose launch you witness with great fanfare; it accelerates away from you, and is soon traveling at 0.9c. If the expansion of the universe continues, as current cosmology holds it should, there will come some future point where—according to your model of reality—you don’t expect to be able to interact with the spaceship even in principle; it has gone over the cosmological horizon relative to you, and photons leaving it will not be able to outrace the expansion of the universe.

Should you believe that the spaceship literally, physically disappears from the universe at the point where it goes over the cosmological horizon relative to you?

If you believe that Occam’s Razor counts the objects in a model, then yes, you should. Once the spaceship goes over your cosmological horizon, the model in which the spaceship instantly disappears, and the model in which the spaceship continues onward, give indistinguishable predictions; they have no Bayesian evidential advantage over one another. But one model contains many fewer “entities”; it need not speak of all the quarks and electrons and fields composing the spaceship. So it is simpler to suppose that the spaceship vanishes.

Alternatively, you could say: “Over numerous experiments, I have generalized certain laws that govern observed particles. The spaceship is made up of such particles. Applying these laws, I deduce that the spaceship should continue on after it crosses the cosmological horizon, with the same momentum and the same energy as before, on pain of violating the conservation laws that I have seen holding in every examinable instance. To suppose that the spaceship vanishes, I would have to add a new law, ‘Things vanish as soon as they cross my cosmological horizon.’ ”

The decoherence (a.k.a. many-worlds) version of quantum mechanics states that measurements obey the same quantum-mechanical rules as all other physical processes. Applying these rules to macroscopic objects in exactly the same way as microscopic ones, we end up with observers in states of superposition. Now there are many questions that can be asked here, such as

“But then why don’t all binary quantum measurements appear to have 50/50 probability, since different versions of us see both outcomes?”

However, the objection that decoherence violates Occam’s Razor on account of multiplying objects in the model is simply wrong.

Decoherence does not require the wavefunction to take on some complicated exact initial state. Many-worlds is not specifying all its worlds by hand, but generating them via the compact laws of quantum mechanics. A computer program that directly simulates quantum mechanics to make experimental predictions, would require a great deal of RAM to run—but simulating the wavefunction is exponentially expensive in any flavor of quantum mechanics! Decoherence is simply more so. Many physical discoveries in human history, from stars to galaxies, from atoms to quantum mechanics, have vastly increased the apparent CPU load of what we believe to be the universe.

Many-worlds is not a zillion worlds worth of complicated, any more than the atomic hypothesis is a zillion atoms worth of complicated. For anyone with a quantitative grasp of Occam’s Razor that is simply not what the term “complicated” means.

As with the historical case of galaxies, it may be that people have mistaken their shock at the notion of a universe that large, for a probability penalty, and invoked Occam’s Razor in justification. But if there are probability penalties for decoherence, the largeness of the implied universe, per se, is definitely not their source!

The notion that decoherent worlds are additional entities penalized by Occam’s Razor is just plain mistaken. It is not sort-of-right. It is not an argument that is weak but still valid. It is not a defensible position that could be shored up with further arguments. It is entirely defective as probability theory. It is not fixable. It is bad math. 2+2=3. 

Tomorrow I will address myself to accusations I have encountered that decoherence is "unfalsifiable" or "untestable", as the words "falsifiable" and "testable" have (even simpler) probability-theoretic meanings which would seem to be violated by this usage.

Doesn't this follow trivially from the above?   No experiment can determine whether or not we have souls, but that counts against the idea of souls, not against the idea of their absence.  If decoherence is the simpler theory, then lack of falsifiability counts against the other guys, not against it.

If the expansion of the universe continues, as current cosmology holds it should, there will come some future point where - according to your model of reality - you don't expect to be able to interact with the spaceship even in principle; it has gone over the cosmological horizon relative to you, and photons leaving it will not be able to outrace the expansion of the universe.

IIRC for this to be true the universe's expansion has to accelerate, and the acceleration has to stay bounded above zero forever. (IIRC this is still considered the most probable case.)

No experiment can determine whether or not we have souls

Really? Not attempted uploading? Microphysical examination of a living brain? Tests for reliable memories of past lives, or reliable mediums?

If you're covering this later I'll wait, but I ask now in case my confusion means I'm misunderstanding something.

Why isn't nearly everything entanged with nearly everything else around it by now? Why is there a significant amount of much quantum independance still around? Or does it just look that way because entanged subconfigurations tend to get split off by decorehence so branches retain a reasonable amount of non-entangledness within their branch? Sorry if this is a daft or daftly phrased question.

It IS. That was something Eliezer said waay back when, and he was right. Entanglement is a very ordinary state of affairs.

Indeed, a thoroughly entangled world looks classical, however paradoxical it might sound. Regardless of the adopted interpretation.

To be fair, one could shy away from saying all those branches are real due to the difficulty of squaring the Born rule with the equal probability calculations that seem to follow from that view.  Without something like mangled worlds, one can be tempted by an objective collapse view, as that at least gives a coherent account of the Born rule.

(The other part of the "experimental evidence" comes from statisticians / computer scientists / Artificial Intelligence researchers, testing which definitions of "simplicity" let them construct computer programs that do empirically well at predicting future data from past data.  Probably the Minimum Message Length paradigm has proven most productive here, because it is a very adaptable way to think about real-world problems.)

I once believed that simplicity is the key to induction (it was the topic of my PhD thesis), but I no longer believe this. I think most researchers in machine learning have come to the same conclusion. Here are some problems with the idea that simplicity is a guide to truth:

(1) Solomonoff/Gold/Chaitin complexity is not computable in any reasonable amount of time.

(2) The Minimum Message Length depends entirely on how a situation is represented. Different representations lead to radically different MML complexity measures. This is a general problem with any attempt to measure simplicity. How do you justify your choice of representation? For any two hypotheses, A and B, it is possible to find a representation X such that complexity(A) < complexity(B) and another representation Y such that complexity(A) > complexity(B).

(3) Simplicity is merely one type of bias. The No Free Lunch theorems show that there is no a prior reason to prefer one type of bias over another. Therefore there is nothing special about a bias towards simplicity. A bias towards complexity is equally valid a priori.

http://www.jair.org/papers/paper228.html
http://en.wikipedia.org/wiki/No_free_lunch_in_search_and_optimization
http://en.wikipedia.org/wiki/Inductive_bias

Without something like mangled worlds, one can be tempted by an objective collapse view, as that at least gives a coherent account of the Born rule.

Does it really account for it in the sense of explain it? I don't think so. I think it merely says that the collapsing occurs in accordance with the Born rule. But we can also simply say that many-worlds is true and the history of our fragment of the multiverse is consistent with the Born rule. Admittedly, this doesn't explain why we happen to live in such a fragment but merely asserts that we do, but similarly, the collapse view does not (as far as I know) explain why the collapse occurs in the frequencies it does but merely asserts that it does.

I would say that as a practical matter, this is true, because often, many theories make the same qualitative prediction, but different quantitative ones.  The effect of gravity on light for instance.  In Newtonian gravity, light affected the same as matter, but in General Relativity, the effect is larger.  Another example would be flat-Earth theory gravity versus Newtonian.  Flat-Earthers would say that the Earth is constantly accelerating upwards at 9.8 m/s^2.  To a high level of precision, this matches the idea that objects are attracted by G M/ R^2.  Difference becomes large at high altitudes (large R), where it is quantitatively different, but qualitatively the same.

One could probably get by setting up experiments where the only possible results are (same, different), but that's really the same as defining numbers of terms of what they lie between; i.e., calculating sqrt(2) by calculating the largest number < sqrt(2) and the smallest number > sqrt(2).

The rate of scientific progress jumped enormously after Newton, as people began thinking more and more quantitatively, and developed tools accordingly.  This is not an accident.

I just had a thought, probably not a good one, about Many Worlds.  It seems like there's a parallel here to the discovery of Natural Selection and understanding of Evolution.

Darwin had the key insight about how selection pressure could lead to changes in organisms over time.  But it's taken us over 100 years to get a good handle on speciation and figure out the detailed mechanisms of selecting for genetic fitness.  One could argue that we still have a long way to go.

Similarly, it seems like we've had this insight that QM leads to Many Worlds due to decoherence.  But it could take quite a while for us to get a good handle on what happens to worlds and figure that detailed mechanisms of how they progress.

But it was pretty clear that Darwin was right long before we had worked the details.  So I guess it doesn't bother me that we haven't worked out the details of what happens to the Many Worlds.

Eliezer: Could you maybe clarify a bit the difference between Kolmogrov Complexity and MML? The first is "shortest computer program that outputs the result" and the second one is.... "shortest info that can be used to figure out the result"? ie, I'm not quite sure I understand the difference here.

However, as to the two being equivalent, I thought I'd seen something about the second one being used because the first was sometimes uncomputable, in the "to solve it in the general case, you'd have to have a halting oracle" sense.

Caledonian: Math isn't so much a language as various notations for math are a language. Basically, if you use "non math" to express exactly the same thing as math, you basically have to turn up the precision and "legaleese" to the point that you practially are describing math, just using a language not meant for it, right?

I think you have it backwards.  When we use language in a very precise and specific way, stripping out ambiguity and the potential for alternate meanings, we call the result 'mathematics'.

Caledonian: Er... isn't that what I was saying? (That is, that's basically what I meant. What did you think I meant?)

If you head down this reductionism, occams razor route, doesn't the concpet of a human become explanatorily redundant? It will be simpler to precisely predict what a human will do without invoking the intentional stance and just modelling the underlying physics.

Nick Tarleton: sadly, it's my experience that it's futile to try and throw flour over the dragon.

Hang on. @ Caledonian and Psy-Kosh: Surely mathematical language is just language that refers to mathematical objects - numbers and suchlike. Precise, unambiguous language doesn't count as mathematics unless it meets this condition.

Is logic mathematics?  I assert that precise, umambiguous language necessarily refers to mathematical objects, because 'mathematics' is precise, umambiguous language.  All math is language.  Not all language is math.

Of course, I also assert that mathematics is a subset of science, so consider that our basic worldviews might be very different.

Tell that to Copernicus, Gilbert, Galvani, Volta, Oersted and Faraday, to mention a few. And it's not like even Galileo used much more than the high-school arithmetic of his day for his elucidation of acceleration.

Some physicists speak of "elegance" rather than "simplicity". This seems to me a bad idea; your judgments of elegance are going to be marred by evolved aesthetic criteria that exist only in your head, rather than in the exterior world, and should only be trusted inasmuch as they point towards smaller, rather than larger, Kolmogorov complexity.

In theory A, the ratio of tiny dimension #1 to tiny dimension #2 is finely-tuned to support life.

In theory B, the ratio of the mass of the electron to the mass of the neutrino is finely-tuned to support life.

An "elegance" advocate might favor A over B, whereas a "simplicity" advocate might be neutral between them.

i came to this dormant thread from the future: http://lesswrong.com/lw/1k4/the_contrarian_status_catch22/1ckj.

Seems to me there is a mismapping of multiple worlds wrt quantum physics and the multiple worlds we create subjectively. I personally steer clear of physics and concern myself more with the subjective realities we create. This seems to me to be more congruent with the material that eliezer presents here, ie wrt logic and occam's razor, and what he presents in the article linked above, ie wrt contrarian dynamics and feelings of satisfaction et al.

For every story "X∧Y", there is a story "X∧~Y".  When you just tell the story "X", you get to sum over the possibilities Y and ~Y.

I see, thank you. Does it add too much noise if I ask such questions, should I rather not yet read the sequences if I sometimes have to inquire about such matters? Or should I ask somewhere else?

I was looking up this table of mathematical symbols that stated that ~ does read as 'has distribution' and stopped looking any further since I'm dealing with probabilities here. I guess it should have been obvious to me to expect a logical operator. I was only used to the notation not and ¬ as the negation of a proposition. I'll have to adjust my perceived intelligence downwards.

Others that gets used a lot in various contexts are !Y, Y^c (for Y complement). There are probably more, but I can't think of them at the moment.

Y with a bar over it also gets used (though be careful as this more commonly means closure of Y, or, well, quite a few other things...)

There's no problem with asking a clarifying question like that, which might help other lurkers and can be answered quickly without huge amounts of work.

By the way, there's no need for such self-deprecating comments about your education or intelligence. It's socially a bit off-putting to talk about the topic, and it risks coming across as disingenous. Just ask your questions without such supplication.

The prefix tilde, "~", is commonly used as an ASCII approximation for logical negation, in place of the more mathematically formal notation of "¬" (U+00AC, HTML entity "¬", and latex "\lnot") .  On that page are a few other common notations.

When you just tell the story "X", you get to sum over the possibilities Y and ~Y.

Maybe this is a stupid question, but shouldn't it mean "When you just tell the story "Y", you get to sum over the possibilities Y and ~Y." ?

I have been working with decoherence in experimental physics. It confuses me that you want to use it as a synonym for the Many-Worlds theory.

MWI is the supposition that there is nothing else to the fundamental laws of nature except QM. Decoherence is the main tricky point in the bridge between QM and our subjective experiences.

With decoherence, a collapse postulate is superfluous. With decoherence, you don't need a Bohmian 'real thing' or whatever he calls it. QM is simply the way things are. You can stick with it, and MWI follows directly.

The collapse postulate is just a visualization, just like the MWI is.The Born projection rule is the only "real" thing, and it persists through MWI or any other "I". So no, the MWI does not follow directly, unless you strip it of all ontological meaning.

No, because decoherence isn't necessarily multi-branch decoherence. Single-way decoherence works like collapse, except that it's not fundamental or instataneous.

This isn't quite what your post was about, but one thing I've never understood is how anyone could possibly find "the universe is totally random" to be a MORE simple explanation.

I did not get a chance to read this entry until four years after it was published, but it nonetheless ended up correcting a long-held flawed view I had on the Many Worlds Interpretation. Thank you for opening up my eyes to the idea that Occam's razor applies to rules, and not entities in a system. You have no idea as to how embarrassed I feel for having so drastically misunderstood the concept before now.

Incidentally, I wrote a blog entry on how this article changed my mind which seems to have generated additional discussion on this issue.

How do you explain this with many worlds, while avoiding non-locality? 
http://arxiv.org/pdf/1209.4191v1.pdf 
If results such as these are easy to explain/predict, can the many worlds theory gain credibility by predicting such things?

Glib: start with the initial states. Propagate time as specified. Observe the result come out. That's how. MWI is quantum mechanics with no modifications, so its predictions match what quantum mechanics predicts, and quantum mechanics happens to be local.

Fulller: 
The first moment of decoherence is when photon 1 is measured. At this point, we've split the world according to its polarization.

Then we have photons 2 and 3 interfere. They are then shortly measured, so we've split the world again in several parts. This allows post-selection for when the two photons coming out go to different detectors. When that criterion is met, then we're in the subspace with photon 2 being a match for photon 3, which is the same subspace as 4 being a match for photon 1.

When they measure photon 4, it proceeds to match photon 1.

Under MWI, this is so unsurprising that I'm having a hard time justifying performing the experiment except as a way of showing off cool things we can do with coherence.

Now, as for whether this was local, note that the procedure involved ignoring the events we don't want. That sort of thing is allowed to be non-local since it's an artifact of data analysis. It's not like photon 1 made photon 4 do anything. THAT would be non-local. But the force was applied by post-selection.

Of COURSE... you don't NEED to look at it through the lens of MWI to get that. Even Copenhagen would come up with the right answer to that, I think. Actually, I'm not sure why it would be a surprising result even under Copenhagen. Post-selection creates correlations! News at 11.

Under MWI, this is so unsurprising that I'm having a hard time justifying performing the experiment except as a way of showing off cool things we can do with coherence.

Then the justification is simple; it either provides evidence in favour of MWI (and Copenhagen and any other theory that predicts the expected result) or it shatters all of them.

Scientists have to do experiments to which the answer is obvious - failing to do so leads to the situation where everybody knows that heavier objects fall faster than lighter objects because nobody actually checked that.

everybody knows that heavier objects fall faster than lighter objects

Because this happens to be mostly true. Air resistance is a thing.

Actually, if I remember the high school physics anecdote correctly, the trouble for the idea that heavy objects fall faster than light ones began when a certain scientist asked a hypothetical question: what would happen if you drop a light and a heavy object at the same time, but connect them with a string?

Wikipedia has a longer version of the thought experiment.

Because this happens to be mostly true. Air resistance is a thing.

Got nothing to do with weight, though. An acre of tissue paper, spread out flat, will still fall more slowly than a ten cent coin dropped edge-first.

Actually, if I remember the high school physics anecdote correctly, the trouble for the idea that heavy objects fall faster than light ones began when a certain scientist asked a hypothetical question: what would happen if you drop a light and a heavy object at the same time, but connect them with a string?

Well, yes. (Galileo, wasn't it?) Doesn't affect my point, though - the basics do need to be checked occasionally.

In an airless void, the answer is no - the mass terms of the force-due-to-gravity and the acceleration-due-to-force equations cancel out, and weight has nothing to do with the speed of the falling object.

In the presence of air resistance, however... the force from air resistance depends on how much air the object hits (which in turn depends on the shape of the object), and how fast relative to the object the air is moving. The force applied by air resistance is independent of the mass (but dependent on the shape and speed of the object) - but the acceleration caused by that force is dependant on the mass (f=ma). Therefore, the acceleration due to air resistance does depend partially on the mass of the object.

Okay, so not quite "nothing", but mass is not the most important factor to consider in these equations...

I don't know how you decide what's more and what's less important in physics equations :-/

If I tell you I dropped a sphere two inches in diameter from 200 feet up, can you calculate its speed at the moment it hits the ground? Without knowing its weight, I don't think you can.

I don't know how you decide what's more and what's less important in physics equations :-/

Predictive power. The more accurate a prediction I can make without knowing the value of a given variable, the less important that variable is.

If I tell you I dropped a sphere two inches in diameter from 200 feet up, can you calculate its speed at the moment it hits the ground? Without knowing its weight, I don't think you can.

Ugh, imperial measures. Do you mind if I work with a five-centimetre sphere dropped from 60 metres?

A sphere is quite an aerodynamic shape; so I expect, for most masses, that air friction will have a small to negligible impact on the sphere's final velocity. I know that the acceleration due to gravity is 9.8m/s^2, and so I turn to the equations of motion; v^2 = v_0^2+2*a*s (where v_0 is the starting velocity). Starting velocity v_0 is 0, a is 9.8, s is 60m; thus v^2 = (0*0)+(2*9.8*60) = 1176, therefore v = about 34.3m/s. Little slower than that because of air resistance, but probably not too much slower. (You'll also notice that I'm not using the radius of the sphere anywhere in this calculation). It's an approximation, yes, but it's probably fairly accurate... good enough for many, though not all purposes.

Now, if I know the mass but not the shape, it's a lot harder to justify the "ignore air resistance" step...

You're doing the middle-school physics "an object dropped in vacuum" calculation :-) If you want to get a number that takes air resistance into account you need college-level physics.

So, since you've mentioned accuracy, how accurate your 34.3 m/s value is? Can you give me some kind of confidence intervals?

You're doing the middle-school physics "an object dropped in vacuum" calculation :-)

Yes, exactly. Because for many everyday situations, it's close enough.

So, since you've mentioned accuracy, how accurate your 34.3 m/s value is? Can you give me some kind of confidence intervals?

No, I can't. In order to do that, I would need, first of all, to know how to do the air resistance calculation - I can probably look that up, but it's going to be complicated - and, importantly, some sort of probability distribution for the possible masses of the ball (knowing the radius might help in estimating this).

Of course, the greater the mass of the ball, the more accurate my value is, because the air risistance will have less effect; in the limit, if the ball is a hydrogen balloon, I expect it to float away and never actually hit the ground at all, while in the other limit, if the ball is a tiny black hole, I expect it to smash into the ground at exactly the calculated value (and then keep going).

And thus we get back to the question of what's important in physics equations.

Our ball is 5 cm in diameter, so its volume is about 65.5 cm3. Let's make it out of wood, say, bamboo. Its density is about 0.35 g/cm3 so the ball will weigh about 23 g.

Let's calculate its terminal velocity, that is, the speed at which drag exactly balances gravity. The formula is v = sqrt(2mg/(pAC)) where m is mass (0.023 kg) , g is the same old 9.8, p is air density which is about 1.2 kg/m3, A is projected area and since we have a sphere it's 19.6 cm2 or 0.00196 m2, and C is the drag coefficient which for a sphere is 0.47.

So the terminal velocity of a 5 cm diameter bamboo ball is about 20 m/s. That is quite a way off your estimate of 34.3 and we got there without using things like hollow balls or aerogel :-)

To be fair, a light ball is exactly where my estimate is known to be least accurate. Let's consider, rather, a ball with a density of 1 - one that neither floats nor sinks in water. (Since, in my experience, many things sink in water and many, but not quite as many, things float in it, I think it makes a reasonable guess for the average density of all possible balls). Then you have m=0.0655kg, and thus:

v = sqrt( 2  0.0655  9.8 / (1.2  0.00196  0.47)) = 34.0785 m/s

...okay, if it was falling in a vacuum it would have reached that speed, but it's had air resistance all the way down, so it's probably not even close to that. (And it it had been dropped from, say, 240m, then I would have calculated a value of close on 70 m/s, which would have been even more wildly out).

So, I will admit, it turns out that mass is a good deal more important than I had expected - also, air resistance has a larger effect than I had anticipated.

while in the other limit, if the ball is a tiny black hole, I expect it to smash into the ground at exactly the calculated value

Nope, because in that case, your value of g would be significantly higher than 9.8 m/s^2.

(Engineer with a background in fluid dynamics here.)

A sphere is quite unaerodynamic. Its drag coefficient is about 10 times higher than that of a streamlined body (at a relevant Reynolds number). You have boundary layer separation off the back of the sphere, which results in a large wake and consequently high drag.

The speed as a function of time for an object with a constant drag coefficient dropping vertically is known and it is a direct function of mass. If I learned anything from making potato guns, it's that in general, dragless calculations are pretty inaccurate. You'll get the trend right in many cases with a dragless calculation, but in general it's best to not assume drag is negligible unless you've done the math or experiment to show that it is in a particular case.

Huh. I thought the fact that it got continually and monotonically bigger until a given point and then monotonically smaller meant at least some aerodynamics in the shape. I did not even consider the wake...

The speed as a function of time for an object with a constant drag coefficient dropping vertically is known and it is a direct function of mass.

Well. I stand corrected, then. Evidently drag has a far bigger effect than I gave it credit for.

...proportional to the square root of the mass, given all oher factors are unchanged, I see.

It's better than a flat plate perpendicular to the flow. Most people seem to not expect that the back of the object affects the drag, but there's a large low pressure zone due to the wake. With high pressure in the front and low pressure in the back (along with a somewhat negligible skin friction contribution), the drag is considerable. So you need to target both the front and back to have a low drag shape. Most aerodynamic shapes trade pressure drag for skin friction drag, as the latter is small (if the Reynolds number is high).

For "an aerodynamic shape" my intuition first gives me a stylized drop: hemispheric in the front and a long tail thinning to a point in the back. But after a couple of seconds it decides that a spindle shape would probably be better :-)

The "teardrop" shape is pretty good, though the name is a fair bit misleading as droplets almost never look like that. Their shape varies in time depending on the flow conditions.

Not quite sure what you mean by spindle shape, but I'm sure a variety of shapes like that could be pretty good. For the front, it's important to not have a flat tip. For the back, you'd want a gradual decay of the radius to prevent the fluid from separating off the back, creating a large wake. These are the heuristics.

Which shape objects have minimum drag is a fairly interesting subject. The shape with minimum wave drag (i.e., supersonic flow) is known, but I'm not sure there are any general proofs for other flow regimes. Perhaps it doesn't matter much, as we already know a bunch of shapes with low drag. The real problem seems to be getting these shapes adopted, as (for example) cars don't seem to be bought on rational bases like engineering. This should not be surprising.

 cars don't seem to be bought on rational bases like engineering.

Of course, but I don't see it as a bad thing. Typically when people buy cars they have a collection of must-haves and then from the short list of cars matching the must-haves, they pick what they like. I think it's a perfectly fine method of picking cars. Compare to picking clothes, for example...

The problem is, we've done much, MUCH more stringent tests than this. It's like, after checking the behavior of pendulums and falling objects of varying weights and lengths and areas, over vast spans of time and all regions of the globe, and in centrifuges, and on pulleys... we went on to then check if two identical objects would fall at the same speed if we dropped one when the other landed.

Anyway, I didn't say it shouldn't be done. I support basic experiments on QM, but I'd like them to push the envelope in interesting ways rather than, well, this.

Karl Popper alread dealy with the problem of Occam's Razor not being usable based on complexity.  He recast it as predictive utility.  When one does that, the prediction of Many Worlds is untestable in pinciple -- IE not ever wrong.  

The Deutsch-Yudkowsky argument for the Many Worlds Interpretation states that you can take the core of Quantum Mechanics -- the Schrödinger wave equation, and the projection postulate -- remove the projection postulate (also known as collapse and reduction ), and end with a simpler theory that is still adequate to explain observation. The idea is that entanglement can replace collapse: a scientist observing a superposed state becomes becomes entangled with it, an effectively splits into two, each having made a definite observation.

Moreover Yudkowsky, following David Deutsch, holds the many worlds interpretation to be obviously correct, in contrast to the majority of philosophers and physicists, who regard the problem of interpreting QM as difficult and unsolved.

(Which are to do with the specific argument, and the level of certainty ascribed to it. To say that you cannot be certain about a claim is not to say it is false. To point out that one argument for a claim does not work is likewise not to say that the claim itself  is false. There could be better arguments for these versions of many worlds, or better many worlds theories, for that matter).

The first thing to note is that there is more than one quantum mechanical many worlds theory. What splittng is...how complete and irrevocable it is ... varies between particular theories. So does the rate of splitting, so does the mechanism of splitting.

The second thing to note is that many worlders are pointing at something implied the physical formalism and saying "that's a world"....but whether it qualifies as a world is a separate question from whether it's in the formalism , and a separate kind of question, from whether it is really there in the formalism. One would expect a world, or universe, to be large, stable, non-interacting, and so on. It's possible to have a n interpretation without collapse or worlds. A successful MWI needs to jump three hurdles: empirical correctness, mathematical correctness and conceptual correctness -- actually having worlds

The third problem to note is that all outstanding issues with MWI are connected in some way with quantum mechanical basis....a subject about which Deutsch and Yudkowsky have little to say.

There is an approach to MWI based on coherent superpositions, and a version based on decoherence. These are (for all practical purposes) incompatible opposites, but are treated as interchangeable in Yudkowsky's writings.

Quantum superposition is a fundamental principle of quantum mechanics that states that linear combinations of solutions to the Schrödinger equation are also solutions of the Schrödinger equation. This follows from the fact that the Schrödinger equation is a linear differential equation in time and position.
(WP)

Coherent superpositions are straightforwardly implied by the core mathematics of Quantum mechanics. They are small scale in two senses: they can go  down to the single particle level, and it is difficult to.maintain large coherent superpositions even if you want to. They are also possibly observer dependent, reversible, and continue to interact (strictly speaking , interfere) after "splitting". The last point is particularly problematical. because if large scale coherent superposition exist , that would create naked eye, macrocsopic evidence:, e.g. ghostly traces of a world where the Nazis won. All in all, a coherent superposition isn't a world you could live in.

I said complex coherent superpositions are difficult to maintain. What destroys them? Environmental induced decoherence!

Interference phenomena are a well-known and crucial aspect of quantum mechanics, famously exemplified by the two-slit experiment. There are many situations, however, in which interference effects are artificially or spontaneously suppressed. The theory of decoherence is precisely the study of such situations. (SEP)

Decoherence tries to explain why we don't notice "quantum weirdness" in everyday life -- why the world of our experience is a more-or-less classical world. From the standpoint of decoherence, sure there might not be any objective fact about which slit an electron went through, but there is an objective fact about what you ate for breakfast this morning: the two situations are not the same!

The basic idea is that, as soon as the information encoded in a quantum state "leaks out" into the external world, that state will look locally like a classical state. In other words, as far as a local observer is concerned, there's no difference between a classical bit and a qubit that's become hopelessly entangled with the rest of the universe.

Decoherence is the study of interactions between a quantum system (generally a very small number of microscopic particles like electrons, photons, atoms, molecules, etc. - often just a single particle) and the larger macroscopic environment, which is normally treated "classically," that is, by ignoring quantum effects, but which decoherence theorists study quantum mechanically. Decoherence theorists attribute the absence of macroscopic quantum effects like interference (which is a coherent process) to interactions between a quantum system and the larger macroscopic environment.(www.informationphilosopher.com)

Decoherent branches are necessarily large, since decoherence is a high level phenomenon. They are also  stable, non interacting and irreversible...everything that would be intuitively expected of a "world". But there is no empirical evidence for them (in the plural) , nor are they obviously supported by the core mathematics of quantum mechanics, the Schrödinger equation.

We have evidence of small scale coherent superposition, since a number of observed quantum effects depend on it, and we have evidence of decoherence, since complex superposition are difficult to maintain. What we don't have evidence of is decoherence into multiple branches. From the theoretical perspective, decoherence is a complex , entropy like process which occurs when a complex system interacts with its environment. But without decoherence, MW doesn't match observation. So there is no theory of MW that is both simple and empirically adequate, contra Yudkowsky and Deutsch.

The original, Everettian, approach is based on coherence. (Yudkowsky says "Macroscopic decoherence, a.k.a. many-worlds, was first proposed in a 1957 paper by Hugh Everett III" ... but the paper doesn't mention decoherence
[1]
) As such, it fails to predict classical observations -- at all -- it fails to predict the appearance of a broadly classical universe. If everything is coherently superposed, so are observers...but the naturally expected experience an observer in coherent superposition with themselves, is that they function as a single observer making ambiguous, superposed observations ... not two observers each making an unambiguous , classical observation, and each unaware of the other. Such  observers would only ever see superpositions of dead and living cats, etc.

(A popular but mistaken idea is that full splitting happens microscopically, at every elementary interaction But that would make complex superpositions non-existent, whereas a number of instruments and technologies depend on them -- so it's empirically false).

Later, post 1970s, many world theorists started to include decoherence to make the theory more empirically adequate, but inasmuch as it is additional structure, it places the simplicity of MWI in doubt. In the worst case, the complexity is SWE+decoherence+preferred basis, whereas in the best case, it's SWE alone, because decoherence is implicit in SWE, and preferred basis is implicit in decoherence. Decoherentists hope to show that the theory can be reduced to core QM, such as the Schrödinger equation, but it currently uses more complex math, the "reduced density matrix".  The fact that this research is ongoing is strong evidence that the whole problem was not resolved by Everetts's 1957 paper. In any case, without a single definitive mechanism of decoherence, there is no definitive answer to "how complex is MWI".

And single-universe decoherence is quite feasible. Decoherence adds something to many worlds, but many worlds doesn't add anything to decoherence.

So, coherent superpositions exist, but their components aren't worlds in any intuitive sense; and decoherent branches would be worlds in the intuitive sense, but decoherence isn't simple. Also, theoretically and observationally, decoherence could be a single world phenomenon. Those facts -- the fact that it doesn't necessarily involve multi way branching, and the fact that it is hard to evaluate its complexity because there is not a single satisfactory theory for it -- means it is not a "slam dunk" in Yudkowsky's sense.

The Yudkowsky-Deutsch claim is that there is a single MW theory, which explains everything that needed explaining, and is obviously simpler than its rivals. But coherence doesn't save appearances , and decoherence, while more workable, is not known to be simple. So neither theory has both virtues

Which makes the term *Everett branch" rather confusing. The writer possibly means a decohered branch, under the mistaken assumption that Everett was talking about them. Everett's dissertation can be found here ↩︎



Decoherence is Falsifiable and Testable

The words “falsifiable” and “testable” are sometimes used interchangeably, which imprecision is the price of speaking in English. There are two different probability-theoretic qualities I wish to discuss here, and I will refer to one as “falsifiable” and the other as “testable” because it seems like the best fit.

As for the math, it begins, as so many things do, with:

This is Bayes’s Theorem. I own at least two distinct items of clothing printed with this theorem, so it must be important.

To review quickly, B here refers to an item of evidence, Ai is some hypothesis under consideration, and the Aj are competing, mutually exclusive hypotheses. The expression P(B|Ai) means “the probability of seeing B, if hypothesis Ai is true” and P(Ai|B) means “the probability hypothesis Ai is true, if we see B.”

The mathematical phenomenon that I will call “falsifiability” is the scientifically desirable property of a hypothesis that it should concentrate its probability mass into preferred outcomes, which implies that it must also assign low probability to some un-preferred outcomes; probabilities must sum to 1 and there is only so much probability to go around. Ideally there should be possible observations which would drive down the hypothesis’s probability to nearly zero: There should be things the hypothesis cannot explain, conceivable experimental results with which the theory is not compatible. A theory that can explain everything prohibits nothing, and so gives us no advice about what to expect.

In terms of Bayes’s Theorem, if there is at least some observation B that the hypothesis Ai can’t explain, i.e., P(B|Ai) is tiny, then the numerator P(B|Ai)P(Ai) will also be tiny, and likewise the posterior probability P(Ai|B). Updating on having seen the impossible result B has driven the probability of Ai down to nearly zero. A theory that refuses to make itself vulnerable in this way will need to spread its probability widely, so that it has no holes; it will not be able to strongly concentrate probability into a few preferred outcomes; it will not be able to offer precise advice.

Thus is the rule of science derived in probability theory.

As depicted here, “falsifiability” is something you evaluate by looking at a singlehypothesis, asking, “How narrowly does it concentrate its probability distribution over possible outcomes? How narrowly does it tell me what to expect? Can it explain some possible outcomes much better than others?”

Is the decoherence interpretation of quantum mechanics falsifiable? Are there experimental results that could drive its probability down to an infinitesimal?

Sure: We could measure entangled particles that should always have opposite spin, and find that if we measure them far enough apart, they sometimes have the same spin.

Or we could find apples falling upward, the planets of the Solar System zigging around at random, and an atom that kept emitting photons without any apparent energy source. Those observations would also falsify decoherent quantum mechanics. They’re things that, on the hypothesis that decoherent quantum mechanics governs the universe, we should definitely not expect to see.

So there do exist observations B whose P(B|Adecoherence) is infinitesimal, which would drive P(Adecoherence|B) down to an infinitesimal.

We’re getting there. The point is that I just defined a test that leads you to think about one hypothesis at a time (and called it “falsifiability”). If you want to distinguish decoherence versus collapse, you have to think about at least two hypotheses at a time.

Now really the “falsifiability” test is not quite that singly focused, i.e., the sum in the denominator has got to contain some other hypothesis. But what I just defined as “falsifiability” pinpoints the kind of problem that Karl Popper was complaining about, when he said that Freudian psychoanalysis was “unfalsifiable” because it was equally good at coming up with an explanation for every possible thing the patient could do.

If you belonged to an alien species that had never invented the collapse postulate or Copenhagen Interpretation—if the only physical theory you’d ever heard of was decoherent quantum mechanics—if all you had in your head was the differential equation for the wavefunction’s evolution plus the Born probability rule—you would still have sharp expectations of the universe. You would not live in a magical world where anything was probable.

Well, yes! Someone walking around with the differential equation for the wavefunction’s evolution, plus a collapse postulate that obeys the Born probabilities and is triggered before superposition reaches macroscopic levels, still lives in a universe where apples fall down rather than up.

A “new” prediction relative to what? To the state of knowledge possessed by the ancient Greeks? If you went back in time and showed them decoherent quantum mechanics, they would be enabled to make many experimental predictions they could not have made before.

When you say “new prediction,” you mean “new” relative to some other hypothesis that defines the “old prediction.” This gets us into the theory of what I’ve chosen to label testability; and the algorithm inherently considers at least two hypotheses at a time. You cannot call something a “new prediction” by considering only one hypothesis in isolation.

In Bayesian terms, you are looking for an item of evidence B that will produce evidence for one hypothesis over another, distinguishing between them, and the process of producing this evidence we could call a “test.” You are looking for an experimental result B such that

that is, some outcome B which has a different probability, conditional on the decoherence hypothesis being true, versus its probability if the collapse hypothesis is true. Which in turn implies that the posterior odds for decoherence and collapse will become different from the prior odds:

This equation is symmetrical (assuming no probability is literally equal to 0). There isn’t one Aj labeled “old hypothesis” and another Aj labeled “new hypothesis.”

This symmetry is a feature, not a bug, of probability theory! If you are designing an artificial reasoning system that arrives at different beliefs depending on the order in which the evidence is presented, this is labeled “hysteresis” and considered a Bad Thing. I hear that it is also frowned upon in Science.

From a probability-theoretic standpoint we have various trivial theorems that say it shouldn’t matter whether you update on X first and then Y, or update on Y first and then X. At least they’d be trivial if human beings didn’t violate them so often and so lightly.

If decoherence is “untestable” relative to collapse, then so too, collapse is “untestable” relative to decoherence. What if the history of physics had transpired differently—what if Hugh Everett and John Wheeler had stood in the place of Bohr and Heisenberg, and vice versa? Would it then be right and proper for the people of that world to look at the collapse interpretation, and snort, and say, “Where are the new predictions?”

What if someday we meet an alien species that invented decoherence before collapse? Are we each bound to keep the theory we invented first? Will Reason have nothing to say about the issue, leaving no recourse to settle the argument but interstellar war?

Let it first be said that I quite agree that you should reject the one who comes to you and says: “Hey, I’ve got this brilliant new idea! Maybe it’s not the electromagnetic field that’s tugging on charged particles. Maybe there are tiny little angels who actually push on the particles, and the electromagnetic field just tells them how to do it. Look, I have all these successful experimental predictions—the predictions you used to call your own!”

So yes, I agree that we shouldn’t buy this amazing new theory, but it is not the newness that is the problem.

Suppose that human history had developed only slightly differently, with the Church being a primary grant agency for Science. And suppose that when the laws of electromagnetism were first being worked out, the phenomenon of magnetism had been taken as proof of the existence of unseen spirits, of angels. James Clerk becomes Saint Maxwell, who described the laws that direct the actions of angels.

A couple of centuries later, after the Church’s power to burn people at the stake has been restrained, someone comes along and says: “Hey, do we really need the angels?”

“Yes,” everyone says. “How else would the mere numbers of the electromagnetic field translate into the actual motions of particles?”

“It might be a fundamental law,” says the newcomer, “or it might be something other than angels, which we will discover later. What I am suggesting is that interpreting the numbers as the action of angels doesn’t really add anything, and we should just keep the numbers and throw out the angel part.”

And they look one at another, and finally say, “But your theory doesn’t make any new experimental predictions, so why should we adopt it? How do we test your assertions about the absence of angels?”

From a normative perspective, it seems to me that if we should reject the crackpot angels in the first scenario, even without being able to distinguish the two theories experimentally, then we should also reject the angels of established science in the second scenario, even without being able to distinguish the two theories experimentally.

It is ordinarily the crackpot who adds on new useless complications, rather than scientists who accidentally build them in at the start. But the problem is not that the complications are new, but that they are useless whether or not they are new.

A Bayesian would say that the extra complications of the angels in the theory lead to penalties on the prior probability of the theory. If two theories make equivalent predictions, we keep the one that can be described with the shortest message, the smallest program. If you are evaluating the prior probability of each hypothesis by counting bits of code, and then applying Bayesian updating rules on all the evidence available, then it makes no difference which hypothesis you hear about first, or the order in which you apply the evidence.

It is usually not possible to apply formal probability theory in real life, any more than you can predict the winner of a tennis match using quantum field theory. But if probability theory can serve as a guide to practice, this is what it says: Reject uselesscomplications in general, not just when they are new.

No, according to decoherence, what you’re supposed to believe are the general laws that govern wavefunctions—and these general laws are very visible and testable.

I have argued elsewhere that the imprimatur of science should be associated with general laws, rather than particular events, because it is the general laws that, in principle, anyone can go out and test for themselves. I assure you that I happen to be wearing white socks right now as I type this. So you are probably rationally justified in believing that this is a historical fact. But it is not the specially strong kind of statement that we canonize as a provisional belief of science, because there is no experiment that you can do for yourself to determine the truth of it; you are stuck with my authority. Now, if I were to tell you the mass of an electron in general, you could go out and find your own electron to test, and thereby see for yourself the truth of the general law in that particular case.

The ability of anyone to go out and verify a general scientific law for themselves, by constructing some particular case, is what makes our belief in the general law specially reliable.

What decoherentists say they believe in is the differential equation that is observed to govern the evolution of wavefunctions—which you can go out and test yourself any time you like; just look at a hydrogen atom.

Belief in the existence of separated portions of the universal wavefunction is not additional, and it is not supposed to be explaining the price of gold in London; it is just a deductive consequence of the wavefunction’s evolution. If the evidence of many particular cases gives you cause to believe that X→Y is a general law, and the evidence of some particular case gives you cause to believe X, then you should have P(Y)≥P(X and (X→Y)).

Or to look at it another way, if P(Y|X)≈1, then P(X and Y)≈P(X).

Which is to say, believing extra details doesn’t cost you extra probability when they are logical implications of general beliefs you already have. Presumably the general beliefs themselves are falsifiable, though, or why bother?

This is why we don’t believe that spaceships blink out of existence when they cross the cosmological horizon relative to us. True, the spaceship’s continued existence doesn’t have an impact on our world. The spaceship’s continued existence isn’t helping to explain the price of gold in London. But we get the invisible spaceship for free as a consequence of general laws that imply conservation of mass and energy. If the spaceship’s continued existence were not a deductive consequence of the laws of physics as we presently model them, then it would be an additional detail, cost extra probability, and we would have to question why our theory must include this assertion.

The part of decoherence that is supposed to be testable is not the many worlds per se, but just the general law that governs the wavefunction. The decoherentists note that, applied universally, this law implies the existence of entire superposed worlds. Now there are critiques that can be leveled at this theory, most notably, “But then where do the Born probabilities come from?” But within the internal logic of decoherence, the many worlds are not offered as an explanation for anything, nor are they the substance of the theory that is meant to be tested; they are simply a logical consequence of those general laws that constitute the substance of the theory.

If A⇒B then ¬B⇒¬A. To deny the existence of superposed worlds is necessarily to deny the universality of the quantum laws formulated to govern hydrogen atoms and every other examinable case; it is this denial that seems to the decoherentists like the extra and untestable detail. You can’t see the other parts of the wavefunction—why postulate additionally that they don’t exist?

The events surrounding the decoherence controversy may be unique in scientific history, marking the first time that serious scientists have come forward and said that by historical accident humanity has developed a powerful, successful, mathematical physical theory that includes angels. That there is an entire law, the collapse postulate, that can simply be thrown away, leaving the theory strictlysimpler.

To this discussion I wish to contribute the assertion that, in the light of a mathematically solid understanding of probability theory, decoherence is not ruled out by Occam’s Razor, nor is it unfalsifiable, nor is it untestable.

We may consider e.g. decoherence and the collapse postulate, side by side, and evaluate critiques such as “Doesn’t decoherence definitely predict that quantum probabilities should always be 50/50?” and “Doesn’t collapse violate Special Relativity by implying influence at a distance?” We can consider the relative merits of these theories on grounds of their compatibility with experience and the apparent character of physical law.

To assert that decoherence is not even in the game—because the many worlds themselves are “extra entities” that violate Occam’s Razor, or because the many worlds themselves are “untestable,” or because decoherence makes no “new predictions”—all this is, I would argue, an outright error of probability theory. The discussion should simply discard those particular arguments and move on.

Excellent post Eliezer.  I have just a small quibble: it should be made clear that decoherance and the many worlds interpretations are logically distinct.  Many physicists, especially condensed matter physicist working on quantum computation/information, use models of microscopic decoherance on a daily basis while remaining agnostic about collapse.  These models of decoherance (used for so-called "partial measurement") are directly experimentally testable.

Maybe a better term for what you are talking about is macroscopic decoherance.  As of right now, no one has ever created serious macroscopic superpositions.  Macroscopic decoherance, and hence the many worlds interpretation, rely on extrapolating microscopic observed phenomena.

If there's one lesson we can take from the history of physics, it's that everytime new experimental "regimes" are probed (e.g. large velocities, small sizes, large mass densities, large energies), phenomena are observed which lead to new theories (special relativity, quantum mechanics, general relativity, and the standard model, respectively).  This is part of the reason I find it likely that the peculiar implications of uncollapsed hermitian evolution are simply the artifacts of using quantum mechanics outside its regime of applicability.

Here at UC Santa Barbara, Dirk Bouwmeester is trying to probe this macroscopic regime by superposing a cantilever that is ~50 microns across--big enough to see with an optical microscope!

rely on extrapolating microscopic observed phenomena.

Surely the prior is that the laws of physics hold at all scales? Why wouldn't you extrapolate?
Edit: Just noticed how redundant this comment is..

Is there any reason to believe that something interferes with the physics between "microscopic decoherence" and "macroscopic decoherence" that affects the latter and not the former? I'm just saying because I'm getting strong echoes of the "microevolution vs. macroevolution" misconception - in both cases, people seem to be rejecting the obvious extension of a hypothesis to the human level.

I own at least two distinct items of clothing printed with this theorem, so it must be important.

This is also the fallacy that leads people to take the Pope seriously. (I mean, if it's baculum, where is his political power? Yet I can clearly see his big pointy hat with my own eyes.)

Jess: "Here at UC Santa Barbara, Dirk Bouwmeester is trying to probe this macroscopic regime by superposing a cantilever that is ~50 microns across--big enough to see with an optical microscope!"

I just want to say that sounds like an absolutely awsome experiment. Any info on results so far? (For that matter, how's he doing it in the first place?)

Does the reality of the wavefunction imply MWI?  The wavefunction is a function over every
possible configuration of the universe.  We may still believe that the universe comprises a single point in configuration space, corresponding to a single value of the wavefunction, along with the value of the wavefunction for every other (counterfactual) point in the configuration space.  The reality is the particular configuration space point along with the shape of the wavefunction.  This does not imply that the wavefunction is a delta-function in configuration space. Other counterfactual configurations may have similar probability amplitudes depending on their "degree of possibility" compared to the existing configuration.

So, decoherence is a valid scientific theory because it makes the same, correct predictions as the one involving collapse, but is simpler.

Bob:  We may still believe that the universe comprises a single point in configuration space, corresponding to a single value of the wavefunction

How is this not immediately ruled out by Bell's Theorem?

@Silas:  I've tried just saying that to people, it doesn't work.  Doesn't work in academic physics either.  Besides which, it may not be the last time the question comes up, and there's no reason why physicists shouldn't know the (epistemic) math.

Bob: We may still believe that the universe comprises a single point in configuration space, >>corresponding to a single value of the wavefunction

How is this not immediately ruled out by Bell's Theorem?

Bell's Theorem rules out local realism.  I'm going with "non-local".

If you pick a single point in configuration space in the position basis, nothing has a specified momentum.  If you pick a single point in the momentum basis, nothing has a specified position.  If you pick a single point in the polarized-45-degrees basis, nothing has a specified 90-degree polarization.  Decoherence gives us a preferred basis for our blobs of amplitude but that preferred basis is changing all the time and different for every particle.  How's this single-point trick going to work?  And what does the epiphenomenal single point do that makes it realer than the causally powerful wavefunction?

Bob: That sounds like Bohmian mechanics, which is distinct from either of the interpretations Eliezer has been talking about.

As I understand it, interpretations with actual wavefunctions and collapse still just describe the universe by the wavefunction, it's just that collapse keeps the wave function bunched up so the world can usually be approximately described by a single configuration.

Eliezer: You still calculate the whole wave function, so it's hardly local, and can therefore be a deterministic hidden variable theory that agrees with experiment. I think you just compute an amplitude current from the wave function, and say that the real world or your test particles follow that velocity field in configuration space.

Pretty pictures at http://bohm-mechanics.uibk.ac.at/index.htm

Eliezer:  No doubt I am missing a lot.  I have the idea of the wavefunction as a real thing, and I am not advocating a collapse interpretation.  I am also uncomfortable with any kind of preferred basis.  My idea is that the configuration space of the universe is the classical configuration space, but that its evolution is determined by the wavefunction over the quantum mechanical configuration space (in whatever basis you choose).  So a point-particle has a real momentum and a real position, which are not simultaneously measureable.
For electromagnetism, the electric and magnetic fields have actual values, which are also not simultaneously measurable.  The fields evolve continuously but non-deterministically in accordance with the evolution of the wavefunction.  There are still blobs of amplitude in configuration space, but only one point in one of those blobs is the real configuration.

Anonymous:  I'll look at your reference to refresh my memory of Bohm.  The last I heard, there were problems with relativistic versions of that theory.

electric and magnetic fields have actual values, which are also not simultaneously measurable.

Actually, they are the same thing, so if you know one, you know the other... they are definitely NOT conjugate variables (variables that cannot be measured at the same time).

Psy-Kosh: It is an awesome experiment.  Here are links to Bouwmeester's home page , the original proposal, and the latest update on cooling the cantilever.(Bouwmeester has perhaps the most annoying web interface of any serious scientist. Click in the upper left on "research" and then the lower right on "macroscopic quantum superposition".  Also, the last article appeared in nature and may not be accessible without a subscription.)

Obviously, this is a very hard experiment and success is not assured.

Also, you might be interested to know that at least one other group, Jack Harris's at Yale, is doing similar work.

Psy-Kosh:  Oh, I almost forgot to answer your questions.  Experimental results are still several years distant.  The basic idea is to fabricate a tiny cantilever with an even tinier mirror attached to its end.  Then, you position that mirror at one end of a photon cavity (the other end being a regular fixed mirror).  If you then send a photon into the cavity through a half-silvered third mirror--so that it will be in a superposition of being in and not in the cavity--then the cantilever will be put into a correlated superposition: it will be vibrating if the photon is in the cavity and it will be still if the photon is not.  Of course, the really, really super-hard part is getting all this to happen without the state decohering before you see anything interesting.

Robin Z: The motivation for suspecting that something funny happens as you try scale up decoherance to full blown many-worlds comes from the serious problems that many-worlds has.  Beyond the issue with predicting the Born postulate, there are serious conceptual problems with defining individual worlds, even emergently.

The motivation for doing this experiment is even more clear: (1) The many-worlds interpretation is a fantastically profound statement about our universe and therefore demands that fantastic experimental work be done to confirm it as best as is possible.  (For instance, despite the fact that I very confidently expect Bell's inequality to continue to hold after each tenuous experimental loophole is closed, I still consider it an excellent use of my tax dollars that these experiments continue to be improved).  (2) Fundamental new regimes in physics should always be probed, especially at this daunting time in the history of physics where we seem to be able to predict nearly everything we see around us but unable to extend our theories to in-principally testable but currently inaccessible regimes.  (3)  It's just plain cool.

But considering this experiment with the 50 micron cantilever, suppose they are successful in putting it into a superposition and verifying that. That will be a fine piece of work and will gain well deserved approval. But suppose OTOH they are able to show somehow that superposition fails once we hit 50 microns (or equivalent mass)! They show that the cantilever does not obey the equations of QM! That would be earth-shaking news, Nobel Prize caliber work. It would be the most important physics discovery of the 21st century, so far, and maybe for the whole rest of it. It would require scientists to go back to square one in their understanding of the fundamental laws of the universe.

If I am right (and truthfully I am just speculating), this suggests that in their hearts, scientists really do believe what Eliezer describes, that the laws of QM apply to 50 micron cantilevers as well as much more besides. They may not be comfortable with the whole many-worlds picture, but they solve that by just not thinking about it. The prospect of actually discovering a level at which QM stops working is something which would have to be viewed as highly unlikely, in the context of current understanding.

Enough said - I withdraw my implied objection. I, too, hope the experiment you refer to will provide new insight.

Jess: That certainly is an interesting web interface.

But yeah, thanks lots for the info, really cool. I want results right now though! Bouncies (well, i/sqrt(2)|bouncies> + 1/sqrt(2)|sits-still> )

From giving a cursory look at the info there, I didn't quite see or grasp how they would plan on detecting it though. ie, after they put it in a oscilating/not so oscilating mode, they then bounce another photon off of it and analyze its path to see if the path would have to be the result of superposition of the different possible states of the mirror? or something completely different?

Roger Penrose predicts that attempts to create macroscale quantum superposition will fail because gravity will keep things with too much energy from being in two places at once. He's a bit of a crackpot when it comes to quantum gravity, but it'll be interesting to see him proven wrong. ;)

(Similarly, the occasional crackpot theory suggests that the "fair sampling assumption" of EPR tests should be systematically violated, and that our ability to make "better photon detectors" should hit a limit.)

Oh and if in this many world interpretation photons would have to appear opposite to what is detected in our world, then when the experiment is over and the experimenters leave in opposite directions, does that mean the experimenters on the other side continuously crash into each other.

Both collapse and MWI have a it happens for an instant quality. As soon as the experiment is over they go back into the box like the Rosicrucians do with God's angels.

Wait it gets better. If there is a probability of your mothers getting pregnant here should there not be the opposite effect such that your double couldn't have been born?

Since both you and he are around that means the other world only begins with the original photons flying apart.

MWI has both local extent, good, and a divergent local behavior at every point in space, pathological. It requires a disjunction between neighborhood elements since the results have to be complementary. The fabric of complementary MWI layers have an increasing tendency to explode the minute something happens in their partner. Which would suggest in fact that collapse is the true picture, but we already know it's a collapse of a description not the event. This is a bit like how water waves travel but no water molecule actually goes beyond the next crest. The collapse is a figment and MWI is unstable. My God what have we done to reason?

I am not sure you really understand the notion of understanding a theory, and I cannot readily discern what exactly you are trying to say with your comment. Have you examined your reasons for believing what you believe? Have you looked inside your associated mental black boxes? Have you read a text book? Have you talked to a MacroDeco adherent? Have you talked to a rugged and experienced QM scientist? Do you have a better theory? Can you simulate that better theory on a computer?

"If P(Y|X) ≈ 1, then P(X∧Y) ≈ P(X).
Which is to say, believing extra details doesn't cost you extra probability when they are logical implications of general beliefs you already have."

Shivers went down my spine when I read that; this is the first time that I actually looked at a formula and really saw what it meant. Ah, maths.
Thank you, Yu-el.

I disagree on five points. The first is my conclusion too; the second leads to the third and the third explains the fourth. The fifth one is the most interesting.

1) In contrast with the title, you did not show that the MWI is falsifiable nor testable; I know the title mentions decoherence (which is falsifiable and testable), but decoherence is very different from the MWI and for the rest of the article you talked about the MWI, though calling it decoherence. You just showed that MWI is "better" according to your "goodness" index, but that index is not so good. Also, the MWI is not at all a consequence of the superposition principle: it is rather an ad-hoc hypothesis made to "explain" why we don't experience a macroscopic superposition, despite we would expect it because macroscopic objects are made of microscopic ones. But, as I will mention in the last point, the superposition of macroscopic objects in not an inevitable consequence of the superposition principle applied to microscopic objects.

2) You say that postulating a new object is better than postulating a new law: so why teach Galileo's relativity by postulating its transformations, while they could be derived as a special case of Lorents transformations for slow speeds? The answer is because they are just models, which gotta be easy enough for us to understand them: in order to well understand relativity you first have to understand non-relativistic mechanics, and you can only do it observing and measuring slow objects and then making the simplest theory which describes that (i.e., postulating the shortest mathematical rules experimentally compatible with the "slow" experiences: Galileo's); THEN you can proceed in something more difficult and more accurate, postulating new rules to get a refined theory.
You calculate the probability of a theory and use this as an index of the "truthness" of it, but that's confusing the reality with the model of it. You can't measure how a theory is "true", maybe there is no "Ultimate True Theory": you can just measure how a theory is effective and clean in describing the reality and being understood. So, in order to index how good a theory is, you should instead calculate the probability that a person understands that theory and uses it to correctly make anticipations about reality: that means P(Galileo) >> P(first Lorentz, then show Galileo as a special case); and also P(first Galileo, after Lorentz) != P(first Lorentz, after Galileo), because you can't expect people to be perfect rationalists: they can be just as rational as possible. The model is just an approximation of the reality, so you can't force the reality of people to be the "perfect rational person" model, you gotta take in account that nobody's perfect.

3) Because nobody's perfect, you must take in account the needed RAM too. You said in the previous post that "Occam's Razor was raised as an objection to the suggestion that nebulae were actually distant galaxies—it seemed to vastly multiply the number of entities in the universe", in order to justify that the RAM account is irrelevant. But that argument is not valid: we rejected the hypothesis that nebulae are not distant galaxies not because the Occam's Razor is irrelevant, but because we measured their distance and found that they are inside our galaxy; without this information, the simpler hypothesis would be that they are distant galaxies.
The Occam's Razor IS relevant not only about the laws, but about the objects too. Yes, given a limited amount of information, it could shift toward a "simpler yet wrong model", but it doesn't annihilate the probability of the "right" model: with new information you would find out that you were previously wrong. But how often does the Occam's Razor induce you to neglect a good model, as opposed to how often it let us neglect bad models? Also, Occam's Razor may mislead you not only when applied to objects, but when applied to laws too, so your argument discriminating Occam's Razor applicability doesn't stand.

4) The collapse of the wave function is a way to represent a fact: if a microscopic system S is in an eigenstate of some observable A and you measure on S an observable B which is non commuting with A, your apparatus doesn't end up in a superposition of states but gives you a unique result, and the system S ends up in the eigenstate of B corresponding to the result the apparatus gave you. That's the fact.
As the classical behavior of macroscopic objects and the stochastic irreversible collapse seems in contradiction with the linearity, predictability and reversibility of the Schrödinger equation ruling the microscopic systems, it appears as if there's an uncomfortable demarcation line between microscopic and macroscopic physics. So, attempts have been made in order to either find this demarcation line, or show a mechanism for the emergence of the classical behavior from the quantum mechanics, or solve or formalize this problem however.
The Copenhagen interpretation (CI) just says: "there are classical behaving macroscopic objects, and quantum behaving microscopic ones, the interaction of a microscopic object with a macroscopic apparatus causes the stochastic and irreversible collapse of the wave function, whose probabilities are given by the Born rule, now shut up and do the math"; it is a rather unsatisfactory answer, primarily because it doesn't explain what gives rise to this demarcation line and where should it be drawn; but indeed it is useful to represent effectively what are the results of the typical educational experiments, where the difference between "big" and "small" is in no way ambiguous, and allows you to familiarize fast with the bra-ket math.
The Many Worlds Interpretation (MWI) just says: "there is indeed the superposition of states in the macroscopic scale too, but this is not seen because the other parts of the wave function stay in parallel invisible universes".
Now imagine Einstein did not develop the General Relativity, but we anyway developed the tools to measure the precession of Mercury and we have to face the inconsistency with our predictions through Newton's Laws: the analogous of the CI would be "the orbit of Mercury is not the one anticipated by Newton's Laws but this other one, now if you want to calculate the transits of Mercury as seen from the Earth for the next million years you gotta do THIS math and shut up"; the analogous of the MWI would be something like "we expect the orbit of Mercury to precede at this rate X but we observe this rate Y; well, there is another parallel universe in which the preceding rate of Mercury is Z such that the average between Y and Z is the expected X due to our beautiful indefeasible Newton's Law". Both are unsatisfactory and curiosity stoppers, but the first one avoids to introduce new objects. The MWI, instead, while explaining exactly the same experimental results, introduces not only other universes: it also introduces the concept itself that there are other universes which proliferate at each electron's cough attack. And it does just for the sake of human pursuit of beauty and loyalty to a (yes, beautiful, but that's not the point) theory.

5) you talk of MWI and of decoherence as they are the same thing, but they are quite different. Decoherence is about the loss of coherence that a microscopic system (an electron, for instance) experiences when interacting with a macroscopic chaotic environment. As this sounds rather relevant to the demarcation line and interaction between microscopic and macroscopic, it has been suggested that maybe these are related phenomenons, that is: maybe the classical behavior of macroscopic objects and the collapse of the wave function of a microscopic object interacting with a macroscopic apparatus are emergent phenomenons, which arise from the microscopic quantum one through some interaction mechanism. Of course this is not an answer to the problem: it is just a road to be walked in order to find a mechanism, but we gotta find it. As you say, "emergence" without an underlying mechanism is like "magic". Anyway, decoherence has nothing to do with MWI, though both try (or pretend) to "explain" the (apparent?) collapse of the wave function.
In the last decades decoherence has been probed and the results look promising. Though I'm not an expert in the field, I took a course about it last year and made a seminar as exam for the course, describing the results of an article I read (http://arxiv.org/abs/1107.2138v1). They presented a toy model of a Curie-Weiss apparatus (a magnet in a thermal bath), prepared in an initial isotropic metastable state, measuring the z-axis spin component of a 1/2 spin particle through induced symmetry breaking. Though I wasn't totally persuaded by the Hamiltonian they wrote and I'm sure there are better toy models, the general ideas behind it were quite convincing. In particular, they computationally showed HOW the stochastic indeterministic collapse can emerge from just:
a) Schrödinger's equation;
b) statistical effects due to the "large size" of the apparatus (a magnet composed by a large number N of elementary magnets, coupled to a thermal bath);
c) an appropriate initial state of the apparatus.
They did not postulate neither new laws nor new objects: they just made a model of a measurement apparatus within the framework of quantum mechanics (without the postulation of the collapse) and showed how the collapse naturally arose from it. I think that's a pretty impressive result worth of further research, more than the MWI. This explains the collapse without postulating it, nor postulating unseen worlds.

You can't measure how a theory is "true", maybe there is no "Ultimate True Theory": you can just measure how a theory is effective and clean in describing the reality and being understood.

Do you have some notion of the truth of a statement, other than effectively describing reality? If so, I would very much like to hear it.

No, I don't: actually we probably agree about that, with that sentence I was just trying to underline the "being understood" requirement for an effective theory. That was meant to introduce my following objection that the order in which you teach or learn two facts is not irrelevant. The human brain has memory, so a Markovian model for the effectiveness of theories is too simple.

I doubt that you will be successful in convincing EY of the non-privileged position of the MWI. Having spent a lot of time, dozens of posts and tons of karma on this issue, I have regretfully concluded that he is completely irrational with regards to instrumentalism in general and QM interpretations in in particular. In his objections he usually builds and demolishes a version of a straw Copenhagen, something that, in his mind, violates locality/causality/relativity.

One would expect that, having realized that he is but a smart dilettante in the subject matter, he would at least allow for the possibility of being wrong, alas it's not the case.

In contrast with the title, you did not show that the MWI is falsifiable nor testable.

 I agree that he didn't show testable, but rather the possibility of it (and the formalization of it). 

You just showed that MWI is "better" according to your "goodness" index, but that index is not so good

There's a problem with choosing the language for Solomonoff/MML, so the index's goodness can be debated. However, I think in general index is sound.

You calculate the probability of a theory and use this as an index of the "truthness" of it, but that's confusing the reality with the model of it. 

I don't think he's saying that theories fundamentally have probabilities. Rather, as a Bayesian, he gives some priors to each theory. As more evidences accumulate, the right theory will update and its probability approaches 1. 

The reason human understanding can't be part of the equations is, as EY says, shorter "programs" are more likely to govern the universe than longer "programs," essentially because these "programs" are more likely to be written if you throw down some random bits to make a program that governs the universe. 

But that argument is not valid: we rejected the hypothesis that nebulae are not distant galaxies not because the Occam's Razor is irrelevant, but because we measured their distance and found that they are inside our galaxy; without this information, the simpler hypothesis would be that they are distant galaxies. 

EY is comparing the angel explanation with the galaxies explanation; you are supposed to reject the angels and usher in the galaxies. In that case, the anticipations are truly the same. You can't really prove whether there are angels. 

But how often does the Occam's Razor induce you to neglect a good model, as opposed to how often it let us neglect bad models?

What do you mean by "good"? Which one is "better" out of 2 models that give the same prediction? (By "model" I assume you mean "theory")

but indeed it is useful to represent effectively what are the results of the typical educational experiments, where the difference between "big" and "small" is in no way ambiguous, and allows you to familiarize fast with the bra-ket math. 

You admit that Copenhagen is unsatisfactory but it is useful for education. I don't see any reason not to teach MWI in the same vein.

Now imagine Einstein did not develop the General Relativity, but we anyway developed the tools to measure the precession of Mercury and we have to face the inconsistency with our predictions through Newton's Laws: the analogous of the CI would be "the orbit of Mercury is not the one anticipated by Newton's Laws but this other one, now if you want to calculate the transits of Mercury as seen from the Earth for the next million years you gotta do THIS math and shut up"; the analogous of the MWI would be something like "we expect the orbit of Mercury to precede at this rate X but we observe this rate Y; well, there is another parallel universe in which the preceding rate of Mercury is Z such that the average between Y and Z is the expected X due to our beautiful indefeasible Newton's Law". 

If indeed the expectation value of observable V of mercury is X but we observe Y with Y not= X (that is to say that the variance of V is nonzero), then there isn't a determinate formula for predict V exactly in your first Newton/random formula scenario. At the same time, someone who has the Copenhagen interpretation would have the same expectation value X, but instead of saying there's another world he says there's a wave function collapse. I still think that the parallel world is a deduced result from universal wave function, superposition, decoherence, and etc that Copenhagen also recognizes. So the Copenhagen view essentially say "actually, even though the equations say there's another world, there is none, and on top of that we are gonna tell you how this collapsing business works". This extra sentence is what causes the Razor to favor MWI.

Much of what you are arguing seems to stem from your dissatisfaction of the formalization of Occam's Razor. Do you still feel that we should favor something like human understanding of a theory over the probability of a theory being true based on its length? 

You admit that Copenhagen is unsatisfactory but it is useful for education. I don't see any reason not to teach MWI in the same vein.

Because it sets people up to think that QM can be understood in terms of wavefunctions that exist and contain parallel realities; yet when the time comes to calculate anything, you have to go back to Copenhagen and employ the Born rule. 

Also, real physics is about operator algebras of observables. Again, this is something you don't get from pure Schrodinger dynamics. 

QM should be taught in the Copenhagen framework, and then there should be some review of proposed ontologies and their problems. 

There's a problem with choosing the language for Solomonoff/MML, so the index's goodness can be debated. However, I think in general index is sound.

When I hear about Solomonoff Induction, I reach for my gun :)

The point is that you can't use Solomonoff Induction or MML to discriminate between interpretations of quantum mechanics: these are formal frameworks for inductive inference, but they are underspecified and, in the case of Solomonoff Induction, uncomputable.

Yudkowsky and other people here seem to use the terms informally, which is an usage I object to: it's just a fancy way of saying Occam's razor, and it's an attempt to make their arguments more compelling that they actually are by dressing them in pseudomathematics.

The reason human understanding can't be part of the equations is, as EY says, shorter "programs" are more likely to govern the universe than longer "programs," essentially because these "programs" are more likely to be written if you throw down some random bits to make a program that governs the universe.

That assumes that Solomonoff Induction is the ideal way of performing inductive reasoning, which is debateable.
But even assuming that, and ignoring the fact that Solomonoff Induction is underspecified, there is still a fundamental problem:

The hypotheses considered by Solomonoff Induction are probability distributions on computer programs that generate observations, how do you map them to interpretations of quantum mechanics?

What program corresponds to Everett's interpretation? What programs correspond to Copenhagen, objective collapse, hidden variable, etc.?

Unless you can answer these questions, any reference to Solomonoff Induction in a discussion about interpretations of quantum mechanics is a red herring.

So the Copenhagen view essentially say "actually, even though the equations say there's another world, there is none, and on top of that we are gonna tell you how this collapsing business works". This extra sentence is what causes the Razor to favor MWI.

Actually Copenhagen doesn't commit to collapse being objective. People here seem to conflate Copenhagen with objective collapse, which is a popular misconception.

Objective collapse intepretations generally predict deviations from standard quantum mechanics in some extreme cases, hence they are in principle testable.

I doubt that one of the formulas should read: " /fracP(Ad)P(Ac)" LaTEX markup gone wrong?

Eliezer's mistake here was that he didn't, before the QM sequence, write a general post to the effect that you don't have an additional Bayesian burden of proof if your theory was proposed chronologically later. Given such a reference, it would have been a lot simpler to refer to that concept without it seeming like special pleading here.

It's mentioned in passing in the "Technical Explanation" (but yes, not a full independently-linkable post):

Humans are very fond of making their predictions afterward, so the social process of science requires an advance prediction before we say that a result confirms a theory. But how humans may move in harmony with the way of Bayes, and so wield the power, is a separate issue from whether the math works. When we’re doing the math, we just take for granted that likelihood density functions are fixed properties of a hypothesis and the probability mass sums to 1 and you’d never dream of doing it any other way.

Hmm, I'm not sure that point is sufficiently (a) widely applicable and (b) insightful that it would merit its own post. Perhaps I'm being unimaginative though? 

There's certainly a tradeoff involved in using a disputed example as your first illustration of a general concept (here, Bayesian reasoning vs the Traditional Scientific Method).

We require new predictions not because the theory is newer than some other theory it could share predictions, but because the predictions must come before the experimental results. If we allow theories theories to rely on the results of already known experiments, we run into two problems:

Now, if the new theory is a strictly simpler versions of an old one - as in "we don't even need X" simpler - then these two problems are nonissue:

Is the decoherence interpretation of quantum mechanics falsifiable? Are there experimental results that could drive its probability down to an infinitesimal?

Sure: We could measure entangled particles that should always have opposite spin, and find that if we measure them far enough apart, they sometimes have the same spin.

That has nothing to do with decoherence. Decoherence is not an automatic outcome of basic QM, so you can't falsify it by falsifying QM; and dechorence of a kind that implies many macroscopic non-interacting worlds is another matter anyway.

Just one quick note: this formulation of Bayes' theorem implicitly assumes that the A_j are not only mutually exclusive, but cover the entire theory space we consider - their joint probability is assigned a value of 1.

I think you are slightly misrepresenting the pro-objective-collapse position. A collapser believes in collapse not because the many-worlds interpretation seems too bizarre to be true, but simply because, for him, it is an experimental fact -- the evidence B. To be more precise: it is a fact that he (his consciousness, soul, etc.) directly observes that the cat is dead, which means the state is somehow selected. For him, the real question is why this particular state is realized and why he experiences it.

Of course, one could argue that the state is not preferential since his quantum clone observes the cat as alive. But then, why is he not his quantum clone? One could respond with something like “by definition,” “because you are who you are,” or “this is just a semantic issue,” or "it all sums up to normality", but I think such explanations are perceived by him as mere curiosity stoppers because they are not helping concentrate the probability mass in any way. 

By the way, I am not a collapser -- hence why I am using “he” instead of “I” -- just pointing out that your criticism addresses a different and much weaker argument than the one typically held by those who believe in collapse.



Quantum Non-Realism

Suppose you were just starting to work out a theory of quantum mechanics.

You begin to encounter experiments that deliver different results depending on how closely you observe them. You dig underneath the reality you know, and find an extremely precise mathematical description that only gives you the relative frequency of outcomes; worse, it’s made of complex numbers. Things behave like particles on Monday and waves on Tuesday.

The correct answer is not available to you as a hypothesis, because it will not be invented for another thirty years.

The best you can do is the strict “shut up and calculate” interpretation of quantum mechanics. You’ll go on trying to develop new theories, because doing your best doesn’t mean giving up. But we’ve specified that the correct answer won’t be available for thirty years, and that means none of the new theories will really be any good. Doing the best you could theoretically do would mean that you recognized that, even as you looked for ways to test the hypotheses.

The best you could theoretically do would not include saying anything like, “The wavefunction only gives us probabilities, not certainties.” That, in retrospect, was jumping to a conclusion; the wavefunction gives us a certainty of many worlds existing. So that part about the wavefunction being only a probability was not-quite-right. You calculated, but failed to shut up.

If you do the best that you can do without the correct answer being available, then, when you hear about decoherence, it will turn out that you have not said anythingincompatible with decoherence. Decoherence is not ruled out by the data and the calculations. So if you refuse to affirm, as positive knowledge, any proposition which was not forced by the data and the calculations, the calculations will not force you to say anything incompatible with decoherence. So too with whatever the correct theory may be, if it is not decoherence. If you go astray, it must be from your own impulses.

But it is hard for human beings to shut up and calculate—really shut up and calculate. There is an overwhelming tendency to treat our ignorance as if it were positive knowledge.

I don’t know if any conversations like this ever really took place, but this is how ignorance becomes knowledge:

has got to be one of the most embarrassing wrong turns in the history of science.

If you take all this literally, it becomes the consciousness-causes-collapse interpretation of quantum mechanics. These days, just about nobody will confess to actually believing in the consciousness-causes-collapse interpretation of quantum mechanics—

But the physics textbooks are still written this way! People say they don’t believe it, but they talk as if knowledge is responsible for removing incompatible “probability” amplitudes.

Yet as implausible as I find consciousness-causes-collapse, it at least gives us a picture of reality. Sure, it’s an informal picture. Sure, it gives mental properties ontologically basic status. You can’t calculate when an “experimental observation” occurs or what people “know,” you just know when certain probabilities are obviouslyzero. And this “just knowing” just happens to fit your experimental results, whatever they are—

—but at least consciousness-causes-collapse purports to tell us how the universe works. The amplitudes are real, the collapse is real, the consciousness is real.

What does Goofus even mean, here? Never mind the plausibility of his words; what sort of state of reality would correspond to his words being true?

What way could reality be, that would make it meaningless to talk about Special Relativity being violated, because the property being influenced didn’t exist, even though you could calculate the changes to it?

But you know what? Forget that. I want to know the answer to an even more important question:

Let’s suppose that you take the Schrödinger equation, and assert, as a positive fact:

I sometimes go around saying that the fundamental question of rationality is Why do you believe what you believe?

You say the Schrödinger equation “doesn’t mean anything.” How did this item of definite knowledge end up in your possession, if it is not simply ignorance misinterpreted as knowledge?

Was there some experiment that told you? I am open to the idea that experiments can tell us things that seem philosophically impossible. But in this case I should like to see the decisive data. Was there a point where you carefully set up an experimental apparatus, and worked out what you should expect to see if (1) the Schrödinger equation was meaningful or (2) the Schrödinger equation was meaningless; and then you got result (2)?

How did you acquire that piece of knowledge, Goofus? I know where Gallant got his—but where did yours come from?

My attitude toward questions of existence and meaning was nicely illustrated in a discussion of the current state of evidence for whether the universe is spatially finite or spatially infinite, in which James D. Miller chided Robin Hanson:

Ha! You think pulling that old “universe doesn’t exist” trick will stop me? It won’t even slow me down!

It’s not that I’m ruling out the possibility that the universe doesn’t exist. It’s just that, even if nothing exists, I still want to understand the nothing as best I can. My curiosity doesn’t suddenly go away just because there’s no reality, you know!

The nature of “reality” is something about which I’m still confused, which leaves open the possibility that there isn’t any such thing. But Egan’s Law still applies: “It all adds up to normality.” Apples didn’t stop falling when Einstein disproved Newton’s theory of gravity.

Sure, when the dust settles, it could turn out that apples don’t exist, Earth doesn’t exist, reality doesn’t exist. But the nonexistent apples will still fall toward the nonexistent ground at a meaningless rate of 9.8 m/s2.

You say the universe doesn’t exist? Fine, suppose I believe that—though it’s not clear what I’m supposed to believe, aside from repeating the words.

You want to say that the quantum-mechanical equations are “not real”? I’ll be charitable, and suppose this means something. What might it mean?

Maybe it means the equations which determine my predictions are substantially different from the thingy that determines my experimental results. Then what doesdetermine my experimental results? If you tell me “nothing,” I would like to know what sort of “nothing” it is, and why this “nothing” exhibits such apparent regularity in determining e.g. my experimental measurements of the mass of an electron.

I don’t take well to people who tell me to stop asking questions. If you tell me something is definitely positively meaningless, I want to know exactly what you mean by that, and how you came to know. Otherwise you have not given me an answer, only told me to stop asking the question.

The Simple Truth describes the life of a shepherd and apprentice who have discovered how to count sheep by tossing pebbles into buckets, when they are visited by a delegate from the court who wants to know how the “magic pebbles” work. The shepherd tries to explain, “An empty bucket is magical if and only if the pastures are empty of sheep,” but is soon overtaken by the excited discussions of the apprentice and the delegate as to how the magic might get into the pebbles.

Here we have quantum equations that deliver excellent experimental predictions. What exactly does it mean for them to be “meaningless”? Is it like a bucket of pebbles that works for counting sheep, but doesn’t have any magic?

Back before Bell’s Theorem ruled out local hidden variables, it seemed possible that (as Einstein thought) there was some more complete description of reality which we didn’t have, and the quantum theory summarized incomplete knowledge of this more complete description. The laws we’d learned would turn out to be like the laws of statistical mechanics: quantitative statements of uncertainty. This would hardly make the equations “meaningless”; partial knowledge is the meaning of probability.

But Bell’s Theorem makes it much less plausible that the quantum equations are partial knowledge of something deterministic, the way that statistical mechanics over classical physics is partial knowledge of something deterministic. And even so, the quantum equations would not be “meaningless” as that phrase is usually taken; they would be “statistical,” “approximate,” “partial information,” or at worst “wrong.”

Here we have equations that give us excellent predictions. You say they are “meaningless.” I ask what it is that determines my experimental results, then. You cannot answer. Fine, then how do you justify ruling out the possibility that the quantum equations give such excellent predictions because they are, oh, say, meaningful?

I don’t mean to trivialize questions of reality or meaning. But to call something “meaningless” and say that the argument is now resolved, finished, over, done with, you must have a theory of exactly how it is meaningless. And when the answer is given, the question should seem no longer mysterious.

As you may recall from Semantic Stopsigns, there are words and phrases which are not so much answers to questions, as cognitive traffic signals which indicate you should stop asking questions. “Why does anything exist in the first place? God!” is the classical example, but there are others, such as “Élan vital!”

Tell people to “shut up and calculate” because you don’t know what the calculations mean, and inside of five years, “Shut up!” will be masquerading as a positive theory of quantum mechanics.

I have the highest respect for any historical physicists who even came close to actually shutting up and calculating, who were genuinely conservative in assessing what they did and didn’t know. This is the best they could possibly do without actually being Hugh Everett, and I award them fifty rationality points. My scorn is reserved for those who interpreted “We don’t know why it works” as the positive knowledge that the equations were definitely not real.

I mean, if that trick worked, it would be too good to confine to one subfield. Why shouldn’t physicists use the “not real” loophole outside of quantum mechanics?

And if that doesn’t work, try writing yourself a Get Out of Jail Free card.

If there is a moral to the whole story, it is the moral of how very hard it is to stay in a state of confessed confusion, without making up a story that gives you closure—how hard it is to avoid manipulating your ignorance as if it were definite knowledge that you possessed.

Egan's law is one the most dangerous biases I've ever heard of. It prevents a person from facing reality in those cases in which it turns out that it isn't normal.

How would reality go about being not normal? Or more specifically, what is normal, if not reality?

Well, I suppose reality could get pretty abnormal. And yet, it would still all add up to normality - that is, my model of reality should explain my observations, even if that model was "it's all a big acid trip."  Getting around that would need something like a violation of causality.

Unknown, I don't think Egan's Law has anything to do with facing reality. If I read it correctly, Egan is saying that any theory (e.g. quantum mechanics, general relativity, the standard model) ought to predict normal events on the level of normal events. If relativity predicted that a ball dropped from a height of 4.9 meters would take 5.3 seconds to hit the ground, relativity would be disproven. It all must add up to normality.

1) Can someone tell me to what extent this many-worlds interpretation is really accepted? I mean, nobody told me the news that the collapse interpretation was no longer accepted, and I think I read such things in a recent physics textbook. So, can physicists remark on their experience?

2) I think the notion that the QM equations don't mean anything refers to the fact that nobody knows what the real substrate is in which QM takes place. It's a bit analogous to the pre-QM situation with light. People asked, what does light travel in? But since nobody was able to identify any substrate for light, they had to treat the wave-like nature of light as simply an empty metaphor. At least, that's how the classical theory of light was taught to me.

So in the same way, you say that the amplitudes and configurations are the "reality." But where do the configurations "exist"? Unless you believe that the universe is being simulated in a computer (which seems like a highly unparsimonious not to mention anthropocentric assumption), the equations must be a model of something that's out there. But it doesn't seem like we really know anything that the equations are models of.

Eli: You are writing a lot about physics recently.  Why?

"My curiosity doesn't suddenly go away just because there's no reality, you know!"
Eliezer, I want to high-five you.

Does this "Many worlds" thing imply that there exists (in some meaningful sense) other worlds alongside us where whatever quantum events didn't happen here happened? (If not, or if this is a wrong question, disregard the following.)

What are the moral implications? If some dictator says "If this photon passes through this filter (which it can do with probability 0.5), I will torture you all; if it is absorbed, I will do something vaguely nice.", and the photon if absorbed, should we rejoice, or should we grieve for those people in another world who are tortured?

Should we try quantum suicide? I think I'm willing to die (at least once, but maybe not in a lot of worlds, my poor little brain can't grasp the concept of multiple deaths) to let one world know whether the MWI is true.

What about other events? A coinflip isn't really a quantum random event (and may even be not random at all if you know enough), but the coin is made out of amplitudes - are there worlds where the coin lands on the other side? We won WW2 by the skin of the teeth, are there any worlds where the Earth is ruled by Nazi Germany?

should we rejoice, or should we grieve for those people in another world who are tortured?

People were, in fact, tortured. You can grieve for them if you wish.

That is also a question of how branching world-lines work.

I'd say no. Identity is an illusion. Everyone only exists for an instant, and a "person" is actually a world-line composed of tons of different people who all think they're the same person. If you perform the experiment, there will be fewer people who think they're you.

are there any worlds where the Earth is ruled by Nazi Germany?

Every world exists, but some exist more than others. Don't take that at face value. All it means is that not all of the worlds are equally likely. I have no idea why. Just rest assured that the other worlds exist somehow.

People were, in fact, tortured. You can grieve for them if you wish.

If you grieve for everyone tortured in every branch not your own, not singling out your own branch for special treatment out of the literal infinity of branches, then I understand you have your work cut out for you just managing the mathematical infinities involved to specify a utility function. (The solutions I've seen all start by putting in the desired conclusion as an arbitrary assumption.)

No-one can or will mourn literally infinite people. (Even if you ignore people in other branches, what about people in our own in case our universe is spatially infinite and everything possible happens infinitely many times?) This is not how mourning works in humans. 

You can mourn the general fact that suffering happens, without letting the (probably infinite) amounts of it directly establish the amount of mourning done. It wouldn't be productive in any sense, because in a universe where everything happens somewhere - whether via quantum branches or sheer size or both - you can't reduce the suffering, it'll always be infinite. So mourning in this case does not serve any purpose; I would wish to stop feeling such mourning if I felt it.

Just rest assured that the other worlds exist somehow.

And that you cannot interact with them ever again and therefore should not mourn them.

And that you cannot interact with them ever again and therefore should not mourn them.

If people leave on a spaceship to colonize another galaxy, and between their speed and the expansion of the universe it is physically impossible to interact with them ever again, surely they still have moral weight. If the spaceship company had constructed the spaceship to collapse the moment they could no longer ever interact with us, to cut costs, then surely when we discovered this from their internal documents we would prosecute them as criminals, even though the consequences of their crime occurred somewhere as fundamentally separate from us as another world. 

I don't think you have, in your morality, an exception for everyone who is causally isolated from you.

You're just stating your conclusion again. Such a moral belief is possible, but it's a choice. I choose not to care morally about people I cannot even in principle interact with.

then surely when we discovered this from their internal documents we would prosecute them as criminals

Note that punishment for crime isn't the same as grief, and works on different rules.

Why punish people? To reduce future similar crime. (I don't accept moral propositions of punishment for punishment's sake.) I could board such a ship in the future myself, and would not wish it to be sabotaged. So I want these saboteurs to be punished to deter future crime.

Here's another reasoning for the same conclusion: their action reduced the (expected) utility of the people on the ship while they were still in contact with us. We just didn't find out about it until later. This is analogous to a case where we discover that two years ago, Jane wounded Alex. We know that a year ago, Alex died from unrelated causes. We still want to punish Jane today even though Alex cannot be reimbursed himself anymore.

I don't think you have, in your morality, an exception for everyone who is causally isolated from you.

My morality comes from two main sources. One is how I feel (due to nature and nurture): such as grief. Sometimes I find this is not how I want to feel, and then I try to change myself - as I would with any other feelings. So if I discovered myself grieving for people outside my universe, I would try to stop doing so.

Luckily I, like most people I think, don't grieve for such people: grief falls off rapidly for more distant suffering (in space and/or time). People outside the future light cone, or in other quantum branches, are as far as they can be from me and still exist in some sense.

The second source of my morality is practical ethics: how do I want to behave, and want others to behave, to achieve certain things? Here too, grieving or expending any other resource (time, effort, thought) on people I cannot interact with doesn't benefit me or them or anyone else, so I would prefer not to do it.

Can you clarify why you choose to grieve for people at all?

I mean, you seem to classify grieving as an example of expending resources on someone. So if person A dies and person B grieves, B is expending resources on someone. Who benefits from those resources? It certainly isn't A; A is dead. 

1) Nobody actually benefits from those resources being expended. In which case your reasoning seems to equally well reject all grief, not just grief over hypothetical superluminal travellers.

2) Some surviving person benefits from B's grief... maybe B themselves, maybe A's family members, maybe somebody else. In this case rejecting grieving for A may have costs, and perhaps those potential costs should be understood before rejecting it.

3) A benefited, while alive, from the fact that B runs algorithms that reliably result in B grieving for A once A is dead. In this case rejecting grieving for A may have the consequence of also rejecting those algorithms, which would perhaps otherwise have been beneficial to someone in the same way that were in the past beneficial to A. Here again, perhaps those potential costs should be understood before rejecting grief.

A combination of all three options is true; I don't know of a fourth. Grief is mostly a waste because there's more of it than I'd like (option 1), but also helps to prevent future causes of grief (option 3) and possibly helps the griever cope (option 2).

I see grief as analogous to pain. It's an evolved response. Its primary function is conditioning by negative reinforcement. To avoid grief, people try to prevent grief-causing situations, e.g. protecting their loved ones more. Just as with pain, we have to live with grief today but we may wish to self-modify to grieve less.

Because it's an evolved mechanism, it tends to be entangled with other processes; thus it is claimed to have a secondary purpose - to help with "healthy psychological coping" of the grieving person in accepting reality. I've heard this claim but have not looked into its sources and don't have a good estimation of how true or important this is.

I suffer from experiencing grief a lot more than I am willing to suffer in order to get these benefits. If it was just a matter of choice, I would choose to grieve a lot less or maybe not at all, in all situations. That would require a level of modification of my psychology that would also enable me to get the above benefits without grieving. In reality I don't have that level of control.

However, we do have some control over how much we grieve. In particular, grieving for very distant people seems to be off-by-default in most people, and only activated by deliberate thinking about those distant people; i.e. this kind of grief may be avoided a lot of the time. It also happens to be the kind of grief where the above benefits are least (or nonexistent). So of course I focus my efforts and advise others to practice grieving less first of all in such circumstances.

Note: "grief" can be read broadly, as in "feeling sad through empathy with suffering distant others".

Given this, I am very confused by what you think is special about the esoteric possibilities you discuss with alex_zag_al above. 

That is, given my understanding of your position, it seems you should reject or endorse grieving over those doomed intergalactic explorers to basically the same degree that you would either reject or endorse grieving over a boat full of tourists who drown on their way to Greece. (I'm not really sure what degree that is... what I get from your explanation is that you endorse some amount of grief, but not as much of it as people actually demonstrate.)

Does it matter at all that they're in a spaceship etc. etc. etc.? Or does that just happen to be the example under discussion?

It matters that I'm not going to interact with them again (or with their dead bodies). For people who are still entangled with me, like tourists in Greece, I allow more grief because in principle my grief (and by TDT-like reasoning, the grief of  others) may help prevent other drowning accidents in the future. But you're right that the actual grief I experience in practice for tourists drowning in Greece is for practical purposes zero. 

The example of a spaceship is esoteric; I wasn't the one who chose it, but I responded to people discussing exotic propositions like grieving for "acausal" people like those in other quantum branches. I can't even afford to grieve for everyone who suffers on this Earth, in my own branch - 150,000 people die daily and I haven't got that much grief to spend even if I tried to grieve as much as possible (which I don't want to). 

No. Well actually there are semi defensible scenarios where the Nazis could have won Europe but they're extremely unlikely. I was going to answer just "No." but the following factors suggest an even more freakishly lucky Nazi regime could have beaten the Soviet Union and the war in Europe was in reality the Soviets versus the Nazis because that conflict was existential once it began.

The GDP point means that all non-military economic activity was being supported by external subsidy, i.e. the USA and lendlease. The casualties as a percentage of population are suggestive because it took killing 30% of the male population to convert the Afghans to Islam and this seems a reasonable upper bound on the proportion of a population you need to kill to make a cultural change in a non state society permanently at war. Any more complex society, like the Soviets had will be less robust than that.

But in all seriousness the Soviets could have won the war without the British Empire or Americans committing combat troops, maybe not without economic support. The Nazis were not getting nukes so once anyone on the other side did they were doomed. The Japanese were doomed absent extraterrestrial intervention. I mean that literally. If a meteorite of sufficient size had landed on a major US city maybe the US would have pulled out. Otherwise the Japanese were fucked from the word go. The Italians are irrelevant.

For the easiest data point against the possibility of WW2 being lost by the Allies consider this; the Allies had over 50% of World GDP and had integrated battlegroups, command and control and economic planning. The Nazis had the Italians for allies and could not meaningfully link up with the Japanese.

Absent rocks from space the maximal surviving Nazi state is one of

I don't think Stalin would have started a war with a post Hitler Nazi regime so scenario 2 is plausible but scenario 1 is overwhelmingly probable.

My personal favorite theory is that the cold war was quantum suicide on a species-wide level. Since you seem versed in history: seen in counterfactual retrospective, how likely was our survival?

I amn't that well versed in history but if we could somehow check all branches after V-J Day nuclear weapons being used in anger by one or both sides in 1/4 of them would not surprise me. Do keep in mind that it was the 80s before nuclear war would be civilisation ending. Europe and the Soviet Union were toast given nuclear war from '50 maybe, North America had to wait for ICBMs to be screwed given nuclear war and I can't remember if it was Brazil or Australia that were the last places to be targetted by civilisation ending numbers of bombs.

Quantam species suicide I doubt. By the time we could end civilisation the Soviet union was a gerontocracy, albeit one that truly thought the US was an existential enemy when it was barely an enemy. but hey, Stanislav Petrov. I don't know.

Disclaimer: I don't understand QM on a formal level. But here's what I got out of reading the Sequences and other LW discussions on the subject.

Does this "Many worlds" thing imply that there exists (in some meaningful sense) other worlds alongside us 

They exist, in a special sense of the word. Instead of arguing about definitions of existence, measure of reality, etc., let's talk about the experimental consequences. Which are: you're not going to interact with them ever again. They exist at most as much as people in our own branch who are outside our Hubble radius.

Should you still grieve for them? That's for you to decide, but I do make a suggestion: grief is in part a useful adaptation. It may help motivate you to prevent more future grief. If you cannot prevent future grief-causing events (because quantum torture branches will always keep splitting off, and to the extent you cannot influence their measure), then that grief is useless. Eliminating it (not grieving) makes you better off and no-one else worse off, so in such cases I suggest you do not grieve.

Again, there may well be good quantum theoretical arguments against quantum suicide. But here's a more practical one. Suppose it works. It has been suggested that it in the vast majority of the branches in which you survive, you do not survive unscathed: you survive hurt, reduced, as an invalid, etc. If you rig up a gun to shoot you, there are some branches where it fails to shoot entirely, but there are many more branches where it misses just enough that you live on as a cripple. Quantum suicide is dangerous like an outcome pump.

are there any worlds where the Earth is ruled by Nazi Germany?

In principle, any world whose past evolution does not contradict the laws of physics exists as a branch.

Most people try to avoid the unpleasant implications by assigning significance to the weight of those branches. I find this a bit problematic when applied to branches that are not in our future: the Born probabilities govern the branch we expect to witness, but we don't understand why or how, so why should we say they govern some "reality measure" of branches we cannot interact with?

Yeah, but why?  I mean, there's a rumbling noise coming from just over the horizon... the clock is ticking... the machines are coming...

How is Eli turning into a (seemingly quite good) quantum theory philosopher going to save us?

We need to simulate problems where human solutions deviate from what is observably optimal.  With AI, the program must model both the underlying physics of a problem, and it must model a human response to this physical model.

For both of these models we must decide how much detail to build in.

These models include rules that often resemble or approximate equations from quantum mechanics.  A particularly interesting similarity is the statistical nature of Bayesian calculations and the statistical representation of amplitude flows in quantum mechanics.

Unless you believe that the universe is being simulated in a computer (which seems like a highly unparsimonious not to mention anthropocentric assumption)

I can certainly see how it's an unparsimonious assumption, but how is it especially anthropocentric?  Would you consider a given Conway Game of Life run to be "glidercentric"?

Hee. Funny coincidences, just rewatched that episode about, uhh, ten hours ago.

ME, why should the configurations have to exist "somewhere", i.e. in some space? That's the real anthropocentrism. As you say, light doesn't actually travel in some medium.

Manon: if you survived a quantum suicide experiment, it might convince you of MWI but wouldn't be evidence to others even in the worlds where you survived. This is confusing.

Nick - sure it could. I killed myself in parallel universe #49237fkwmn(ii) not ten minutes ago, and here I am typing away. QED.

how very hard it is to stay in a state of confessed confusion, without making up a story that gives you closure

Is there a missprint in this sentence?
"Doing the best you could theoretically do, would mean that you recognized that, even as you looked for ways to test the hypotheses."
I think [this sentence] should tell what to recognise, but it does not. (I.e., what is actually the second "that"?)

Is there a missprint in this sentence?
"Doing the best you could theoretically do, would mean that you recognized that, even as you looked for ways to test the hypotheses."
I think [this sentence] should tell what to recognise, but it does not. (I.e., what is actually the second "that"?)

If it is true that all possible outcomes actually happen in at least one of the many-worlds, then a global quantum suicide machine (such as the one that's just about to be activated under the Franco-Swiss border) could be used as a veritable genie.

All possible outcomes happen if everything that happens or doesn't happen is determined at some point by a quantum event. If this is true, then the operators of the global quantum suicide machine can say "We'll activate it today if we don't win the lottery today." Then, only two types of world will exist: Those in which the experimenters all won the lottery, and those where the quantum suicide machine broke down (in which case, the experimenters can try again). From the point of view of the experimenters (and the rest of the world, too), it will seem like there's a certain probability of either their wish coming true before they hit the button, or the machine breaking down, every time they even consider pushing the button. For those outcomes that are less improbable than the machine breaking down, the experimenters would tend to get what they wanted. For other outcomes, the experimenters could try several times.

If they can increase the reliability of the machine arbitrarily, then they can also increase the improbability of their wishes, along with the probability of their wishes coming true when they ask. For example, they could activate the machine only if a meteor shower doesn't etch their names on the Moon.

If the wish can't be influenced by one or more quantum events, then the only worlds that would exist would be those in which the machine broke down.

There's no telling how far the experimenters would be able to go. Is anything truly impossible, or are some things merely ludicrously improbable? Is there anything the experimenters could ask for but never get?

"Is there anything the experimenters could ask for but never get?"

Well, I'd guess they couldn't get anything incompatible with the actual laws of physics, like FTL (if that's impossible).
Even so, the problem with this scenario as I see it is that there wouldn't just be the three types of world "wish granted"/"machine failed, nothing happened"/"earth disintegrated", but quite likely partial "successes" as well, where the machine failed in disastrous but not apocalyptic ways, e.g. only a third of humanity died. Whether or not that's ethical I'm not sure, but those surviving folks in the "a third of humanity died" world sure would be upset.

I've been meaning to update my knowledge about quantum mechanics for a few years now.  Last I did any real thinking on it, I was being introduced to it, and the Many Worlds interpretation was spoken of as a very interesting unlikelihood.  I didn't even realize the non-realism was wrong, though I do remember that it struck me as highly bizarre that my mind had that kind of power over reality.  Then again, I was a teenager and a theist back then, and got all my science info from the brain candy magazines.

These past 4 hours, I've been reading this page and the various links (and sublinks).  I was even half-convinced by the philosopher getting things wrong about experiments proving things, despite knowing that you were going to pull the rug from under his argument.  

Thanks, Eliezer, for your continued efforts to be less wrong, and to help others be so as well.

There are a number of kinds and grades of non-realism.

Well, obviously, once you know you didn't get a measurement, its probability becomes zero

has got to be one of the most embarrassing wrong turns in the history of science.

If you take all this literally, it becomes the consciousness-causes-collapse interpretation of quantum mechanics.  These days, just about nobody will confess to actually believing in the consciousness-causes-collapse interpretation of quantum mechanics—

It's not an inevitable slide. An interpretation that is anti-realist about collapse, will not attribute the cause of collapse to consciousness, since it does not acknowledge the reality of collapse in the first place. It nonetheless has to explain the process of disregarding unobserved possibilities. ...which it can do by saying that the observer is updating their subjective map on the basis of fresh information. Selective anti-realism about collapse is a consistent position. Sweeping anti-realism,might not be, but that is another issue. The subjective interpretation of collapse is posited on information becoming available to an observer from an external world, so it is not sweeping anti realism.

"Shut up (−1/3)i and calculate." is a typo that isn't present in the original post.



Collapse Postulates

Macroscopic decoherence—also known as “many-worlds”—is the idea that the known quantum laws that govern microscopic events simply govern at all levels without alteration. Back when people didn’t know about decoherence—before it occurred to anyone that the laws deduced with such precision for microscopic physics might apply universally—what did people think was going on?

The initial reasoning seems to have gone something like:

Read literally, this implies that knowledge itself—or even conscious awareness— causes the collapse. Which was in fact the form of the theory put forth by Werner Heisenberg!

But people became increasingly nervous about the notion of importing dualistic language into fundamental physics—as well they should have been! And so the original reasoning was replaced by the notion of an objective “collapse” that destroyed all parts of the wavefunction except one, and was triggered sometime before superposition grew to human-sized levels.

Now, once you’re supposing that parts of the wavefunction can just vanish, you might think to ask:

Yet collapse theories considered in modern academia only postulate one surviving world. Why?

Collapse theories were devised in a time when it simply didn’t occur to any physicists that more than one world could exist! People took for granted that measurements had single outcomes—it was an assumption so deep it was invisible, because it was what they saw happening. Collapse theories were devised to explain why measurements had single outcomes, rather than (in full generality) why experimental statistics matched the Born rule.

For similar reasons, the “collapse postulates” considered academically suppose that collapse occurs before any human beings get superposed. But experiments are steadily ruling out the possibility of “collapse” in increasingly large entangled systems. Apparently an experiment is underway to demonstrate quantum superposition at 50-micrometer scales, which is bigger than most neurons and getting up toward the diameter of some human hairs!

So why doesn’t someone try jumping ahead of the game, and ask:

Why don’t collapse theories like that one have a huge academic following, among the many people who apparently think it’s okay for parts of the wavefunction to just vanish? Especially given that experiments are proving superposition in steadily larger systems?

A cynic might suggest that the reason for collapse’s continued support isn’t the physical plausibility of having large parts of the wavefunction suddenly vanish, or the hope of somehow explaining the Born statistics. The point is to keep the intuitive appeal of “I don’t remember the measurement having more than one result, therefore only one thing happened; I don’t remember splitting, so there must be only one of me.” You don’t remember dying, so superposed humans must never collapse. A theory that dared to stomp on intuition would be missing the whole point. You might as well just move on to decoherence.

But surely it is too early to be attacking the motives of collapse supporters. That is mere argument ad hominem. What about the actual physical plausibility of collapse theories?

Well, first: Does any collapse theory have any experimental support? No.

If collapse actually worked the way its adherents say it does, it would be:

What does the god-damned collapse postulate have to do for physicists to reject it? Kill a god-damned puppy?

I suppose that suggesting 'other' amplitudes must collapse or cancel just because we don't remember them is like suggesting the spaceship disappears once it leaves our light cone because we've lost contact with it. You're adding an extra element of complexity for no apparent reason. Never thought of it that way really. Unless I've missed the point entirely....

Main thing I've learnt from this series: the human brain must be really badly suited to understanding how nature works on the lowest levels. How else to explain our most basic laws being split into 'interpretations'?

Question - is there absolutely no communication between one world and another? Does this rule out any testable predictions?

I distracted my proto-AGI for a moment and asked it to take a minute to explain this to me.

The reason for collapse, apparently, is quite simple: while most of the fundamental laws of physics are all nice, linear and elegant, keeping track of all these wave forms quickly becomes computationally intractable, even on the machine that's simulating our universe (PhD candidate Zirro's request to uses the department's new infinitely powerful super computer for his project was apparently turned down as they are still trying to simulate AIXI).  Anyway, once the wave form starts to interact with too many things a subroutine kicks in and simply collapses the matrix representing the wave.  Yeah, it's an ugly hack, but Zirro's A+ in epistemology means getting a B in universe simulation isn't too much of a problem for him.

The amusing/scary thing is, if ancestor simulations are possible then this is probably true.

Information storage and processing are plausibly the only truly universal currency, and the one thing that will always be scarce.

or the hope of somehow explaining the Born statistics

That does seem to be the main legitimate reason for considering collapse theories. But I agree that avoiding splitting humans probably is an important driver.

Did vit mention how the simulation goes about choosing which wavefunctions to collapse and which to continue processing? Is it based on how 'interesting' the resulting universe turns out? If so, should I be dancing on tabletops?

Also, is Zirro's own universe a simulation itself? How do the wavefunctions in the top-level universe decide what to do?

To me, science is bound to explain human experiences by explaining qualities of the objects that form the world (I hope it's not too far fetched, I just made it up). Some qualities can be observed, even if it takes an LHC, some can't, at least we don't have any idea yet how. If then the world splitting can't be observed at all and all we know is our single resulting world then I guess science's task is to explain this single world. At least, from inside the single world that may look like the main task of science. I may be wrong, that's my thoughts right now.

In entangled systems, those systems only keep being entangled because they're experimentally protected from outside influences. I always understood collapse as a result of special interactions of the wave with the surrounding, particularly interactions which expose particle-like features of the wave-particle. It has nothing to do with distance or size. And I think that can be shown really nice in the double-slit experiment. So right there, there's no possibility in collapse theory that our brain or consciousness could be the referee of wave collapses. Before it gets to the brain, the wave function obviously has to interact. That's also an argument against the Earth's being a wave function. Wave and collapsed wave, in my understanding, explicitly behave differently, so we can't say it was a wave all along, we just never knew it.

Finally, if you substitute collapse for world splitting, wouldn't then world splitting produce the same effects and fulfill your last list quite as well as the collapse interpretation?

@Ben:  The communication exists but it's exponentially tiny.  Not 20th decimal place, 10^20th decimal place.

Bob:  It seems that many physicists are strongly biased to deterministic theories

No, physics is strongly biased toward deterministic phenomena.  There is no known law in all of physics that is non-deterministic.  I eliminate collapse fantasies because there is no observed phenomenon that cannot be explained as well without collapse as with it.

Kamenin:  Finally, if you substitute collapse for world splitting, wouldn't then world splitting produce the same effects and fulfill your last list quite as well as the collapse interpretation?

Many-worlds does not involve a special, extra, 'splitting' postulate.  It is simply the pure, unaltered result of applying the same equations that are known to govern microscopic phenomena, which equations happen to result in superpositions (experimentally verified) and would logically result in macroscopic superpositions (experimental verification in progress).

So, #1, above all, the fundamental physics of many-worlds is experimentally nailed-down.  It consists simply in supposing that the same rules govern at all levels.  We know quantitatively what those rules are for microscopic cases.  There is no theoretical doubt as to when and under what circumstances decoherence should happen - it's all in the equations already, though in practice we may have trouble doing the math.

Macroscopic decoherence is linear, unitary, differentiable, local, CPT symmetric, probability-current conserving, deterministic, and relativistic JUST LIKE ALL THE REST OF PHYSICS, DAMNIT!

@ E.Y.
O.K., no need to damn something or someone -- I think I'm almost there. I still have a blockade at this point: The splitting world describes the world from a all-knowing top-down perspective from where everything looks linear, unitary etc. But from our encapsulated one-world perspective we see this as a series of nonlinear accidents: particles hit at one point, only one point, given by the probabilities governed by the wave function. Entanglement breaks when we measure it. So what I meant was, the splitting produces the illusion for us that the world is non-linear. Wouldn't you say that from our perspective we would never be able to discriminate between both positions, if the non-linearity is true or if it's just an illusion of an superordinate process? I cannot see how you could get experimental verification from within this one world. Or as long as we just want to describe our one world, how we could get better results than by calling the non-linearity 'collapse' and go on with our maths.

If I missed something along the line, I'm really willing to learn.

Bob: But multiple worlds are observed, in subatomic phenomena.  That's what superposition is.  There is experimental evidence for multiple worlds.

Determinism is also observed, at the subatomic level.

So the alternative is: (1) It's exactly the same at the macroscopic level (= decoherence), or else (2) Something new, with no experimental evidence, must be happening at the macroscopic level (= collapse).

Not sub-atomic. Multi-atomic. Poly-atomic. Just not macroscopic.

Wiseman, re: conservation of mass/energy.  What's your answer for the simple cases, like the double-slit experiment?  When you start, you have a single photon.  When "it" passes through the slit(s), apparently there are at least two "things", one going through each slit.  Does this mean the single photon became two photons, and violated conservation of energy?

Bob: But multiple worlds are observed, in subatomic phenomena. That's what superposition is. There is experimental evidence for multiple worlds.

How does the experimental evidence favor MW over a possible collapse function with non-GR-violating non-locality?

Wiseman: How does the experimental evidence favor MW over a possible collapse function with non-GR-violating non-locality?

Because, at the subatomic level, no "collapse" is ever seen.  At the subatomic level, there is always a distributed amplitude of position and momentum throughout all space, and it evolves deterministicly.  When a photon hits a half-silvered mirror, it both gets reflected and also gets transmitted at the same time.  That's basically what a "multiple world" is.

If you just put a detector in the paths, you'll never realize that the multiple worlds exist.  You'll only either (apparently) detect a reflection or a transmission.  You'll never detect both.  But there's no question that the single photon is both transmitted and reflected.

How can you tell?  By recombining the paths, causing constructive and destructive interference between "identical" particles and/or configurations.

At the subatomic level, these "multiple worlds" do exist.

At the macroscopic level, decoherence says "the exact same thing is happening to the humans; nothing different".  But notice that even in the subatomic realm, you can't notice the multiple worlds until you recombine paths with identical configurations.  The "problem" is that, in the macroscopic world, you never get identical configurations, so you never see constructive and destructive interference from the "multiple worlds".

MW in subatomic experiments really shouldn't be controversial.  You just follow the equations.  Evolve the waveform.  There is always superposition between multiple outcomes.  Collapse never happens.  Surely you realize the theory/model for the subatomic quantum case?

The MW "interpretation" merely says that nothing changes in the macroscopic case.  It's exactly the same as the quantum case.  (Remaining to be explained: the Born probabilities.)

Don Geddis:  I don't agree that "multiple worlds are observed, in subatomic phenomena. That's what superposition is."   That is your preferred interpretation.  I prefer to think that the wavefunction is real, but it is a function over potential configurations, only one of which is real.  Superposition reflects the influence of other physically equivalent configurations.  I would not call my interpretation a "collapse" interpretation.  The wavefunction is always there, in the sense that nature "knows" the probability amplitude for points in configuration space other than the that represented by the real state of the universe.

I am also puzzled by your statement that "determinism is observed".  It most certainly is not.  When an atom is in an excited state, the time and direction of the photon emitted is essentially random.  Isn't it more satisfactory to just acknowledge this than to postulate an infinity of other worlds being spawned for every possible direction and time of emission?

If "the wavefunction is real, but it is a function over potential configurations, only one of which is real." then you have the real configuration interacting with potential configurations.  I don't see how you can say something isn't real (if only one of them is real then the others aren't) is interacting with something that is.  If that "potential" part of the wave function can interact with the other parts of the wave function, then it's clearly real in every sense that the word "real" means anything at all.

Caledonian:  There is no difference at the level of predictions, because I'm not calling for any new laws of physics beyond QM.  It's a matter of what makes sense as interpretation.

'Interpretation' is irrelevant, Bob.  If they have identical consequences, they're equivalent no matter what you choose to call them.

Caledonian, two current theories may have identical consequences and yet suggest very different directions for refinement. For example, a theory which postulates a fundamentally deterministic universe suggests that we look for causes of observable events, whereas a theory which postulates a fundamentally random universe includes events for which it would be fruitless to search for a cause.

The theories are not equivalent, because they have different implications about the next sensible step in understanding the universe.

You're confusing metaphysics with epistemology AGAIN.

Quantum suicide might allow for subjective checking of MWI.

Attaching an empty concept to a thing doesn't differentiate between them.  The idea of 'metaphysical reality' is meaningless.

The various interpretations don't just make the same predictions for the phenomena we know about, but they have no known implications that vary between them.  They are equivalent.  The descriptions of the mathematical processes differ, but the function they implement are the same.  They're precisely the same thing with a different superficial appearance.  That's all.

Something that looks like a duck, and walks like a duck, and sounds like a duck, and behaves in all ways like a duck, IS A DUCK.  It's the function of a thing within the set of interactions with the universe that determine identity.  Talking about something that behaves in all ways like a duck, but is somehow metaphysically different, is not only wrong-headed but silly.

...wait, the collapse postulate doesn't suggest different results? In order for collapse to occur, the amplitude-summing effect we see at the level of particles would have to vanish at some point. Which implies that above that point, "interference" effects will vanish.

We might have a hard time running the experiment, but that sounds like a different result to me.

You aren't paying attention.  Theories make predictions, interpretations of theories do not.  In any case, suppose we grant you your little maxim.  Then, if we can't tell the difference between an interpretation which claims that wavefunctions and their collapses are real and one which explicitly claims that they are not real by experiment, they're equivalent.  Your maxim has just given us that wavefunctions are metaphysically real if and only if they are not.

And, in any case, someone who reacts against metaphysical realism should also take the brain in the vat hypothesis seriously, and you have no grounds for saying that something which is measured in all ways to be like a duck is, metaphysically, a duck.  And that's fine.  I'd agree.  But if you don't want to play metaphysics, don't.  Don't claim that two different ontologies are equivalent when they clearly aren't.  Just don't reify the physical model.  Tell anyone who purports to have a reification of a physical theory that they're committing a fallacy of reification and be done with it.  You can't have it both ways.

Arguing over the 'interpretations' is pointless.  Even if we could identify a difference in the implications, we don't have any relevant data that would permit us to distinguish them.  So there are no grounds for rejecting or accepting any one of them - doing so is departing from rational skepticism.

We don't even have a difference of implication between the interpretations.     So there isn't even a theoretical distinction between them.

Are you a professional philosopher by any chance, Dustin?

Bob wrote: I prefer to think that the wavefunction is real, but it is a function over potential configurations, only one of which is real. Superposition reflects the influence of other physically equivalent configurations. I would not call my interpretation a "collapse" interpretation. The wavefunction is always there, in the sense that nature "knows" the probability amplitude for points in configuration space other than the that represented by the real state of the universe.

Bob, I'm having a hard time assigning semantics to your words.  What does it even mean, in general, for a mere "potential" non-real thing (like your configurations), to influence the "real" world?  What is reality, other than things that affect the real world?  How can a "potential" thing cause real effects in the real world?

What does it mean for there to be a "probability amplitude" for non-real things?  If they are non-real, wouldn't their probability (of "being real", presumably) be zero?  What is that a probability of, if it isn't of reality?

I know the meanings of the individual words you've written, but the way you put them together sounds like nonsense.  "Colorless green ideas sleep furiously", that sort of thing.  Your theory doesn't seem "wrong" to me, so much as not even meaningful.

If I'm mistaken, perhaps you can help me out by explaining what it might mean for something to not be "real", and yet to affect "reality".  That seems to be an inherent contradiction to me.

By the way, you still have a contradiction to explain away.

"Theories make predictions, interpretations of theories do not. In any case, suppose we grant you your little maxim. Then, if we can't tell the difference between an interpretation which claims that wavefunctions and their collapses are real and one which explicitly claims that they are not real by experiment, they're equivalent. Your maxim has just given us that wavefunctions are metaphysically real if and only if they are not."

I'm sympathetic to caledonians position at least for non-theoretical physicists (one position might be better than the other for trying to find better theories).  My way out is that, "real" is not a predicate that can be attached to "collapse".

And by the way, Zen master, you still have a contradiction to explain away.

Dustin, Caledonian is the local troll.  Don't bother.

There is no such thing as "metaphysical reality", the concept is empty, and it's meaningless to question whether things possess the property.

The different 'interpretations' give the same results for everything we can observe, and the same predictions for the things we can't yet observe.  They are logically equivalent.  They are the same thing with different appearances. It is nonsensical to say that one is true, or that another is not true.  They are all equally true.

If someone can locate a prediction that one makes that another does not, THEN we will recognize them as logically distinguishable.  If someone can produce evidence compatible with some but incompatible with others, THEN we can begin to speak about some being or and untrue.

As it stands, asking about such matters is like asking whether the ice cream is 'metaphysically 'atop the pie, or the pie 'metaphysically' beneath the ice cream.  The phrases are different - surely the things they describe must be different, too!

NO.  Metaphysics is nonsense, and the question incoherent.

I never thought I'd see Caledonian affirm the existence of angels, even if all they do is use Maxwell's equations to figure out how to push on charged particles, but there it is in black and white. Wow.

You seem to have misunderstood.  Having an invisible, intangible, etc. etc. dragon in your garage IS having no dragon in your garage.  Having quantum collapses IS having Many Worlds... unless and until you can demonstrate that the two are different in some way.  And it cannot simply be noting that you use different phrases to refer to them, because that's not a property of the phenomena, just how you choose to talk about them.

When it can be shown that they have different, operational implications, then they will be distinguishable.  Until that time, they aren't.  Arguing over which of two indistinguishable things is correct is fundamentally wrong - they both are.

Having quantum collapses IS having Many Worlds... unless and until you can demonstrate that the two are different in some way.

I do not believe that word means what you think it means.

Caledonian, my position is that the claim that there is no dragon in my garage and the claim that there is an undetectable dragon in my garage are logically inconsistent, not logically equivalent. From my perspective, the logical equivalence you are insisting on really does require you to ascribe Maxwell's equations + angels the same credence you ascribe to the bare Maxwell's equations. Kooky.

Cyan, the 'angels' are a completely empty concept with no meaning and no implications.  Saying that your model has Maxwell's Laws plus angels is just a fancier way of saying it has Maxwell's Laws - it's like putting leading zeros on a number, or double negatives in sentences.  It doesn't change the value of anything, it's just a somewhat silly elaboration.  As ridiculous as such behaviors are, I don't see any reason to prohibit them.

It's when people insist that the dragon-without-actual-properties is somehow 'metaphysically distinct' from simply not having a dragon that they fall into error, as opposed to mere silliness.

People may use whichever 'interpretation' they prefer, because they're all the same.  It's the people who insist that one of the interpretations is fundamentally better than the others, without producing new evidence that shows there is actually a difference, who are wrong.

Look at it this way:  if I show you a given pattern in Conway's Game of Life, and ask you what the grid looked like one step earlier, how would you respond?  (To simplify the thought experiment, let's restrict the size of the grid to something finite.)

Dustin: "Good God, he's even making up his own contradictions now."

That is a meaningless comment, and adds nothing to this discussion. The whole point I believe, of Caledonian's argument is that the statement "MWI -is- collapse" is not a contradiction, so long as the differences in the theories/interpretations of QM can never be substantiated with experimental evidence, ever, because the theories themselves don't allow for it, rather than we just haven't seen those experiments yet.

That said, I don't think that's the case with MWI. If you are saying something about reality that supposedly is true, and has an effect on the rest of reality, I find it unlikely that if it were true, it wouldn't eventually result in experimental evidence that proved that.

But if it can not be shown that MWI would result in experiments that explicitly differentiated it from non-local collapse, than Caledonian's point remains valid, or at least valid enough that there's no reason to be nasty about it (Eliezer, Dustin).

The problem here seems to be a deliberate conflation of "logically equivalent claims" (which are two sets of claims entailing precisely the same set of statements entirely independently of whether those statements are a good or even testable model for a physical pheonomenon) and "physically equivalent states" (which are two ostensibly different states which are the same at every level of examination), or a deliberate conflation of the model of a phenomenon with the phenomenon itself.  This conflation is, in either case, completely solipsistic, and arguing with solipsists is futile.

I'll leave the two of you to congratulate yourselves on being both brains in vats and not brains in vats at the same time.

Caledonian, it's not that I don't understand what you're saying, it's just that I don't agree. I think I'll have to leave it there since I want to avoid fruitless arguments over the meanings of words.

Even if there is a difference between a completely undetectable dragon and no dragon, does anybody care? I can see ethical implications MWI (multiverse theories in general, really) might have even if they're not testable, analogous to the ethical implications of things not disappearing when they cross the cosmological horizon; but in the absence of any mention of practical reason, so much focus on interpretations seems unjustified.

But isn't this easy?  They don't actually have the same logical implications.  It's simple to find (theoretical) experiments that would distinguish them.

MWI implies that you'll see inteference phenomena at all scales, and without humans involved.  It's hard to set up the experiment, but you can imagine a double-slit experiment with a macroscopic baseball, for example.  According to MWI, if the configuations are the same, there will be interference.

Collapse implies some transition point, based on something.  There are different versions of it.  One of the originals said that it was consciousness, which has implications for humans being part of the experimental setup, and also suggests that AI will fail.  AI (someday) succeeding is probably an observation that contradicts the consciousness-causes-collapse theory.

Even the more modern collapse theories suggest something about scale.  So a baseball double-slit experiment would distinguish MWI from that collapse theory.

This isn't invisible dragons in a garage (except insofar as the collapse folks keep changing the goalposts every time their current theory is invalidated).  Nor even the spaceship-over-the-horizon problem.  This is really a case where the two interpretations agree on the subatomic consequences, but disagree on extending them to macroscopic scales.

There are testable differences between the theories.

You're actually somewhat mistaken in your view of many worlds.  Many worlds can be seen as a kind of non-local theory, as the nature of the theory assumes a specific time line of "simultaneity" along which the universe can "split" at an instant.  

But special relativity allows no one such objective simultaneous moment in time, and from the perspective of time lines at different angles, then the split could happen at different "spatial points" depending on their perspective.  Thus, its split would not have one specific set of spacial locations unless one were to assume a privileged basis, which relativity denies.  And if one were to assume such a privileged basis (which relativity denies), then some other basis would be forced to see a sort of faster then light communication as a moment that appears to be in the future would create at that moment a causal split to a different universe

Now, whether that's non-local in the same way, maybe you can argue, but the main reason locality is important in physics is through its status as an axiom of relativity, and many worlds violates special relativity just as much as collapse does.

"Many worlds can be seen as a kind of non-local theory, as the nature of the theory assumes a specific time line of "simultaneity" along which the universe can "split" at an instant."

As I understand, no it doesn't. The universe split is also local, and if at a difference at point A preserves the same particles at point B, then at point B we only have the same universe (where at point A we have multiple). The configurations merge together. It's more like vibration than splitting into paths that go into different directions. Macroscopic physics is inherently predictable, meaning that all the multiple worlds ultimately end up doing roughly the same thing!

Except for that one hypothetical universe where I saw a glass of boiling water spontaneously freeze into an ice block.

I'm going to guess the fact I'm not in that universe and as far as we know no-one has ever been, has something to do with the Born probabilities.

As far as ethical implications go, the vibration visualization helps me sort it out. The other existing me's are not more ethically distinct from each other than 'me a second ago' is ethically distinct from 'me a second later'. They are literally the same person, me. Any other me would do the same thing this me is doing, because there's no reason for it to be otherwise (if quantum phenomena had random effects on macroscopic scale, the world would be a lot more random and a lot less predictable on the everyday level), so we're still overlapping. All the uncountable other me's are sitting in the same chair I am (also smeared/vibrating), typing the same words I am, and making typos and quickly backspacing to erase them on the same smeared/vibrating keyboard.

All of the smearing has absolutely no effect a lightyear away from me, because the year it would take for any effect from my vibration over here to get to there hasn't passed yet. It has its own vibration, and I'm not affected by that one either.

The research to demonstrate quantum superposition at 50-micrometer that  Eliezer was mentioning has been published in March 2010 :D  

And the results seem to be that macroscopic interference was observed.

What about treating the collapse as the Bayesian probabilities update in light of the measurement (new evidence)?

I think Bell's theorem rules out exactly this reading. Unless you just redefine probability to include all the math of QM, but I feel inclined to call that a vile heresy.

Dropping the Bayes, subjective interpretations of collapse as receipt of information are not ruled out.

There are lots of thought experiments and actual experiments that suggest this view doesn't work. "PBR" is the one that springs to mind. Some people still support this view, but I've never seen any of them straightforwardly state what they think the underly reallity (that the amplitudes are supposed to represent beliefs about) actually is.

Consciousness doesn't collapse the wave function per se.  Consciousness collapses an image of the wave function.  The collapse is not a necessary function of the universe, it is a necessary function of consciousness of the universe. As a result, consciousness is always necessatrily slightly out of phase with physical reality. 

Actual reality is not necessarily the same as what is needed to construct a comprehensible picture of reality. The inherent lack of one-to-one correspondence is most likely exactly what is neccessary for consciousness to exist. 



If Many-Worlds Had Come First

Not that I’m claiming I could have done better, if I’d been born into that time, instead of this one…

Macroscopic decoherence, a.k.a. many-worlds, was first proposed in a 1957 paper by Hugh Everett III. The paper was ignored. John Wheeler told Everett to see Niels Bohr. Bohr didn’t take him seriously.

Crushed, Everett left academic physics, invented the general use of Lagrange multipliers in optimization problems, and became a multimillionaire.

It wasn’t until 1970, when Bryce DeWitt (who coined the term “many-worlds”) wrote an article for Physics Today, that the general field was first informed of Everett’s ideas. Macroscopic decoherence has been gaining advocates ever since, and may now be the majority viewpoint (or not).

But suppose that decoherence and macroscopic decoherence had been realized immediately following the discovery of entanglement, in the 1920s. And suppose that no one had proposed collapse theories until 1957. Would decoherence now be steadily declining in popularity, while collapse theories were slowly gaining steam?

Imagine an alternate Earth, where the very first physicist to discover entanglement and superposition said, “Holy flaming monkeys, there’s a zillion other Earths out there!”

In the years since, many hypotheses have been proposed to explain the mysterious Born probabilities. But no one has yet suggested a collapse postulate. That possibility simply has not occurred to anyone.

One day, Huve Erett walks into the office of Biels Nohr…

“I just don’t understand,” Huve Erett said, “why no one in physics even seems interested in my hypothesis. Aren’t the Born statistics the greatest puzzle in modern quantum theory?”

Biels Nohr sighed. Ordinarily, he wouldn’t even bother, but something about the young man compelled him to try.

“Huve,” says Nohr, “every physicist meets dozens of people per year who think they’ve explained the Born statistics. If you go to a party and tell someone you’re a physicist, chances are at least one in ten they’ve got a new explanation for the Born statistics. It’s one of the most famous problems in modern science, and worse, it’s a problem that everyone thinks they can understand. To get attention, a new Born hypothesis has to be… pretty darn good.”

Huve gestures to the paper he’d brought to Biels Nohr. It is a short paper. The title reads, “The Solution to the Born Problem.” The body of the paper reads:

“Let me make absolutely sure,” Nohr says carefully, “that I understand you. You’re saying that we’ve got this wavefunction—evolving according to the Wheeler-DeWitt equation—and, all of a sudden, the whole wavefunction, except for one part, just spontaneously goes to zero amplitude. Everywhere at once. This happens when, way up at the macroscopic level, we ‘measure’ something.”

“So the wavefunction knows when we ‘measure’ it. What exactly is a ‘measurement’? How does the wavefunction know we’re here? What happened before humans were around to measure things?”

“Um…” Huve thinks for a moment. Then he reaches out for the paper, scratches out “When you perform a measurement on a quantum system,” and writes in, “When a quantum superposition gets too large.”

“I see,” says Nohr. “And how large is ‘too large’?”

“At the 50-micron level, maybe,” Huve says, “I hear they haven’t tested that yet.”

Suddenly a student sticks his head into the room. “Hey, did you hear? They just verified superposition at the 50-micron level.”

“Oh,” says Huve, “um, whichever level, then. Whatever makes the experimental results come out right.”

Nohr grimaces. “Look, young man, the truth here isn’t going to be comfortable. Can you hear me out on this?”

“Yes,” Huve says, “I just want to know why physicists won’t listen to me.”

“All right,” says Nohr. He sighs. “Look, if this theory of yours were actually true—if whole sections of the wavefunction just instantaneously vanished—it would be… let’s see. The only law in all of quantum mechanics that is non-linear, non-unitary, non-differentiable and discontinuous. It would prevent physics from evolving locally, with each piece only looking at its immediate neighbors. Your ‘collapse’ would be the only fundamental phenomenon in all of physics with a preferred basis and a preferred space of simultaneity. Collapse would be the only phenomenon in all of physics that violates CPT symmetry, Liouville’s Theorem, and Special Relativity. In your original version, collapse would also have been the only phenomenon in all of physics that was inherently mental. Have I left anything out?”

“Collapse is also the only acausal phenomenon,” Huve points out. “Doesn’t that make the theory more wonderful and amazing?”

“I think, Huve,” says Nohr, “that physicists may view the exceptionalism of your theory as a point not in its favor.”

“Oh,” said Huve, taken aback. “Well, I think I can fix that non-differentiability thing by postulating a second-order term in the—”

“Huve,” says Nohr, “I don’t think you’re getting my point, here. The reason physicists aren’t paying attention to you, is that your theory isn’t physics. It’s magic.”

“But the Born statistics are the greatest puzzle of modern physics, and this theory provides a mechanism for the Born statistics!” Huve protests.

“No, Huve, it doesn’t,” Nohr says wearily. “That’s like saying that you’ve ‘provided a mechanism’ for electromagnetism by saying that there are little angels pushing the charged particles around in accordance with Maxwell’s equations. Instead of saying, ‘Here are Maxwell’s equations, which tells the angels where to push the electrons,’ we just say, ‘Here are Maxwell’s equations’ and are left with a strictly simpler theory. Now, we don’t know why the Born statistics happen. But you haven’t given the slightest reason why your ‘collapse postulate’ should eliminate worlds in accordance with the Born statistics, rather than something else. You’re not even making use of the fact that quantum evolution is unitary—”

“—which everyone pretty much knows has got to be the key to the Born statistics, somehow. Instead you’re merely saying, ‘Here are the Born statistics, which tell the collapser how to eliminate worlds,’ and it’s strictly simpler to just say ‘Here are the Born statistics.’ ”

“Also,” says Nohr, raising his voice, “you’ve given no justification for why there’s only one surviving world left by the collapse, or why the collapse happens before any humans get superposed, which makes your theory really suspicious to a modern physicist. This is exactly the sort of untestable hypothesis that the ‘One Christ’ crowd uses to argue that we should ‘teach the controversy’ when we tell high school students about other Earths.”

“Fine,” Nohr says, “then why do you just assume there’s only one world left? And that’s not the only problem with your theory. Which part of the wavefunction gets eliminated, exactly? And in which basis? It’s clear that the whole wavefunction isn’t being compressed down to a delta, or ordinary quantum computers couldn’t stay in superposition when any collapse occurred anywhere—heck, ordinary molecular chemistry might start failing—”

Huve quickly crosses out “one point” on his paper, writes in “one part,” and then says, “Collapse doesn’t compress the wavefunction down to one point. It eliminates all the amplitude except one world, but leaves all the amplitude in that world.”

“Why?” says Nohr. “In principle, once you postulate ‘collapse,’ then ‘collapse’ could eliminate any part of the wavefunction, anywhere—why just one neat world left? Does the collapser know we’re in here?”

Huve says, “It leaves one whole world because that’s what fits our experiments.”

“Huve,” Nohr says patiently, “the term for that is ‘post hoc.’ Furthermore, decoherence is a continuous process. If you partition by whole brains with distinct neurons firing, the partitions have almost zero mutual interference within the wavefunction. But plenty of other processes overlap a great deal. There’s no possible way you can point to ‘one world’ and eliminate everything else without making completely arbitrary choices, including an arbitrary choice of basis—”

“And above all,” Nohr says, “the reason you can’t tell me which part of the wavefunction vanishes, or exactly when it happens, or exactly what triggers it, is that if we did adopt this theory of yours, it would be the only informally specified, qualitative fundamental law taught in all of physics. Soon no two physicists anywhere would agree on the exact details! Why? Because it would be the only fundamental law in all of modern physics that was believed without experimental evidence to nail down exactly how it worked.”

“What, really?” says Huve. “I thought a lot of physics was more informal than that. I mean, weren’t you just talking about how it’s impossible to point to ‘one world’?”

“That’s because worlds aren’t fundamental, Huve! We have massive experimental evidence underpinning the fundamental law, the Wheeler-DeWitt equation, that we use to describe the evolution of the wavefunction. We just apply exactly the same equation to get our description of macroscopic decoherence. But for difficulties of calculation, the equation would, in principle, tell us exactly when macroscopic decoherence occurred. We don’t know where the Born statistics come from, but we have massive evidence for what the Born statistics are. But when I ask you when, or where, collapse occurs, you don’t know—because there’s no experimental evidence whatsoever to pin it down. Huve, even if this ‘collapse postulate’ worked the way you say it does, there’s no possible way you could know it! Why not a gazillion other equally magical possibilities?”

Huve raises his hands defensively. “I’m not saying my theory should be taught in the universities as accepted truth! I just want it experimentally tested! Is that so wrong?”

“You haven’t specified when collapse happens, so I can’t construct a test that falsifies your theory,” says Nohr. “Now with that said, we’re already looking experimentally for any part of the quantum laws that change at increasingly macroscopic levels. Both on general principles, in case there’s something in the 20th decimal point that only shows up in macroscopic systems, and also in the hopes we’ll discover something that sheds light on the Born statistics. We check decoherence times as a matter of course. But we keep a broad outlook on what might be different. Nobody’s going to privilege your non-linear, non-unitary, non-differentiable, non-local, non-CPT-symmetric, non-relativistic, a-frikkin’-causal, faster-than-light, in-bloody-formal ‘collapse’ when it comes to looking for clues. Not until they see absolutely unmistakable evidence. And believe me, Huve, it’s going to take a hell of a lot of evidence to unmistake this. Even if we did find anomalous decoherence times, and I don’t think we will, it wouldn’t force your ‘collapse’ as the explanation.”

“Because there’s got to be a billion more explanations that are more plausible than violating Special Relativity,” says Nohr. “Do you realize that if this really happened, there would only be a single outcome when you measured a photon’s polarization? Measuring one photon in an entangled pair would influence the other photon a light-year away. Einstein would have a heart attack.”

“It doesn’t really violate Special Relativity,” says Huve. “The collapse occurs in exactly the right way to prevent you from ever actually detecting the faster-than-light influence.”

“That’s not a point in your theory’s favor,” says Nohr. “Also, Einstein would still have a heart attack.”

“Oh,” says Huve. “Well, we’ll say that the relevant aspects of the particle don’t existuntil the collapse occurs. If something doesn’t exist, influencing it doesn’t violate Special Relativity—”

“You’re just digging yourself deeper. Look, Huve, as a general principle, theories that are actually correct don’t generate this level of confusion. But above all, there isn’t any evidence for it. You have no logical way of knowing that collapse occurs, and no reason to believe it. You made a mistake. Just say ‘oops’ and get on with your life.”

“But they could find the evidence someday,” says Huve.

“I can’t think of what evidence could determine this particular one-world hypothesis as an explanation, but in any case, right now we haven’t found any such evidence,” says Nohr. “We haven’t found anything even vaguely suggestive of it! You can’t update on evidence that could theoretically arrive someday but hasn’t arrived! Right now, today, there’s no reason to spend valuable time thinking about this rather than a billion other equally magical theories. There’s absolutely nothing that justifies your belief in ‘collapse theory’ any more than believing that someday we’ll learn to transmit faster-than-light messages by tapping into the acausal effects of praying to the Flying Spaghetti Monster!”

Huve draws himself up with wounded dignity. “You know, if my theory is wrong—and I do admit it might be wrong—”

“If, I say, my theory is wrong,” Huve continues, “then somewhere out there is another world where I am the famous physicist and you are the lone outcast!”

Nohr buries his head in his hands. “Oh, not this again. Haven’t you heard the saying, ‘Live in your own world’? And you of all people—”

“Somewhere out there is a world where the vast majority of physicists believe in collapse theory, and no one has even suggested macroscopic decoherence over the last thirty years!”

Nohr just laughs harder. “Oh, my! Oh, my! You really think, Huve, that there’s a world out there where they’ve known about quantum physics for thirty years, and nobody has even thought there might be more than one world?”

“Oh my! So you’re saying, Huve, that physicists detect superposition in microscopic systems, and work out quantitative equations that govern superposition in every single instance they can test. And for thirty years, not one person says, ‘Hey, I wonder if these laws happen to be universal.’ ”

“Why should they?” says Huve. “Physical models sometimes turn out to be wrong when you examine new regimes.”

“But to not even think of it?” Nohr says incredulously. “You see apples falling, work out the law of gravity for all the planets in the solar system except Jupiter, and it doesn’t even occur to you to apply it to Jupiter because Jupiter is too large? That’s like, like some kind of comedy routine where the guy opens a box, and it contains a spring-loaded pie, so the guy opens another box, and it contains another spring-loaded pie, and the guy just keeps doing this without even thinking of the possibility that the next box contains a pie too. You think John von Neumann, who may have been the highest-g human in history, wouldn’t think of it?”

“That’s right,” Huve says, “He wouldn’t. Ponder that.”

“This is the world where my good friend Ernest formulates his Schrödinger’s Cat thought experiment, and in this world, the thought experiment goes: ‘Hey, suppose we have a radioactive particle that enters a superposition of decaying and not decaying. Then the particle interacts with a sensor, and the sensor goes into a superposition of going off and not going off. The sensor interacts with an explosive, that goes into a superposition of exploding and not exploding; which interacts with the cat, so the cat goes into a superposition of being alive and dead. Then a human looks at the cat,’ and at this point Schrödinger stops, and goes, ‘gee, I just can’t imagine what could happen next.’ So Schrödinger shows this to everyone else, and they’re also like ‘Wow, I got no idea what could happen at this point, what an amazing paradox.’ Until finally you hear about it, and you’re like, ‘hey, maybe at thatpoint half of the superposition just vanishes, at random, faster than light,’ and everyone else is like, ‘Wow, what a great idea!’ ”

“That’s right,” Huve says again. “It’s got to have happened somewhere.”

“Huve, this is a world where every single physicist, and probably the whole damn human species, is too dumb to sign up for cryonics! We’re talking about the Earth where George W. Bush is President.”

What if it had seemed that there was no way to get the Born rule with just simple decoherence - what if that seemed to clearly imply a uniform probability rule.  Would the random collapse view seem more plausible then?

What if it had seemed that there was no way to get the Born rule with just simple decoherence - what if that seemed to clearly imply a uniform probability rule. Would the random collapse view seem more plausible then?

No.  Eight strikes and it's out.  There is no possible reason for adopting a theory that unphysical, or even spending more than thirty seconds thinking about it, without crushingly unmistakable experimental evidence that nails it down.

If you're postulating new fundamental physics, things that don't show up microscopically but do show up macroscopically, to explain the Born statistics, there would be a hundred better possibilities that don't violate Special Relativity.

One thing you're currently having trouble explaining is not an excuse to import magic out of nowhere and say, "Oh, that must be the explanation."  Doesn't work for intelligent design and it doesn't work for collapse either.

If MWI has no observable consequences, does it matter other than as a point of principle? Or are you going to get to ethical consequences, like the spaceship that doesn't disappear when it passes the horizon?

I'm surprised by the last sentence. Politics is the mind-killer, and all that.

Correct me if I am wrong, but MWI does have noticeable consequences, or at least implications: for example, interference at all length-scales and proper evaluation of the waveform equations implying the Born probabilities. Neither of these are implicit in the Copenhagen interpretation - in fact, the first is contradicted.

If there really are consequences of one of the hypotheses that differ from the consequences of others, that is extremely important to know.

I don't see how decoherence is an automatic win for MWI.  Decoherence has been used in several different interpretations of quantum mechanics, notably in consistent histories and in certain hidden variable interpretations.  Why should we choose MWI before those, particularly since it seems less parsimonious than consistent histories?  For that matter, the language of Rovelli and Smolin's relational quantum mechanics very nearly turns decoherence into its own interpretation (if you compare papers on decoherence which shirk the metaphysical interpretation to the interpretation put forward by Rovelli, they're almost identical).  Relational quantum mechanics requires much less in the way of grand assertions than MWI and is a natural framework for decoherence, so why pick MWI over relational quantum mechanics?

That sure is far beyond my current educational horizon but I would love to see Eliezer answer that comment. Until now I haven't even heard of Relational Quantum Mechanics. I searched LW and that comment by Dustin2 seems to be one of two comments that mention it. 

As far as I can tell, the only possible coherent state of affairs corresponding to RQM - the only reality in which you can embed these systems relating to each other - is MWI.  To this is added some bad amateur incoherent epistemology trying to dance around the issue without addressing it.

Some people consider it a good form to back up your accusations with examples, facts and proofs, even when discussing topics dear to their hearts. Give it a try some time.

Okay. Name a state of affairs that could correspond to RQM without being MWI.

First, the onus is on you to show that the above is both relevant to your claim of "bad amateur incoherent epistemology" and that there is no such state of affairs, since it's your claim that RQM is just a word game.

different observers may give different accounts of the same series of events: for example, to one observer at a given point in time, a system may be in a single, "collapsed" eigenstate, while to another observer at the same time, it may appear to be in a superposition of two or more states.

Whereas in MWI, unless I misunderstand it, each interaction (after the decoherence has ran its course) irrevocably splits the world into "eigenworlds" of the interaction, and there is no observer for which the world is as yet unsplit:

n DeWitt's formulation, the state of S after a sequence of measurements is given by a quantum superposition of states, each one corresponding to an alternative measurement history of S.

P.S. Just to make it clear, I'm not an adherent of RQM, not until and unless it gives new testable predictions not available without it. Same applies to all other interpretations. I'm simply pointing out that MWI is not the only game in town.

That is not a state of affairs, it is a list of questions you aren't trying to answer.  I am asking for a concrete description of how the universe could possibly be that would correspond to RQM being true and MWI being false.

MWI = Minkowskian spacetime.  Clear objective state of affairs, observer-invariant intervals separating events.

Single-world QM = Pre-Minkowski mysterious "Lorentz contractions" as a result of moving through the ether.  The ether seems mysteriously unobservable and it's really odd that the Lorentz contractions just happen to be exactly right to make motion undetectable, when in principle the ether could be doing anything (just like it's mysterious that the worldeater eats off parts of the wavefunction according to the Born probabilities rather than something else, and only leaves one world behind).  Also, since you don't know about the Lorentz transformation for time at this point in the history of physics, your equations will yield the wrong answers for extreme circumstances (just as a large enough quantum computer could contain observers who still wouldn't collapse).

"Shut up and calculate" = Use Minkowskian spacetime but refuse to admit that your equations might refer to something.

RQM = Relational Special Relativity = You repeatedly talk about how "motion" can only be defined relative to an observer, and it's imp... (read more)

It would be unlikely for any more fundamental theory not to be subject to the same set of evasions as QM.  Roughly, we have people claiming that atoms are just theoretical figments of the imagination which merely yield good predictions, discovering neutrons isn't going to change their arguments.  String theory in particular doesn't help.

Bravo, Eliezer, bravo.  Have you sold the screen rights yet?

Inspired by this post, I was reading some of the history today, and I learned something that surprised me: in all of his writings, Bohr apparently never once talked about the "collapse of the wavefunction," or the disappearance of all but one measurement outcome, or any similar formulation.  Indeed, Huve Erett's theory would have struck the historical Bohr as complete nonsense, since Bohr didn't believe that wavefunctions were real in the first place -- there was nothing to collapse!

So it might be that MWI proponents (and Bohmians, for that matter) underestimate just how non-realist Bohr really was.  They ask themselves: "what would the world have to be like if Copenhagenism were true?" -- and the answer they come up with involves wavefunction collapse, which strikes them as absurd, so then that's what they criticize.  But the whole point of Bohr's philosophy was that you don't even ask such questions.  (Needless to say, this is not a ringing endorsement of his philosophy.)

Incidentally, I'm skeptical of the idea that MWI never even occurred to Bohr, Heisenberg, Schrödinger, or von Neumann.  I conjecture that something like it must have occurred to them, as an obvious reductio ad absurdum -- further underscoring (in their minds) why one shouldn't regard the wavefunction as "real".  Does anyone have any historical evidence either way?

I think you're being a bit hard on Schrödinger here. I thought the whole point of Schrödinger's cat was to point out that the "observers cause collapse" idea was kind of stupid.

Nice one Eli, I haven't been able to read OB for about a month, and whith your breakneck pace it was tough to catch up, but this has been good. I enjoyed this post in particular!

First, W Bush was just 11 in 1957. However, that does make me wonder over what fraction of the many-worlds he ended up being an idiotic asshole -- much less President now... And, wow, imagine the possible alternate world where he was a good President!

Second, though I generally liked your post, I feel it was a bit disingenuous to not mention the hidden variable hypothesis in regard to the Copenhagen interpretation. Early 20th century physicists weren't thinking collapse was an extraordinary violation of know physics -- they thought it was a temporarily opaq... (read more)

Smedly: the Born rule... the whole probability of what you seem to experience observing is proportional to the squared magnitude thing. ie, if you had a two state system, say a qbit, in a superposition of, say, 2/3|0> + sqrt(5)i/3*|1>, then if you take a measurement of a bunch of qbits that are independantly in that state, then you'd expect about 4/9 of them to be 0, and 5/9 of them to be 1.

Given that QM is linear, you can see why the existance of such a rule may be a bit confusing. And given the many worlds perspective, the question o... (read more)

Not really; anticipation seems easy enough to define without consciousness.

Nick: anticipation of... what? Don't misunderstand, I'm not saying "oooh, Born probabilities transcend understanding" sort of thing, I just mean that I'm unsure how, in the context of many worlds, to state it. Robin's Mangled Worlds idea, if it pans out, would certainly help, but until then, I'm stumped about how to really say it in any way other than "anticipation of experience"

Anticipation of input, which at least doesn't seem like it immediately implies conscious experience - does a minimalist Bayesian decision system feel anything?

Nick: But... what do you mean? ie, if you have some sort of decoherence event so that one can meaningfully distinguish between world with input A occuring and world with input B occuring...

What are we anticipating? ie, both input A occurs and input B occurs.

If they have different amplitudes, so we square the magnitudes to figure out the anticipation... anticipation of... what? ie, both outcomes occur.

Yet in some sense they well be "weighted" differently. What do we mean by that other than "how much do we anticipate experiencing one or the ot... (read more)

"Anticipation of input" is the same as "anticipation of experience", but without any reference to consciousness - a non-conscious Bayesian decision system should also derive the squared-modulus law, and "anticipate" (in an qualia-free way) future "observations" (again qualia-free) to follow it. (Shouldn't it?) IMO, this is actually more confusing.

Nick: presumably in same way it would... but I don't really see how. Remember, this is indexical uncertainty. It doesn't correspond to uncertainty about what actually happened so much as uncertainty about which branch of reality this version of you is in.

So... There's a version of you in A, and a version of you in B.

In A, all the computations that happen are more or less analogous to those in B, except that B uses slightly larger numbers to represent the computations...

So exactly why would that change any anticipation of anything? I'd be unsure what a nonc... (read more)

Meanwhile, imagine yet another alternate Earth, where the very first physicists to notice nonlocality, said, "Holy brachiating orangutans, there's a non-local force in Nature!"

In the years since, the theory has been successfully extended to encompass every observed phenomenon. The biggest mystery in physics is the relationship between nonlocality and relativity. The basic equations have a preferred reference frame, but it's undetectable. Everyone thinks that there must be a relativistic way to write the equations, but no-one knows how to do it.

I'm a chemist; we actually have to use quantum physics on a routine basis.  The main reason many-worlds never got traction is that it doesn't make a testable prediction.  Most physicists realize that making a model of reality that predicts experiment (as far as possible) is, well, science; BSing about what the implications are is more of a late night and beer thing.

In other words, if the model implies that there may be other worlds, but they can't conceivably be detected, then who cares?

One last thing: there's some pretty good evidence of nonlocal physics ... (read more)

The main reason many-worlds never got traction is that it doesn't make a testable prediction. 

I am not sure that it is possible to interpret this sentence without admitting to what amounts to Eliezer's position. In other words, for this to be either right or wrong, Eliezer has to be right.

This sentence is most plausibly unpacked as assuming that the Copenhagen Interpretation and MWI are consistent with all findings, and that pride of place is naturally given to the first interpretation that makes predictions no other interpretation has. Science may not be wrong to, in general and as a heuristic, only accept new theories that make better predictions than the old. After all, even creationism or magic faerieism can be molded to be consistent with all known observations, whatever they are.

Eliezer simply asserts that MWI is simpler. He appeals to the Occam's razor heuristic, not the "new testable predictions" one, as reason for the reader to accept MWI. (If you caught it, MWI is making a prediction - that no quantum superposition will be too small to cause a result interpreted as a collapse under CI - but that's relatively small potatoes, since MWI is succeeding where CI is... (read more)

Hilarious and 100% true! Thank you! The only thing I might add to this is that in Huve's theory, information is created out of nowhere.

Eliezer, don't you have a whole post about why you shouldn't use examples from politics if you can possibly avoid it?

This is a very nice essay attacking the Copenhagen interpretation, and other objective collapse models. But I think that the way it is written seems to imply that if I don't believe in objective collapse, that the only alternative is to believe the equally insane idea that I live in a world that is constantly locally branching into millions of alternative worlds, only one of which is, even in principle, observable to me.

There are many alternatives. I think Qubism is a mix of a genuine solution, and a  kind of a slight-of-hand that hides the problem. M... (read more)

Why is it called Many-Worlds? AIUI (which may be completely wrong, as I know nothing of quantum mechanics) there is a single, deterministically evolving wave function. No splitting. The puzzle is why no-one ever perceives a system to be in a superposition. Suppose that a particle is flying towards a pair of detectors, in a superposition of states that will trigger one of them or the other. I will only perceive one of the detectors firing, never a superposition of both of them firing. From the point of view of the universal wave function, I am in a superpos... (read more)

Macroscopic decoherence, a.k.a. many-worlds, was first proposed in a 1957 paper by Hugh Everett III

No, he didn't call it "many worlds", and he didn't base it on decoherence.

About a few of the violations of the collapse postulate: this wouldn't be the only phenomenon with a preferred reference frame of simultaneity - the CMB also has that. Maybe a little less fundamental, but nonetheless a seemingly general property of our universe. This next part I'm less sure about, but locality implies that Nature also has a preferred basis for wavefunctions, i.e. the position basis (as opposed to, say, momentum).
Acausal - since nothing here states that the future affects the past, I assume it's a rehash of the special relativity violation... (read more)

Until finally you hear about it, and you’re like, ‘hey, maybe at thatpoint half of the superposition just vanishes, at random, faster than light,’

This seems the wrong way around, the alternative Huve should be suggesting many-worlds, not collapse.



Many Worlds, One Best Guess

If you look at many microscopic physical phenomena—a photon, an electron, a hydrogen atom, a laser—and a million other known experimental setups—it is possible to come up with simple laws that seem to govern all small things (so long as you don’t ask about gravity). These laws govern the evolution of a highly abstract and mathematical object that I’ve been calling the “amplitude distribution,” but which is more widely referred to as the “wavefunction.”

Now there are gruesome questions about the proper generalization that covers all these tiny cases. Call an object “grue” if it appears green before January 1, 2020 and appears blue thereafter. If all emeralds examined so far have appeared green, is the proper generalization, “Emeralds are green” or “Emeralds are grue”?

The answer is that the proper generalization is “Emeralds are green.” I’m not going to go into the arguments at the moment. It is not the subject of this essay, and the obvious answer in this case happens to be correct. The true Way is not stupid: however clever you may be with your logic, it should finally arrive at the right answer rather than a wrong one.

In a similar sense, the simplest generalizations that would cover observed microscopic phenomena alone take the form of “All electrons have spin 12” and not “All electrons have spin 12 before January 1, 2020” or “All electrons have spin 12 unless they are part of an entangled system that weighs more than 1 gram.”

When we turn our attention to macroscopic phenomena, our sight is obscured. We cannot experiment on the wavefunction of a human in the way that we can experiment on the wavefunction of a hydrogen atom. In no case can you actually read off the wavefunction with a little quantum scanner. But in the case of, say, a human, the size of the entire organism defeats our ability to perform precise calculations or precise experiments—we cannot confirm that the quantum equations are being obeyed in precise detail.

We know that phenomena commonly thought of as “quantum” do not just disappear when many microscopic objects are aggregated. Lasers put out a flood of coherent photons, rather than, say, doing something completely different. Atoms have the chemical characteristics that quantum theory says they should, enabling them to aggregate into the stable molecules making up a human.

So in one sense, we have a great deal of evidence that quantum laws are aggregating to the macroscopic level without too much difference. Bulk chemistry still works.

But we cannot directly verify that the particles making up a human have an aggregate wavefunction that behaves exactly the way the simplest quantum laws say. Oh, we know that molecules and atoms don’t disintegrate, we know that macroscopic mirrors still reflect from the middle. We can get many high-level predictions from the assumption that the microscopic and the macroscopic are governed by the same laws, and every prediction tested has come true.

But if someone were to claim that the macroscopic quantum picture differs from the microscopic one in some as-yet-untestable detail—something that only shows up at the unmeasurable 20th decimal place of microscopic interactions, but aggregates into something bigger for macroscopic interactions—well, we can’t prove they’re wrong. It is Occam’s Razor that says, “There are zillions of new fundamental laws you could postulate in the 20th decimal place; why are you even thinking about this one?”

If we calculate using the simplest laws which govern all known cases, we find that humans end up in states of quantum superposition, just like photons in a superposition of reflecting from and passing through a half-silvered mirror. In the Schrödinger’s Cat setup, an unstable atom goes into a superposition of disintegrating, and not-disintegrating. A sensor, tuned to the atom, goes into a superposition of triggering and not-triggering. (Actually, the superposition is now a joint state of [atom-disintegrated × sensor-triggered] + [atom-stable × sensor-not-triggered].) A charge of explosives, hooked up to the sensor, goes into a superposition of exploding and not exploding; a cat in the box goes into a superposition of being dead and alive; and a human, looking inside the box, goes into a superposition of throwing up and being calm. The same law at all levels.

Human beings who interact with superposed systems will themselves evolve into superpositions. But the brain that sees the exploded cat, and the brain that sees the living cat, will have many neurons firing differently, and hence many many particles in different positions. They are very distant in the configuration space, and will communicate to an exponentially infinitesimal degree. Not the 30th decimal place, but the 1030th decimal place. No particular mind, no particular cognitive causal process, sees a blurry superposition of cats.

The fact that “you” only seem to see the cat alive, or the cat dead, is exactly what the simplest quantum laws predict. So we have no reason to believe, from our experience so far, that the quantum laws are in any way different at the macroscopic level than the microscopic level.

And physicists have verified superposition at steadily larger levels. Apparently an effort is currently underway to test superposition in a 50-micron object, larger than most neurons.

The existence of other versions of ourselves, and indeed other Earths, is not supposed additionally. We are simply supposing that the same laws govern at all levels, having no reason to suppose differently, and all experimental tests having succeeded so far. The existence of other decoherent Earths is a logical consequenceof the simplest generalization that fits all known facts. If you think that Occam’s Razor says that the other worlds are “unnecessary entities” being multiplied, then you should check the probability-theoretic math; that is just not how Occam’s Razor works.

Yet there is one particular puzzle that seems odd in trying to extend microscopic laws universally, including to superposed humans:

If we try to get probabilities by counting the number of distinct observers, then there is no obvious reason why the integrated squared modulus of the wavefunction should correlate with statistical experimental results. There is no known reason for the Born probabilities, and it even seems that, a priori, we would expect a 50/50 probability of any binary quantum experiment going both ways, if we just counted observers.

Robin Hanson suggests that if exponentially tinier-than-average decoherent blobs of amplitude (“worlds”) are interfered with by exponentially tiny leakages from larger blobs, we will get the Born probabilities back out. I consider this an interesting possibility, because it is so normal.

(I myself have had recent thoughts along a different track: If I try to count observers the obvious way, I get strange-seeming results in general, not just in the case of quantum physics. If, for example, I split my brain into a trillion similar parts, conditional on winning the lottery while anesthetized; allow my selves to wake up and perhaps differ to small degrees from each other; and then merge them all into one self again; then counting observers the obvious way says I should be able to make myself win the lottery (if I can split my brain and merge it, as an uploaded mind might be able to do).

In this connection, I find it very interesting that the Born rule does not have a split-remerge problem. Given unitary quantum physics, Born’s rule is the unique rule that prevents “observers” from having psychic powers—which doesn’t explain Born’s rule, but is certainly an interesting fact. Given Born’s rule, even splitting and remerging worlds would still lead to consistent probabilities. Maybe physics uses better anthropics than I do!

Perhaps I should take my cues from physics, instead of trying to reason it out a priori, and see where that leads me? But I have not been led anywhere yet, so this is hardly an “answer.”)

Wallace, Deutsch, and others try to derive Born’s Rule from decision theory. I am rather suspicious of this, because it seems like there is a component of “What happens to me?” that I cannot alter by modifying my utility function. Even if I didn’t care at all about worlds where I didn’t win a quantum lottery, it still seems to me that there is a sense in which I would “mostly” wake up in a world where I didn’t win the lottery. It is this that I think needs explaining.

The point is that many hypotheses about the Born probabilities have been proposed. Not as many as there should be, because the mystery was falsely marked “solved” for a long time. But still, there have been many proposals.

There is legitimate hope of a solution to the Born puzzle without new fundamental laws. Your world does not split into exactly two new subprocesses on the exact occasion when you see “absorbed” or “transmitted” on the LCD screen of a photon sensor. We are constantly being superposed and decohered, all the time, sometimes along continuous dimensions—though brains are digital and involve whole neurons firing, and fire/not-fire would be an extremely decoherent state even of a singleneuron… There would seem to be room for something unexpected to account for the Born statistics—a better understanding of the anthropic weight of observers, or a better understanding of the brain’s superpositions—without new fundamentals.

We cannot rule out, though, the possibility that a new fundamental law is involved in the Born statistics.

“Every time” is too strong. A nitpick, yes, but also an important point: you can’t just assume that any particular law will fail in a new regime. But it’s possible that a new fundamental law is involved in the Born statistics, and that this law manifests only in the 20th decimal place at microscopic levels (hence being undetectable so far) while aggregating to have substantial effects at macroscopic levels.

Could there be some law, as yet undiscovered, that causes there to be only oneworld?

This is a shocking notion; it implies that all our twins in the other worlds— all the different versions of ourselves that are constantly split off, not just by human researchers doing quantum measurements, but by ordinary entropic processes—are actually gone, leaving us alone! This version of Earth would be the only version that exists in local space! If the inflationary scenario in cosmology turns out to be wrong, and the topology of the universe is both finite and relatively small—so that Earth does not have the distant duplicates that would be implied by an exponentially vast universe—then this Earth could be the only Earth that exists anywhere, a rather unnerving thought!

But it is dangerous to focus too much on specific hypotheses that you have no specific reason to think about. This is the same root error of the Intelligent Design folk, who pick any random puzzle in modern genetics, and say, “See, God must have done it!” Why “God,” rather than a zillion other possible explanations?—which you would have thought of long before you postulated divine intervention, if not for the fact that you secretly started out already knowing the answer you wanted to find.

You shouldn’t even ask, “Might there only be one world?” but instead just go ahead and do physics, and raise that particular issue only if new evidence demands it.

Could there be some as-yet-unknown fundamental law, that gives the universe a privileged center, which happens to coincide with Earth—thus proving that Copernicus was wrong all along, and the Bible right?

Asking that particular question—rather than a zillion other questions in which the center of the universe is Proxima Centauri, or the universe turns out to have a favorite pizza topping and it is pepperoni—betrays your hidden agenda. And though an unenlightened one might not realize it, giving the universe a privileged center that follows Earth around through space would be rather difficult to do with any mathematically simple fundamental law.

So too with asking whether there might be only one world. It betrays a sentimental attachment to human intuitions already proven wrong. The wheel of science turns, but it doesn’t turn backward.

We have specific reasons to be highly suspicious of the notion of only one world. The notion of “one world” exists on a higher level of organization, like the location of Earth in space; on the quantum level there are no firm boundaries (though brains that differ by entire neurons firing are certainly decoherent). How would a fundamental physical law identify one high-level world?

Much worse, any physical scenario in which there was a single surviving world, so that any measurement had only a single outcome, would violate Special Relativity.

If the same laws are true at all levels—i.e., if many-worlds is correct—then when you measure one of a pair of entangled polarized photons, you end up in a world in which the photon is polarized, say, up-down, and alternate versions of you end up in worlds where the photon is polarized left-right. From your perspective before doing the measurement, the probabilities are 50/50. Light-years away, someone measures the other photon at a 20° angle to your own basis. From their perspective, too, the probability of getting either immediate result is 50/50—they maintain an invariant state of generalized entanglement with your faraway location, no matter what you do. But when the two of you meet, years later, your probability of meeting a friend who got the same result is 11.6%, rather than 50%.

If there is only one global world, then there is only a single outcome of any quantum measurement. Either you measure the photon polarized up-down, or left-right, but not both. Light-years away, someone else’s probability of measuring the photon polarized similarly in a 20° rotated basis actually changes from 50/50 to 11.6%.

You cannot possibly interpret this as a case of merely revealing properties that were already there; this is ruled out by Bell’s Theorem. There does not seem to be any possible consistent view of the universe in which both quantum measurements have a single outcome, and yet both measurements are predetermined, neither influencing the other. Something has to actually change, faster than light.

And this would appear to be a fully general objection, not just to collapse theories, but to any possible theory that gives us one global world! There is no consistent view in which measurements have single outcomes, but are locally determined (even locally randomly determined). Some mysterious influence has to cross a spacelike gap.

This is not a trivial matter. You cannot save yourself by waving your hands and saying, “the influence travels backward in time to the entangled photons’ creation, then forward in time to the other photon, so it never actually crosses a spacelike gap.” (This view has been seriously put forth, which gives you some idea of the magnitude of the paradox implied by one global world!) One measurement has to change the other, so which measurement happens first? Is there a global space of simultaneity? You can’t have both measurements happen “first” because under Bell’s Theorem, there’s no way local information could account for observed results, etc.

Incidentally, this experiment has already been performed, and if there is a mysterious influence it would have to travel six million times as fast as light in the reference frame of the Swiss Alps. Also, the mysterious influence has been experimentally shown not to care if the two photons are measured in reference frames which would cause each measurement to occur “before the other.”

Special Relativity seems counterintuitive to us humans—like an arbitrary speed limit, which you could get around by going backward in time, and then forward again. A law you could escape prosecution for violating, if you managed to hide your crime from the authorities.

But what Special Relativity really says is that human intuitions about space and time are simply wrong. There is no global “now,” there is no “before” or “after” across spacelike gaps. The ability to visualize a single global world, even in principle, comes from not getting Special Relativity on a gut level. Otherwise it would be obvious that physics proceeds locally with invariant states of distant entanglement, and the requisite information is simply not locally present to support a globally single world.

It might be that this seemingly impeccable logic is flawed—that my application of Bell’s Theorem and relativity to rule out any single global world contains some hidden assumption of which I am unaware—

—but consider the burden that a single-world theory must now shoulder! There is absolutely no reason in the first place to suspect a global single world; this is just not what current physics says! The global single world is an ancient human intuition that was disproved, like the idea of a universal absolute time. The superposition principle is visible even in half-silvered mirrors; experiments are verifying the disproof at steadily larger levels of superposition—but above all there is no longer any reason to privilege the hypothesis of a global single world. The ladder has been yanked out from underneath that human intuition.

There is no experimental evidence that the macroscopic world is single (we already know the microscopic world is superposed). And the prospect necessarily either violates Special Relativity, or takes an even more miraculous-seeming leap and violates seemingly impeccable logic. The latter, of course, being much more plausible in practice. But it isn’t really that plausible in an absolute sense. Without experimental evidence, it is generally a bad sign to have to postulate arbitrary logical miracles.

As for quantum non-realism, it appears to me to be nothing more than a Get Out of Jail Free card. “It’s okay to violate Special Relativity because none of this is real anyway!” The equations cannot reasonably be hypothesized to deliver such excellent predictions for literally no reason. Bell’s Theorem rules out the obvious possibility that quantum theory represents imperfect knowledge of something locally deterministic.

Furthermore, macroscopic decoherence gives us a perfectly realistic understanding of what is going on, in which the equations deliver such good predictions because they mirror reality. And so the idea that the quantum equations are just “meaningless,” and therefore it is okay to violate Special Relativity, so we can have one global world after all, is not necessary. To me, quantum non-realism appears to be a huge bluff built around semantic stopsigns like “Meaningless!”

It is not quite safe to say that the existence of multiple Earths is as well-established as any other truth of science. The existence of quantum other worlds is not so well-established as the existence of trees, which most of us can personally observe.

Maybe there is something in that 20th decimal place, which aggregates to something bigger in macroscopic events. Maybe there’s a loophole in the seemingly iron logic which says that any single global world must violate Special Relativity, because the information to support a single global world is not locally available. And maybe the Flying Spaghetti Monster is just messing with us, and the world we know is a lie.

So all we can say about the existence of multiple Earths, is that it is as rationally probable as e.g. the statement that spinning black holes do not violate conservation of angular momentum. We have extremely fundamental reasons, having to do with the rotational symmetry of space, to suspect that conservation of angular momentum is built into the underlying nature of physics. And we have no specific reason to suspect this particular violation of our old generalizations in a higher-energy regime.

But we haven’t actually checked conservation of angular momentum for rotating black holes—so far as I know. (And as I am talking here about rational guesses in states of partial knowledge, the point is exactly the same if the observation has been made and I do not know it yet.) And black holes are a more massive regime. So the obedience of black holes is not quite as assured as that my toilet conserves angular momentum while flushing, which come to think, I haven’t checked either…

Yet if you make the mistake of thinking too hard about this one particular possibility, instead of zillions of other possibilities—and especially if you don’t understand the fundamental reason why angular momentum is conserved— then it may start seeming more and more plausible that “spinning black holes violate conservation of angular momentum,” as you think of more and more vaguely plausible-sounding reasons it could be true.

But the rational probability is pretty damned small.

Likewise the rational probability that there is only one Earth.

I mention this to explain my habit of talking as if many-worlds is an obvious fact. Many-worlds is an obvious fact, if you have all your marbles lined up correctly (understand very basic quantum physics, know the formal probability theory of Occam’s Razor, understand Special Relativity, etc.) It is in fact considerably moreobvious to me than the proposition that spinning black holes should obey conservation of angular momentum.

The only reason why many-worlds is not universally acknowledged as a direct prediction of physics which requires magic to violate, is that a contingent accident of our Earth’s scientific history gave an entrenched academic position to a phlogiston-like theory that had an unobservable faster-than-light magical “collapse” devouring all other worlds. And many academic physicists do not have a mathematical grasp of Occam’s Razor, which is the usual method for ridding physics of invisible angels. So when they encounter many-worlds and it conflicts with their (undermined) intuition that only one world exists, they say, “Oh, that’s multiplying entities”—which is just flatly wrong as probability theory—and go on about their daily lives.

I am not in academia. I am not constrained to bow and scrape to some senior physicist who hasn’t grasped the obvious, but who will be reviewing my journal articles. I need have no fear that I will be rejected for tenure on account of scaring my students with “science-fiction tales of other Earths.” If I can’t speak plainly, who can?

So let me state then, very clearly, on behalf of any and all physicists out there who dare not say it themselves: Many-worlds wins outright given our current state of evidence. There is no more reason to postulate a single Earth, than there is to postulate that two colliding top quarks would decay in a way that violates Conservation of Energy. It takes more than an unknown fundamental law; it takes magic.

The debate should already be over. It should have been over fifty years ago. The state of evidence is too lopsided to justify further argument. There is no balance in this issue. There is no rational controversy to teach. The laws of probability theory are laws, not suggestions; there is no flexibility in the best guess given this evidence. Our children will look back at the fact that we were still arguing about this in the early twenty-first century, and correctly deduce that we were nuts.

We have embarrassed our Earth long enough by failing to see the obvious. So for the honor of my Earth, I write as if the existence of many-worlds were an established fact, because it is. The only question now is how long it will take for the people of this world to update.

Correction:
Eliezer, you wrote "Jess Reidel" but correct is "Jess RIEDEL".

First: The Born probabilities. That is where all the predictive power of quantum theory is located. If you don't have those, you just have a qualitative world-picture, one of many possibilities.

Second: There is no continuity of identity in time of a world, as I suppose we shall see in the Julian Barbour instalment; nothing to relate the worlds extracted from the wavefunction in one moment to those extracted in the next, nothing to say 'this world is the continuation of that one'. The denial of continuity in time is a radical step an... (read more)

I suppose the basic intuition here is, "Superposition is real for small things, we have no evidence that it breaks down for large things, and superposition means multiple instances of the thing superposed; therefore, many worlds, not just many electrons."

But is it clear that superposition means multiple instances of the thing superposed? Consider the temporal zigzag interpretations. There it is supposed that there is only one history between first and final observed event, and that the amplitudes are just the appropriate form of probabilities, no... (read more)

Eliezer asked (of zigzag theories): "One measurement has to change the other, so which measurement happens first?"

It doesn't have to be that way. Events can be determined through a combination of local causality and global consistency; see the work on attempts to create time travel paradoxes using wormholes. For example, you may set things up so that a sphere, sent into one end of a wormhole, should emerge from the other in such a way as to collide with itself on the way in, thereby preventing its entry. It sounds like a grandfather paradox: what... (read more)

Have you considered nonlocal hidden variables (Bohm's version in particular)?  The "pilot-wave" model does away with many worlds and the problems that you see many worlds addressing as far as I can tell.

Eliezer, continued compliments on your series. As a wise man once said, it's remarkable how clear explanations can become when an expert's trying to persuade you of something, instead of just explaining it. But are you sure you're giving appropriate attention to rationally stronger alternatives to MWI, rather than academically popular but daft ones?

there is another argument speaking for many-worlds (indeed, even for all possible worlds - which raises new interesting questions of what is possible of course - certainly not everything that is imaginable): that to specify one universe with many random events requires lots of information, while if everything exists the information content is zero - which fits nicely with ex nihilo nihil fit :-)

Structure and concreteness only emerges from the inside view, which gives the picture of a single world. Max Tegmark has paraphrased this idea nicely with ... (read more)

"If the same laws are true at all levels - i.e., if many-worlds is correct - then when you measure one of a pair of entangled polarized photons, you end up in a world in which the photon is polarized, say, up-down, and alternate versions of you end up in worlds where the photon is polarized left-right.  From your perspective before doing the measurement, the probabilities are 50/50.  Light-years away, someone measures the other photon at a 20° angle to your own basis.  From their perspective, too, the probability of getting either immediate result is ... (read more)

Brains, as far as we currently understand them, are not digital.  For a neuron fire / not fire is digital, but there is a lot of information involved in determining weather or not a neuron fires.  A leaky integrator is a reasonable rough approximation to a neuron and is continuous.

Your writing here has the same problem many weirdos . . . has. Any facts and arguments are getting lost in your wordiness.

Unfair.  Eliezer has been trying to keep the series accessible to nonspecialists, and of course that means that the specialists are going to wade through more words than they would have preferred to wade through.  Boo hoo.

Brains, as far as we currently understand them, are not digital. For a neuron fire / not fire is digital, but there is a lot of information involved in determining weather or not a neuron fires. A leaky integrator is a reasonable rough approximation to a neuron and is continuous.

The point is that by the time two brains differ by a whole neuron firing, they are decoherent - far too many particles in different positions.  That's why you can't feel the subtle influence of someone trying to think a little differently from you - by the time a single neuron fires differently, the influence has diminished down to an exponentially tiny infinitesimal.  Even a single neurotransmitter in a different place prevents two configurations from being identical.

@Billswift:  The point is that nothing happens differently as a result of distant events - no local evolution, no probabilistic chance, no experience, no "non-signaling influence", nothing changes - until the two parties meet, slower than light.  You can (I think) split it up and view it in terms of strictly local events with invariant states of distant entanglement.

@Recovering irrationalist:  I haven't encountered any stronger argum... (read more)

Robin Hanson suggests that if exponentially tinier-than-average decoherent blobs of amplitude ("worlds") are interfered with by exponentially tiny leakages from larger blobs, we will get the Born probabilities back out.

Shouldn't it be possible for a tinier-than-average decoherent blobs of amplitude to deliberately become less vulnerable to interference from leakages from larger blobs, by evolving itself to an isolated location in configuration space (i.e., a point in configuration space with no larger blobs nearby)? For example, it seems that we ... (read more)

So the Bohm interpretation takes the same amplitude distribution as many-worlds and builds something on top of that. So what? That amplitude distribution is just a mathematical object, but it having a physical existence certainly doesn't change the truth or falsehood of any mathematical statements, so I could just as easily say that the amplitude distribution itself is an "epiphenomenon" (and therefore can't exist).

Dynamically, "secure storage facilities" are not at all secure against world mangling.  Perhaps quantum error correction could do better.

Robin, can you offer some intuitive explanation as to why defense against world mangling would be difficult? From what I understand, a larger blob of amplitude (world) can mangle a smaller blob of amplitude only if they are close together in configuration space. Is that incorrect? If those "secure storage facilities" simply write the quantum coin toss outcomes in big letters on some blackboards, which worlds will be close enough to be able to mangle the worlds that violate Born's rule?

Dynamically, I think the problem is that for everything you try that would render your world "distant" in the configuration space, it naturally tends to make your world smaller and more vulnerable, too.  The worlds mangling yours aren't close, it's just that, collectively, they're so much larger than yours, that even very tiny stray amplitude flows from them can mangle you.

@Goplat:  In Bohm's theory, the amplitude distribution has to be real because it affects the course of the particles.  But the amplitude distribution itself is not affected by the particles.  So any people encoded in the amplitude distribution - which can certainly compute things - would have no way of knowing the particles existed.

"it will have conscious observers in it if it performs computations"
I'm at a loss for what this means.

"In Bohm's theory, the amplitude distribution has to be real because it affects the course of the particles. But the amplitude distribution itself is not affected by the particles. So any people encoded in the amplitude distribution - which can certainly compute things - would have no way of knowing the particles existed."
How is not being able to know where the particular particles are in a particular amplitude distribution an argument against it?

Check me if I'm wrong: according to the MWI, the evolving waveform itself can include instantiations of human beings, just as an evolving Conway's Life grid can include gliders. Thus, if we're proposing that humans exist (a reasonable hypothesis), they exist in the waveform, and if the Bohmian particles do not influence the evolution of the waveform, they exist in the waveform the same way whether or not Bohm's particles are there. And, in fact, if they do not influence the amplitude distribution, they're epiphenomenal in the same sense t... (read more)

Eliezer, I think your (and Robin's) intuition is off here. Configuration space is so vast, it should be pretty easy for a small blob of amplitude to find a hiding place that is safe from random stray flows from larger blobs of amplitude.

Consider a small blob in my proposed experiment where the number of 0s and 1s are roughly equal. Writing the outcomes on blackboards does not reduce the integrated squared modulus of this blob, but does move it further into "virgin territory", away from any other existing blobs. In order for it to be mangled by st... (read more)

Question: how does MWI not violate SR/no-faster-than-light-travel itself?

That is, if a decoherence happens with a particle/amplitude, requiring at that point a split universe in order to process everything so both possibilities actually happen, how do all particles across the entire universe know that at that point they must duplicate/superposition/whatever, in order to maintain the entegrity of two worlds where both posibilities happen?

Eliezer: But given that I believe single-worlds is false, I should not expect to encounter unknown strong arguments for it.

Indeed. And in light of your QM explanation, which to me sounds perfectly logical, it seems obvious and normal that many worlds is overwhelmingly likely. It just seems almost too good to be true that I now get what plenty of genius quantum physicists still can't.

The mental models/neural categories we form strongly influence our beliefs. The ones that now dominate my thinking about QM are learned from one who believes overwhelmingly in ... (read more)

Well, now I think I understand why you chose to do the QM series on OB.  As it stands, the series is a long explication of one of the most subtle anthropocentric biases out there— the bias in favor of a single world with a single past and future, based on our subjective perception of a single continuous conscious experience.  It takes a great deal of effort before most of us are even willing to recognize that assumption as potentially problematic.

Oh, and one doesn't even have to assume the MWI is true to note this; the single-world bias is irrationally strong in us even if it turns out to correspond to reality.

Günther, I am aware of that argument, but it has very little to do with favoring many worlds in the sense of Everett. See Tegmark's distinction between Level III and Level IV. The worlds of an Everett multiverse are supposed to be connected facets of a single entity, not disjoint Level IV entities.

This allows me to highlight another aspect of many worlds, which is the thorough confusion regarding causality. What are the basic cause-and-effect relationships, according to many worlds? What are the entities that enter into them? Do worlds have causal power, o... (read more)

Mitchell, you already know about Barbour, so why are you asking this?

Remember, that-which-exists at any moment does not just consist of a set of worlds, but a set of worlds each with a complex number attached. And that-which-exists in the next moment is - the same set of worlds, but now with different complex numbers attached.

You seem to be talking about the wavefunction, which is a complex function defined over the configuration space (a set of configurations each with a complex number attached). But in that case you seem to be confusing a world with a configuration. A configuration defines only position. (Assuming we're t... (read more)

So far, we're still implicitly in a framework where there's time evolution, so I have described ways of implementing the many worlds vision in that framework. I am a little hesitant to preempt your next step (after all, I don't know what idiosyncratic spin you may put on things), but nonetheless: Suppose we adopt the "timeless" perspective. The wavefunction of the universe is a standing wave in configuration space; it does not undergo time evolution. My first option means nothing, because now we just have a static association of amplitudes with c... (read more)

(Previous comment was in response to Eliezer's 02:38 AM.)

constant, part of my objective is to highlight the vagueness of the concept of "world" as used by many-worlds advocates, and the problems peculiar to the various ways of making it exact, having previously argued that leaving it vague is not an option. I have certainly seen many-worlds people talk as if worlds were "wave packets" or other extended substructures within the total wavefunction. But I await a precise statement of what that means.

I think Eliezer recognizes the the vagueness of "world" but sees it as a problem for single-worlders. This is what he seems to be saying here:

What flows is not time, but causality.  As you guessed, I shall expand on that later.  I think Barbour's time capsules reflect his lack of cog-sci-phil background - a static disk drive should never contain any observers; something has to be processed.  You cannot identify observer-moments with individual configurations, which seems to be what Barbour is trying to do.

From the perspective outside time, nothing changes, but things are nonetheless determined by their causal ancestors.  This is what makes the notion of "local causality" or Markov neig... (read more)

constant - well, then, it is shaping up as follows: We need some concept of world. We can try to be exact about it, and run into various problems, as I have suggested above. Or we can be determinedly vague about it - e.g. saying that a world is a roughly decoherent blob of amplitude - and run into other problems. And then on top of this we can't even recuperate the quantitative side of quantum mechanics.

There is a form of many-worlds that gives you the correct probabilities back. It's called consistent histories or decoherent histories. But it has two defi... (read more)

Eliezer: would you agree with the following, as a paraphrase of the physical ontology you propose?

Quantum theory is just field theory in the infinite-dimensional space formerly known as configuration space. What we thought were "locations in space" are actually directions in configuration space. If I see a thing at a place, it actually means there's a peak in the ψ-field in a certain region of configuration space, a region which somehow corresponds to my seeing of the thing just as much as it corresponds to the thing itself being in that state. A... (read more)

So, decoherence, which implies Many Worlds, is the superior scientific theory because it makes the same predictions with strictly fewer postulates, and academic physicists only believe otherwise because of deeply ingrained biases.

Dustin said:  "Decoherence as an interpretation does not imply Many Worlds unless the wavefunction is considered to be metaphysically real."

A further implication of "quantum theory as field theory of configuration space": It means that "spatial configurations" are merely coordinates, labels; and labels are merely conventions. All that really exists in this interpretation are currents in a homogeneous infinite-dimensional space. When such a current passes through a point notionally associated with the existence of a particular brain state, there's no picture of a brain attached anywhere. This means that the currents and their intrinsic relations bear all the explanatory burd... (read more)

It's good to know that somewhere I won the World Series of Poker last year; and the idiot that went all in over my 3x raise with 7-2 off suit and sucked out to beat my AA with is poor and broke somewhere today and that's good to know too. Not that I'm bitter or anything, of course. Not in those other worlds anyway.

your concerns concerning vagueness of the world concept is addressed here:

Everett and Structure (David Wallace)
http://arxiv.org/abs/quant-ph/0107144v2

Also, the ontology proposed here fits very nicely with the currently most promising streak of Scientific Realism (also referred to in the Wallace paper) -in it's ontic variant.

http://plato.stanford.edu/entries/structural-realism/

Günther, I have previously argued that vagueness is not an option for "mind" and "world", even if it is for "baldness" or "heap of sand" or "table". The existence of some sort of a world, with you in it, and the existence of a mind aware of this, are epistemic fundamentals. Try to go vague on those and you are in effect saying there's some question as to whether anything at all exists, or that that is just a matter of definition. Your mind in your world is the medium of your awareness of everything. You are... (read more)

Live in your own world.
Sure except when I need the MWI Spaghetti Monster to get the opposite of my result.

Collapse/MWI are the new wave/particle duality. The metaphysical cube fell over and rotated 90 degrees. Collapse/MWI only looks different because the cube looks unchanged.

A superposition doesn't imply that the simpler component waveforms exist. It can also mean you drove the speakers to eleven, reached the limit the fabric of spacetime could handle, and are receiving distortion.

Many worlds is far from obviously true.
The only logical stand point is single universe, there's no evidence against it or even suggesting ANYTHING else.

Bohm is probably the correct one, and has been since 1926, before even Copenhagen was made up.

If your such a MWI believer, realize it's self refuting faith.
In MWI all the atoms making up your brain would be in many universes made to believe it was right while it was wrong.

"realize it's self refuting faith. [...] all the atoms making up your brain would be [...] made to believe it was right while it was wrong."

That's not an argument against the MWI; that's an argument against physics.

Only if Many worlds is assumed true, yeah, cause then EVERY possibility is true.
Like right now in this universe you read this post.
In another you have intercourse with your neighbours dog.
In another your hair just fell off.
EVERY physical possibility being true = not science = cop out = end of science.

Anyway, MWI is inconsistent with all forms of realism so it's a  incoherent hypothesis.

Please save your breathe, don't even try to say "NONO Many worlds is the REALIST" approach to QM.
That's bohm, he came 3 years before Everett, he saved realism in QM.
Actually no, de Broglie did in the early 1920's.

Read Travis Norsen's article in Foundation of Physics: "Against realism".
It'll show you just HOW deluded MW proponents claim they are.

Interesting quote from Stephen Hawking, apparently he's on board with MWI as the obvious best guess (and with Bayesian reasoning):

HAWKING: I regard [the many worlds interpretation] as self-evidently correct.

T.F.: Yet some don't find it evident to themselves.

HAWKING: Yeah, well, there are some people who spend an awful lot of time talking about the interpretation of quantum mechanics. My attitude — I would paraphrase Göring — is that when I hear of Schrödinger's cat, I reach for my gun.

T.F.: That would spoil the experiment. The cat would have been shot, a

Our children will look back at the fact that we were STILL ARGUING about this in the early 21st-century, and correctly deduce that we were nuts.

We're still arguing whether or not the world is flat, whether the zodiac should be used to predict near-term fate and whether we should be building stockpiles of nuclear weapons.  There's billions left to connect to the internet, and most extant human languages to this day have no written form.  Basic literacy and mathematics is still something much of the world struggles with.  This is going to go on for awhile... (read more)

It's time to test the Grue Hypothesis! Anyone have some Emeralds handy?

Just coming in to say that emeralds have now been confirmed as green, not "grue".

I am provoked by the 'wins outright' assertion -- 'Many-worlds wins outright given our current state of evidence.' If we were do something along the lines of devising an experiment that shows how Many-worlds is empirically distinguishable from other interpretations, well, I'm impressed. But it hasn't happened yet. Also, 'quantum non-realism appears to be a huge bluff', well, but what of other worlds that we can never observe? Infinite other worlds, this one seems about as 'huge', at least, as I can imagine. But also, invisible. 

And I muse about the ph... (read more)



Living in Many Worlds

Some commenters have recently expressed disturbance at the thought of constantly splitting into zillions of other people, as is the straightforward and unavoidable prediction of quantum mechanics.

Others have confessed themselves unclear as to the implications of many-worlds for planning: If you decide to buckle your seat belt in this world, does that increase the chance of another self unbuckling their seat belt? Are you being selfish at their expense?

Just remember Egan’s Law: It all adds up to normality.

When Einstein overthrew the Newtonian version of gravity, apples didn’t stop falling, planets didn’t swerve into the Sun. Every new theory of physics must capture the successful predictions of the old theory it displaced; it should predict that the sky will be blue, rather than green.

So don’t think that many-worlds is there to make strange, radical, exciting predictions. It all adds up to normality.

Because there was once asked the question, fascinating unto a rationalist: What all adds up to normality?

And the answer to this question turns out to be: quantum mechanics. It is quantum mechanics that adds up to normality.

If there were something else there instead of quantum mechanics, then the world would look strange and unusual.

Bear this in mind, when you are wondering how to live in the strange new universe of many worlds: You have always been there.

Religions, anthropologists tell us, usually exhibit a property called minimal counterintuitiveness; they are startling enough to be memorable, but not so bizarre as to be difficult to memorize. Anubis has the head of a dog, which makes him memorable, but the rest of him is the body of a man. Spirits can see through walls; but they still become hungry.

But physics is not a religion, set to surprise you just exactly enough to be memorable. The underlying phenomena are so counterintuitive that it takes long study for humans to come to grips with them. But the surface phenomena are entirely ordinary. You will never catch a glimpse of another world out of the corner of your eye. You will never hear the voice of some other self. That is unambiguously prohibited outright by the laws. Sorry, you’re just schizophrenic.

The act of making decisions has no special interaction with the process that branches worlds. In your mind, in your imagination, a decision seems like a branching point where the world could go two different ways. But you would feel just the same uncertainty, visualize just the same alternatives, if there were only one world. That’s what people thought for centuries before quantum mechanics, and they still visualized alternative outcomes that could result from their decisions.

Decision and decoherence are entirely orthogonal concepts. If your brain never became decoherent, then that single cognitive process would still have to imagine different choices and their different outcomes. And a rock, which makes no decisions, obeys the same laws of quantum mechanics as anything else, and splits frantically as it lies in one place.

You don’t split when you come to a decision in particular, any more than you particularly split when you take a breath. You’re just splitting all the time as the result of decoherence, which has nothing to do with choices.

There is a population of worlds, and in each world, it all adds up to normality: apples don’t stop falling. In each world, people choose the course that seems best to them. Maybe they happen on a different line of thinking, and see new implications or miss others, and come to a different choice. But it’s not that one world chooses each choice. It’s not that one version of you chooses what seems best, and another version chooses what seems worst. In each world, apples go on falling and people go on doing what seems like a good idea.

Yes, you can nitpick exceptions to this rule, but they’re normal exceptions. It all adds up to normality, in all the worlds.

You cannot “choose which world to end up in.” In all the worlds, people’s choices determine outcomes in the same way they would in just one single world.

The choice you make here does not have some strange balancing influence on some world elsewhere. There is no causal communication between decoherent worlds. In each world, people’s choices control the future of that world, not some other world.

If you can imagine decisionmaking in one world, you can imagine decision-making in many worlds: just have the world constantly splitting while otherwise obeying all the same rules.

In no world does two plus two equal five. In no world can spaceships travel faster than light. All the quantum worlds obey our laws of physics; their existence is asserted in the first place by our laws of physics. Since the beginning, not one unusual thing has ever happened, in this or any other world. They are all lawful.

Are there horrible worlds out there, which are utterly beyond your ability to affect? Sure. And horrible things happened during the twelfth century, which are also beyond your ability to affect. But the twelfth century is not your responsibility, because it has, as the quaint phrase goes, “already happened.” I would suggest that you consider every world that is not in your future to be part of the “generalized past.”

Live in your own world. Before you knew about quantum physics, you would not have been tempted to try living in a world that did not seem to exist. Your decisions should add up to this same normality: you shouldn’t try to live in a quantum world you can’t communicate with.

Your decision theory should (almost always) be the same, whether you suppose that there is a 90% probability of something happening, or if it will happen in 9 out of 10 worlds. Now, because people have trouble handling probabilities, it may be helpful to visualize something happening in 9 out of 10 worlds. But this just helps you use normal decision theory.

Now is a good time to begin learning how to shut up and multiply. As I note in Lotteries: A Waste of Hope:

If you’re thinking about a world that could arise in a lawful way, but whose probability is a quadrillion to one, and something very pleasant or very awful is happening in this world . . . well, it does probably exist, if it is lawful. But you should try to release one quadrillionth as many neurotransmitters, in your reward centers or your aversive centers, so that you can weigh that world appropriately in your decisions. If you don’t think you can do that . . . don’t bother thinking about it.

Otherwise you might as well go out and buy a lottery ticket using a quantum random number, a strategy that is guaranteed to result in a very tiny mega-win.

Or here’s another way of thinking about it: Are you considering expending some mental energy on a world whose frequency in your future is less than a trillionth? Then go get a 10-sided die from your local gaming store, and, before you begin thinking about that strange world, start rolling the die. If the die comes up 9 twelve times in a row, then you can think about that world. Otherwise don’t waste your time; thought-time is a resource to be expended wisely.

You can roll the dice as many times as you like, but you can’t think about the world until 9 comes up twelve times in a row. Then you can think about it for a minute. After that you have to start rolling the die again.

This may help you to appreciate the concept of “trillion to one” on a more visceral level.

If at any point you catch yourself thinking that quantum physics might have some kind of strange, abnormal implication for everyday life—then you should probably stop right there.

Oh, there are a few implications of many-worlds for ethics. Average utilitarianism suddenly looks a lot more attractive—you don’t need to worry about creating as many people as possible, because there are already plenty of people exploring person-space. You just want the average quality of life to be as high as possible, in the future worlds that are your responsibility.

And you should always take joy in discovery, as long as you personally don’t know a thing. It is meaningless to talk of being the “first” or the “only” person to know a thing, when everything knowable is known within worlds that are in neither your past nor your future, and are neither before or after you.

But, by and large, it all adds up to normality. If your understanding of many-worlds is the tiniest bit shaky, and you are contemplating whether to believe some strange proposition, or feel some strange emotion, or plan some strange strategy, then I can give you very simple advice: Don’t.

The quantum universe is not a strange place into which you have been thrust. It is the way things have always been.

1. Greg Egan, Quarantine (London: Legend Press, 1992).

2. Robert S. Boynton, “The Birth of an Idea: A Profile of Frank Sulloway,” The New Yorker (October 1999).

One of the things that always comes up in my mind regarding this is the concept of space relative to these other worlds.  Does it make sense to say that they're "ontop of us" and out of phase so we can't see them, or do they propagate "sideways", or is it nonsensical to even talk about it?

Your decision theory should (almost always) be the same,... 

"constantly splitting into billions of other people, as is the straightforward and unavoidable prediction of quantum mechanics"

Quantum mechanics does not even "straightforwardly and unavoidably" predict the splitting of an electron. It predicts the splitting of the electron's wavefunction, but what that means is the whole question. Under some interpretations, the wavefunction will be derived from ordinary probability after all, and reifying it - supposing it to be an independent element of reality - is Mind Projection Fallacy. Under oth... (read more)

But, by and large, it all adds up to normality.  If your understanding of many-worlds is the tiniest bit shaky, and you are contemplating whether to believe some strange proposition, or feel some strange emotion, or plan some strange strategy, then I can give you very simple advice:  Don't.

Why tell readers that their other selves in other worlds are dying of cancer, so they should really think about cryonics, and then go on and make a post like this?

If I can't even get a glimpse of these other worlds, and my decisions don't alter them, why would that make utilitarianism seem more valid (it isn't)?

One definite exception is "should I say that many-worlds is true?"

Eliezer's claimed exception is "Average utilitarianism suddenly looks a lot more attractive - you don't need to worry about creating as many people as possible, because there are already plenty of people exploring person-space.  You just want the average quality of life to be as high as possible, in the future worlds that are your responsibility."

This argument doesn't seem very strong to me. I could just as well say, "I don't need to worry about a high average quality of life, because the average is fixed, and is as high as it can be in any case. I just want to see as many people in my world as I can, in the worlds that are my responsibility."

It looks to me like Eliezer already preferred average utilitarianism even before knowing about many-worlds, or at least independently of this fact, and is using many-worlds to justify his preference.

Eliezer has argued in the past against discount rates: and with some reasonableness, whether this is ultimately correct or not (I don't know.) But the principles of this argument would imply that we also should discount the value of people in the worlds we are not in; and so given that the average utility over all worlds is constant, average utilitarianism implies that our choice of worlds does not matter, which implies that none of our choices matter.

Besides (in the usual single world): is Eliezer willing to kill off everyone except the happiest person, therefore raising the average?

In a few worlds, there are simulations in which spaceships travel faster than light. Minor nitpick.

It's still meaningful to talk of being the first or only person in your world; and, while this may not affect the point generally, the motive to independently work out something takes a big hit from the knowledge that you could just look it up.

correction: "we also should NOT discount the value of people etc."

So what tools do all you self-improving rationalists use to help with the "multiply" part of "shut up and multiply"?  A development environment for a programming/scripting language?  Mathematica?  A desk calculator?  Mathcad?  Spreadsheet?  Pen and paper?

Unknown, don't say "our choice of worlds". Our decisions don't determine which world we're in (there is no preexisting "you" that goes into one world but not another), they determine the relative measures of the worlds, so the average is not fixed (or, rather, not fixed independently of our actions - this is really just the old argument over determinism).

I would also like to hear Eliezer's answer to your final question.

"One of the things that always comes up in my mind regarding this is the concept of space relative to these other worlds. Does it make sense to say that they're "ontop of us" and out of phase so we can't see them, or do they propagate "sideways", or is it nonsensical to even talk about it?"

It's nonsensical. The space that we see is just an artifact of a lower level of reality. See http://www.acceleratingfuture.com/tom/?p=124.

"And you should always take joy in discovery, as long as you personally don't know a thing."

One place I tend to think differently in the context of multiverse theories is behavior that puts other people at risk. Occasionally I am in a hurry and drive too fast through a residential neighborhood. Then afterwards, I think it's lucky that no young children came running out into the street at the time, I might not have seen them and been able to stop in time. But in the context of the MWI, it did happen in some worlds. My reckless action did not merely have a probability of causing harm, it did cause genuine harm. I directly reduced the measure of living beings. It's true, I didn't see the results of my actions; it is a bit like tossing a hand grenade over a wall. I don't see what happens, but I know bad things did happen out of my sight.

Thinking like this has perhaps moderated some of my more reckless tendencies. I'm not committed to multiverse models but they do seem to have Occam's razor in their favor.

Some commenters have recently expressed disturbance at the thought of constantly splitting into billions of other people, as is the straightforward and UNAVOIDABLE prediction of quantum mechanics.

Please.  Generating so many paragraphs here displaying this sort of smug assurance in your own conclusions about highly controversial topics is the exact opposite of "overcoming bias".

I have noticed Robin gently reminding you of this fact; perhaps it is time to pay some attention to him, if not your other critics. . .

The only place where I see it not summing to normality is quantum immortality - any thoughts?

Taking inspiration from Mike Blume's point, how many human beings should have lived for there to be a reasonable chance say 75% that one of them is immortal in our universe?

Prakash, I thought the point of quantum immortality was that everyone is "immortal" because everyone has a duplicate who lives on, however improbably, in some branch of the wavefunction, no matter what happens here.

But the probability that anyone is immortal in any specific branch is basically zero. There is a nonzero probability of death per unit time, and so the probability of literal immortality is infinitesimal, being a product of infinitely many quantities less than 1.

Please. Generating so many paragraphs here displaying this sort of smug assurance in your own conclusions about highly controversial topics is the exact opposite of "overcoming bias".

One person doesn't need to pretend that he doesn't grasp something until a certain critical mass of the "right" people catch up. Correctness isn't up for a vote, and the feeling that it is is nothing more than an artifact of social wiring.

You do not have to accept the conclusion. You also do not have to insist that someone else mimic your own uncertainty about any given topic. At the least, perhaps you should go and make sure his reasoning is flawed before you do.

No.  Because that creates Death events, which are very large negative utilities.  It increases the average number of people who experience short lives.

I have a suspicion that when all is said and done and known, quantum immortality is not going to work out.

Where on Earth are you pulling this from?  If my memory serves me, I converted to average utilitarianism as a direct result of believing in a Big World.

You've just violated Egan's Law; your statement does not add up to normality.  The quality of life is not, intuitively, "fi... (read more)

Mitchell Porter: There is a nonzero probability of death per unit time, and so the probability of literal immortality is infinitesimal, being a product of infinitely many quantities less than 1.

This is mathematically incorrect. If the quantities tend to 1 fast enough, their product will converge to a positive number. For example, if you have a 1/2 chance of living another 50 years, then if you do, a 3/4 chance of another 50, then a 7/8 chance of another 50, and so on, the probability that you will never die is about 0.29.

So the trick is to always be getting better fast enough at not dying.

For new converts to the idea of Many Worlds, I offer this parable, as a warning.

Richard, that's a good observation, it deserves a place in physics-of-immortality folklore as a criterion for whether futures-with-true-immortality form a set of more than measure zero in your preferred physics. Perhaps it will inspire some future Dyson or Tipler to show us that if only we can make it to the endless final age of the universe incarnated in the appropriate form, the rate of fatal component failure might behave as you describe.

Control? Such things as decisions exist, but control has to be an illusion, the decisions have already been made since the beginning of the world. You cannot affect thickness of worlds, they have been set down from forever.

Pearson, your intuitions about time would seem to be running wild in the absence of their subject matter.  The future is not determined before you make your decision; the timeless perspective is just that, timeless, not eternal.  And of course that adds up to normality, too.

mitchell porter: There is a nonzero probability of death per unit time, and so the probability of literal immortality is infinitesimal, being a product of infinitely many quantities less than 1.

The problem is that probability is also relative: for example, if you inevitably die in 99% of MWI worlds every second, and live on normally in the rest of them, you still make the same decisions, you grow used to remaining alive; you can't do anything about those 99%, so you don't include that fact in your decision-making. More generally, a universe that disintegra... (read more)

"You can roll the dice as many times as you like, but you can't think about the world until 9 comes up twelve times in a row.  Then you can think about it for a minute.  After that you have to start rolling the die again."

You may have hit upon a great way in general to get people to put improbable but vivid risks in perspective. Scared of flying on that plane? Don't take youre flight only if you role your X sided dice and get the number C, y many times. Etc. It's worth expanding upon as a solution to how irrational fears can warp the actions of generally fairly rational people.

Quantum computers already violate normality for me.

I honestly don't see what the argument for quantum immortality even is. You don't randomly become one of your successors, you become all of them, including the dead ones.

Since the beginning, not one unusual thing has ever happened, in this or any other world.  They are all lawful.

steven:
To much D&D? I prefer chaotic neutral...
Hail Eris! All hail Discordia! =)

I honestly don't see what the argument for quantum immortality even is. You don't randomly become one of your successors, you become all of them, including the dead ones.

The argument is this: if having living successors is just as good as our naive concept of survival, then it seems we're guaranteed to always have something as good as that naive concept. It seems like MWI is telling us that, in almost any circumstances, we will always have some successors that are still alive.

The dead ones don't enter into it. You can't experience being dead.

Why not call being dead the null experience? Definitions shouldn't matter like this.

Here's a question from a layman:  if untold trillions of new universes are being created all the time, where is all that energy coming from to create them?

"Your decision theory should (almost always) be the same, whether you suppose that there is a 90% probability of something happening, or if it will happen in 9 out of 10 worlds. "

I STRONGLY disagree here.  If you suppose there is a 90% probability of something happening this usually means that you haven't updated your priors enough to recognize that it actually happens in approximately 100% of worlds, and less frequently (but sadly, probably not 9 times less frequently) that you haven't updated enough to recognize that it actually almost never or... (read more)

First -- how could the truth of a fact of physics (big worlds) ever be relevant to the truth of an ethical theory like average vs total utilitarianism?

Second -- "You just want the average quality of life to be as high as possible, in the future worlds that are your responsibility." is not AFAIK the same thing as average utilitarianism; average utilitarianism would average across everything, including what's not your responsibility. This matters for concrete prescriptions.

"Death events, which are very large negative utilities. It increases the average number of people who experience short lives."
also seems very dubious to me.  Too much like a justification aimed at pushing "it all adds up to normality" past its breaking point, back to a nice normal sort of world where death is bad, and so is signing up for cryonics, not marrying, not valuing family FAR above outsiders, not eating exclusively your tribes food and engaging in exclusively your tribe's sexual practices, etc.
OTOH, I do see a very small chan... (read more)

Also: consider a computer programmed to create person-stages and then erase them all the time, maybe giving each one a moment of (bland, neutral) experience. In average utilitarianism building these things is either almost the best or almost the worst thing you can do depending on whether everyone else is unhappy or happy. I don't find this plausible.

Quantum immortality seemed to work when I was imagining my consciousness as a thread running through the many worlds, one that couldn't possibly enter a world where I was dead. But if I understand rightly, consciousness is not like this, it is not epiphenominal, it is not a thread that runs through one world and not the others, it is splitting along with the world around me and the rest of my body.

So if I undergo the classic 50/50 decaying radioactive particle + gun experiment, it would seem to me that I have a 50% chance of my consciousness surviving and ... (read more)

"Here's a question from a layman: if untold trillions of new universes are being created all the time, where is all that energy coming from to create them?"

Well, you've got the same problem with a single world: Where did the energy for our 'single' Universe when 'it was created' came from?

The problem here is that you assume that universes are created which did not exist before; in this case you indeed need to take the energy from somewhere. But as I understand, they never did not exist (beware of double negation!).
They already existed before the... (read more)

One person doesn't need to pretend that he doesn't grasp something until a certain critical mass of the "right" people catch up. Correctness isn't up for a vote, and the feeling that it is is nothing more than an artifact of social wiring.

Anyone with a bit of insight and experience with the sociology of group behavior will read OB and see some glaringly obvious "artifacts of social wiring" in the psychology behind many of the postings and comments here.

Eliezer, you say this, and similar things a number of times here. They are, of course, untrue. There are uncountably many instances where, for example, all coins in history flip tails every time. You mean that it almost always adds up to normality and this is true. For very high abnormality, the measure of worlds where it happens is equal to the associated small probability.

Regarding average utilitarianism, I also think this is a highly suspect conclusion from this evidence (and this is coming from a utilitarian philosopher). We can talk about this when you are in Oxford if you want: perhaps you have additional reasons that you haven't given here.

Quantum immortality seemed to work when I was imagining my consciousness as a thread running through the many worlds, one that couldn't possibly enter a world where I was dead. But if I understand rightly, consciousness is not like this, it is not epiphenomenal, it is not a thread that runs through one world and not the others, it is splitting along with the world around me and the rest of my body.

Right, it's less like a thread and more like a tree.

So if I undergo the classic 50/50 decaying radioactive particle + gun experiment, it would seem to me that I ... (read more)

Sorry for the double post, but I just had a "Eureka moment", and I think I can now explain the intuitive appeal of the idea of Quantum Immortality. It might still be wrong, but I can explain the appeal.

As above, a "successor" is a being who is psychologically continuous with you and remembers being you, et cetera. I want to consider 4 cases:

Case 1: MWI is false. In almost any normal circumstances (i.e. not involving teleporters or uploading), a person either has one successor or zero.

Case 2: MWI is true. In normal circumstances, a perso... (read more)

Another area where the MWI makes a difference is the free will vs determinism debate. The MWI unlike most other quantum interpretations is fully deterministic. There is no longer such a thing as "quantum randomness". The apparent randomness is basically an illusion due to our consciousness progressing into multiple worlds with multiple outcomes.

This means that in a sense, the MWI returns us to the classical Newtonian universe of clockwork billiard balls clicking together as the basis for reality. It is not precisely that model of course, but the ... (read more)

Eliezer, I said "It looks to me like..." to indicate a very subjective impression based on the text of your post. If it wasn't true, that's fine.

In that case, though, I don't see why your conclusion in favor of average utilitarianism isn't just as much a violation of Egan's Law (to the extent that there is such a law) as anything I said. An illustration of this is Michael's Vassar's point that your claim about death was made precisely in order to move away from the counter intuitive implications of average utilitarianism, more towards the positio... (read more)

Hence we are back to the old puzzle of reconciling our feelings of free will with the fact that all of our decisions are ultimately completely determined by factors outside of ourselves.

The part I bolded is never necessary, is it? Factors in the deterministic processes in my brain are factors inside myself, by definition. Is there really still a debate about free will? I'm at a loss to understand why. The subjective perception of free will is easily explainable in a fully deterministic world.

Here's a question from a layman: if untold trillions of new universes are being created all the time, where is all that energy coming from to create them?

I'm not sure this question is meaningful in context.  It would be like asking where all that time is coming from.  For both, the timelessness discussion suggests that they all just are.  Everything is.  Universes are not coming into being or leaving, and there is no "now" pointer that is sliding along a timeline.  It is also not meaningful to ask "where" they are.

But they feel meaningful, as does "now."  That presumably means that I should gut-assimilate MWI.

Your main argument is "Learning QM shouldn't change your behavior". This is false in general. If your parents own slaves and you've been taught that people in Africa live horrible lives and slavery saves them, and you later discover the truth, you will feel and act differently. Yet you shouldn't expect your life far away from Africa to be affected: it still adds up to normality.

Some arguments are convincing ("you can't do anything about it so just call it the past" and "probability"), but they may not be enough to support your conclusion on their own.

So, these universes aren't really being created, but have always existed?  That is easier to comprehend for me.  Not that the multiverse needs my comprehension or anything.

in the 50/50 case, he has half as many successors as he would normally have. But it's not obvious why this should really trouble him.

Did everyone get what Crossman is saying?  He is saying that it is not obvious to him why a MWI believer would hesitate particularly to play quantum Russian roulette with bullets in half of the chambers of the revolver!

Clearly then Crossman disagrees completely with Eliezer, who writes in this blog entry that Your decision theory should (almost always) be the same, whether you suppose that there is a 90% probability of something happening, or if it will happen in 9 out of 10 worlds.

So if I undergo the classic 50/50 decaying radioactive particle + gun experiment, it would seem to me that I have a 50% chance of my consciousness surviving and a 50% of it going ping out of existence when the bullet pulverises my brain.

Exactly. QI just doesn't work many would like it to work. Consider "Quantum Immortality Lite", where you load the gun with a sleeping pill instead of a deadly bullet. This version is easier for humans to visualize, because it involves no "mysterious" (previously not experienced) phenomena, such as perman... (read more)

Put me down as a long time many-worlder who doesn't see how it makes average utilitarianism more attractive.  

Did everyone get what Crossman is saying? He is saying that it is not obvious to him why a MWI believer would hesitate particularly to play quantum Russian roulette with bullets in half of the chambers of the revolver!

Sort of, with the necessary caveats that we're assuming he doesn't care about how the act affects other people, and also isn't worrying about the possibility of surviving in a brain-damaged state, etc.

Clearly then Crossman disagrees completely with Eliezer

That's a bit strong. I said something wasn't obvious to me, which is hardly the same as complete disagreement. :-)

QI just doesn't work many would like it to work. Consider "Quantum Immortality Lite", where you load the gun with a sleeping pill instead of a deadly bullet.

If you undergo the "quantum suicide" experiment but with sleeping pills instead of bullets, you will have just as many "successors" as if you had done nothing at all. All of the versions of you that go to sleep wake up later.

Since they're alive and remember being you, nothing stops them from counting as true successors. This is different from dead people.

Yudowsky, excuse the flowery language in my last post. Let me put it like this. What meaning has control when you can't change the future.

In your own words. "When your extrapolation of the future changes, from one time to another, it feels like the future itself is changing.  Yet you have never seen the future change.  When you actually get to the future, you only ever see one outcome.

How could a single moment of time, change from one time to another?"

And while I agree it does all add up to normality. What I object to is mixing the levels of desc... (read more)

Since they're alive and remember being you, nothing stops them from counting as true successors. This is different from dead people.

Unless they're freshly dead, so they could theoretically be cryonicized. So should we expect to stay freshly dead forever?

If you're freshly dead you shouldn't expect anything at all.

But I'm sure that's not quite what you mean. As I understand it, Quantum Immortality is the view that the only way to really die is to have no "successors" at all, where a successor is loosely defined as someone who remembers being you.

I think that's all it is. It's not claiming that the universe will go to special lengths (beyond ordinary MWI) to ensure that you do indeed have such successors. But if ordinary MWI implies that even bizarre events, like corpses not degrading, actually happen in tiny branches of reality, then your scenario is one way to have successors.

A freshly dead person has no experience. Some of your successors, though, would be cryonically revived - a much larger fraction, if you've actually signed up for cryonics.

I really enjoyed the quality of the comments on this thread.

Am I the only one reading "freshly dead" and thinking of The Princess Bride?  Billy Crystal proves that cryonics works!

the straightforward and unavoidable prediction of quantum mechanics.

Newtonian mechanics makes many straightforward and unavoidable predictions which do not happen to be true. I assume that no one has ever tested this prediction, or you would have given the test results to back up your assertion.

I've read many discussions debating "quantum immortality" over the years. They never seem to get anywhere.

Is QI true? Should you expect to be immortal? This seems like one of those "wrong questions" that Eliezer talks about. That is, there's really no way even in principle to figure out if it's true. Suppose the MWI is correct and you play Russian roulette and repeatedly find yourself surviving, seemingly way too often for it to be chance. Well, by the MWI you'd predict that somewhere in the multiverse there would exist a successor of y... (read more)

Hal, I'm afraid I've failed to understand your argument, probably because I'm not properly versed in Bayesian reasoning. So maybe I should just shut up (though you encouraged us earlier to engage in topics beyond our understanding). But anyway, this sentence jumps out at me:

"Normally in the MWI if we are going to use Bayesian reasoning, we have to discount branches by their probability weighting, or else we are going to get the wrong answer."

What I would ask is: is the quantum suicide case sufficiently "normal"? It seems like it's a pro... (read more)

Don't we all the time bring some sense of steering through many worlds into our experience? So are there more and less auspicious choices to be made? What is this normality you speak of? 

From Evans Pritchard: 

In Zandeland sometimes an old granary collapses. There is nothing remarkable in this. Every Zande knows that termites eat the supports in [the] course of time and that even the hardest woods decay after years of service. Now a granary is the summerhouse of a Zande homestead and people sit beneath it in the heat of the day and chat or play the African... (read more)

Allan - My argument is pretty hand-wavey at this point. I would have to try to develop it in more detail to see if it really holds. Maybe if we ever have a subsequent thread to discuss QI, I will try to bring it forward at that time.

One point which has not been mentioned here, I don't think, is the corollary to QI, what is called Quantum Suicide. This is where you buy a lottery ticket, and set up a machine to monitor the results and instantly and painlessly kill you if you don't win. Then, if you find yourself alive afterwards, you will have won the lottery. So to believers in QI, this is a way of guaranteeing that you win the lottery.

(H.Finney wrote:) "But then, some philosophers have claimed that brains could perhaps influence quantum events, pointing to the supposed collapse of the wave function being caused by consciousness as precedent. And we all know how deep that rabbit hole goes."

How deep does it go?  Penrose's (a physicist) quantum brain components (an aspect of neurobiology and philosophy of mind) don't seem to exist, but I had to dig up ideas like the "cemi field theory" on my own, in past discussions on this topic (which always degenrated to uploading fo... (read more)

Put me down as a long time many-worlder who doesn't see how it makes average utilitarianism more attractive.

It seems to me that MWI poses challenges for both average utilitarianism and sum utilitarianism. For sum utilitarianism, why bother to bring more potential people into existence in this branch, if those people are living in many other branches already?

But I wonder if Eliezer has considered that MWI plus average utilitarianism seems to imply that we don't need to worry about certain types of existential risk. If some fraction of the future worlds that... (read more)

Wei, that wouldn't follow if there are such things as Death events; wiping out a planet would increase the average proportion of people who die.  I've always found it hard to make the numbers add up on anthropics without Death events; then again, I'm starting to find it hard to make it add up even with death.  Also, quantum immortality is not necessarily your friend, the worlds in which you survive may not be pleasant.

Is Death capitalized because it is being used in a technical sense?

Eliezer, suppose the nature of the catastrophe is such that everyone on the planet dies instantaneously and painlessly. Why should such deaths bother you, given that identical people are still living in adjacent branches? If avoiding death is simply a terminal value for you, then I don't see why encouraging births shouldn't be a similar terminal value.

I agree that the worlds in which we survive may not be pleasant, but average utilitarianism implies that we should try to minimize such unpleasant worlds that survive, rather than the existential risk per se,... (read more)

I think that there are deep philosophical implications for many-world theories, including but not limited to quantum many-world theories. If there are many worlds, presumably a large number of them must differ in their most obvious meta-characteristics. Some of these meta-characteristics that I observe are consequence, complexity, and difficulty (that is, across a wide array of phenomena, harmony is possible but not easy. There is no argument that will convince everyone, there is no FTL, there is a great filter...). Thus I can safely presume that inhabitan... (read more)

very nice treatment of a complex subject. are you a scientist?

If you are ever interested in actually using quantum randomness to base a decision off of, whether you are up against a highly accurate predictor, can't decide between two fun activities for the day, or something else where splitting yourself may be of use, then there is a very helpful quantum random number generator here. Simply precommit to one decision in case the ending digit is a 0, and another if the ending digit is a 1, and look at this webpage. Right Here.

If there were something else there instead of quantum mechanics, then the world would look strange and unusual.

If there were something else instead of quantum mechanics, it would still be what there is and would still add up to normality.






Timeless Physics

Mach's Principle: Anti-Epiphenomenal Physics

Previously in series:  Many Worlds, One Best Guess
Followup to:  The Generalized Anti-Zombie Principle

Warning:  Mach's Principle is not experimentally proven, though it is widely considered to be credible.

Centuries ago, when Galileo was promoting the Copernican model in which the Earth spun on its axis and traveled around the Sun, there was great opposition from those who trusted their common sense:

"How could the Earth be moving?  I don't feel it moving!  The ground beneath my feet seems perfectly steady!"

And lo, Galileo said:  If you were on a ship sailing across a perfectly level sea, and you were in a room in the interior of the ship, you wouldn't know how fast the ship was moving.  If you threw a ball in the air, you would still be able to catch it, because the ball would have initially been moving at the same speed as you and the room and the ship.  So you can never tell how fast you are moving.

This would turn out to be the beginning of one of the most important ideas in the history of physics.  Maybe even the most important idea in all of physics.  And I'm not talking about Special Relativity.

Suppose the entire universe was moving.  Say, the universe was moving left along the x axis at 10 kilometers per hour.

If you tried to visualize what I just said, it seems like you can imagine it.  If the universe is standing still, then you imagine a little swirly cloud of galaxies standing still.  If the whole universe is moving left, then you imagine the little swirly cloud moving left across your field of vision until it passes out of sight.

But then, some people think they can imagine philosophical zombies: entities who are identical to humans down to the molecular level, but not conscious.  So you can't always trust your imagination.

Forget, for a moment, anything you know about relativity.  Pretend you live in a Newtonian universe.

In a Newtonian universe, 3+1 spacetime can be broken down into 3 space dimensions and 1 time dimension, and you can write them out as 4 real numbers, (x, y, z, t).  Deciding how to write the numbers involves seemingly arbitrary choices, like which direction to call 'x', and which perpendicular direction to then call 'y', and where in space and time to put your origin (0, 0, 0, 0), and whether to use meters or miles to measure distance.  But once you make these arbitrary choices, you can, in a Newtonian universe, use the same system of coordinates to describe the whole universe.

Suppose that you pick an arbitrary but uniform (x, y, z, t) coordinate system.  Suppose that you use these coordinates to describe every physical experiment you've ever done—heck, every observation you've ever made.

Next, suppose that you were, in your coordinate system, to shift the origin 10 meters to the left along the x axis.  Then if you originally thought that Grandma's House was 400 meters to the right of the origin, you would now think that Grandma's House is 410 meters to the right of the origin.  Thus every point (x, y, z, t) would be relabeled as (x' = x + 10, y' = y, z' = z, t' = t).

You can express the idea that "physics does not have an absolute origin", by saying that the observed laws of physics, as you generalize them, should be exactly the same after you perform this coordinate transform.  The history may not be written out in exactly the same way, but the laws will be written out the same way.  Let's say that in the old coordinate system, Your House is at (100, 10, -20, 7:00am) and you walk to Grandma's House at (400, 10, -20, 7:05am).  Then you traveled from Your House to Grandma's House at one meter per second.  In the new coordinate system, we would write the history as (110, 10, 20, 7:00am) and (410, 10, -20, 7:05am) but your apparent speed would come out the same, and hence so would your acceleration.  The laws governing how fast things moved when you pushed on them—how fast you accelerated forward when your legs pushed on the ground—would be the same.

Now if you were given to jumping to conclusions, and moreover, given to jumping to conclusions that were exactly right, you might say:

"Since there's no way of figuring out where the origin is by looking at the laws of physics, the origin must not really exist!  There is no (0, 0, 0, 0) point floating out in space somewhere!"

Which is to say:  There is just no fact of the matter as to where the origin "really" is.  When we argue about our choice of representation, this fact about the map does not actually correspond to any fact about the territory.

Now this statement, if you interpret it in the natural way, is not necessarily true.  We can readily imagine alternative laws of physics, which, written out in their most natural form, would not be insensitive to shifting the "origin".  The Aristotelian universe had a crystal sphere of stars rotating around the Earth.  But so far as anyone has been able to tell, in our real universe, the laws of physics do not have any natural "origin" written into them.  When you write out your observations in the simplest way, the coordinate transform x' = x + 10 does not change any of the laws; you write the same laws over x' as over x.

Philosophers, incidentally, say a great deal about what is absolutely necessary for science, and it is always, so far as one can see, rather naive, and probably wrong.  For example, some philosopher or other said it is fundamental to the scientific effort that if an experiment is performed in, say, Stockholm, and then the same experiment is done in, say, Quito, the same results must occur.  That is quite false.  It is not necessary that science do that; it may be a fact of experience, but it is not necessary...

What is the fundamental hypothesis of science, the fundamental philosophy?  We stated it in the first chapter: the sole test of the validity of any idea is experiment...

If we are told that the same experiment will always produce the same result, that is all very well, but if when we try it, it does not, then it does not.  We just have to take what we see, and then formulate all the rest of our ideas in terms of our actual experience.

And so if you regard the universe itself as a sort of Galileo's Ship, it would seem that the notion of the entire universe moving at a particular rate—say, all the objects in the universe, including yourself, moving left along the x axis at 10 meters per second—must also be silly.  What is it that moves?

If you believe that everything in a Newtonian universe is moving left along the x axis at an average of 10 meters per second, then that just says that when you write down your observations, you write down an x coordinate that is 10 meters per second to the left, of what you would have written down, if you believed the universe was standing still.  If the universe is standing still, you would write that Grandma's House was observed at (400, 10, -20, 7:00am) and then observed again, a minute later, at (400, 10, -20, 7:01am).  If you believe that the whole universe is moving to the left at 10 meters per second, you would write that Grandma's House was observed at (400, 10, -20, 7:00am) and then observed again at (-200, 10, -20, 7:01am).  Which is just the same as believing that the origin of the universe is moving right at 10 meters per second.

But the universe has no origin!  So this notion of the whole universe moving at a particular speed, must be nonsense.

Yet if it makes no sense to talk about speed in an absolute, global sense, then what is speed?

It is simply the movement of one thing relative to a different thing!  This is what our laws of physics talk about... right?  The law of gravity, for example, talks about how planets pull on each other, and change their velocity relative to each other.  Our physics do not talk about a crystal sphere of stars spinning around the objective center of the universe.

And now—it seems—we understand how we have been misled, by trying to visualize "the whole universe moving left", and imagining a little blurry blob of galaxies scurrying from the right to the left of our visual field.  When we imagine this sort of thing, it is (probably) articulated in our visual cortex; when we visualize a little blob scurrying to the left, then there is (probably) an activation pattern that proceeds across the columns of our visual cortex.  The seeming absolute background, the origin relative to which the universe was moving, was in the underlying neurology we used to visualize it!

But there is no origin!  So the whole thing was just a case of the Mind Projection Fallacy—again.

Ah, but now Newton comes along, and he sees the flaw in the whole argument.

From Galileo's Ship we pass to Newton's Bucket.  This is a bucket of water, hung by a cord.  If you twist up the cord tightly, and then release the bucket, the bucket will spin.  The water in the bucket, as the bucket wall begins to accelerate it, will assume a concave shape.  Water will climb up the walls of the bucket, from centripetal force.

If you supposed that the whole universe was rotating relative to the origin, the parts would experience a centrifugal force, and fly apart.  (No this is not why the universe is expanding, thank you for asking.)

Newton used his Bucket to argue in favor of an absolute space—an absolute background for his physics.  There was a testable difference between the whole universe rotating, and the whole universe not rotating.  By looking at the parts of the universe, you could determine their rotational velocity—not relative to each other, but relative to absolute space.

This absolute space was a tangible thing, to Newton: it was aether, possibly involved in the transmission of gravity.  Newton didn't believe in action-at-a-distance, and so he used his Bucket to argue for the existence of an absolute space, that would be an aether, that could perhaps transmit gravity.

Then the origin-free view of the universe took another hit.  Maxwell's Equations showed that, indeed, there seemed to be an absolute speed of light—a standard rate at which the electric and magnetic fields would oscillate and transmit a wave.  In which case, you could determine how fast you were going, by seeing in which directions light seemed to be moving quicker and slower.

Along came a stubborn fellow named Ernst Mach, who really didn't like absolute space.  Following some earlier ideas of Leibniz, Mach tried to get rid of Newton's Bucket by asserting that inertia was about your relative motion.  Mach's Principle asserted that the resistance-to-changing-speed that determined how fast you accelerated under a force, was a resistance to changing your relative speed, compared to other objects.  So that if the whole universe was rotating, no one would notice anything, because the inertial frame would also be rotating.

Or to put Mach's Principle more precisely, even if you imagined the whole universe was rotating, the relative motions of all the objects in the universe would be just the same as before, and their inertia—their resistance to changes of relative motion—would be just the same as before.

At the time, there did not seem to be any good reason to suppose this.  It seemed like a mere attempt to impose philosophical elegance on a universe that had no particular reason to comply.

The story continues. A couple of guys named Michelson and Morley built an ingenious apparatus that would, via interference patterns in light, detect the absolute motion of Earth—as it spun on its axis, and orbited the Sun, which orbited the Milky Way, which hurtled toward Andromeda.  Or, if you preferred, the Michelson-Morley apparatus would detect Earth's motion relative to the luminiferous aether, the medium through which light waves propagated.  Just like Maxwell's Equations seemed to say you could do, and just like Newton had always thought you could do.

The Michelson-Morley apparatus said the absolute motion was zero.

The first thing Einstein did was repair the problem posed by Maxwell's Equations, which seemed to talk about an absolute speed of light.  If you used a different, non-Galilean set of coordinate transforms—the Lorentz transformations—you could show that the speed of light would always look the same, in every direction, no matter how fast you were moving.

I'm not going to talk much about Special Relativity, because that introduction has already been written many times.  If you don't get all indignant about "space" and "time" not turning out to work the way you thought they did, the math should be straightforward.

Albeit for the benefit of those who may need to resist postmodernism, I will note that the word "relativity" is a misnomer.  What "relativity" really does, is establish new invariant elements of reality.  The quantity √(t2 - x2 - y2 - z2) is the same in every frame of reference.  The x and y and z, and even t, seem to change with your point of view.  But not √(t2 - x2 - y2 - z2).  Relativity does not make reality inherently subjective; it just makes it objective in a different way.

Special Relativity was a relatively easy job.  Had Einstein never been born, Lorentz, Poincaré, and Minkowski would have taken care of it.  Einstein got the Nobel Prize for his work on the photoelectric effect, not for Special Relativity.

Einstein—explicitly inspired by Mach—and even though there was no experimental evidence for Mach's Principle—reformulated gravitational accelerations as a curvature of spacetime.

If you try to draw a straight line on curved paper, the curvature of the paper may twist your line, so that even as you proceed in a locally straight direction, it seems (standing back from an imaginary global viewpoint) that you have moved in a curve.  Like walking "forward" for thousands of miles, and finding that you have circled the Earth.

In curved spacetime, objects under the "influence" of gravity, always seem to themselves—locally—to be proceeding along a strictly inertial pathway.

This meant you could never tell the difference between firing your rocket to accelerate through flat spacetime, and firing your rocket to stay in the same place in curved spacetime.  You could accelerate the imaginary 'origin' of the universe, while changing a corresponding degree of freedom in the curvature of spacetime, and keep exactly the same laws of physics.

Einstein's theory further had the property that moving matter would generate gravitational waves, propagating curvatures.  Einstein suspected that if the whole universe was rotating around you while you stood still, you would feel a centrifugal force from the incoming gravitational waves, corresponding exactly to the centripetal force of spinning your arms while the universe stood still around you.  So you could construct the laws of physics in an accelerating or even rotating frame of reference, and end up observing the same laws—again freeing us of the specter of absolute space.

(I do not think this has been verified exactly, in terms of how much matter is out there, what kind of gravitational wave it would generate by rotating around us, et cetera.  Einstein did verify that a shell of matter, spinning around a central point, ought to generate a gravitational equivalent of the Coriolis force that would e.g. cause a pendulum to precess.  Remember that, by the basic principle of gravity as curved spacetime, this is indistinguishable in principle from a rotating inertial reference frame.)

We come now to the most important idea in all of physics.  (Not counting the concept of "describe the universe using math", which I consider as the idea of physics, not an idea in physics.)

The idea is that you can start from "It shouldn't ought to be possible for X and Y to have different values from each other", or "It shouldn't ought to be possible to distinguish different values of Z", and generate new physics that make this fundamentally impossible because X and Y are now the same thing, or because Z no longer exists.  And the new physics will often be experimentally verifiable.

We can interpret many of the most important revolutions in physics in these terms:

Whenever you find that two things seem to always be exactly equal—like inertial mass and gravitational charge, or two electrons—it is a hint that the underlying physics are such as to make this a necessary identity, rather than a contingent equality.  It is a hint that, when you see through to the underlying elements of reality, inertial mass and gravitational charge will be the same thing, not merely equal.  That you will no longer be able to imagine them being different, if your imagination is over the elements of reality in the new theory.

Likewise with the way that quantum physics treats the similarity of two particles of the same species.  It is not that "photon A at 1, and photon B at 2" happens to look just like "photon A at 2, and photon B at 1" but that they are the same element of reality.

When you see a seemingly contingent equality—two things that just happen to be equal, all the time, every time—it may be time to reformulate your physics so that there is one thing instead of two.  The distinction you imagine is epiphenomenal; it has no experimental consequences.  In the right physics, with the right elements of reality, you would no longer be able to imagine it.

The amazing thing is that this is a scientifically productive rule—finding a new representation that gets rid of epiphenomenal distinctions, often means a substantially different theory of physics with experimental consequences!

(Sure, what I just said is logically impossible, but it works.)

Here's an analogy: Suppose you thought you lived on the unit interval [0,1] in the real line. Then experiments showed that whenever you got to 1, you were magically whisked away back to 0. So a clever mathematical physicist, well versed in topology, comes along and says, "Hey! Why don't we just identify 0 and 1 as the same point? That way, we can say that we're living on a circle, instead of a line segment".

Suddenly, a whole new research program emerges. If we're living on a circle, what's its radius? Is it even a circle at all, or mightn't it be an ellipse? Or something even more exotic? Is there an "extra dimension", i.e. an underlying 2-dimensional plane in which the circle (or whatever) is embedded? And so forth.

(Technically, you could have asked some of these questions under the old paradigm. E.g.: is our line segment really a line, or is it curved? But you wouldn't necessarily have thought to do so! )

Warning:  Mach's Principle is not experimentally proven, though it is widely considered to be credible.

I don't see what experiments have to do with anything so long as we all agree GR is true. Apparently there are a lot of different things that people have called "Mach's principle" and GR obeys some of them but not others: http://arxiv.org/PS_cache/gr-qc/pdf/9607/9607009v1.pdf . For example, it seems like you want to claim "Mach7" from this paper ("If you take away all matter, there is no more space"), which is false. It also seems like you want to claim "Mach10", which is meaningless in GR. There's a thing called "Goedel's rotating universe", so clearly there's something subtle going on.

Also, I think where you say "centripetal force" you mean "centrifugal force"; they go in opposite directions, the centrifugal (pseudo)force is the one pulling things apart, the centripetal force is the one keeping things together.

I spotted one apparent misuse of "centripetal".  Is it all fixed now?

Water will climb up the walls of the bucket, from centripetal force

corresponding exactly to the centripetal force of spinning your arms while the universe stood still around you

In both of these cases you mean the centrifugal ("fleeing the center") force, I think. In the case of the bucket, the centripetal ("seeking the center") force would be the force exerted by the bucket walls and the water itself on the water, "trying" to push it back to the middle of the bucket. In the case of your arms, the centripetal force would be the force exerted inward by the molecular bonds that keep your arms attached to your body.

As I understand it, "centrifugal" is the force you get in a rotating reference frame.  "Centripetal" is the only real force (rather than pseudo-force) when you're not in a rotating reference frame.

If water creeps up the walls of the bucket, obviously it's because the walls are pushing the water inward against the water's resistance; unless you're constructing a rotating reference frame, in which case the water is pushing out and running up against the walls' resistance.

If water creeps up the walls of the bucket, obviously it's because the water is being pushed inward

I wouldn't put it like that, but I guess it doesn't matter.

More to the point: from what I remember of GR, both 1) an empty universe with one bucket with a flat water surface, and 2) an empty universe with one rotating bucket with water on the sides, can be solutions to GR's equations. At least I'm fairly sure it's like that for black holes (Schwarzschild and Kerr metrics). You seem to be saying that all rotation of matter in GR is relative to other matter, but if I have my physics right, that simply isn't true.

I think this line of reasoning can be taken even further: Everything is relations; attributes are an illusion.

Steven, the idea is not that GR requires Mach_n (then Mach_n would be generally accepted, of course!) but that GR permits Mach_n for some ns.  From Einstein's perspective, this is an improvement over Newton's Bucket and it is a major historical motivation of GR.

"The amazing thing is that this is a scientifically productive rule - finding a new representation that gets rid of epiphenomenal distinctions, often means a substantially different theory of physics with experimental consequences!"

Yeah, I never understood this.  The fact that switching two electrons should have no experimental consequences has dramatic experimental consequences.  The fact that the phase of a wavefunction doesn't matter matters a great deal.

"The amazing thing is that this is a scientifically productive rule - finding a new representation that gets rid of epiphenomenal distinctions, often means a substantially different theory of physics with experimental consequences!"

Enginerd: Am a bit confused about the second one...

ie, what are the consequences of the fact that the phase of the wavefunction as a whole is irrelevant, that is, that one can arbirarily rotate the whole thing without changing anything. The fact that switching two photons is a meaningless physical op affects the structure of the configuration space, thus what can interfere with what. I'm not sure what actual consequences we can see out of the fact that we can arbitrarily rotate the whole thing in the complex plane without affecting the physics at all.

I guess Mach's Principle went into Einstein's thought on Cosmological Models. In fact, probably the main reason he introduced the Cosmological Constant was to get a finite universe to keep any particle not infinity apart from the rest of the mass of the universe because General Relativity allow for other solutions. Inertia is determined by the metric structure of the space-time. Sure it is related to the universe mass by Einstein equations, but once you solve it and have the metric, the inertia of any particle depends only on local properties of the geometry. I think that is Wheeler's great insight on this subject.

"The amazing thing is that this is a scientifically productive rule - finding a new representation that gets rid of epiphenomenal distinctions, often means a substantially different theory of physics with experimental consequences!"

The paradox is resolved by noticing that the new theories of physics don't have their subjective probabilities increased.  Rather they come to our notice and when they come to our notice we note that their subjective probabilities had always been high but that they had been a large part of the "other" term, a term of undefined but large size, in our model of the space of possible models.

I read a hypothetical argument a long time ago which can be adapted to suggest there is meaning to the whole universe (or at least, everything in it) moving.

Imagine a world in which particles move around under some laws of physics rather similar to our own, except that there is a rare and unusual phenomenon. Occasionally a particle blinks a special color twice, and then gets an impulse moving it in a certain direction. It gets "kicked" in effect by some unknown force, and the kick is preceded by this blinking.

More rarely, this happens to several particles at once. They all blink in unison, and then they all get the same kick in the same direction.

Even more rarely, an odd exception happens. All the particles in the universe blink, but then nothing happens. There is no kick.

Now there are two possible explanations here. One is that whenever a particle blinks, it gets a kick in some direction. The other is that when a particle blinks, it gets a kick, except if all the particles in the universe blink, they don't get a kick.

The first explanation is simpler, and as argued in earlier discussions here might well be preferred. However it seems to require us to consider it meaningful that the whole universe (or, again, all the particles in it) got a kick in some direction and so presumably there is some sense in which it is meaningful to consider the state of motion of the whole universe.

The point is that even though such motion is unobservable, if an explanation of the universe is simpler in Bayesian terms if it permits discussion of such motion than if it excludes it, that explanation might be preferred. Hence we should not exclude possible elements of reality simply because they are epiphenomenal. The better guide is theoretical simplicity.

Even if you assume the centre of mass of the universe to stay fixed, if all particles in the universe except one blinked, then you would see the one particle that didn't blink being kicked the opposite direction; if half the particles in the universe blinked, you would see those which blinked being kicked at half the speed, and those which didn't being kicked at half the speed in the opposite direction, etc. So it's not like the case when all particles blink is the only special one.

I found the essay that prompted my previous message. It is "Time Without Change" by Sydney Shoemaker. His book Identity, Cause and Mind presents the thought experiment on pages 55-57. Shoemaker raises the possibility that time could stop for the universe as a whole, which has much the same flavor.

Centrifugal is running away from the center. Centripetal is the wrong name for it. It's just the instantaneous tangent force.

Mach is wrong because physics only obeys instantaneous velocity. Changes in velocity produces/implies forces. Acceleration (rotation) causes all sorts of funk. Acceleration that isn't a rotation could work alright.

The only way you could argue is in a perpendicular way to Einstein. It is true that were the center of rotation the Earth, then the Universe rotating around the Earth (Earth included by its own rotation), then if you were the only one not cosmically superglued to the Universe then it's no different from you going for a run around the Earth.

EXCEPT... if the universe and Earth were rotating, you wouldn't need to move your legs while the Earth slipped by right under you.

Hal Finney,
relative configuration spaces solve that problem.

I certainly can affirm that the whole universe is spining around itself, since nobody has a reference point outside of it to deny this.

The amazing thing is that this is a scientifically productive rule - finding a new representation that gets rid of epiphenomenal distinctions, often means a substantially different theory of physics with experimental consequences!

(Sure, what I just said is logically impossible, but it works.)

That's not a logical impossibility; it's just a property of the way we change our models. When you observe that X always seems to equal Y, that's redundancy in your model; if you find a model that matches all known observations equally but also compresses X to be the same thing as Y, your new model is the same as the old model except for having lower complexity - i.e. higher probability. Any predictions that are different in your new model from in your old model, you should now expect to be more likely to act according to the new model.

Now if you were given to jumping to conclusions, and moreover, given to jumping to conclusions that were exactly right...

I've been taught (at an undergraduate level) that Einstein's work on GR actually failed to show equality between the field equations of a rotating universe and a rotating bucket, and that it was a source of great frustration to him.

Here is a link to the paper on the subject of the historian of science (a former theoretical physicist) who taught me this:
http://philsci-archive.pitt.edu/4377/
On the first page of the introduction: 
"What makes [Einstien's] comments all the more remarkable is that by
1921 Einstein had already conceded, however grudgingly, that his general theory
of relativity, worked out between 1907 and 1918, does not make all motion relative."

Page 24 is where he starts talking about Mach's principle and Newton's bucket in relation to Einstein's work.  It was a history class though, so if Einstein's problems with GR have been solved by others since then I wouldn't know.  I only mention this because the subject of Einstein's work on SR and GR really opened my eyes on how much physics really could address seemingly philosophical questions like absolute reality.

Why should we expect that our universe will behave differently (i.e. register any difference in the laws of physics) if the origin is shifted (equivalently, if the whole universe is moved relative to the origin)? Simplistic vector algebra suggests that vector from (3,3) to (4,5) and vector from (0,0) to (1,2) are the same vector in terms of their properties - but it does not mean that having the (0,0) (and the distinction) is meaningless.



Relative Configuration Space

Previously in series:  Mach's Principle: Anti-Epiphenomenal Physics
Followup to:  Classical Configuration Spaces

Warning:  The ideas in today's post are taken seriously by serious physicists, but they are not experimentally proven and are not taught as standard physics.

Today's post draws on the work of the physicist Julian Barbour, and contains diagrams stolen and/or modified from his book "The End of Time".

Previously, we saw Mach's idea (following in the earlier path of Leibniz) that inertia is resistance to relative motion.  So that, if the whole universe was rotating, it would drag the inertial frame along with it.  From the perspective of General Relativity, the rotating matter would generate gravitational waves.

All right:  It's possible that you can't tell if the universe is rotating, because the laws of gravitation may be set up to make it look the same either way.  But even if this turns out to be the case, it may not yet seem impossible to imagine that things could have been otherwise.

To expose Mach's Principle directly, we turn to Julian Barbour.

The diagrams that follow are stolen from Julian Barbour's The End of Time.  I'd forgotten what an amazing book this was, or I would have stolen diagrams from it earlier to explain configuration space. Anyone interested in the nature of reality must read this book.  Anyone interested in understanding modern quantum mechanics should read this book.  "Must" and "should" are defined as in RFC 2119.

[image: Jbarbourconfigurationcube_2]Suppose that we have three particles, A, B, and C, on a 2-dimensional plane; and suppose that these are the only 3 particles in the universe.

Let there be a classical configuration space which describes the 2D positions of A, B, and C.  3 classical 2D particles require a 6-dimensional configuration space.

If your monitor cannot display 6-dimensional space, I've set a 2D projection of a 3D cube to appear instead.  If you see what looks like a window into an incomprehensible void, try using Firefox instead of Internet Explorer.

The thing about this 6-dimensional cube, is that it contains too much information.  By looking at an exact point in this cube—supposedly corresponding to an exact state of reality—we can read off information that A, B, and C will never be able to observe.

The point (0, 1, 3, 4, 2, 5) corresponds to A at (0, 1), B at (3, 4), and C at (2, 5).  Now consider the point (1, 1, 4, 4, 3, 5); which corresponds to moving A, B, and C one unit to the right, in unison.

Can A, B, and C ever detect any experimental difference?  Supposing that A, B, and C can only see each other, as opposed to seeing "absolute space" in the background?

After we shift the universe to the right (shift the origin to the left), A looks around... and sees B and C at the same distance from itself as before.  B and C can't detect any difference in the universe either.

Yet we have described (0, 1, 3, 4, 2, 5) and (1, 1, 4, 4, 3, 5) as two different points in the configuration space.  Even though, to A, B, and C, the associated states of reality seem indistinguishable.  We have postulated an epiphenomenal difference:  This suggests that our physics is not over the true elements of reality.  (Remember, this has been, historically, a highly productive line of reasoning!  It is not just logic-chopping.)

Indeed, our classical configuration space has many epiphenomenal differences.  We can rotate the three particles in unison, and end up with a different point in the configuration space; while A, B, and C again see themselves at the same distances from each other.  The "rotation" that took place, was a matter of us looking at them from a different angle, from outside their universe.  Which is to say the "rotation" was a choice of viewpoint for us, not an experimentally detectable fact within the ABC universe.

How can we rid the physics of mind projections and epiphenomena?

A and B and C cannot observe their absolute positions in space against a fixed background.  Treating these absolute positions as elements of reality may be part of our problem.

[image: Jbarbourrelative] What can A, B, and C observe?  By hypothesis, they can observe their distances from each other.  They can measure the distances AB, BC, and CA.

Why not use that as the dimensions of a configuration space?

At right is depicted a relative configuration space whose three dimensions are the distances AB, BC, and CA.  It really is 3-dimensional, now!

If you're wondering why the configuration space looks pyramidal, it's because any point with e.g. AB + BC < CA is "outside the configuration space".  It does not represent a realizable triangle, because one side is longer than the sum of the other two.  Likewise AB + CA < BC and BC + CA < AB.

Every different point in this configuration space, corresponds to an experimentally different state of reality that A, B, and C can observe.

[image: Jbarbourtriangleland1_2](Albeit this assumes that ABC can measure absolute, rather than relative, distances.  Otherwise, different slices of pyramid-space would be observationally identical because they would describe the same triangle at different scales, as shown at left.)

(Oh, and we're assuming that A, B, and C can tell each other apart—perhaps they are different colors.)

The edges of each slice of the configuration space, are the configurations with A, B, and C on the same line.  E.g., if AB + BC = CA, then B lies on a point between A and C.

The corners of each slice are the configurations in which two points coincide; e.g., AB=0, BC=CA.

[image: Jbarbourtriangleland2] At right (or possibly below, depending on your screen width), is a diagram showing a single slice in greater detail; Julian Barbour credits this to his friend Dierck Liebscher.

The point in the center of the slice corresponds to an equilateral triangle.

The dashed lines, which are axes of bilateral symmetry of the configuration space, contain points that correspond to isosceles triangles.

Points "inside" the curved lines are acute triangles; points "outside" the curved lines are obtuse triangles.

There is no triangle at this scale where all three points coincide.

Remember, this is just one slice of the configuration space.  Every point in the whole configuration space corresponds to what ABC experience as a different state of affairs.

The configuration where A, B, and C are all in the same place is unique in their experience.  So it is only found in one slice of the configuration space:  The slice that is a single point, at the tip of the infinite pyramid:  The degenerate slice where the center and the corners are the same point:  The slice that is the single point in configuration space:  AB=BC=CA=0.

But I'm getting ahead of myself, here—that sort of thing is the topic of tomorrow's post.

To see the power of a relative configuration space, observe how it makes it impossible to imagine certain epiphenomenal differences:

Put your Newtonian goggles back on: imagine A, B, and C as little billiard balls bouncing around in plain old space (not configuration space) and time.  Perhaps A, B, and C attract each other via a kind of gravity, and so orbit around one another.  If you were looking at the evolution of A, B, and C in plain old space and time, then a strobe-lit photograph of their motion might look like this:

In this time-series photograph, we've seen points A, B, and C forming a triangle.  Not only do the points of the triangle orbit around each other, but they also seem to be heading down and to the right.  It seems like you can imagine the triangle heading off up and to the right, or up and to the left, or perhaps spinning around much faster.  Even though A, B, and C, who can only see their distance to each other, would never notice the difference.

Now we could also map that whole trajectory over time, onto the relative configuration space.  If AB+BC+CA happens to be a constant throughout the evolution, then we could conveniently map the trajectory onto one slice of configuration space:

(This doesn't actually represent the triangle-series shown above it, but imagine that it does.)

If this is what you believe to be the reality—this trajectory in the relative configuration space—then, if I ask you to imagine, "Suppose that the triangle is heading up and to the left, instead of down and to the right", I have just uttered physical nonsense.  Mapping that alternative trajectory in Newtonian space, onto the relative configuration space, would produce just the same curve.  And if the laws of physics are over the relative configuration space, then this curve is all there is.

Imagine physics over trajectories in a relative configuration space like this one, but with many more particles, and perhaps 3 space dimensions.  Sentient beings evolve in this universe, on some equivalent of a planet.  They hunt across fields that do not seem to shift underfoot.  They have a strong illusion of moving through an absolute space, against an absolute background; the relativity of motion is hidden from them.

But if the fundamental laws of their universe were over relative configurations, then it would not just be a contingent fact about their universe, that if all the particles were speeding or accelerating or rotating in unison, all the experiments would come out the same.  Talking about "all the particles rotating in unison" would be physical nonsense.  It only makes physical sense to talk about the velocity of some particles relative to other particles.

Your ancestors evolved on a savanna that seemed to stay put while they ran across it.  You can, by an effort of mind, visualize a car that stays motionless as the world zips past, or alternatively, visualize a world that remains motionless as the car zips past.  You can, by an effort of mind, see that the internal relations are the same.  But it still seems to you that you are imagining two different things.

Your visual neurology is representing objects in terms of absolute positions against a fixed background.  There is a web of cortical columns in your visual cortex that activate to create a mental picture.  The particular columns that activate, are felt by you as positions in your visual field.  That is how the algorithm feels from inside.

In a universe whose physics is over a relative configuration space, the absolute positions, and the fixed background, are not elements of reality.  They are mind projection fallacies, the shadows of a point of view; as if your mind's eye were outside the universe, and the universe could move relative to that.

But if you could learn to visualize the relative configuration space, then, so long as you thought in terms of those elements of reality, it would no longer be imaginable that Mach's Principle could be false.

I am not entirely convinced of this notion of a relative configuration space.  My soul as a computer programmer cries out against the idea of representing N particles with N2 distances between them; it seems wasteful.  On the other hand, I have no evidence that the Tao is prejudiced against redundant or overconstrained representations, in the same way that the Tao seems prejudiced against epiphenomena in representations.  Though my soul as a programmer cries out against it, better an overconstrained representation than an epiphenomenal one.  Still, it does not feel entirely satisfactory, to me.  It seems like merely the best representation, not the true one.

Also, any position basis invokes an arbitrary space of simultaneity, and a relative position basis does so as well.  As required by Special Relativity, the choice makes no difference—but this means that the relative position basis still contains epiphenomenal information.  Perhaps the true representation will be more strictly local, in terms of invariant states of distant entanglement, as I've suggested before; and maybe, who knows, it won't be overconstrained?

Relativizing the position basis feels to me like an improvement, but it doesn't seem finished.

Of course, all this that we have said about the particles A, B, C and their trajectory through time, cannot possibly apply to our own universe.

In our own universe, as you may recall, there are no little billiard balls bouncing around.

In our own universe, if physics took place in a relative configuration space, it would be quantum physics in a relative configuration space.  And a single moment of time, might look like this:

[image: Jbarbourtrianglecloud] At right we see a cloud of red and blue mist, representing a complex amplitude distribution over the relative configuration space.  You could imagine that redness is the real part and blueness is the imaginary part, or some such.  But this is not a realistic amplitude distribution—just a representation of the general idea, "A cloud of complex amplitude in configuration space."

As for why only a sixth of the triangle is colored:  If A, B, and C are the same species of particle, which is to say, identical particles, then the configuration space collapses along the sixfold symmetry corresponding to the six possible permutations of A, B, and C.

The whole cloud is a single static instant, in some arbitrary space of simultaneity.  The quantum wavefunction is a distribution over configuration space, not a single point in configuration space.  So to represent the state of the universe at a single moment, we need the whole cloud, which covers the entire collapsed configuration space.

You might naturally tend to assume that we could represent time using an animated version of this same diagram: and that the animated diagram would show the mist churning in the configuration space, the cloud's parts changing color, as amplitude flowed from volume to volume; and that as the quantum waves propagated, little blobs of amplitude density would move around through the configuration space, in trajectories much resembling the classical curve we saw earlier.

Be aware:  Churning mist in a non-relative configuration space, would be the metaphor that corresponds to the standard formulation of physics.  That is, according to standard physics, the description I just gave above, would be correct (after we took it back out of the relative configuration space, which is not standard).

Yet tomorrow we shall discuss a certain further simplification of physics, which renders unimaginable still another epiphenomenal distinction, and deletes a further needless element of the laws.

Previous post: "Mach's Principle: Anti-Epiphenomenal Physics"

You can make positions relative in ways other than using pairwise distances as your coordinates. For instance, just take R^4n (or R^11n or whatever) and quotient by the appropriate group of isometries of R^4 or R^11 or whatever. That way you get a dimension linear in the number of particles. The space might be more complicated topologically, but if you take general relativity seriously then I think you have to be prepared to cope with that anyway.

So, in Eliezer's example of triangles in 2-space, we start off with R^6; letting E be the group of isometries of R^2 (three-dimensional: two dimensions for translation, one for rotation, and we also have two components because we can either reflect or not), it acts on R^6 by applying each isometry uniformly to three pairs of dimensions; quotienting R^6 by this action of E, you're left with a 2-dimensional quotient space.

Of course you end up with the same result (up to isomorphism) this way as you would by considering pairwise distances and then noticing that you're working in a small subset of the O(N^2)-dimensional space defined by distances. But you don't have to go via the far-too-many-dimensional space to get there.

But ... suppose the laws of physics are defined over a quotient space like this. From the anti-epiphenomenal viewpoint, I wonder whether we should consider the quantities in the original un-quotiented space to be "real" or not. Consider quantum-mechanical phase or magnetic vector potential, which aren't observable (though other things best thought of as quotients of them are). Preferring to see the quotiented things as fundamental seems to me like the same sort of error as Eliezer (I think rightly) accuses single-world-ists of.

But ... the space of distance-tuples (appropriately subsetted) and the space of position-tuples (appropriately quotiented) are the same space, as I mentioned earlier. So, how to choose? Simplicity, of course. And, so far as we can currently tell, the laws of physics are simpler when expressed in terms of positions than when expressed in terms of distances. So, for me and pending the discovery of some newer better way of expressing the state space that supports our churning quantum mist, sticking with absolute positions seems better for now.

I agree that taking quotients of the configuration space is a more natural way of doing things.  But, when you say

quotienting R^6 by this action of E, you're left with a 2-dimensional quotient space

don't you mean you're left with a 3-dimensional quotient space?  Counting degrees of freedom: wherever we put A, that eats the translation.  Wherever we put B, that eats the rotation and we're left with the distance |AB| (one dimension).  Wherever we put C, that eats reflection and we're left with the position of C up to reflection.  So, the space of triangles ends up as R x R x (R / ~), where a~b iff |a|=|b|.

But then, this space should be homeomorphic to the one Eliezer gives, with the relative distances.  We'll take a point (x,y,z) in R x R x (R / ~).  Then |AB|=x, |AC|=hypot(y, z), |BC|=hypot(y-x, z), clearly this is continuous and nice, and also clearly the image doesn't change if we replace z by -z (so the function is well-defined despite the domain being a quotient space, which generally needs to be checked).  Showing that the mapping is invertible, with continuous inverse, is left as exercise for the reader.

Consider now the apparent boundary when we embed this in R³; it's z=0, which corresponds to "A, B and C form a straight line", which (triangle inequality) corresponds to the boundary of the subset of distance-space.  But if you imagine the particles moving, it's a lot more obvious that you should bounce off the "/ ~" surface than that you should bounce off the "if you cross this surface you get a distance-tuple that's un-geometric" surface.  Similarly, straight lines in R x R x (R / ~) correspond to fixing any two particles and moving the third in a straight line.

I would conclude from this that the equations of physics in the quotient space are likely to be much nicer than the equivalent equations in distance-tuple space.

So why bother formulating the relational configuration space in distance-tuples?  After all, with the distance-tuples, you still end up having to quotient afterwards on particle-swapping to get the quantum-mechanical picture.  Isn't it easier to just use quotients, rather than an odd mix of quotients, new bases, and subsets?

(Note 1: "g" = me; I had to change my username when Less Wrong started, but existing Overcoming Bias comments kept their existing commenter names. Note 2: I only just saw this.) Yes, I meant 3-dimensional. Sorry. (And I think we are agreed that absolute space quotiented by symmetries is likely to be a nicer thing to work with than a space parameterized by relative distances.)

I've skimmed a few Barbour papers and I don't see how he gets to claim space is "relational" when he has g as a fundamental element of his theory. (Here g is the metric of space but not of time; no relation to the above commenter :-) )

Why isn't it? Is non-relative configuration space thought more representative of reality or just more practical to use?

I just want to know how non-standard you're getting, I don't expect justification yet. Thanks.

My soul as a computer programmer cries out against the idea of representing N particles with N^2 distances between them; it seems wasteful.

Even if the laws of physics are completely minimal with no absolute basis, it doesn't mean the people running the simulation couldn't program it in terms of absolute numbers, if that were easier. :)

But if you could learn to visualize the relative configuration space, then, so long as you thought in terms of those elements of reality, it would no longer be imaginable that Mach's Principle could be false.

If one learned to think only in terms the relative configuration space, it would also become impossible to imagine that parity violation could be possible, since the left-hand and right-hand versions of a system have the same relative distances. Yet the weak nuclear force does violate parity.

I only discovered Julian Barbour's work a few weeks ago, in my ongoing reading, so I'm extremely pleased to be seeing your take on his stuff.

This gives me a second perspective to check my understanding against.

Interesting point, though I can't believe Barbour et. al. wouldn't have thought of it.  My own first reaction is, "You can detect left-right reversals relative to the rest of the universe, but reversing left and right of the entire universe would give you the same internal experience."  It would also reverse the meaning of the words "left" and "right" - you have to be careful not to imagine yourself looking at the universe from outside.

@Recovering:  I expect most physicists have never heard of relative configuration spaces as such.  But e.g. Lee Smolin is a coauthor of Barbour's.

Your 'epiphenomena' are good old invariants. When you are talking about exorcising epiphenomena, you really are talking about establishing invariants as laws that allow you to use fewer degrees of freedom. One can even talk about consciousness being only dependent on physical makeup of the universe, and hence being an invariant across universes with the same physical makeup. What is the point in reformulating it your way, exactly?

I don't have a copy of Barbour's book. Maybe someone who does can check what it says about parity violation? (Never mind, I just did an Amazon search inside the book, and it contains no mention of "parity" or "chirality".)

Anyway, my understanding is that parity violation means that reversing left and right of the entire universe would not give you the same internal experience. If this is hard to imagine, suppose that the laws of physics were such that right-handed DNA works the same as in our universe, but left-handed DNA is 10% less stable. (This actually seems to be the case in our own universe, but the effect is much smaller. See http://findarticles.com/p/articles/mi_m1200/is_7_172/ai_n19492825/pg_1.) Reversing left and right of the entire universe would mean that our mutation rate suddenly increases by 10%, and the mutation rate of some aliens with left-handed DNA suddenly decreases by 10%. This kind of law of physics would be impossible to formulate with a relative configuration space.

Even if Barbour does handle this problem somehow, I think making certain types of physics impossible to imagine is not such a great idea. What if it turns out that we need those types of physics to describe our universe?

Maybe this is a stupid question... But why restrict the relative configuration space to those states that obey euclidian 3-geometry or whatever? ie, shouldn't the physics be such that that is a consequence? The fact that "from the inside" it looks like a euclidian 3-space or whatever is more an illusion... it's not the reality, the configuration space is the reality. So why would it "know" to obey the triangle inequality?

Besides, by relaxing that (and the various other restrictions due to the demands of the inside looking like 3-space) one could more easily represent curvature, right?

Oh, may be a stupid thought, but as far as parity: let the values go negative... with a sign flip corresponding to a parity flip, maybe? Actually, not sure about this... then two negative coordinates would have to act equivalent to no negative coordinates, I think.

I think making certain types of physics impossible to imagine is not such a great idea. What if it turns out that we need those types of physics to describe our universe?

Well, it's not literally impossible to imagine, it's just incoherent in that model. If it turns out that a seeming redundancy in an older model turns out not to be redundant, we can always backtrack.

I expect most physicists have never heard of relative configuration spaces as such.

huh?
Don't undergrads do abstract configuration spaces in classical mechanics? Surely all physicists have heard of symplectic reduction and Noether's theorem?

Douglas: it's relative configuration spaces that are being claimed as the "not widely heard of" thing, rather than configuration spaces in general.

ie, the not so widely heard of config spaces are the ones in which the dimensions correspond to distances between particles or whatever rather than any form of "absolute location"

I claim that relative configuration spaces are standard examples of abstract configuration spaces in undergraduate physics classes. I'm not sure where it falls in the curriculum, but Noether's theorem is known to all physicists. I'm not sure exactly how they phrase that theorem, but symplectic reduction is a version that says that there's a general procedure for producing relative configuration spaces from symmetries.

Maybe I'm overstating these generalities, but I think the claim that relative configuration spaces are unknown to most physicists is absurd.

Eliezer, this is a wonderful post, but I'd just like to correct a couple of things:

My soul as a computer programmer cries out against the idea of representing N particles with N^2 distances between them; it seems wasteful. ... Also, any position basis invokes an arbitrary space of simultaneity, and a relative position basis does so as well.

You most certainly don't need N^2. For example, in quantum chemistry it's common to use Z-matrices) which have precisely (3N-6) components in 3D space.

As for relativism, why not use relativistic intervals instead of distances? This way you would probably need 8N minus something (probably something=10) coordinates, and you don't even need to arbitrarily choose axes labeled "x,y,z,t".

In the Z-matrix, not all atoms are equivalent, but since it's not unique, it should be possible to find a way to symmetrize it. However, for quantum physics, you probably don't even need to care, because particles are already identical, just make sure your wavefunction has appropriate symmetry.

Finally, your cloud of complex amplitude still has an epiphenomenal factor: the absolute phase. I'm curious to see what would our usual quantum mechanics look like in a representation that would replace absolute phase with some relative coordinate :)

As for relativism, why not use relativistic intervals instead of distances? This way you would probably need 8N minus something (probably something=10) coordinates, and you don't even need to arbitrarily choose axes labeled "x,y,z,t".

Each particle doesn't exist only in one point of spacetime, but on an entire time-like curve (the worldline).

My soul as a computer programmer cries out against the idea of representing N particles with N^2 distances between them; it seems wasteful. 

When you take into account that d(A, A) = 0 and d(A, B) = d(B, A), you only need N(N - 1)/2 distances.

You'd never even fewer in a flat 3D space, but if the particles can be in an arbitrarily curved space I think you need all of those.

N(N-1)/2 is O(N^2), which is not substantially better. Particularly to the soul of a computer scientist, which largely ignores constant factors anyway.

“My soul as a computer programmer cries out against the idea of representing N particles with N^2 distances between them; it seems wasteful”

Given 3 non-collinear points on a plane, any other point is fixed by its distances from these three points; and similar results hold in higher dimensions.  You need O(N) numbers, not O(N^2) numbers to describe N particles.



Timeless Physics

Warning:  The central idea in today's post is taken seriously by serious physicists; but it is not experimentally proven and is not taught as standard physics.

Today's post draws heavily on the work of the physicist Julian Barbour, and contains diagrams stolen and/or modified from his book "The End of Time".  However, some of the arguments here are of my own devising, and Barbour might(?) not agree with them.

I shall begin by asking a incredibly deep question:

If you have the excellent habit of giving obvious answers to obvious questions, you will answer, "It is now 7:30pm [or whatever]."

"I know because I looked at the clock on my computer monitor."

Well, suppose I hacked into your computer and changed the clock.  Would it then be a different time?

"Because I once used the 'Set Date and Time' facility on my computer to try and make it be the 22nd century, but it didn't work."

"Because," you say, "I looked outside, and the buildings were still made of brick and wood and steel, rather than having been replaced by the gleaming crystal of diamondoid nanotechnological constructions; and gasoline was still only $4/gallon."

You have... interesting... expectations for the 22nd century; but let's not go into that.  Suppose I replaced the buildings outside your home with confections of crystal, and raised the price of gas; then would it be 100 years later?

"No," you say, "I could look up at the night sky, and see the planets in roughly the same position as yesterday's night; with a powerful telescope I could measure the positions of the stars as they very slowly drift, relative to the Sun, and observe the rotation of distant galaxies.  In these ways I would know exactly how much time had passed, no matter what you did here on Earth."

Ah.  And suppose I snapped my fingers and caused all the stars and galaxies to move into the appropriate positions for 2108?

"You'd be arrested for violating the laws of physics."

"Because I would remember that, one night before, it had still been 2008.  Though, realistically speaking, I would think it more likely that it was my memory at fault, not the galaxies."

Now suppose I snapped my fingers, and caused all the atoms in the universe to move into positions that would be appropriate for (one probable quantum branch) of 2108.  Even the atoms in your brain.

Think carefully before you say, "It would still really be 2008."  For does this belief of yours, have any observable consequences left?  Or is it an epiphenomenon of your model of physics?  Where is stored the fact that it is 'still 2008'?  Can I snap my fingers one last time, and alter this last variable, and cause it to really be 2108?

Is it possible that Cthulhu could snap Its tentacles, and cause time for the whole universe to be suspended for exactly 10 million years, and then resume?  How would anyone ever detect what had just happened?

A global suspension of time may seem imaginable, in the same way that it seems imaginable that you could "move all the matter in the whole universe ten meters to the left".  To visualize the universe moving ten meters to the left, you imagine a little swirling ball of galaxies, and then it jerks leftward.  Similarly, to imagine time stopping, you visualize a swirling ball of galaxies, and then it stops swirling, and hangs motionless for a while, and then starts up again.

But the sensation of passing time, in your visualization, is provided by your own mind's eye outside the system.  You go on thinking, your brain's neurons firing, while, in your imagination, the swirling ball of galaxies stays motionless.

When you imagine the universe moving ten meters to the left, you are imagining motion relative to your mind's eye outside the universe.  In the same way, when you imagine time stopping, you are imagining a motionless universe, frozen relative to a still-moving clock hidden outside: your own mind, counting the seconds of the freeze.

But what would it mean for 10 million "years" to pass, if motion everywhere had been suspended?

Does it make sense to say that the global rate of motion could slow down, or speed up, over the whole universe at once—so that all the particles arrive at the same final configuration, in twice as much time, or half as much time?  You couldn't measure it with any clock, because the ticking of the clock would slow down too.

Do not say, "I could not detect it; therefore, who knows, it might happen every day."

Say rather, "I could not detect it, nor could anyone detect it even in principle, nor would any physical relation be affected except this one thing called 'the global rate of motion'.  Therefore, I wonder what the phrase 'global rate of motion' really means."

All of that was a line of argument of Julian Barbour's, more or less,  Let us pause here, and consider a second line of argument, this one my own.  That is, I don't think it was in Barbour's The End of Time.  (If I recall correctly, I reasoned thus even before I read Barbour, while I was coming up with my unpublished general decision theory of Newcomblike problems.  Of course that does not mean the argument is novel; I have no idea whether it is novel.  But if my argument is wrong, I do not want it blamed on an innocent bystander.)  So:

"The future changes as we stand here, else we are the game pieces of the gods, not their heirs, as we have been promised."
        —Raistlin Majere

A fine sentiment; but what does it mean to change the future?

Suppose I have a lamp, with an old-style compact fluorescent bulb that takes a few seconds to warm up.  At 7:00am, the lamp is off.  At 7:01am, I flip the switch; the lamp flickers for a few moments, then begins to warm up.  At 7:02am, the lamp is fully bright.  Between 7:00am and 7:02am, the lamp changed from OFF to ON.  This, certainly, is a change; but it is a change over time.

Change implies difference; difference implies comparison.  Here, the two values being compared are (1) the state of "the lamp at 7:00am", which is OFF, and (2) the state of "the lamp at 7:02am", which is ON.  So we say "the lamp" has changed from one time to another.  At 7:00am, you wander by, and see the lamp is OFF; at 7:02am, you wander by, and see the lamp is ON.

But have you ever seen the future change from one time to another?  Have you wandered by a lamp at exactly 7:02am, and seen that it is OFF; then, a bit later, looked in again on the "the lamp at exactly 7:02am", and discovered that it is now ON?

Naturally, we often feel like we are "changing the future".  Logging on to your online bank account, you discover that your credit card bill comes due tomorrow, and, for some reason, has not been paid automatically.  Imagining the future-by-default—extrapolating out the world as it would be without any further actions—you see that the bill not being paid, and interest charges accruing on your credit card.  So you pay the bill online.  And now, imagining tomorrow, it seems to you that the interest charges will not occur.  So at 1:00pm, you imagined a future in which your credit card accrued interest charges, and at 1:02pm, you imagined a future in which it did not.  And so your imagination of the future changed, from one time to another.

As I remarked previously:  The way a belief feels from inside, is that you seem to be looking straight at reality.  When it actually seems that you're looking at a belief, as such, you are really experiencing a belief about your beliefs.

When your extrapolation of the future changes, from one time to another, it feels like the future itself is changing.  Yet you have never seen the future change.  When you actually get to the future, you only ever see one outcome.

How could a single moment of time, change from one time to another?

I am not going to go into "free will" in today's blog post.  Except to remark that if you have been reading Overcoming Bias all this time, and you are currently agonizing about whether or not you really have free will, instead of trying to understand where your own mind has become confused and generated an impossible question, you should probably go back and read it all again.  For anyone who is just now joining us... perhaps I shall discuss the issue tomorrow.

Just remember Egan's Law:  It all adds up to normality.  Apples didn't stop falling when Einstein disproved Newton's theory of gravity, and anyone who jumped off a cliff would still go splat.  Perhaps Time turns out to work differently than you thought; but tomorrow still lies ahead of you, and your choices, and their consequences.  I wouldn't advise reworking your moral philosophy based on confusing arguments and strange-seeming physics, until the physics stops appearing strange and the arguments no longer seem confusing.

Now to physics we turn; and here I resume drawing my ideas from Julian Barbour.

For the benefit of anyone who hasn't followed the series on quantum mechanics, a very very quick summary:

Above is a diagram that shows what a configuration space might look like for three particles, A, B, and C.  ABC form a triangle in two-dimensional space.  Every individual point in the configuration space corresponds to a simultaneous position of all the particles—above we see points that correspond to particular triangles i.e. joint positions of A, B, and C.  (Classical Configuration Spaces; The Quantum Arena.)

The state of a quantum system is not a single point in this space; it is a distribution over this space.  You could imagine it as a cloud, or a blob, or a colored mist within the space.

Here we see a relative configuration space, in which each axis is the distance between a pair of particles.  This has some advantages I'm not going to recapitulate (it was covered in a previous post), so if you're dropping into the middle of the series, just pretend it's a regular configuration space.

We've just chopped up the pyramidal space you saw before, into a series of slices.  In this configuration space, the slices near the bottom show all the particles close together (tiny triangles).  As we rise up, the particles get further apart (larger triangles).

At the very bottom of the configuration space is a configuration where all the particles occupy the same position.

(But remember, it's nonsense to talk about an individual particle being anywhere in a configuration space—each point in the configuration space corresponds to a position of all the particles.  Configuration space is not the 3D space you know.  It's not that there are a bunch of particles resting in the same place at the bottom.  The single bottom point corresponds to all the particles being in the same place in 3D space.)

Here we take a closer look at one of the slices of configuration space, and see a cloud of blue and red mist covering some of it.  (Why am I only showing the cloud covering a sixth (exactly a sixth) of the triangle?  This has to do with a symmetry in the space—exchanges of identical particles—which is not important to the present discussion.)

But there is your glimpse of some quantum mist—in two colors, because amplitudes are complex numbers with a real and imaginary part.  An amplitude distribution or "wavefunction" assigns a complex number to every point in the continuous configuration space—a complex number to every possible configuration of all the particles.

Yesterday, I finished by asking how the state of a quantum system might evolve over time.

You might be tempted to visualize the mist churning and changing colors, as quantum amplitude flows within the configuration space.

And this is indeed the way that you would visualize standard physics.

Here ψ(r, t) is the amplitude distribution over configuration space (r) and time (t).  The left-hand side of the Schrödinger Equation is the change over time of the wavefunction ψ, and the right-hand-side shows how to calculate this change as the sum of two terms:  The gradient of the wavefunction over configuration space (at that time), and the potential energy of each configuration.

Which is to say, the derivative in time of the wavefunction—the instantaneous rate of change—can be in terms of the wavefunction's derivative in space, plus a term for the potential energy.

If you tried to visualize Schrödinger's Equation—doesn't look too hard, right?—you'd see a blob of churning, complex mist in configuration space, with little blobs racing around and splitting into smaller blobs as waves propagated.

If you tried to calculate the quantum state of a single hydrogen atom over time, apart from the rest of the universe—which you can only really do if the hydrogen atom isn't entangled with anything—the atom's quantum state would evolve over time; the mist would churn.

But suppose you think about the whole universe at once, including yourself, of course.  Because—even in the standard model of quantum physics!—that is exactly the arena in which quantum physics takes place:  A wavefunction over all the particles, everywhere.

If you can sensibly talk about the quantum state of some particular hydrogen atom, it's only because the wavefunction happens to neatly factor into (hydrogen atom) * (rest of world).

Even if the hydrogen atom is behaving in a very regular way, the joint wavefunction for (hydrogen atom * rest of world) may not be so regular.  Stars move into new positions, people are born and people die, digital watches tick, and the cosmos expands:  The universe is non-recurrent.

Think of how the universal wavefunction ψ(r, t) might behave when r is the position of all the particles in the universe.

Let's call 9:00am the time t=0, measured in seconds.

At ψ(r, t=0), then, you are wondering what time it is:  The particles making up the neurons in your brain, are in positions ryou that correspond to neurons firing in the thought-pattern "What time is it?"  And the Earth, and the Sun, and the rest of the universe, have their own particles in the appropriate rrest-of-universe.  Where the complete r roughly factorizes as the product (ryou * rrest-of-universe).

Over the next second, the joint wavefunction of the entire universe evolves into ψ(r, t=1).  All the stars in the sky have moved a little bit onward, in whatever direction they're heading; the Sun has burned up a little more of its hydrogen; on Earth, an average of 1.8 people have died; and you've just glanced down at your watch.

At ψ(r, t=2), the stars have moved a little onward, the galaxies have rotated, the cosmos has expanded a little more (and its expansion has accelerated a little more), your watch has evolved into the state of showing 9:00:02 AM on its screen, and your own mind has evolved into the state of thinking the thought, "Huh, I guess it's nine o' clock."

The r never repeats itself.  The universe is expanding, and in every instant, it gets a little bigger.  We don't need a separate t to keep things straight.  When you're looking at the whole universe, a unique function ψ of (r, t) is pretty much a unique function of r.

And the only way we know in the first place "what time it is", is by looking at clocks.  And whether the clock is a wristwatch, or the expansion of the universe, or your own memories, that clock is encoded in the position of particles—in the r.  We have never seen a t variable apart from the r.

[image: Jbarbourrelative] We can recast the quantum wave equations, specifying the time evolution of ψ(r, t), as specifying relations within a wavefunction ψ(r).

Occam's Razor:  Our equations don't need a t in them, so we can banish the t and make our ontology that much simpler.

An unchanging quantum mist hangs over the configuration space, not churning, not flowing.

But the mist has internal structure, internal relations; and these contain time implicitly.

The dynamics of physics—falling apples and rotating galaxies—is now embodied within the unchanging mist in the unchanging configuration space.

This landscape is not frozen like a cryonics patient suspended in liquid nitrogen.  It is not motionless as an isolated system while the rest of the universe goes on without it.

The landscape is timeless; time exists only within it.  To talk about time, you have to talk about relations inside the configuration space.

Asking "What happened before the Big Bang?" is revealed as a wrong question.  There is no "before"; a "before" would be outside the configuration space.  There was never a pre-existing emptiness into which our universe exploded.  There is just this timeless mathematical object, time existing within it; and the object has a natural boundary at the Big Bang.  You cannot ask "When did this mathematical object come into existence?" because there is no t outside it.

So that is Julian Barbour's proposal for the next great simplification project in physics.

(And yes, you can not only fit General Relativity into this paradigm, it actually comes out looking even more elegant than before.  For which point I refer you to Julian Barbour's papers.)

Tomorrow, I'll go into some of my own thoughts and reactions to this proposal.

But one point seems worth noting immediately:  I have spoken before on the apparently perfect universality of physical laws, that apply everywhere and everywhen.  We have just raised this perfection to an even higher pitch: everything that exists is either perfectly global or perfectly local.  There are points in configuration space that affect only their immediate neighbors in space and time; governed by universal laws of physics.  Perfectly local, perfectly global.  If the meaning and sheer beauty of this statement is not immediately obvious, I'll go into it tomorrow.

And a final intuition-pump, in case you haven't yet gotten timelessness on a gut level...

Think of this as a diagram of the many worlds of quantum physics.  The branch points could be, say, your observation of a particle that seems to go either "left" or "right".

Looking back from the vantage point of the gold head, you only remember having been the two green heads.

So you seem to remember Time proceeding along a single line.  You remember that the particle first went left, and then went right.  You ask, "Which way will the particle go this time?"

You only remember one of the two outcomes that occurred on each occasion.  So you ask, "When I make my next observation, which of the two possible worlds will I end up in?"

Remembering only a single line as your past, you try to extend that line into the future -

But both branches, both future versions of you, just exist.  There is no fact of the matter as to "which branch you go down".  Different versions of you experience both branches.

And to incorporate Barbour, we simply say that all of these heads, all these Nows, just exist.  They do not appear and then vanish; they just are.   From a global perspective, there is no answer to the question, "What time is it?"  There are just different experiences at different Nows.

From any given vantage point, you look back, and remember other times—so that the question, "Why is it this time right now, rather than some other time?" seems to make sense.  But there is no answer.

When I came to this understanding, I forgot the meaning that Time had once held for me.

Time has dissolved for me, has been reduced to something simpler that is not itself timeful.

I can no longer conceive that there might really be a universal time, which is somehow "moving" from the past to the future.  This now seems like nonsense.

Something like Barbour's timeless physics has to be true, or I'm in trouble:  I have forgotten how to imagine a universe that has "real genuine time" in it.

Interestingly (at least, I think it's interesting), I'd always felt that way about time, before I learned about quantum mechanics.  That's what a four-dimensional spacetime means, isn't it?  And so science fiction stories that involve, say, changing the past have never made any sense to me.  You can't change the past; it is.  And no one can come from the future to change now, because the future is as well.  Although now that I think about it more, I realize how this makes slightly more sense in this version of many-worlds than it does in a collapse theory.

Belatedest answer ever: don't think of it as changing the past, think of it as establishing a causal link to an alternate version of the past that had you appear in a time machine (and obeys other constraints, depending on the time travel rules of the story).

And yes, you can not only fit General Relativity into this paradigm, it actually comes out looking even more elegant than before.

Eliezer, do you realize the difference between Barbour's treatments of classical mechanics and GR? In GR, he bases everything not just on relations between matter, but on relations between matter and space itself (at least its metric structure). When he calls his theory "relational" he is engaging in wordplay. The Pooley paper I linked in yesterday's comments goes into gory philosophical detail on this.

I think some people (not including Eliezer) see that Barbour says "there is no time" and imagine that he invented the idea of a block universe (which I personally don't see any philosophical problems with). But it's everyone else who believes in block universes; Barbour's universe is an unsorted-pile-of-block-slices universe. Barbour's theory de-unifies space and time. Ouch!

Lee Smolin is one of the people behind relational QM, and he's a naive Popperian. To me he's the closest thing that physics has to a philosophical anti-authority.

Asking "What happened before the Big Bang?" is revealed as a wrong question.  There is no "before"; a "before" would be outside the configuration space.  There was never a pre-existing emptiness into which our universe exploded.  There is just this timeless mathematical object, time existing within it; and the object has a natural boundary at the Big Bang.  You cannot ask "When did this mathematical object come into existence?" because there is no t outside it.

This has been true of the standard (FRW) big bang models since, what, the 1920s?

Ah.  And suppose I snapped my fingers and caused all the stars and
galaxies to move into the appropriate positions for 2108?

"You'd be arrested for violating the laws of physics."

I get so frustrated when you write stuff like this because you also wrote:
http://lesswrong.com/lw/if/your_strength_as_a_rationalist/

Therefore at this point my answer is no you did not.

However, funnily enough, once you changed all the atoms in the universe my response was "Okay now it is 2108" (maybe because I found the universe in a consistent believable state including my memories of the intevening 100 years).

And by the way since I would have survived for another 100 years I might just have overwhelming personal evidence that Many Worlds is true. I guess that would be your purpose for the exercise.  (Of course if you are still there with me after that 100 years then the overwhelming personal evidence doesn't happen).

I have been learning a lot from your quantum mechanics series.  Thanks.  Please keep it up.

You've drawn many vague conclusions (read: words, not equations or experimental predictions) about the nature of reality from a vague idea promoted by a non-academic.  It smacks strongly of pseudo-science.

Julian Barbour's work is unconventional.  Many of his papers border on philosophy and most are not published in prominent journals.  His first idea, that time is simply another coordinate parameterizing a mathematical object (like a manifold in GR) and that it's specialness is an illusion, is ancient.  His second idea, that any theory more fundamental than QM or GR will necessarily feature time only in a relational sense (in contrast to the commonly accepted, and beautiful, gauge freedom of all time and space coordinates) is interesting and possibly true, but it is most likely not profound.  I can't read all of his papers, so perhaps he has some worthwhile work.

This post, however, appears to be completely without substance.  What is the point?

While this seems to be true given the expansion of the universe, is it strictly necessary?  What if some value R does repeat, throwing the universe into an endless loop?  At some point, the chains of r's leading up to R0 and R1 would differ; wouldn't we need another variable to encode that?

But your argument is flawed.  Discarding an argument because you don't feel it's 'profound' is an error.  There are scores of mundane truths that go ignored because they're not 'profound' enough to interest the self-styled philosophers, and countless empty 'profundities' that mean nothing.

Most of the 'eternal questions' have already been answered.  The trick is to recognize this and move on.

Interesting aesthetic question raised by Caledonian's comment: "not beckoning, but drowning" versus "not wading, but drowning". I think the latter would have worked much better, but presumably C. thought it too obvious and wanted to preserve more of Stevie Smith's semantics. :-)

Arthur, what would keeping a time coordinate buy you in your scenario? Suppose, simplifying for convenience, we have A -> B -> C -> B [cycle], and suppose each state completely determines its successor. What advantage would there be to labelling our stat... (read more)

If I intuitively took on board your timeless MWI view of the world... well, I'm worried that this might endanger my illusion of consciousness.

Thinking about it is already making me feel a bit weird.

g, I'm not sure how it all works out in terms of ψ, as the mathematics of multi-dimensional configuration spaces is way over my head.  What I'm not clear on is, in the absence of t, why do we have to read the function from "left to right?"  When you read in the other direction, State C can "lead to" A or B.  Don't we need a variable to differentiate between the C that leads to A, and the C that leads to B, to as Eliezer put it, "keep things straight"?

Doesn't the Lorentz invariant already pretty much take care of the relativity of time? As long as we're using the Lorentz invariant, we're free to reparameterize the universe any way we want, and our description will be the same. So I don't see what this Barbour guy is going on about, it seems like standard physics. Whether you write your function f(x,t) or f(y) where y = g(x,t) or even just f(x) where t = h(x) is totally irrelevant to the universe. It's just another coordinate transformation just like translating the whole universe by ten meters to the left.

Now, if you have a new invariant to propose, THAT would amount to an actual change in the laws of physics.

Your comments on Barbour (non-academic etc) are ad hominem, I say so what? Being an academic may be an indicator for good work, but not more. And he did his Ph.D in physics anyway.

Yes! Fine. Lovely. Science needs more unconventional thinkers. Let the evidence sort them out, but let's not be against "unconventional" theories. Especially not when they are explanatorily powerful.

There are two kinds of philosophy: the bad kind (Essay by Paul Graham criticising philoso... (read more)

If that storage is disrupted - by sudden trama or an experiential shock, such as that which might occur in a car accident without leaving lasting damage - there are no experiences at all.

If there are no lasting consequences of an event that our physiology can react to, it's as though it never happened at all, at least as far as our awareness is concerned.  If you have no high-level memory representation of an e... (read more)

Caledonian, you miss the point. The present moment seems distinguishable from the past or future,  singular, and in constant motion. Experience exists in the present and describes the past via memory and the future via speculation. The content of experience changes.

Even if this is a cognitive illusion, it needs a reason.

But the main thing that's different about time is that it has a clear direction whereas the space dimensions don't. This is caused by the fact that the universe started out in a very low-entropy state, and since then has been evolving into higher entropy. I don't know if it's even possible to answer the question of why the universe started out the way it did -- it's almost like asking why anything exists at all. But whatever the reason, the universe is very uniform in its space dimensions, but very non-uniform in its time dimension.

In philosophy "four dimensionalism" is probably the dominant view of time. We're all spacetime worms in a block universe. I don't know what to make of some of Barbour's ideas but I can swallow timelessness.

It's worth noting, regarding Jadagul's comment, that time travel should be possible in a block universe without paradox and without resorting to many-worlds. The closed time-like curve just exists as part of the block universe and the illusion of paradox stems from our foreknowledge of events. It's not required that we be able to change things ... (read more)

The 'present' is always the immediate past.  We're not aware of things happening in the true present, because our nervous system doesn't have anything to process.  It can only receive data corresponding to the very recent past, and then it takes even more time to process it.

The reality is that our awareness operates on a measureable time-lag.

For some reason, this view of time fell nicely in place in my mind (not "Aha! So that's how it is?" but "Yes, that's how it is."), so if it's wrong, we're a lot of people to be mistaken in the same way.

But that doesn't dissolve the "What happened before the Big Bang?" question. I point at our world and ask "Where does this configuration come from?", you point at the Big Bang, I ask the same question, and you say "Wrong question.". Huh?

The thing about the concept of a block universe that bothers me is the question of the reversibility of the Schrödinger equations. I have been told that they are so, but I have to take it on faith that they are completely time-symmetric since they are just beyond where I am comfortable in Mathematics.

So, if one looks at the current configuration space for a point of 'now', and works the equations backwards, does one get only one possible past, or an large number of possible pasts? If its the former, how can one claim that the equations are time symmetric? If its the latter, why don't we remember all of those quantum possibilities?

There is no reason for the configuration of time within time, and even if we adopt a timeless perspective, we can never find an ultimate resolution to the question.  The universe simply is what it is.  Your question is surely asked in good faith, but it's not meaningful.

Günther:  Of course my comments about Barbour were (partially) ad hominem.  The point was not to criticize his work, but to criticize this post. Very few people are qualified to assess the merit of Barbour's work.  This includes, with respect, Eliezer.  In the absence of expertise, the rational thinker must defer to the experts.  The experts have found nothing of note in Barbour's work.

Albert Einstein was not performing philosophy when he developed GR.  He was motivated by a philosophical insight and then did physics.

I wasn't intending to suggest that the timelessness of the universe is an answer to the First Cause puzzle (which itself is certainly a Wrong Question, somehow) because you just point to the whole timeless mathematical object and say, "Why does this 'exist'?"

It's just that you can't answer by tracing to one minute before the Big Bang and some mighty act of the Flying Spaghetti Monster.  You'll have to look somewhere else for a resolution to your confusion.

@Stirling:  If you took one world and extrapolated backward, you'd get many pasts.  If you take the many worlds and extrapolate backward, all but one of the resulting pasts will cancel out!  Quantum mechanics is time-symmetric.

@Shane Legg:  Good to see that the post had its intended effect.

So, if one looks at the current configuration space for a point of 'now', and works the equations backwards, does one get only one possible past, or an large number of possible pasts? If its the former, how can one claim that the equations are time symmetric? If its the latter, why don't we remember all of those quantum possibilities?

Both. Many possible pasts, because the many worlds are never entirely causally isolated, so we are to some minuscule degree always affected by parallel worlds (though not enough to notice). But one possible past, because only ... (read more)

This abstract of one of Barbour's papers may be helpful for those wondering (like me) how exactly Barbour was proposing to get rid of "t":

Abstract. A strategy for quantization of general relativity is considered in the context of the timelessness' of classical general relativity discussed in the preceding companion paper. The Wheeler--DeWitt equation (WDE) of canonical quantum gravity is interpreted as being like a time-independent Schrödinger equation for one fixed energy, the solution of which s... (read more)

If you took one world and extrapolated backward, you'd get many pasts. If you take the many worlds and extrapolate backward, all but one of the resulting pasts will cancel out!

I agree. However, at the same time, we don't actually remember the many extrapolated pasts of the one world we inhabit. Of course, "remembering" multiple extrapolated pasts might be indistinguishable from failing to remember any particular past (e.g., if both X and not-X lie in our extrapolated past, then our "remembering" both X and not-X might be nothing other than failing to remember whether X or not-X).

Well, I'm not sure there's no observable difference. I mean, let's say you have universe in state |A> such that the evolution of the state vector would cause it one nanosecond later (whatever the heck that turns out to really mean) to be, oh, say something like (-|A> + |B>)/sqrt(2)

Now, if time was truly nonexistant then those two would interfere with each other, right? ie, it's sortakinda the same sort of test to find out if two particles are really identical or not.

Except, wait, if we're talking total state of reality... how would one perform the... (read more)

Is the possibility of life in non conventional coordinates occurring been discarded?

By this i mean evolution were selection is made along some coordinate of space, or backwards in time.

Maybe it would make a good Sci-Fi finding some intelligent life form which evolved from the future to the past, meeting humanity at present.

Eliezer and DL, here's a philosophy paper discussing parity in relational physics.

I agree with those who can't quite see the point of this post (block universe is old and uncontroversial), but I suppose that may because I internalized (mostly) this view some time ago. I see some people are learning from it.

I hope you're not saying this is a good thing, or that others should follow.

I'm a huge fan of the general program of philosophical minimalism (i.e., doing away with epiphenomena). One of my favorite works in this respect is Hartry Field's Science Without Numbers. There's a long line of argument in philosophy for the reality of mathematical abstracta on the grounds of its indispensability to science. Field formulated a version of classical physics without numbers.

Barbour is proposing something quite different from the block universe. I'm not sure if Eliezer is missing the point, or just not carrying it across. Barbour is speculating that if we solve the Wheeler-DeWitt equation, we'll get a single probability distribution over the configuration space of the universe, and all of our experiences can be explained using this distribution alone. Specifically, we don't need a probability distribution for each instant of time, like in standard QM.

I think Eliezer's picture with the happy faces is rather misleading, if it's ... (read more)

It's worse than just P-symmetry (parity) violation. There's also CP-symmetry (charge-parity) breaking, which, given CPT symmetry (a fairly reasonable assumption given current knowledge) means that the weak nuclear force also violates T-symmetry. Even without the second law of thermodynamics, you would be able to put an arrow to time by observing the decay of certain particles.

Does a universe consisting of a single particle change?

I went back to the beginning of this series of posts, and found this introduction:

I think I must now temporarily digress from the sequence on zombies (which was a digression from the discussion of reductionism, which was a digression from the Mind Projection Fallacy) in order to discuss quantum mechanics.  The reasons why this belongs in the middle of a discussion on zombies in the middle of a discussion of reductionism in the middle of a discussion of the Mind Projection Fallacy, will become apparent eventually.

Eliezer, would you mind telling us the reaso... (read more)

@Nick Tarleton, anyone questioning the value of this post
Prior to this post, my understanding was that there wasn't one 'me' consciously observing the unraveling of our universe over time. Instead, there were many of 'me', each observing a different universe, and with every irreversible thermodynamic event, more universes and instances of 'me' were being created.

@Julian "Whence comes the present moment?"
Now I understand that "I" am not a consciousness traveling through time. Instead, my consciousness is represen... (read more)

Manon de Gaillande asked "Where does this configuration come from?"
Seeing no answer yet, I'm also intrigued by this. Does it even make sense to ask it? If it doesn't, please help Manon and I dissolve the question.

It doesn't make sense in the strict sense, in that barring the sudden arrival of sufficiently compelling evidence, you aren't going to be able to answer it with anything but metaphysical speculation.  You aren't going to come out less confused about anything on the other side of contemplating the question.

You're not imaginative enough. If the latter is true, we're a lot more likely to see messages from outside the Matrix sometime. ("Sorry, guys, I ran out of supercomputer time.")

For various values of "a lot", I suppose.  If something is simulating something the size of the universe, chances are it's not even going to notice us (unless we turn everything into paper clips, I suppose).  Just because the universe could be a simulation doesn't mean that we're the point of the simulation.

@Eliezer: You say If you took one world and extrapolated backward, you'd get many pasts. If you take the many worlds and extrapolate backward, all but one of the resulting pasts will cancel out!

If this is true, then why do we calculate forward based only on our current configuration? If we took all the many worlds in our possible pasts and extrapolated forward, would they cancel out all but a single future?

If everything we know is but a simulation being run in a much larger world, then "everything we know" isn't a universe.

If you can receive messages from outside of the Matrix, inside, the Matrix isn't a universe either.

There is no outside to the universe.  There's isn't anything there.  There isn't even nothing there.  There isn't even a there there.  You've gone beyond the bounds of existence and nonexistence once you've left the universe behind.

The question wasn't "what's outside the universe?", it was "where did the configuration that we are a part of come from?"

I don't think you can necessarily equate "configuration" (the mathematical entity that we are implicitly represented within), with "universe" (everything that exists).

Viewing the universe as a timeless four-dimensional object - rather than the temporal evolution of a three-dimensional one - does not really buy you any "simplicity" - because then you need an additional explanation of why the four-dimensional object is structured in the way that it is.

I don't understand "perfectly local or perfectly global".  My intuition of the Schroedinger equation is that it gives an approximation of the probability amplitude for a system, and that approximation is accurate to the extent that the system is isolated from the rest of the universe.  The degree to which it is not accurate is the degree to which it is not isolated.  An unentangled hydrogen atom in intergalactic space is fairly isolated; a hydrogen atom participating in an H2 molecule is not; but I argue that there are intermediate - "imperf... (read more)

That IS speculating about what is beyond the universe.  Your question is unanswerable.

If I understand this model correctly, it has the consequence that from a typical point in the configuration space there are not only many futures (i.e. paths starting at this point, along which entropy is strictly increasing), but many pasts (i.e. paths starting at this point, along which entropy is strictly decreasing). Does this sound correct?

Doesn't the multi-worlds interpretation of quantum mechanics define an arrow of time?

Imagine we have a random number generator which randomly adds or subtracts 1 from a given number, each with equal probability.  Say our initial number is zero.  After the first iteration, the space of possible values consists of {-1,1}.  After two iterations, it expands to {-2,-1,0,1,2}.  It seems clear that progressively larger iterations monotonically increase the space of possible outcomes.  Doesn't this defines an arrow of time in the forward direction?

Wait, you have to keep t as a formal variable so you can take a partial derivative w.r.t. it.

Years after first reading this, I think I've internalized its central point in a clear-to-me way, and I'd like to post it here in case it's useful to someone else with a similar bent to their thinking.

Without worrying about the specific nature of the Schrodinger equation, we can say the universe is governed by a set of equations of form
x[i] = fi,
where each x[i] is some variable in the universe's configuration space, each f[i] is some continuous function, and t is a parameter representing time. This would be true even in a classical universe---the configu... (read more)

Do the classical equations, using ψ(r, t), assume that you'll get a different outcome from ψ(r, n)? That is, if the system is in the exact same configuration, but at a "different time", would the classical equations suggest a different outcome?

(Mostly, this struck me as another approach for demonstrating that this 't' thing is extraneous.)

This post inpires wtf moments in my brain. Anyone here read Greg Egan's Permutation City?

Now I find myself asking "What is going on where I feel like there is this quantity time?" instead of "What is time?"

Zero background in physics here.  But these essays (or what little I understand of them) are blowing my mind.  Here I'm going to ramble and ask questions.  I would be so happy if somebody could enlighten me in some way.

I believe I understand the concept of configuration space (the pyramid diagram).  But what does it means for an unchanging "quantum mist" to be distributed across this space?  Is the mist denser in some areas than in others?  Are the denser areas more probable configurations of matter?  Are there some points within the space that t... (read more)

Timelessness is one of the first things I grokked after accepting physicalism. After removing magic from my ontology, but before encountering Kolmogorov/Solomonoff, I intuitively had the feel that the idea of a line called the 'present' that is constantly 'moving forward' and destroying everything before it and creating everything just ahead of it seemed astonishingly complicated and unnecessary. Minkowski spacetime doesn't need time to be 'moving'; that's an unnecessary additional hypothesis. Our brains can 'see' the past and not the future because of the way memories are constructed in brains, which are part of the timeless physics.

I wish someone would make this into a talk and go around the country teaching it to high school students to force them to start to have deeper thinking. Eliezer's explanation is wonderfully understandable.
However, would it be possible to explain the time reversibility of the Schrödinger equation with simplified math to high school students?

I understand that imposing a "fundamental time" on the universe creates no new predictions and is a totally redundant entity, to be eradicated in any elegant theory of  physics - 

But this does not resolve my confusion whatsoever when I find myself asking, "What happened before the big bang? What is the universe expanding into?" "Nothing," is certainly insufficient. "Nothing" has no properties, and "able to be expanded into" is a property. In any case, answering "nothing" does not dissolve the ques... (read more)

Does each axis in the first configuration space diagram correspond to a list of all possible positions of the particle in 2d space (with each given a numerical label that allows for the axis to go from one upwards as is normal for graphs)?

"Does it make sense to say that the global rate of motion could slow down, or speed up, over the whole universe at once—so that all the particles arrive at the same final configuration, in twice as much time, or half as much time?  You couldn't measure it with any clock, because the ticking of the clock would slow down too."

This one doesn't make as much sense to me. T... (read more)

I have several questions because this is a fair bit over my head. Are you arguing that time is a state of observing an action? If this is the case then what is the state of the universe without life, an observer?

While I don't disagree with the main conclusion, I have a problem with the following quote:
"The r never repeats itself.  The universe is expanding, and in every instant, it gets a little bigger.  We don't need a separate t to keep things straight.  When you're looking at the whole universe, a unique function ψ of (r, t) is pretty much a unique function of r."
The permanent expansion is just some property our universe happens to have, that one could argue is a function of your abstract time variable. Suppose there existed a physical clock somewhe... (read more)

Regarding the idea of "changing the future" invoked by the Majere quote:

The concept here relies upon some notion of causality.  In order for it to be coherent, we have to think of the past and future as being determined--that if we knew both the state of the universe at a given time, and the laws of physics, we could calculate every other state the universe would ever have, or had ever had previously.

This conception doesn't really seem to jive with what very, very little I know about many worlds and quantum mechanics, so it could be utterly false... (read more)

"You'd be arrested for violating the laws of physics."

Where does all this leave causation in Pearl's sense of the term? Don't we still need to specify a time axis so that we can express our conditional probabilities correctly? 

... On a slightly random note, this reminds me of Neal Stephenson's Anathem's Hemn space, and the idea of a universe as a particular path through configuration space.

Anyway. There's a flaw in your gedankenexperiment, when you stop time across every galaxy, and I'm wondering if you have a response. Namely, relativity - in particular, simultaneity.

Essentially: When you "stop time," you're saying: "From my perspective, everything simultaneous to me remains so; if I were to assign to myself a "simulation step function", I could step fo... (read more)

Sorry to be pedantic, but I have to take exception to the line:

"when Einstein disproved Newton's theory of gravity"

This is at best a misrepresentation of the nature of science, and at worst a total misunderstanding. Einstein absolutely did not disprove Newton - his Relativity superseded Newton's Laws of Gravitation, but at the same time encompassed them as a special case of Relativity (when Relativity is simplified by reducing velocities to "everyday" speeds, i.e. tiny fraction of fraction of the speed of light).

It seems there may actually be some experimental evidence in this area, https://medium.com/the-physics-arxiv-blog/d5d3dc850933 with the experiment details at http://arxiv.org/abs/1310.4691

It blows my mind that there could be anything experimentally detectable, even in principle.

I don't think this is anything really new. The principle of general covariance in GR says that the laws of physics should remain invariant under a diffeomorphism. Since coordinate transformations are diffeomorphisms, and since time is relative, the equations of GR do not depend on time. Indeed, I think the search for a background independent theory of quantum gravity is exactly the approach taken by Loop Quantum Gravity. 

Cannot stop picturing this ".. timeless mathematical object .." as something like this: http://laughingsquid.com/hey-jude-flow-chart/ – the only difference is that every point in the chart is a still frame of the universe.

Interesting that this "reality" configuration is very "user-friendly": a unlimited number of "sentient-beings" can read the chart at the same time with little or no impact to the system. And if we see one's "life" as is it's own reading path, we have an interesting –and elegant– picture of... (read more)

An omnipotent magicker decides to flip a coin, and the coin lands heads. Afterwards, the magicker changes every particle in the universe to what it would be had the coin landed tails -- including those in his own brain. Is it true that in the past, the coin landed heads, even though this event is epiphenomenal?

I realize that the magicker is violating the laws of entropy, and that in the real world there are no magickers. I also realize that for the purposes of anyone in the universe, the first coin flip doesn't and couldn't possibly matter, because it was epiphenomenal. But I'm still curious what the answer to my question is.

I'm sorry, but this is stupid.  It's not something "being taken seriously by todays physicists" and quite frankly, this article doesn't really say anything at all.

First of all, classical physics isn't exactly a "wrong" model of physics.  Newton's laws are still obeyed in quantum mechanics, but as operator equations on the X and P operators in the Hilbert space.  The only difference is that X and P, instead of being numbers, are non-commuting operators.

Second, lets look at the Schrodinger equation a little more closely.  In it, time and ... (read more)

Either I have my math wrong, or there's nothing wrong with saying that there is a function F(r,t(r)) where t(r) is a function read off r which signifies... well, time. And while F(r,t(r)) is a function of r, it may be more useful for some problems to have it as initially written not F'(r) (for example, because t(r) may have an obvious GLUT).

Is any of this falsifiable? If it's not, why does this theory have more weight than saying that time goes in reverse? Or that time jumps around at random?
What difference would it make if we accepted this as reality?



Timeless Beauty

One of the great surprises of humanity's early study of physics was that there were universal laws, that the heavens were governed by the same order as the Earth:  Laws that hold in all times, in all places, without known exception. Sometimes we discover a seeming exception to the old law, like Mercury's precession, but soon it turns out to perfectly obey a still deeper law, that once again is universal as far as the eye can see.

Every known law of fundamental physics is perfectly global. We know no law of fundamental physics that applies on Tuesdays but not Wednesdays, or that applies in the Northern hemisphere but not the Southern.

In classical physics, the laws are universal; but there are also other entities that are neither perfectly global nor perfectly local. Like the case I discussed yesterday, of an entity called "the lamp" where "the lamp" is OFF at 7:00am but ON at 7:02am; the lamp entity extends through time, and has different values at different times.  The little billiard balls are like that in classical physics; a classical billiard ball is (alleged to be) a fundamentally existent entity, but it has a world-line, not a world-point.

In timeless physics, everything that exists is either perfectly global or perfectly local.  The laws are perfectly global.  The configurations are perfectly local—every possible arrangement of particles has a single complex amplitude assigned to it, which never changes from one time to another.  Each configuration only affects, and is affected by, its immediate neighbors.  Each actually existent thing is perfectly unique, as a mathematical entity.

Newton, first to combine the Heavens and the Earth with a truly universal generalization, saw a clockwork universe of moving billiard balls and their world-lines, governed by perfect exceptionless laws. Newton was the first to look upon a greater beauty than any mere religion had ever dreamed.

But the beauty of classical physics doesn't begin to compare to the beauty of timeless quantum physics.

Timeful quantum physics is pretty, but it's not all that much prettier than classical physics.  In timeful physics the "same configuration" can still have different values at different times, its own little world-line, like a lamp switching from OFF to ON.  There's that ugly t complicating the equations.

You can see the beauty of timeless quantum physics by noticing how much easier it is to mess up the perfection, if you try to tamper with Platonia.

Consider the collapse interpretation of quantum mechanics.  To people raised on timeful quantum physics, "the collapse of the wavefunction" sounds like it might be a plausible physical mechanism.

If you step back and look upon the timeless mist over the entire configuration space, all dynamics manifest in its perfectly local relations, then the "pruning" process of collapse suddenly shows up as a hugely ugly discontinuity in the timeless object.  Instead of a continuous mist, we have something that looks like a maimed tree with branches hacked off and sap-bleeding stumps left behind.  The perfect locality is ruined, because whole branches are hacked off in one operation.  Likewise, collapse destroys the perfect global uniformity of the laws that relate each configuration to its neighborhood; sometimes we have the usual relation of amplitude flow, and then sometimes we have the collapsing-relation instead.

This is the power of beauty:  The more beautiful something is, the more obvious it becomes when you mess it up.

I was surprised that many of yesterday's commenters seemed to think that Barbour's timeless physics was nothing new, relative to the older idea of a Block Universe.  3+1D Minkowskian spacetime has no privileged space of simultaneity, which, in its own way, seems to require you to throw out the concept of a global now. From Minkowskian 3+1, I had the idea of "time as a single perfect 4D crystal"—I didn't know the phrase "Block Universe", but seemed evident enough.

Nonetheless, I did not really get timelessness until I read Barbour.  Saying that the t coordinate was just another coordinate, didn't have nearly the same impact on me as tossing the t coordinate out the window.

Special Relativity is widely accepted, but that doesn't stop people from talking about "nonlocal collapse" or "retrocausation"—relativistic timeful QM isn't beautiful enough to protect itself from complication.

Shane Legg's reaction is the effect I was looking for:

"Stop it!  If I intuitively took on board your timeless MWI view of the world... well, I'm worried that this might endanger my illusion of consciousness.  Thinking about it is already making me feel a bit weird."

I wish I knew whether the unimpressed commenters got what Shane Legg did, just from hearing about Special Relativity; or if they still haven't gotten it yet from reading my brief summary of Barbour.

But in any case, let me talk in principle about why it helps to toss out the t coordinate:

To reduce a thing, you must reduce it to something that does not itself have the property you want to explain.

In old-school Artificial Intelligence, a researcher wonders where the meaning of a word like "apple" comes from.  They want to get knowledge about "apples" into their beloved AI system, so they create a LISP token named apple.  They realize that if they claim the token is meaningful of itself, they have not really reduced the nature of meaning...  So they assert that "the apple token is not meaningful by itself", and then go on to say, "The meaning of the apple token emerges from its network of connections to other tokens."  This is not true reductionism.  It is wrapping up your confusion in a gift-box.

To reduce time, you must reduce it to something that is not time.  It is not enough to take the t coordinate, and say that it is "just another dimension".  So long as the t coordinate is there, it acts as a mental sponge that can soak up all the time-ness that you want to explain.  If you toss out the t coordinate, you are forced to see time as something else, and not just see time as "time".

Tomorrow (if I can shake today's cold) I'll talk about one of my points of departure from Barbour:  Namely, I have no problem with discarding time and keeping causality.  The commenters who complained about Barbour grinding up the universe into disconnected slices, may be reassured:  On this point, I think Barbour is trying too hard.  We can discard t, and still keep causality within r.

I dare to disagree with Barbour, on this point, because it seems plausible that Barbour has not studied Judea Pearl and colleagues' formulation of causality—

Pearl et. al.'s formulation of "causality" would not be anywhere near as enlightening, if they had to put t coordinates on everything for the math to make sense.  Even if the authors insisted that t was "just another property" or "just another number"... well, if you've read Pearl, you see my point.  It would correspond to a much weaker understanding.

Okay, now explain how you can have CP-violation but not CPT violation in a timeless physics. ;)

"I wish I knew whether the unimpressed commenters got what Shane Legg did, just from hearing about Special Relativity; or if they still haven't gotten it yet from reading my brief summary of Barbour."

Hard to say. I don't really see the difference between "time is 'just' a coördinate in 3+1-dimensional spacetime" and "time really doesn't exist." Even if we can get rid of the t in our equations (because we never personally observe a t out there in the world, but infer it from our memories and clocks and such), something still has to account for our memories, and clocks, and the apparent changes in what we perceive: for things to be otherwise would be a violation of Egan's Law. I don't see why it matters whether we call this whatever-it-is "causal relations within configuration space" or whether we give it its own coördinate and call it time.

I have also argued in the past that time is not a 4th dimension. Things exist and they move. We watch that movement and mentally discard aspects such as it's path (straight line, arc) or type (swimming, flying), leaving only the progression aspect, and over all the entities we call this "time."

Because it is the progression that indicates the passage of time and not the positions at any given "moment," if someone snapped their fingers and instantly moved all objects to their 100 years hence positions, it would not be the future, because no progression of motion took place. If they "fast-forwarded" it then yes, it would be the future.

In Barbour's philosophy, if only a single Now existed, could it be conscious? Or would it not be conscious until there were enough to put in a row along something time-ish?

Getting rid of time seems to require a global space of simultaneity to slice along, while a block universe doesn't; but I suppose Barbour addresses this, as well as the trouble of eliminating time but not space from GR.

I'd also like to hear something about CP-violation, even if only "Barbour answers it" or "nobody knows".

Z.M.Davis: maybe I'm misreading (and I know I'm not yet mathematical enough to follow this properly) but the difference seems to be that epiphenomenal time goes away. "X is a full description of the configuration of the universe and t is the time" can be shortened to just X, because X is unique.

I'm trying to find a way to explain why this freaks me out so much...

If time is just another dimension in our model then that's no big deal: here we all are cruising along the time dimension, t = 76 and then one second later t = 77 and so on.  Saying that time is the t parameter which is a dimension is just mathematical notation; it doesn't actually get rid of time.  Intuitively, we can think of the value of t increasing over time, and thus we haven't actually defined time at all, we have only represented it by t.

If we switch to this "static crystal&q... (read more)

I wonder why Eliezer wants to keep causality. Is there some detectable difference if causality exists in the world, compared to the situation where it doesn't exist?

I might imagine that causality exists in my conscious experience: each configuration of particles in my brain "leads to" the next.

Or I might imagine that each configuration of particles in my brain exists as a momentary fluctuation in a universe already subject to heat death: yet each of the configurations is such that it seems to remember another configuration (which did not in fact ... (read more)

Steven:  Wrong question.  "nows" aren't slices of "Block Universe" such that there could coherently be "only a single now".  Nows are mathematical relationships in configuration space, which as a large set of mathematical relationships connected by internal inferential flow couldn't be other than how it is.

Shane:  I would say that Special Relativity imposed locality and thus destroyed the Newtonian "Static Crystal Configuration Space" view of quantum mechanics and that Barbour is trying to restore it with a relational quantum mechanics.

I'm still trying to wrap my non-physicist brain around this.

Okay, so t is redundant, mathematically speaking.  It would be as if you had an infinite series of numbers, and you were counting from the beginning.  The definition of the series is recursive, and defined as such that (barring new revelations in number theory) you can guarantee it will never repeat.  As a trivial example, { t, i } = { 1, 1.1 }, { 2, 1.21 }, { 3, 1.4641 }....  t is redundant, in the sense that you don't need it there to calculate the next item in the series, and subtracting it mak... (read more)

Unknown - surely it can't be a coincidence that we feel like we experience things happening in an order that implies causality?

Shane - get The End Of Time, it's very well written. At first I thought 'get out', but the more you read, the more you think, the more it stands up. And yes, scary stuff.

iwdw - I can't remember which, but one of Brian Greene's books had a line that convinced me that all the configurations do exist simultaneously: "The total loaf exists". How can anything that crazy-sounding not be right?

Ben, actually as soon as I posted I realized that I had contradicted my argument against the dust theory: in other words, according to this, there would be a reason that we seem to have a continuous conscious experience passing through time, but there would be no reason for us not to see strange events like cars turning into elephants and so on, as long as it did not kill us. And since there would be vastly more such possibilities than ordinary possibilities, we could expect such things with a high degree of certainty, even in the next ten seconds.

So actually it turns out that Eliezer is probably right about causality.

iwdw: there has been some thinking about the universe as an actual game of life, Steven Wolfram's New Kind of Science is the one that comes to mind, but I'm sure there are more reputable sources that he stole the idea from. I believe that this thinking runs into trouble with special relativity.

Speaking of which, has anyone ever attempted to actually model space as a graph of relationships between points, in a computer program? Something like the distance-configuration-space in the last post? It occurs to me that this could actually be a more robust represe... (read more)

What is it about this subject that makes it impossible for you people to grasp its implications properly?  I am unable to comprehend your incomprehension.

And why haven't you noticed that the premises of Dust are incontrovertible?

Michael V, I agree with "all mathematical structures exist" type of ideas, but it still seems to me the question is meaningful; it seems like I could represent all the data for one Now into a computer without doing the same thing for all Nows.

Actually ignore the words "I ... but" in my previous post, they're not relevant.

I can't remember which, but one of Brian Greene's books had a line that convinced me that all the configurations do exist simultaneously: "The total loaf exists". How can anything that crazy-sounding not be right?

I'm not sure that taking the crazy-sound of a given statement as positively correlated with it's truth is a useful strategy (in isolation). :-)

I guess I'm not sure what "exists" even means in this context.  Is this in the general sense that "all mathematical objects exist"?  I don't know what sin(435 rad) is offhand, ... (read more)

Caledonian: I too have kinda the same issue with the dust hypothesis. My natural instinct was to go "yes, of course the dust hypothesis is true, it seems impossible it could be otherwise!"

But then, how do I explain that even though there're far more chaotic configurations that contain me than apparently consistent configurations that contain me, I seem to find myself in more ordered state?

That is, I seem to note that the bits of my perceptions corresponding to recent memory and bits of my perception corresponding to what I'm observing in front of... (read more)

You have to look not only at the individual, infinitesimal moments, but the connections between the slices through time.  You only exist as a process, and a process only exists along a timelike axis.

Any coherent perspective has an infinite number of ordered levels of implementation below it.  Any disordered level has no levels above it.

Caledonian, you are completely wrong. Even if having an experience requires more than a single instant, it surely does not require more than a second: and a brain could arise and persist even for a full second, with sufficient luck, within a heat dead universe (or in other chaotic circumstances.) So you can look at a sequence of brains: brain 1, having experience A; brain 2, remembering experience A and having experience B; brain 3, remembering experience A & B and having experience C; and so on. There will be many, many, more sequences of such brains ... (read more)

Given our current level of technology (TL7 going on 8), is it even possible to simulate a universe computationally (the configuration space of the universe, whatever)?

If the wave equation is the distribution over a configuration space with respect to an arbitrary reference frame (i.e. "time"), then what "really exists" (again, not clear on what that means in this context) is an underlying configuration space.  Do we know enough about that to represent one to the extent that we could create a minuscule universe that behaves structurally like our own?

May 28, 2008 at 02:15 PM was me.  Typekey lied to me.

Hard to say. I don't really see the difference between "time is 'just' a coördinate in 3+1-dimensional spacetime" and "time really doesn't exist."  ... something still has to account for our memories, and clocks, and the apparent changes in what we perceive: for things to be otherwise would be a violation of Egan's Law.

That something is the Second Law of Thermodynamics.  The only arrow of time which is not explained by thermodynamics ( + quantum decoherence) + anthropic principle is a CP violation in certain subatomic interactions.   Hopefully Eliezer's next post will explain this more clearly.

I am unable to understand why you can't understand this incredibly simple point.  Do you imagine that the nature of the implementing hardware changes the behavior of an algorithm?  Do you think... (read more)

Caledonian, once again, if you have algorithms for all possible sequences of transitions on a grid like that of Conway's game of life, there will be far, far more sequences that are incredibly disordered and which do not follow any obvious rule, than sequences that follow Conway's rules.

Conscious beings do not exist in those rule systems, Unknown.  Your objection is inane.

I thought the dust theory was that conscious beings exist in every system.

Eliezer, if you believe all of this, why do you care so much about saving the world from "future" ravenous AIs?  The paperclip universes just are and the non-paperclip-universes just are.  Go to the beach, man!  Chill out.  You can't change anyting; there is nothing to change.

Anonymous, I think I sort of get how thermodynamics explains why the arrow of time points the direction it does, but why is there (why does there seem to be) a dimension for the arrow to exist in? Okay, so we can axe the t from the equations, and describe the development of the wavefunction solely in terms of r, but how can the wavefunction develop without something-like-time, whether we decide to call it time or internal relations? Probably I'm just not seeing the reduction yet and future posts will blow my mind. Or I will need to study more maths.

bambi: I think this would be related to Newcomb's Problem?  Just because the future is fixed relative to your current state (or decision making strategy, or whatever), doesn't mean that a successful rational agent should not try to optimize it's current state (or decision making strategy) so that it comes out on the desired side of future probabilities.

It all sorts itself out in the end, of course -- if you're the kind of agent that gets paralyzed when presented with a deterministic universe, then you're not going to be as successful as your consciousness moves to a different part of the configuration as agents that act as if they can change the future.

And for those of us who haven't read Permutation City at all, here's an explanation of this whole "dust theory" thing they're talking about.

(The FAQ Z.M.Davis points to has answers to several good questions about dust theory, but not the question "what is it?")

Borges had a better understanding.  Not anywhere near Egan's grasp of mathematics, of course - but the argument isn't being made in mathematics.  I suspect this is a large part of the problem, since some of you keep making an invalid argument.

Assuming that dust theory or the block universe or Barbourian timelessness are true... I fail to see how it matters to any of us.

Presumably, we are all timeful beings.  I know I am (cogito, ergo tempus fugit), and I assume the rest of you are, too.  Whether I and my memories and my perception of time passing only exist as collections of block slices or as neighboring nodes in the static quantum foam in configuration space or as relationships between specks of dust... or even as time-slices in a computer simulation, or as integers in MathSpace which is the ... (read more)

The problem with dust theory is the part where somebody confuses a simulation with reality. Everything else follows from that initial erroneous step.

Ok, it looks to me like these answers (invoking the future over and over after accepting that there is no 't') are admissions that this type of physics thinking is just playfulness -- no consequences whatsoever, to our own actions or to any observable aspect of the universe.

That's cool, I misunderstood is all.  Maybe life is just a dream, eh?

The problem with your understanding of dust theory is the part where you don't realize simulation and reality are relative to perspective.  There is no objective distinction between them.

Okay, I've heard people claim that a person and a simulated person could have indistinguishable experiences, but I've never had someone claim a person and a computer or a person and a collection of random particles are objectively the same thing. That's rather like stating that there's no objective distinction between cars and bananas.

Caledonian, if you cannot manage to post only the substance of your comments and keep the insults and taunts out of them, I will go through and delete them even if others have already responded to them.  Consider yourself warned.

Caledonian, if your position is that observers do not exist in sequences that would produce disordered observations, I would have to say that the evidence would lead me to agree with you, at least in the sense that there must exist more sequences where observations are ordered, than sequences where observations are disordered, precisely for the reasons that I have been giving. I don't if anyone else would consider this to be consistent with dust theory. Certainly it isn't consistent with my understanding of the theory, or Egan's for that matter, as Z.M. Davis pointed out.

You've never been so intoxicated that you "lose time", and woken up wondering who you threw up on the previous night?  You've never done any kind of hallucinogenic drug?  You don't ... sleep?

Those things you listed are only true for a fairly narrow range of operational paramaters of the human brain.  It's very possible to not do those things, and we stop doing them every night.

The sensation of time passing only seems to exist beca... (read more)

Observing entities do not exist in walks through the Library in which ordered perceptions of themselves do not exist.  Postulating an observer therefore requires postulating a minimal amount of order, which is considerably greater than what would arise from a randomly-chosen walk on average.

Order is not sufficient, of course - all walks containing observers are highly ordered, but not all highly-ordered walks are observed.

Steven:  All the data for one now is necessary and sufficient for every other now.

Caledonian: Pure anthropics may explain what we see, and what you are calling dust theory, as you claim, but you are not giving us any evidence, or even an argument, that dust doesn't generate observers with only partially ordered experiences.  I can see the outline of such an argument, but it doesn't appear to me to be likely to be sound.

You've never been so intoxicated that you "lose time", and woken up wondering who you threw up on the previous night? You've never done any kind of hallucinogenic drug? You don't ... sleep?

I have in fact done at least two of the above three.  (Perhaps if I slept I wouldn't need to take drugs so often...)

But you're taking my words too literally and missing my point.  Indeed, it is very possible for me to fail to perceive time; I've done it before, and at some point I'll do it forever.  But the very fact that I can sit here, now, and talk about &qu... (read more)

People who have been in accidents, especially those that are physically shocking (like car accidents that involve sudden, vio... (read more)

I see that my post explaining just why it's valid is gone.  Never mind that, then.

As for your 'likely to be sound', you should stop concerning yourself with what's likely and focus on what's logical.  Soundness isn't a useful concept here.

As I already said, you are welcome to repost the comment without the little dig at the end.  I have already emailed you the text of it.  Just put in the substantive arguments, and leave out the "Wrong!" or "How stupid!" or "You're so illogical!"  Otherwise, I may zap your comments whenever I get around to it.

I approve of Eliezer's response to Caledonian's insults and taunts because if Calendonian can continue the way he would like to continue then he will eventually attract others commenters who are habitually unecessarily combative, boastful or immoderate, which will eventually repel thoughtful readers from reading the comments.  Now on to my comment.

I tentatively agree with Eliezer that taking the t out of Schroedinger's equation makes it more beautiful although of course for my opinion to be worth very much I would have to spend at least a few months applyi... (read more)

I don't buy this abolition of time at all, but this question of how CP violation appears in Barbour's scheme seems like a good test of one's understanding.

The abolition of a time coordinate in quantum gravity is not Barbour's invention. The usual Schrodinger equation is Hψ = -i/hbar dψ/dt, where the H operator represents total energy (typically, sum of a potential and a kinetic term). But in general relativity, the total energy persistently shows up as zero (gravitational potential energy cancelling out against mass-energy, I believe; I confess I'm just re... (read more)

Erratum, I should have written "(quark disappears) (weak interaction happens) (antiquark appears)". My point is that the algebraic reversal of that expression is different from the time reversal of it, so those two parts of the Hamiltonian do actually say different things about the amplitude gradients in configuration space, even when you think about it "timelessly".

Bambi:  The particular reason for blogging rather than rum is that the math says he blogs here and now.  The future isn't immune to our actions, it is what it is as the result of our actions, which likewise are what they are.  We cause it to be in the same manner that the earlier states of a Turing Machine cause the later states to be.

The question that interests me, Michael, is whether a human being's coming to believe that the future is already determined will make the human being less likely to write the blog post or to help build the spaceship that deflects the civilization-destroying asteroid.

Thinking about it objectively, Richard, it should do neither. If I want to drink fruity rum on the beach, I can. If I want to blog, I can do that too. The fact that the result of this choice already exists further along the block is neither here nor there. It shouldn't make any difference at all. I'd very much like to hear a sensible counterargument.

'Do you have free will?' is the wrongest question of them all. 

It should do neither, but people are weird that way. Any excuse to slack off....

So they assert that "the apple token is not meaningful by itself", and then go on to say, "The meaning of the apple token emerges from its network of connections to other tokens."  This is not true reductionism.  It is wrapping up your confusion in a gift-box.

Your criticism seems off the mark to me.  These AI researchers were trying to automate reasoning.  They turned to formal logic, which makes perfect sense -- formal logic is just highly disciplined reasoning, so disciplined that a computer can check it.  If you're using formal lo... (read more)

"In timeful physics the same configuration can still have different values at different times, its own little world-line, like a lamp switching from OFF to ON."
And after that I understood it! The beauty of timeless in that we don't have conception of CHANGE of the SAME object, it's oxymoron that we delete. In classic physics how we define something ONE object/configuration if it DIFFERENT at different times, these definitions are arbitrary, classic physics create paradox of Theseus ship, timeless disappoint it.
Before this moment I don't understand why ti... (read more)



Timeless Causality

Julian Barbour believes that each configuration, each individual point in configuration space, corresponds individually to an experienced Now—that each instantaneous time-slice of a brain is the carrier of a subjective experience.

On this point, I take it upon myself to disagree with Barbour.

There is a timeless formulation of causality, known to Bayesians, which may glue configurations together even in a timeless universe.  Barbour may not have studied this; it is not widely studied.

Such causal links could be required for "computation" and "consciousness"—whatever those are.  If so, we would not be forced to conclude that a single configuration, encoding a brain frozen in time, can be the bearer of an instantaneous experience.  We could throw out time, and keep the concept of causal computation.

There is an old saying:  "Correlation does not imply causation."  I don't know if this is my own thought, or something I remember hearing, but on seeing this saying, a phrase ran through my mind:  If correlation does not imply causation, what does?

Suppose I'm at the top of a canyon, near a pile of heavy rocks.  I throw a rock over the side, and a few seconds later, I hear a crash.  I do this again and again, and it seems that the rock-throw, and the crash, tend to correlate; to occur in the presence of each other.  Perhaps the sound of the crash is causing me to throw a rock off the cliff?  But no, this seems unlikely, for then an effect would have to precede its cause.  It seems more likely that throwing the rock off the cliff is causing the crash.  If, on the other hand, someone observed me on the cliff, and saw a flash of light, and then immediately afterward saw me throw a rock off the cliff, they would suspect that flashes of light caused me to throw rocks.

Perhaps correlation, plus time, can suggest a direction of causality?

Once, sophisticated statisticians believed this problem was unsolvable.  Many thought it was unsolvable even with time.  Time-symmetrical laws of physics didn't seem to leave room for asymmetrical causality.  And in statistics, nobody thought there was any way to define causality.  They could measure correlation, and that was enough.  Causality was declared dead, and the famous statistician R. A. Fisher testified that it was impossible to prove that smoking cigarettes actually caused cancer.

Let's say we have a data series, generated by taking snapshots over time of two variables 1 and 2.  We have a large amount of data from the series, laid out on a track, but we don't know the direction of  time on the track.  On each round, the past values of 1 and 2 probabilistically generate the future value of 1, and then separately probabilistically generate the future value of 2.  We know this, but we don't know the actual laws.  We can try to infer the laws by gathering statistics about which values of 1 and 2 are adjacent to which other values of 1 and 2.  But we don't know the global direction of time, yet, so we don't know if our statistic relates the effect to the cause, or the cause to the effect.

When we look at an arbitrary value-pair and its neighborhood, let's call the three slices L, M, and R for Left, Middle, and Right.

We are considering two hypotheses.  First, that causality could be flowing from L to M to R:

Second, that causality could be flowing from R to M to L:

As good Bayesians, we realize that to distinguish these two hypotheses, we must find some kind of observation that is more likely in one case than in the other.  But what might such an observation be?

We can try to look at various slices M, and try to find correlations between the values of M, and the values of L and R.  For example, we could find that when M1 is in the + state, that R2 is often also in the + state.  But is this because R2 causes M1 to be +, or because M1 causes R2 to be +?

If throwing a rock causes the sound of a crash, then the throw and the crash will tend to occur in each other's presence.  But this is also true if the sound of the crash causes me to throw a rock.  So observing these correlations does not tell us the direction of causality, unless we already know the direction of time.

From looking at this undirected diagram, we can guess that M1 will correlate to L1, M2 will correlate to R1, R2 will correlate to M2, and so on; and all this will be true because there are lines between the two nodes, regardless of which end of the line we try to draw the arrow upon.  You can see the problem with trying to derive causality from correlation!

Could we find that when M1 is +, R2 is always +, but that when R2 is +, M1 is not always +, and say, "M1 must be causing R2"?  But this does not follow.  We said at the beginning that past values of 1 and 2 were generating future values of 1 and 2 in a probabilistic way; it was nowhere said that we would give preference to laws that made the future deterministic given the past, rather than vice versa.  So there is nothing to make us prefer the hypothesis, "A + at M1 always causes R2 to be +" to the hypothesis, "M1 can only be + in cases where its parent R2 is +".

Ordinarily, at this point, I would say:  "Now I am about to tell you the answer; so if you want to try to work out the problem on your own, you should do so now."  But in this case, some of the greatest statisticians in history did not get it on their own, so if you do not already know the answer, I am not really expecting you to work it out.  Maybe if you remember half a hint, but not the whole answer, you could try it on your own.  Or if you suspect that your era will support you, you could try it on your own; I have given you a tremendous amount of help by asking exactly the correct question, and telling you that an answer is possible.

So!  Instead of thinking in terms of observations we could find, and then trying to figure out if they might distinguish asymmetrically between the hypotheses, let us examine a single causal hypothesis and see if it implies any asymmetrical observations.

Suppose that we do know L1 and L2, but we do not know R1 and R2.  Will learning M1 tell us anything about M2?

to hold?  The answer, on the assumption that causality flows to the right, and on the other assumptions previously given, is no.  "On each round, the past values of 1 and 2 probabilistically generate the future value of 1, and then separately probabilistically generate the future value of 2."  So once we have L1 and L2, they generate M1 independently of how they generate M2.

But if we did know R1 or R2, then, on the assumptions, learning M1 would give us information about M2.  Suppose that there are siblings Alpha and Betty, cute little vandals, who throw rocks when their parents are out of town.  If the parents are out of town, then either Alpha or Betty might each, independently, decide to throw a rock through my window.  If I don't know whether a rock has been thrown through my window, and I know that Alpha didn't throw a rock through my window, that doesn't affect my probability estimate that Betty threw a rock through my window—they decide independently.  But if I know my window is broken, and I know Alpha didn't do it, then I can guess Betty is the culprit.  So even though Alpha and Betty throw rocks independently of each other, knowing the effect can epistemically entangle my beliefs about the causes.

Similarly, if we didn't know L1 or L2, then M1 should give us information about M2, because from the effect M1 we can infer the state of its causes L1 and L2, and thence the effect of L1/L2 on M2.  If I know that Alpha threw a rock, then I can guess that Alpha and Betty's parents are out of town, and that makes it more likely that Betty will throw a rock too.

Which all goes to say that, if causality is flowing from L to M to R, we may indeed expect the conditional dependence

So if we observe, statistically, over many time slices:

P(M2|L1,L2) = P(M2|M1,L1,L2)
P(M2|R1,R2) ≠ P(M2|M1,R1,R2)

Then we know causality is flowing from left to right; and conversely if we see:

P(M2|L1,L2) ≠ P(M2|M1,L1,L2)
 P(M2|R1,R2) = P(M2|M1,R1,R2)

Then we can guess causality is flowing from right to left.

This trick used the assumption of probabilistic generators.  We couldn't have done it if the series had been generated by bijective mappings, i.e., if the future was deterministic given the past and only one possible past was compatible with each future.

So this trick does not directly apply to reading causality off of Barbour's Platonia (which is the name Barbour gives to the timeless mathematical object that is our universe).

However, think about the situation if humanity sent off colonization probes to distant superclusters, and then the accelerating expansion of the universe put the colonies over the cosmological horizon from us.  There would then be distant human colonies that could not speak to us again:  Correlations in a case where light, going forward, could not reach one colony from another, or reach any common ground.

On the other hand, we would be very surprised to reach a distant supercluster billions of light-years away, and find a spaceship just arriving from the other side of the universe, sent from another independently evolved Earth, which had developed genetically compatible indistinguishable humans who speak English.  (A la way too much horrible sci-fi television.)  We would not expect such extraordinary similarity of events, in a historical region where a ray of light could not yet have reached there from our Earth, nor a ray of light reached our Earth from there, nor could a ray of light reached both Earths from any mutual region between.  On the assumption, that is, that rays of light travel in the direction we call "forward".

When two regions of spacetime are timelike separated, we cannot deduce any direction of causality from similarities between them; they could be similar because one is cause and one is effect, or vice versa.  But when two regions of spacetime are spacelike separated, and far enough apart that they have no common causal ancestry assuming one direction of physical causality, but would have common causal ancestry assuming a different direction of physical causality, then similarity between them... is at least highly suggestive.

I am not skilled enough in causality to translate probabilistic theorems into bijective deterministic ones.  And by calling certain similarities "surprising" I have secretly imported a probabilistic view; I have made myself uncertain so that I can be surprised.

But Judea Pearl himself believes that the arrows of his graphs are more fundamental than the statistical correlations they produce; he has said so in an essay entitled "Why I Am Only A Half-Bayesian".  Pearl thinks that his arrows reflect reality, and hence, that there is more to inference than just raw probability distributions.  If Pearl is right, then there is no reason why you could not have directedness in bijective deterministic mappings as well, which would manifest in the same sort of similarity/dissimilarity rules I have just described.

This does not bring back time.  There is no t coordinate, and no global now sweeping across the universe.  Events do not happen in the past or the present or the future, they just are.  But there may be a certain... asymmetric locality of relatedness... that preserves "cause" and "effect", and with it, "therefore".  A point in configuration space would never be "past" or "present" or "future", nor would it have a "time" coordinate, but it might be "cause" or "effect" to another point in configuration space.

I am aware of the standard argument that anything resembling an "arrow of time" should be made to stem strictly from the second law of thermodynamics and the low-entropy initial condition.  But if you throw out causality along with time, it is hard to see how a low-entropy terminal condition and high-entropy initial condition could produce the same pattern of similar and dissimilar regions.  Look at in another way:  To compute a consistent universe with a low-entropy terminal condition and high-entropy initial condition, you have to simulate lots and lots of universes, then throw away all but a tiny fraction of them that end up with low entropy at the end.  With a low-entropy initial condition, you can compute it out locally, without any global checks.  So I am not yet ready to throw out the arrowheads on my arrows.

And, if we have "therefore" back, if we have "cause" and "effect" back—and science would be somewhat forlorn without them—then we can hope to retrieve the concept of "computation".  We are not forced to grind up reality into disconnected configurations; there can be glue between them.  We can require the amplitude relations between connected volumes of configuration space, to carry out some kind of timeless computation, before we decide that it contains the timeless Now of a conscious mind.  We are not forced to associate experience with an isolated point in configuration space—which is a good thing from my perspective, because it doesn't seem to me that a frozen brain with all the particles in fixed positions ought to be having experiences.  I would sooner associate experience with the arrows than the nodes, if I had to pick one or the other!  I would sooner associate consciousness with the change in a brain than with the brain itself, if I had to pick one or the other.

This also lets me keep, for at least a little while longer, the concept of a conscious mind being connected to its future Nows, and anticipating some future experiences rather than others.  Perhaps I will have to throw out this idea eventually, because I cannot seem to formulate it consistently; but for now, at least, I still cannot do without the notion of a "conditional probability".  It still seems to me that there is some actual connection that makes it more likely for me to wake up tomorrow as Eliezer Yudkowsky, than as Britney Spears.  If I am in the arrows even more than the nodes, that gives me a direction, a timeless flow.  This may possibly be naive, but I am sticking with it until I can jump to an alternative that is less confusing than my present confused state of mind.

Don't think that any of this preserves time, though, or distinguishes the past from the future.  I am just holding onto cause and effect and computation and even anticipation for a little while longer.

But if you throw out causality along with time, it is hard to see how a low-entropy terminal condition and high-entropy initial condition could produce the same pattern of similar and dissimilar regions. 

Aren't you assuming an expanding universe here?  Some physicists speculate that if the universe were to contract in a Big Crunch, quantum decoherence would reverse and macroscopic entropy would decrease as highly correlated quantum fluctuations would be erased by destructive interference.  The end effect is that the thermodynamic arrow of time is reversed and such a situation becomes indistinguishable from an expanding universe with increasing entropy.  I'm not sure if this is a widely accepted view.

"It still seems to me that there is some actual connection that makes it more likely for me to wake up tomorrow as Eliezer Yudkowsky, than as Britney Spears."

Connection between what and what? If there is no time, there are no separate  moments or instants to be connected to each other. There is just a thing, you, existing. And not even existing continuously, just existing (outside of time).

And yet fire as a phenomenon exists in several spatio-temporal coordinates, right? If the observer of consciousness is a property of conscious experience as a physical phenomena, maybe we should expect to find it wherever consciousness exists.

Your comfort with expressing uncertainty, including rather high levels of fundamental uncertainty, is improving your thinking and your writing, in my opinion.

I am uncertain about difficult problems, HA.  I refuse to fake modesty on problems that are easy unto me.  Even though I know some people find uncertainty reassuring, I will not pretend to be uncertain on straightforward problems; the truly wise would not be impressed.  You should realize that being uncertain about a problem yourself, does not mean that uncertainty is the inherently correct attitude.

It's not a matter of modesty so much as skepticism.

If the universe is timeless, but causal, it is an interesting empirical observation that causal direction never seems to contradict 'temporal direction.'

I don't want to speak for Pearl, but my understanding of his position is that causality is more fundamental than probability in the human mind (not necessarily more fundamental in reality).

That's what it seems he's getting at in the linked essay. 

Wait a second, this doesn't make sense.
If the universe is timeless, then you don't have to actually simulate the universe on a computer. You can just create a detailed model of the universe, put in the neccesery causality structure, stick it in the RAM, and voila! you have conscious beings living out their lives in a universe. You don't even have to put it in the RAM, you can just write out symbols on a piece of paper!
Or can this impeccable line of reasoning be invalidated by experimental evidence?

By Eliezer's line of reasoning above - that the subjective experience is in the causal change between one state and the 'next' then yes, symbols are as good a substrate as any. FWIW, this is how I see things too.

4 years too late but... this is missing the point of both Eliezer and IL. Eliezer/Barbour's timeless physics has no changing state over time, because there is no time. Both states exist in a timeless configuration space, and the causal connection between them is only inferred. IL is trying to illustrate this leads to some pretty rediculous conclusions - such as that all you have to do is write down the states on a piece of paper, and then viola - you have created conscious beings even though no computation is actually going on.

EDIT: For what it's worth I think the Barbour's physics is a mysterious answer that doesn't actually dissolve any of the questions it purports to solve..

The process of generating the model requires law-abiding computations.

All universes with causal structure obey laws that give them that causal structure, you have to check that your model follows those laws, this requires law-abiding computation.

"I am uncertain about difficult problems, HA. I refuse to fake modesty on problems that are easy unto me. Even though I know some people find uncertainty reassuring, I will not pretend to be uncertain on straightforward problems; the truly wise would not be impressed. You should realize that being uncertain about a problem yourself, does not mean that uncertainty is the inherently correct attitude."

This response is a result of a fair and reasonable reading of my comment?

Don't think that any of this preserves time, though, or distinguishes the past from the future.  I am just holding onto cause and effect and computation and even anticipation for a little while longer.

What is the difference between a time-like relationship and a causal relationship?  How have you not preserved time by preserving causality?

I believe that David Hume said as much a few hundred years ago.

HA, that's what you get for paying compliments around here!

IL, think of it like this. If you simulated a conscious being one moment-slice at a time, presumably you'd think of it as 'conscious'. So if you simulate all those moment-slices at once, why would it be any less conscious? Whatever the detail, we are reasonably certain that The Passage Of Time is not a fundamental element of the universe, but rather the way we seem to experience things.

Has anyone else read Vonnegut's Slaughterhouse-5? Great plotline about alien beings who experience all of their lives simultaneously.

But if you throw out causality along with time, it is hard to see how a low-entropy terminal condition and high-entropy initial condition could produce the same pattern of similar and dissimilar regions.

My intuition differs - but for those who think otherwise this would be well worth trying to show the difference more formally.

Isn't causality strictly a map of a world strictly governed by physical laws? If a billiard ball strikes another ball, causing it to move, that is just our way of describing the motions of the balls. And besides, the universe doesn't even split the world up into individual "objects" or "events," so how can causality really exist?

By the way,  any physical system is defined not just by its positions, but by its derivatives and second derivatives as well (I believe this is enough to describe the complete state of a system?). So when you talk about frozen states in a timeless universe, they still have to have time derivatives (in our perception of them). In other words, a sequence of still claymation frames and continuous motion may produce the same movie, but they correspond to very different realities.

Isn't causality strictly a map of a world strictly governed by physical laws? If a billiard ball strikes another ball, causing it to move, that is just our way of describing the motions of the balls. And besides, the universe doesn't even split the world up into individual "objects" or "events," so how can causality really exist?

By the way,  any physical system is defined not just by its positions, but by its derivatives and second derivatives as well (I believe this is enough to describe the complete state of a system?). So when you talk about frozen states in a timeless universe, they still have to have time derivatives (in our perception of them). In other words, a sequence of still claymation frames and continuous motion may produce the same movie, but they correspond to very different realities.

Now my mind is blown. Great post, and great response to HA.

"Imply" here means "imply with certainty", making the saying good advice for people who don't understand probability.

This, at least, is naive - what is the "me" that is more likely to wake up as EY? If "you" woke up as Britney Spears, "you" would be Britney Spears, with her memories and everything. I'd be very surprised if this sentence proved to mean anything, even if a long-term connected picture is necessary for anticipation. (Incidentally, an intermediate view is possible, where experience-moments supervene on short-but-nonzero-duration causal structures - in order to evade Dust Theory - but nothing (except memory) links the experience-moments.)

IL, to do what you suggest you'd have to actually compute the history of your universe, meaning the causal relations would exist, so there wouldn't be any problem with there being consciousness.
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"Imply" here means "imply with certainty", making the saying good advice for people who don't understand probability.

This, at least, is naive - what is the "me" that is more likely to wake up as EY? If "you" woke up as Britney Spears, "you" would be Britney Spears, with her memories and everything. I'd be very surprised if this sentence proved to mean anything, even if a long-term connected picture is necessary for anticipation. (Incidentally, an intermediate view is possible, where experience-moments supervene on short-but-nonzero-duration causal structures - in order to evade Dust Theory - but nothing (except memory) links the experience-moments.)

IL, to do what you suggest you'd have to actually compute the history of your universe, meaning the causal relations would exist, so there wouldn't be any problem with there being consciousness.

Now my mind is blown. Great post, and great response to HA.

"Imply" here means "imply with certainty", making the saying good advice for people who don't understand probability.

This, at least, is naive - what is the "me" that is more likely to wake up as EY? If "you" woke up as Britney Spears, "you" would be Britney Spears, with her memories and everything. I'd be very surprised if this sentence proved to mean anything, even if a connected picture is necessary for anticipation. (I'm drawn to an intermediate view, where experience-moments supervene on short-but-nonzero-duration causal structures - in order to evade Dust Theory - but nothing (except memory) links the experience-moments.)

IL, to do what you suggest you'd have to actually compute the history of your universe, meaning the causal relations would exist, so there wouldn't be any problem with there being consciousness.

Caledonian: thanks for the reply, but that wasn't what I was getting at.  I can see that things in a temporal sequence may not be causally related - e.g. the light flashes and then the bell rings, but the light didn't cause the bell.  My question was about the reverse implication: if causality exists, such that A causes B, does that not necessarily imply that A preceded B and that time exists?  If not, what aspect of time is not included within the notion of causality such that we can have causality but not time?

The only case I can think of offhand would be a time loop: grampa tells dad a secret, dad tells it to me, then I go back in time and tell it to grampa.  In this case causality and time diverge for at least part of the loop.  But in Elizier's explanation of causality without time, where you use Bayesian analysis to determine which events in a series caused the others, requires that there be no causality loops.  So I don't think my time loop example answers my question: what is the difference between causality-with-time and causality-without-time?

Nick: IL, to do what you suggest you'd have to actually compute the history of your universe, meaning the causal relations would exist, so there wouldn't be any problem with there being consciousness.

I don't think that's correct.  You could populate your model with random data, and if that data happens to be an accurate representation of the timeless universe, then poof you have created consciousness with no computation required (unless you believe that acquiring random data and writing it to RAM is "computation" of the kind that should create causality and consciousness).

Granted, most such randomly populated models wouldn't contain causality or consciousness.  But a non-zero number of them would.

I think IL's point stands.  If the universe is timeless, then a sufficiently large integer is full of conscious beings.

No, because there are no causal relationships, or relationships at all, within the randomly generated memory. If all you know is the prior distribution, not that the large-scale structure is in fact meaningful, there's no mutual information between any of the bits; and even once you know all the bits, since they're independent and random you can't say "this bit is 1 because this bit is 0."

This all smells of Mind Projection Fallacy, now that I think about it.

What is there to support the assumption that the universe generates future values independently of each other?

I feel agreement with "I would sooner associate consciousness with the change in a brain than with the brain itself, if I had to pick one or the other.", and yet I wonder.  Doesn't a configuration space contain the fact that change is occurring, at least in the sense that it contains the informational content of relative velocities, not just of relative positions?  Also, I have long asserted that experience associated with static configurations seems to me to be close to isomorphic to experience associated with multiple instantiations of a computation.  In any event, even if we have retained causality we have still eliminated change.

Michael: could you elaborate on "Also, I have long asserted that experience associated with static configurations seems to me to be close to isomorphic to experience associated with multiple instantiations of a computation."?

Ricky: I don't think that assumption is being made; rather, you have to transform causal hypotheses with intramoment dependencies into ones without (this seems like it should always be possible).

Eliezer: this may indicate I missed the point of that section, but you can generate a high→low entropy history by computing a low→high entropy history and reversing the frames. It looks to me like Bayesian causality naturally accompanies increase in entropy, since (very handwavingly, this is hard for me to verbalize) P(M2|R1,R2) ≠ P(M2|M1,R1,R2) is more likely to hold if R has higher entropy than M.
(Is there a different standard term?)

This definition of causality doesn't seem to work, since the universe clearly doesn't generate future values independently of each other. Consider the following story:

On Monday I decide to buy 2 windows of the same mass. Suppose I want to buy the biggest windows I can afford, and I have money in two bank accounts that I can use for this purpose. On Tuesday a couple of cute little vandals break both of my windows. Some of the glass falls inside my home, and rest outside. Now let:

L1 = how much money I had in bank 1
L2 = how much money I had in bank 2
M1 = mass of window 1
M2 = mass of window 2
R1 = mass of glass that fell inside my home
R2 = mass of glass that fell outside my home

Intuitively it seems pretty obvious that the arrow of causality runs from left to right, but if you use the definition Eliezer gave, you'd get the opposite result. Quoting Eliezer:

P(M2|L1,L2) ≠ P(M2|M1,L1,L2)
P(M2|R1,R2) = P(M2|M1,R1,R2)

Then we can guess causality is flowing from right to left.

Well, P(M2|L1,L2) ≠ P(M2|M1,L1,L2) because M2 depends on the price of glass as well as L1 and L2, but knowing M1 gives us the precise value of M2 (remember that I wanted to buy 2 windows of the same mass). P(M2|R1,R2) = P(M2|M1,R1,R2) since M2=(R1+R2)/2 and M1 doesn't give any more information on top of that.

Nick: What is there to support the assumption that causal hypotheses with intramoment dependencies can always be transformed into ones without?

Dynamically Linked, that's cheating because M1 always equals M2. It's like those division by zero proofs.

Regardless, Eliezer's point here is utterly beautiful and blew my mind, but I just want to check it's applicability in practice:

Suppose that we do know L1 and L2, but we do not know R1 and R2.  Will learning M1 tell us anything about M2?


to hold?  The answer, on the assumption that causality flows to the right, and on the other assumptions previously given, is no.


True if we're sure we're perfectly reading L1/L2 and perfectly interpreting them to predict M2. But if not then I think the answer's yes because M1 provides additional implicit evidence about L1/L2 than we get from an imperfect reading or interpretation of L1/L2 alone.

Then again, you still get evidence about the direction of causality by how much P(M2|L1,L2) and P(M2|M1,L1,L2) tend to approximately equality in each direction, so even very imperfect knowledge could be got around with statistical analysis. I haven't read Judea Pearl's book yet so sorry if I this is naive or already discussed.

RI, what if I wanted to buy two windows such that one is twice the mass of the other. Is that still cheating?

Nick, how would you transform my causal hypothesis (in the comment above) with intramoment dependencies into one without?

Caledonian: What I mean by "time" is whatever Eliezer means by it, and what I mean by "exist" is that thing that Eliezer says causality does but time doesn't.  It seems to me that time and causality are so intertwined that they are surely the same thing; if you have causality but not time, then I don't understand what this "time" thing is that you don't have.

When Eliezer says things like "Our equations don't need a t in them, so we can banish the t and make our ontology that much simpler", perhaps I need a better understanding of exactly what he's proposing to banish.

Perhaps my first clue is your point that causality loops are logically possible.  Perhaps time loops aren't logically possible, and that's one way in which the two are not the same.  Perhaps I'm using a different mental dictionary than everyone else in these threads.

I'm not sure that the "arrows" are more real in all cases.

Well, first, as far as bijective deterministic thing, I'm going to say that there is no prefered direction, no "true" internal causality direction, given that the rule in all candidate directions is equally simple in either direction and equally local. In that case, claiming any arrows would seem to be epiphenomenal. I mean, it looks like the only thing it could mean there is if something external to the system violated its fundamental rules, reaching in and altering the system somewhere. Then the direction in which the change would propagate would be the causality direction. But then, that just brings in a larger external system and one can ask about the total causality of that...

Perhaps from there we ought take the idea that a simple discrete unique direction of causality is simply a fundamentally wrong model?

Now, if you have some deterministic system which is not bijective, then it does seem pretty clear that the direction in which it's deterministic would perhaps the the most objectively valid direction for "objective causality"

A refinement: Bijective and local, but if we consider a step in some direction, A -> B, such that to determine the state of a neighborhood in B of size x, you need a neighborhood in A of size y, but if going in the B -> A direction, to determine state of neighborhood of size x in A you need neighborhood of size z > y in B, then I think I'd say A -> B is the "natural" direction of causality.

Frankly, I'm semi suspecting that perhaps the concepts of locality and causality are deeply tied to one another.

Anyways, let's consider Barbour's universe for a moment... What would we consider ultimate cause and effect? The basic rule for the amplitude field + boundry conditions = ultimate cause of everything going on, right?

Perhaps we mean "given that, and given some other thing, but changing some other thing, what happens?"

It looks like perhaps some notion of "relative causality" or "conditional causality" may be in order, rather than simply being tied to a single absolute causality.

Sorry some of this is vague, I'm still thinking it through.

Oh... With Barbour's Platonia, there actually would be something that fits with some of the above: The whole thing about neighborhood size. I THINK the direction away from the origin may be the prefered direction based on that criteria, at least if one starts with a neighborhood as "wide" as it needs to be to hit the boundries.

On the other hand, what if someone started midPlatonia with a hyperspherical shell shaped neighborhood of known values? Then away from the origin of that would be the locally prefered direction... until one hit the boundries. Then stuff would start getting odd.

As I said, I'm still thinking it through, but it does look like some form of notion of relative of conditional causality is really needed.

Consider our brain states... Given that and the physics, there's presumably a natural "forward" direction, or group of prefered directions. (There can't be a single prefered direction in Platonia anyways... I mean, you've got effective branching into the decoherent worlds and all that...)

Now, given some locally prefered direction, we might ask if we held fixed the "tag"/dimensions representing us, but varied some other factors/dimensions that we're curios about, then peek ahead in whatever the "obvious relative to us" prefered directions are for each of the states we're testing, what would be different in each? That would tell us something about what the changing thing causally affects, relative to us.

Sorry this is a bit rambling. I'm confused on this issue too, I'm just here poking and prodding at it and hoping I get out some useful insight.

Noether's theorem links symmetry to conservation laws. If you have an asymmetry in your causality, then you don't have conservation of energy anymore.

An exemple of such a system is Conway's game of Life, where you cannot always deduce the past state of the board from its future state. The sum total of all cells values in a Life board isn't constant over different time slices either, so no conservation there.

Is it possible that on that one you're still attached to one of those comfortable fuzzy thoughts ? Is there for instance a(n emotional) reason to value an universe in which there is causality over one where there isn't ?

The symmetry corresponding to conservation of energy is time translation, not time reversal. That said, I have other reasons to be doubtful of Yudkowsky's thesis here. In particular, I think it really does come down to entropy.

Infotropism: There may be some other things which are conserved in Life, some abstract properties maybe. I dunno, anyone here know? Anyways, does Noether's theorem even apply to it? I thought it just applied to things that had lagrangians or something analogous. Can Life be represented in any mathematical form that ends up with sufficient lagrangian or whatever structure that Noether's theorem can even begin to talk about it?

Also, I think Eliezer was hinting at that possibility, he was partly suggesting something along the lines of "am sticking with this notion until I have something better and less confusing to replace it with."

Since patterns in Conway's Game can grow exponentially and without limit, I doubt there are any useful conservation principles that hold in all cases.  There are probably specific pattern sets that obey conservation of certain properties, but not the ruleset as a whole.

I'm not sure what you mean by "grow exponentially" here - they certainly can't add dimension or number of live cells exponentially with respect to time; dimension is only ever added one cell per time-slice and is thus O(n) while number of cells contained within the maximum dimensions is O(n^2) and thus so is the number of live cells.

Nick:  Casually, either experience is a property of the math, in which case it only comes from a single instance of a computation (or even from zero instances) or it's a property of the existence of the physical state, in which case it comes from multiple instances, but equally much from one instance that endures for as long as those multiple instances do.  Timeless physics may make a third path possible, and there may be other work-arounds, but those two possibilities seem to be the default.

Caledonian: It doesn't need to be a simple sum. What I meant was maybe something a bit more abstract. Perhaps something with some form of "directionality", analogous to momentum, such that different sections can cancel out.

Or maybe some more abstract property, perhaps some completely non local property that turns out to be conserved. Again, I'm not saying there is such a property in Life, merely that it's not obvious to me that there isn't, and that as far as I know, Noether's theorem doesn't apply to this sort of system.

(If I'm wrong about the last, well, someone lemme know? :))

Nick, here's what Judea Pearl wrote on this topic. On page 59 of his book:

This suggests that the consistent agreement between physical and statistical times [i.e., the direction of time and the direction of causality] is a byproduct of the human choice of linguistic primitives and not a feature of physical reality. ... Pearl and Verma (1991) speculated that this preference represents survival pressure to facilitate prediction of future events, and that evolution has evidently ranked this facility more urgent than that of finding hindsighted explanation for current events.

Eliezer wants to go from timeless physics to causality, to computation, to anticipation. He admits being unsure about the latter two steps, but even the first step doesn't seem to work. And besides, timeless physics (and relational physics, which timeless physics builds on top of) itself is highly speculative and problematic. Is the intention to actually convince us of the correctness of these ideas, or just to make us "think outside the box" and realize that these possibilities exist?

We have this mathematical Platonia object and the relation across the time dimension is not symmetric: in what we call increasing values of time slices of the Platonia get larger.  If you want to talk about some of the structures in the Platonia as "timeless causation" or "computation" then, sure, I have no problem with that.  But I don't see that you've created or rescued anything, you've just defined existing words in terms of the Platonia's structure.

I certainly don't see why you are being "forced to grind up reality into disconnected configurations".  Why not continuous time?  Then you don't need "glue between them" as there is no between.  Speaking of which, your example is in discrete time, but does it hold in continuous time?  From mathematical finance I've learnt that many counter intuitive things can happen in continuous time stochastic processes.  Unfortunately, I'm only just coming to terms with discrete time martingale theory and haven't yet progressed to the continuous case - so I can't answer this question myself.

Yes, the discrete vs. continuous time issue calls into question the conclusions drawn from the example.  This is related to my question above: "What is there to support the assumption that the universe generates future values independently of each other?"

Configuration vs computation:
Storing a configuration depends on the representation. To say that you're storing a configuration of Conway's Life, rather than some other 2d cellular automaton, requires some commitment that this is the intended computation. I have no idea what such a commitment would look like. Actually doing the computation sounds pretty good, but otherwise?

There is no t coordinate, and no global now sweeping across the universe.  Events do not happen in the past or the present or the future, they just are.  But there may be a certain... asymmetric locality of relatedness... that preserves "cause" and "effect", and with it, "therefore"

Not to trivialize this, but Phillip Fry helps me think about it, by going back in time and being his own grandfather: 

http://en.wikipedia.org/wiki/Roswell_That_Ends_Well

for him, whether he was prior to his father is an unanswerable question, but the story is causally consistent.

I'm just curious: Is there an intentional double-meaning of L, M, R (Light, Me, Rock)?

I'm not sure I understand, but are you saying there's a reason to view a progression of configurations in one direction over another? I'd always (or at least for a long time) essentially considered time a series of states (I believe I once defined passage of time as a measurement of change), basically like a more complicated version of, say, the graph of y=ln(x). Inverting the x-axis (taking the mirror image of the graph) would basically give you the same series of points in reverse, but all the basic rules would be maintained - the height above the x-axis would always be the natural log of the x-value. Similarly, inverting the progression of configurations would maintain all physical laws. This seems to me fit all your posts on time up until this one. 

This one, though, differs. Are you claiming in this post that one could invert the t-axis (or invert the progression of configurations in the timeless view) and obtain different physical laws (or at least violations of the ones in our given progression)? If so, I see a reason to consider a certain order to things. Otherwise, it seems that, while we can say y=ln(x) is "increasing" or describe a derivative at a point, we're merely describing how the points relate to each other if we order them in increasing x-values, rather than claiming that the value of ln(5) depends somehow on the value of ln(4.98) as opposed to both merely depending on the definition of the function. We can use derivatives to determine the temporally local configurations just as we can use derivatives to approximate x-local function values, but as far as I can tell it is, in the end, a configuration A that happens to define brains that contain some information on another configuration B that defined brains that contained information on some configuration C, so we say C happened, then B, then A, just like in the analogy we have a set of points that has no inherent order so we read it in order of increasing x-values (which we generally place left-to-right) but it's not inherently that - it's just a set of y-values that depend on their respective x-values.

Short version: Are you saying there's a physical reason to order the configurations C->B->A other than that A contains memories of B containing memories of C?

I've read this again (along with the rest of the Sequence up to it) and I think I have a better understanding of what it's claiming. Inverting the axis of causality would require inverting the probabilities, such that an egg reforming is more likely than an egg breaking. It would also imply that our brains contain information on the 'future' and none on the 'past', meaning all our anticipations are about what led to the current state, not where the current state will lead.

All of this is internally consistent, but I see no reason to believe it gives us a "real" direction of causality. As far as I can tell, it just tells us that the direction we calculate our probabilities is the direction we don't know.

Going from a low-entropy universe to a high-entropy universe seems more natural, but only because we calculate our probabilities in the direction of low-to-high entropy. If we based our probabilities on the same evidence perceived the opposite direction, it would be low-to-high that seemed to need universes discarded and high-to-low that seemed natural.

All of this is internally consistent, but I see no reason to believe it gives us a "real" direction of causality.

What do you want out of a "real" direction of causality, other than the above?

Well, Eliezer seems to be claiming in this article that the low-to-high is more valid than the high-to-low, but I don't see how they're anything but both internally consistent

Inverting the axis of causality would require inverting the probabilities, such that an egg reforming is more likely than an egg breaking.

I don't think this is a coherent notion.  If we "invert the probabilities" in some literal sense, then yes, the egg reforming is more likely than the egg breaking, but still more likely is the egg turning into an elephant.

Hm. This is true.
Perhaps it would be better to say "Perceiving states in opposite-to-conventional order would give us reason to assume probabilities entirely consistent with considering a causality in opposite-to-conventional order."

Unless I'm missing something, the only reason to believe causality goes in the order that places our memory-direction before our non-memory direction is that we base our probabilities on our memory.

Do you know that it doesn't work if we use a deterministic rule, or have you just not tried? Cause I'm trying right now. 

"To compute a consistent universe with a low-entropy terminal condition and high-entropy initial condition, you have to simulate lots and lots of universes, then throw away all but a tiny fraction of them that end up with low entropy at the end.  With a low-entropy initial condition, you can compute it out locally, without any global checks.  So I am not yet ready to throw out the arrowheads on my arrows."

Here's the problem with this argument. Your simulations are occurring as a sub-history of a universe where the second law of thermodynamics already holds. A simulation of a universe with increasing entropy will be a sub-history where entropy increases, and will therefore be more likely to occur than a simulation of a universe with decreasing entropy (i.e. a subhistory where entropy decreases.) 

That is, unless your simulation finds a way to dump entropy into the environment. The usual way to do this is by erasing information cf: http://en.wikipedia.org/wiki/Von_Neumann-Landauer_limit . Throwing out the simulations where entropy increased would be one example. Likewise, simulating non-information preserving rules (e.g. Conway's game of life) will also allow entropy to decrease within the simulation -- for example, most random fields of a reasonably small size will settle into a pattern of stable oscillators. This can happen because it is perfectly possible for two ancestor states to go to the same descendent state within the rules of Conway's game, and when this happens, entropy must leak into the environment according to the second law.

If the idea that time stems from the second law is true, and we apply the principle of eliminating variables that are redundant because they don't make any difference, we can collapse the notions of time and entropy into one thing. Under these assummptions, in a universe where entropy is decreasing (relative to our external notion of 'time'), the internal 'time' is in fact running backward. 

As also noted by some other commenters, it seems to me that the expressed conditional dependence of different points in a universe is in some way equivalent to increasing entropy. 

Let's assume that the laws of the universe described by the LMR picture are in fact time-symmetric and that the number of states each point can be in is too large to describe exactly (i.e. just as is the case in our actual universe, as far as we know). In that case, we can only describe our conditional knowledge of M2 given the states of M1 and R1,2 using very rough descriptions, not using the fully detailed descriptions describing the exact states. It seems to me that this can only be usefully done if there is some kind of structure in the states of M1,2 (a.k.a. low entropy) that matches our coarse description. Saying that the L or M part of the universe is in a low entropy state is equivalent to saying that some of the possible states are much more common for the nodes in the L or M part than other states. Our coarse predictor will necessarily make wrong predictions given some input states. Since the actual laws are time symmetric, if the input states to our predictor were randomly distributed over all possible states, our predictions would fail equally often predicting from left to right or from right to left. Only if on the left the states we can predict correctly happen more often than on the right will there be an inequality in the number of correct predictions. 

...except that I now seem to have concluded that time always flows in the opposite direction of what Eliezers conditional dependence indicates, so I'm not sure how to interpret that. Maybe it is because I am assuming time symmetric laws and Eliezer is using time-asymmetric probablistic laws. However, it still seems correct to me that in the case of time symmetric underlying laws and a coarse (incomplete) predictor, predictions can only be better in one way than the other if there is a difference in how often we see correctly predicted input relative to incorrectly predicted input, and therefore if there is a difference in entropy. 

Okay so the tldr; of this could be : In a nondeterministic universe, effects imply at least one cause, but a cause does not imply an effect, therefore a causal model implies some kind of time like asymmetry. Correct?

So then it seems to me you can make the obvious extension into a quantum universe by subsituting probability mass for amplitudes. So that in our quantum, deterministic universe, the asymmetry comes from the way amplitude spreads down everett branches, and our confinement to a single one. A dead cat in schroedinger's box now implies a live one a certain time in the past, a live one now does not necessitate a dead one at any given time in the past.

I am aware of the standard argument that anything resembling an "arrow of time" should be made to stem strictly from the second law of thermodynamics and the low-entropy initial condition.  But if you throw out causality along with time, it is hard to see how a low-entropy terminal condition and high-entropy initial condition could produce the same pattern of similar and dissimilar regions.

I don't completely understand your argument, but note that computing the universe from a low-entropy initial condition might require fewer bits to specify, so something like the universal distribution would give it higher weight. So if the mathematical multiverse assigns observations to observers using a simplicity-based distribution, that might explain why we're not in an ordered bubble about to be eaten by chaos or something...

well, for me is still an enigma how statistical series, any statistical series, wich is by definition defined as pairs of time|numbers series can be in any logical way ... timeless

you have that string of naked numbers, pure numbers ... and its timecoded by its very pure defined nature! 1rst value, second value, third value etcaetera ... that is already time coded and that can't be changed unless you are alowed to work with statistical series where you can randomly permute series members and still pretend that it is still statistical series .. and that, i think, will defeat any statistical analisis of anything because you will work with nothing more than pure and random numerical garbage if you are serios and use real randomness ;-p

so for me timeless causality is just another logical and random pure garbage and nonsense

I would sooner associate experience with the arrows than the nodes, if I had to pick one or the other!  I would sooner associate consciousness with the change in a brain than with the brain itself, if I had to pick one or the other.

This also lets me keep, for at least a little while longer, the concept of a conscious mind being connected to its future Nows, and anticipating some future experiences rather than others.  Perhaps I will have to throw out this idea eventually, because I cannot seem to formulate it consistently; but for now, at least, I still cannot do without the notion of a "conditional probability".

I wrote a long comment, but the main question is: Why do you guess an answer here, instead of "Shut up and calculate"?

Why are/were you favouring the hypothesis? Considering what I have read so far from you, I find it more likely that I have missed something, than there being no reason, but I can't find it....

If you look into the brains of Alpha and Betty in the morning, as well as the weather forecast, the attitude of each girl to the food that their parents will give them today (that is, how much one of them will deteriorate/elevate their mood) and into the brains of their parents (how they will interact with each other and with their daughters) etc., you will have the conditions to understand which of the girls is more likely to throw a stone.

I haven't made my way through your article yet, though I hope to. But I was a little surprised when you discussed how correlation does not prove causation that you did not mention David Hume who basically says, at least in my reading of him, that no matter how many times one observes lightning and thunder you can not say with absolute certainty that lightning causes thunder. 



Timeless Identity

Followup to:  No Individual Particles, Identity Isn't In Specific Atoms, Timeless Physics, Timeless Causality

People have asked me, "What practical good does it do to discuss quantum physics or consciousness or zombies or personal identity?  I mean, what's the application for me in real life?"

Before the end of today's post, we shall see a real-world application with practical consequences, for you, yes, you in today's world.  It is built upon many prerequisites and deep foundations; you will not be able to tell others what you have seen, though you may (or may not) want desperately to tell them.  (Short of having them read the last several months of OB.)

In No Individual Particles we saw that the intuitive conception of reality as little billiard balls bopping around, is entirely and absolutely wrong; the basic ontological reality, to the best of anyone's present knowledge, is a joint configuration space.  These configurations have mathematical identities like "A particle here, a particle there", rather than "particle 1 here, particle 2 there" and the difference is experimentally testable.  What might appear to be a little billiard ball, like an electron caught in a trap, is actually a multiplicative factor in a wavefunction that happens to approximately factor.  The factorization of 18 includes two factors of 3, not one factor of 3, but this doesn't mean the two 3s have separate individual identities—quantum mechanics is sort of like that.  (If that didn't make any sense to you, sorry; you need to have followed the series on quantum physics.)

In Identity Isn't In Specific Atoms, we took this counterintuitive truth of physical ontology, and proceeded to kick hell out of an intuitive concept of personal identity that depends on being made of the "same atoms"—the intuition that you are the same person, if you are made out of the same pieces.  But because the brain doesn't repeat its exact state (let alone the whole universe), the joint configuration space which underlies you, is nonoverlapping from one fraction of a second to the next.  Or even from one Planck interval to the next.  I.e., "you" of now and "you" of one second later do not have in common any ontologically basic elements with a shared persistent identity.

Just from standard quantum mechanics, we can see immediately that some of the standard thought-experiments used to pump intuitions in philosophical discussions of identity, are physical nonsense.  For example, there is a thought experiment that runs like this:

"The Scanner here on Earth will destroy my brain and body, while recording the exact states of all my cells.  It will then transmit this information by radio.  Travelling at the speed of light, the message will take three minutes to reach the Replicator on Mars.  This will then create, out of new matter, a brain and body exactly like mine.  It will be in this body that I shall wake up."

This is Derek Parfit in the excellent Reasons and Persons, p. 199—note that Parfit is describing thought experiments, not necessarily endorsing them.

There is an argument which Parfit describes (but does not himself endorse), and which I have seen many people spontaneously invent, which says (not a quote):

Ah, but suppose an improved Scanner were invented, which scanned you non-destructively, but still transmitted the same information to Mars .  Now, clearly, in this case, you, the original have simply stayed on Earth, and the person on Mars is only a copy.  Therefore this teleporter is actually murder and birth, not travel at all—it destroys the original, and constructs a copy!

Well, but who says that if we build an exact copy of you, one version is the privileged original and the other is just a copy?  Are you under the impression that one of these bodies is constructed out of the original atoms—that it has some kind of physical continuity the other does not possess?  But there is no such thing as a particular atom, so the original-ness or new-ness  of the person can't depend on the original-ness or new-ness of the atoms.

(If you are now saying, "No, you can't distinguish two electrons yet, but that doesn't mean they're the same entity -" then you have not been following the series on quantum mechanics, or you need to reread it.  Physics does not work the way you think it does.  There are no little billiard balls bouncing around down there.)

If you further realize that, as a matter of fact, you are splitting all the time due to ordinary decoherence, then you are much more likely to look at this thought experiment and say:  "There is no copy; there are two originals."

Intuitively, in your imagination, it might seem that one billiard ball stays in the same place on Earth, and another billiard ball has popped into place on Mars; so one is the "original", and the other is the "copy".  But at a fundamental level, things are not made out of billiard balls.

A sentient brain constructed to atomic precision, and copied with atomic precision, could undergo a quantum evolution along with its "copy", such that, afterward, there would exist no fact of the matter as to which of the two brains was the "original".  In some Feynman diagrams they would exchange places, in some Feynman diagrams not.  The two entire brains would be, in aggregate, identical particles with no individual identities.

Parfit, having discussed the teleportation thought experiment, counters the intuitions of physical continuity with a different set of thought experiments:

"Consider another range of possible cases: the Physical Spectrum.  These cases involve all of the different possible degrees of physical continuity...

"In a case close to the near end, scientists would replace 1% of the cells in my brain and body with exact duplicates.  In the case in the middle of the spectrum, they would replace 50%.  In a case near the far end, they would replace 99%, leaving only 1% of my original brain and body.  At the far end, the 'replacement' would involve the complete destruction of my brain and body, and the creation out of new organic matter of a Replica of me."

Parfit uses this to argue against the intuition of physical continuity pumped by the first experiment: if your identity depends on physical continuity, where is the exact threshold at which you cease to be "you"?

By the way, although I'm criticizing Parfit's reasoning here, I really liked Parfit's discussion of personal identity.  It really surprised me.  I was expecting a rehash of the same arguments I've seen on transhumanist mailing lists over the last decade or more.  Parfit gets much further than I've seen the mailing lists get.  This is a sad verdict for the mailing lists.  And as for Reasons and Persons, it well deserves its fame.

But although Parfit executed his arguments competently and with great philosophical skill, those two particular arguments (Parfit has lots more!) are doomed by physics.

There just is no such thing as "new organic matter" that has a persistent identity apart from "old organic matter".  No fact of the matter exists, as to which electron is which, in your body on Earth or your body on Mars.  No fact of the matter exists, as to how many electrons in your body have been "replaced" or "left in the same place".  So both thought experiments are physical nonsense.

Parfit seems to be enunciating his own opinion here (not Devil's advocating) when he says:

"There are two kinds of sameness, or identity.  I and my Replica are qualitatively identical, or exactly alike.  But we may not be numerically identical, one and the same person.  Similarly, two white billiard balls are not numerically but may be qualitatively identical.  If I paint one of these balls red, it will cease to be qualitatively identical with itself as it was.  But the red ball that I later see and the white ball that I painted red are numerically identical.  They are one and the same ball." (p. 201.)

In the human imagination, the way we have evolved to imagine things, we can imagine two qualitatively identical billiard balls that have a further fact about them—their persistent identity—that makes them distinct.

But it seems to be a basic lesson of physics that "numerical identity" just does not exist.  Where "qualitative identity" exists, you can set up quantum evolutions that refute the illusion of individuality—Feynman diagrams that sum over different permutations of the identicals.

We should always have been suspicious of "numerical identity", since it was not experimentally detectable; but physics swoops in and drop-kicks the whole argument out the window.

"Reductionists admit that there is a difference between numerical identity and exact similarity.  In some cases, there would be a real difference between some person's being me, and his being someone else who is merely exactly like me."

Parfit even describes a wise-seeming reductionist refusal to answer questions as to when one person becomes another, when you are "replacing" the atoms inside them.  P. 235:

(The reductionist says:)  "The resulting person will be psychologically continuous with me as I am now.  This is all there is to know.  I do not know whether the resulting person will be me, or will be someone else who is merely exactly like me.  But this is not, here, a real question, which must have an answer.  It does not describe two different possibilities, one of which must be true.  It is here an empty question.  There is not a real difference here between the resulting person's being me, and his being someone else.  This is why, even though I do not know whether I am about to die, I know everything."

Almost but not quite reductionist enough!  When you master quantum mechanics, you see that, in the thought experiment where your atoms are being "replaced" in various quantities by "different" atoms, nothing whatsoever is actually happening—the thought experiment itself is physically empty.

So this reductionist, at least, triumphantly says—not, "It is an empty question; I know everything that there is to know, even though I don't know if I will live or die"—but simply, "I will live; nothing happened."

This whole episode is one of the main reasons why I hope that when I really understand matters such as these, and they have ceased to be mysteries unto me, that I will be able to give definite answers to questions that seem like they ought to have definite answers.

And it is a reason why I am suspicious, of philosophies that too early—before the dispelling of mystery—say, "There is no answer to the question."  Sometimes there is no answer, but then the absence of the answer comes with a shock of understanding, a click like thunder, that makes the question vanish in a puff of smoke.  As opposed to a dull empty sort of feeling, as of being told to shut up and stop asking questions.

And another lesson:  Though the thought experiment of having atoms "replaced" seems easy to imagine in the abstract, anyone knowing a fully detailed physical visualization would have immediately seen that the thought experiment was physical nonsense.  Let zombie theorists take note!

Additional physics can shift our view of identity even further:

In Timeless Physics, we looked at a speculative, but even more beautiful view of quantum mechanics:  We don't need to suppose the amplitude distribution over the configuration space is changing, since the universe never repeats itself.  We never see any particular joint configuration (of the whole universe) change amplitude from one time to another; from one time to another, the universe will have expanded.  There is just a timeless amplitude distribution (aka wavefunction) over a configuration space that includes compressed configurations of the universe (early times) and expanded configurations of the universe (later times).

Then we will need to discover people and their identities embodied within a timeless set of relations between configurations that never repeat themselves, and never change from one time to another.

As we saw in Timeless Beauty, timeless physics is beautiful because it would make everything that exists either perfectly global—like the uniform, exceptionless laws of physics that apply everywhere and everywhen—or perfectly local—like points in the configuration space that only affect or are affected by their immediate local neighborhood.  Everything that exists fundamentally, would be qualitatively unique: there would never be two fundamental entities that have the same properties but are not the same entity.

(Note:  The you on Earth, and the you on Mars, are not ontologically basic.  You are factors of a joint amplitude distribution that is ontologically basic.  Suppose the integer 18 exists: the factorization of 18 will include two factors of 3, not one factor of 3.  This does not mean that inside the Platonic integer 18 there are two little 3s hanging around with persistent identities, living in different houses.)

We also saw in Timeless Causality that the end of time is not necessarily the end of cause and effect; causality can be defined (and detected statistically!) without mentioning "time".  This is important because it preserves arguments about personal identity that rely on causal continuity rather than "physical continuity".

Previously I drew this diagram of you in a timeless, branching universe:

To understand many-worlds:  The gold head only remembers the green heads, creating the illusion of a unique line through time, and the intuitive question, "Where does the line go next?"  But it goes to both possible futures, and both possible futures will look back and see a single line through time.  In many-worlds, there is no fact of the matter as to which future you personally will end up in.  There is no copy; there are two originals.

To understand timeless physics:  The heads are not popping in and out of existence as some Global Now sweeps forward.  They are all just there, each thinking that now is a different time.

This was part of an illustration of how we could statistically distinguish left-flowing causality from right-flowing causality—an argument that cause and effect could be defined relationally, even the absence of a changing global time.  And I said that, because we could keep cause and effect as the glue that binds configurations together, we could go on trying to identify experiences with computations embodied in flows of amplitude, rather than having to identify experiences with individual configurations.

But both diagrams have a common flaw: they show discrete nodes, connected by discrete arrows.  In reality, physics is continuous.

So if you want to know "Where is the computation?  Where is the experience?" my best guess would be to point to something like a directional braid:

This is not a braid of moving particles.  This is a braid of interactions within close neighborhoods of timeless configuration space.

Every point intersected by the red line is unique as a mathematical entity; the points are not moving from one time to another.  However, the amplitude at different points is related by physical laws; and there is a direction of causality to the relations.

You could say that the amplitude is flowing, in a river that never changes, but has a direction.

Embodied in this timeless flow are computations; within the computations, experiences.  The experiences' computations' configurations might even overlap each other:

In the causal relations covered by the rectangle 1, there would be one moment of Now; in the causal relations covered by the rectangle 2, another moment of Now.  There is a causal direction between them: 1 is the cause of 2, not the other way around.  The rectangles overlap—though I really am not sure if I should be drawing them with overlap or not—because the computations are embodied in some of the same configurations.  Or if not, there is still causal continuity because the end state of one computation is the start state of another.

But on an ontologically fundamental level, nothing with a persistent identity moves through time.

Even the braid itself is not ontologically fundamental; a human brain is a factor of a larger wavefunction that happens to factorize.

Then what is preserved from one time to another?  On an ontologically basic level, absolutely nothing.

But you will recall that I earlier talked about any perturbation which does not disturb your internal narrative, almost certainly not being able to disturb whatever is the true cause of your saying "I think therefore I am"—this is why you can't leave a person physically unaltered, and subtract their consciousness.  When you look at a person on the level of organization of neurons firing, anything which does not disturb, or only infinitesimally disturbs, the pattern of neurons firing—such as flipping a switch from across the room—ought not to disturb your consciousness, or your personal identity.

If you were to describe the brain on the level of neurons and synapses, then this description of the factor of the wavefunction that is your brain, would have a very great deal in common, across different cross-sections of the braid.  The pattern of synapses would be "almost the same"—that is, the description would come out almost the same—even though, on an ontologically basic level, nothing that exists fundamentally is held in common between them.  The internal narrative goes on, and you can see it within the vastly higher-level view of the firing patterns in the connection of synapses.  The computational pattern computes, "I think therefore I am".  The narrative says, today and tomorrow, "I am Eliezer Yudkowsky, I am a rationalist, and I have something to protect."  Even though, in the river that never flows, not a single drop of water is shared between one time and another.

If there's any basis whatsoever to this notion of "continuity of consciousness"—I haven't quite given up on it yet, because I don't have anything better to cling to—then I would guess that this is how it works.

Oh... and I promised you a real-world application, didn't I?

Many throughout time, tempted by the promise of immortality, have consumed strange and often fatal elixirs; they have tried to bargain with devils that failed to appear; and done many other silly things.

But like all superpowers, long-range life extension can only be acquired by seeing, with a shock, that some way of getting it is perfectly normal.

If you can see the moments of now braided into time, the causal dependencies of future states on past states, the high-level pattern of synapses and the internal narrative as a computation within it—if you can viscerally dispel the classical hallucination of a little billiard ball that is you, and see your nows strung out in the river that never flows—then you can see that signing up for cryonics, being vitrified in liquid nitrogen when you die, and having your brain nanotechnologically reconstructed fifty years later, is actually less of a change than going to sleep, dreaming, and forgetting your dreams when you wake up.

You should be able to see that, now, if you've followed through this whole series.  You should be able to get it on a gut level—that being vitrified in liquid nitrogen for fifty years (around 3e52 Planck intervals) is not very different from waiting an average of 2e26 Planck intervals between neurons firing, on the generous assumption that there are a hundred trillion synapses firing a thousand times per second.  You should be able to see that there is nothing preserved from one night's sleep to the morning's waking, which cryonic suspension does not preserve also.  Assuming the vitrification technology is good enough for a sufficiently powerful Bayesian superintelligence to look at your frozen brain, and figure out "who you were" to the same resolution that your morning's waking self resembles the person who went to sleep that night.

Do you know what it takes to securely erase a computer's hard drive?  Writing it over with all zeroes isn't enough.  Writing it over with all zeroes, then all ones, then a random pattern, isn't enough.  Someone with the right tools can still examine the final state of a section of magnetic memory, and distinguish the state, "This was a 1 written over by a 1, then a 0, then a 1" from "This was a 0 written over by a 1, then a 0, then a 1".  The best way to securely erase a computer's hard drive is to destroy it with thermite.

I really don't think that carefully vitrifying a brain to prevent ice crystal formation and then freezing it in liquid nitrogen is going to be a secure erase procedure, if you can examine atomic-level differences in the synapses.

Someone hears about cryonics and thinks for 10 seconds and says, "But if you're frozen and then revived, are you really the same person?"

And if they happened to know all about quantum physics and could apply the abstract knowledge to real life, and they had followed the whole debate about zombies and resolved it against epiphenomenalism in general, then they would be able to visualize the braids in the river that never flows, and say, "Yes."

There are numerous other reasons that people seize on, when they search for a rationalization for a negative initial flinch against cryonics.  And numerous other knowledges that would be required to answer those objections.  "But wouldn't it be boring to live such a long time?"  (Can be answered if you know hedonic psychology, and have developed a theory of fun, and can visualize accessible fun spaces that increase in volume with increasing intelligence.)  "Why would future civilizations bother to revive me?"  (Requires understanding either economic growth diminishing the cost, or knowledge of history and how societies have become kinder over time, or knowing about Friendly AI.)  "Isn't it wrong to live so long?"  (Requires knowing about the "sour grapes" bias.  See also transhumanism as simplified humanism and the meaning that immortality gives to life.)  Then there's the meta-knowledge of how to question all these deeply wise cached thoughts that pop into your head about the futility of life; and the ability to do things that might make people look at you weird, and so on...

Some of these are series of posts I haven't done yet.  But if you anticipate updating your probabilities when you read those future posts, then you should update them now.  Or, if you prefer, trust me:

If you would rather live happily ever after, than die, and you are willing to spend between $300 and $2000 per year(*) to express this preference, then sign up for cryonics.

If you've been cryocrastinating, putting off signing up for cryonics "until later", don't think that you've "gotten away with it so far".  Many worlds, remember?  There are branched versions of you that are dying of cancer, and not signed up for cryonics, and it's too late for them to get life insurance.

See, knowing about many worlds can help you visualize probabilities as frequencies, because they usually are.

It might encourage you to get around to getting health insurance, too, or wearing a helmet on your motorcycle, or whatever: don't think you've gotten away with it so far.

And if you're planning to play the lottery, don't think you might win this time.  A vanishingly small fraction of you wins, every time.  So either learn to discount small fractions of the future by shutting up and multiplying, or spend all your money on lottery tickets—your call.

It is a very important lesson in rationality, that at any time, the Environment may suddenly ask you almost any question, which requires you to draw on 7 different fields of knowledge.  If you missed studying a single one of them, you may suffer arbitrarily large penalties up to and including capital punishment.  You can die for an answer you gave in 10 seconds, without realizing that a field of knowledge existed of which you were ignorant.

150,000 people die every day.  Some of those deaths are truly unavoidable, but most are the result of inadequate knowledge of cognitive biases, advanced futurism, and quantum mechanics.(**)

If you disagree with my premises or my conclusion, take a moment to consider nonetheless, that the very existence of an argument about life-or-death stakes, whatever position you take in that argument, constitutes a sufficient lesson on the sudden relevance of scholarship.

(*)  The way cryonics works is that you get a life insurance policy, and the policy pays for your cryonic suspension.  The Cryonics Institute is the cheapest provider, Alcor is the high-class one.  Rudi Hoffman set up my own insurance policy, with CI.  I have no affiliate agreements with any of these entities, nor, to my knowledge, do they have affiliate agreements with anyone.  They're trying to look respectable, and so they rely on altruism and word-of-mouth to grow, instead of paid salespeople.  So there's a vastly smaller worldwide market for immortality than lung-cancer-in-a-stick.  Welcome to your Earth; it's going to stay this way until you fix it.

(**)  Most deaths?  Yes:  If cryonics were widely seen in the same terms as any other medical procedure, economies of scale would considerably diminish the cost; it would be applied routinely in hospitals; and foreign aid would enable it to be applied even in poor countries.  So children in Africa are dying because citizens and politicians and philanthropists in the First World don't have a gut-level understanding of quantum mechanics.

Added:  For some of the questions that are being asked, see Alcor's FAQ for scientists and Ben Best's Cryonics FAQ (archived snapshot).

Where can I sign up for cryonics if I live outside the United States and Europe?

Be aware that some jurisdictions, such as British Columbia and France, go out of their way to outlaw it.

The argument that "there is no such thing as a particular atom, therefore neither duplicate has a preferred status as the original" looks sophistical, and it may even be possible to show that it is within your preferred quantum framework. Consider a benzene ring. That's a ring of six carbon atoms. If it occurs as part of a larger molecule, there will be covalent bonds between particular atoms in the ring and atoms exterior to it. Now suppose I verify the presence of the benzene ring through some nondestructive procedure, and then create another b... (read more)

Roland, I do not know.  There is an organization in Russia.  The Cryonics Institute accepts bodies shipped to them packed in ice.  I'm not sure about Alcor, which tries to do on-scene suspension.  Alcor lists a $25K surcharge (which would be paid out of life insurance) for suspension outside the US/UK/Canada, but I'm not sure how far abroad they'd go.  Where are you?

Mitchell:  You may be able to individuate atoms within structures by looking at their quantum correlations; you won't be able to say 'this atom has property X, that atom has property Y' but you'll be able to say 'there's an atom with property X, and there's an atom with property Y'.

Certainly.  That's how we distinguish Eliezer from Mitchell.

I think this is, strictly speaking, not true.
A more extreme example:
While recently talking with a friend, he asserted that "In one of the future worlds, I might jump up in a minute and run out onto the street, screaming loudly!".
I said: "Yes, maybe, but only if you are already strongly predisposed to do so. MWI means that every possible future exists, not every arbitrary imaginable future.".
Although your assertion in the case about lottery is much weaker, I don't believe it's strictly true.

1) I very much enjoyed the concept of "timeless physics", and in a MWI framework it sounds particularly elegant and intuitive. How does relativity fit into the picture? What I mean is, the speed of light, c, somehow gives an intrinsic measure of time to us. In what does c translates in timeless terms?

2) About your argument for cryonics, what about irreversible processes? Is quantum physics giving you a chance to beat entropy? When you die, a lot of irreversible processes happen into your brain (e.g. proteins and me... (read more)

Frank, it's not logically necessary but it seems highly likely to be true - the spread in worlds including "you" seems like it ought to include worlds where each combination of lottery balls turns up.  Possibly even worlds where your friend screams and runs out of the room, though that might be a vanishingly small fraction unless predisposed.

Roland, the Cryonics Institute seems to accept patients from anywhere that can be arranged to be shipped:  http://www.cryonics.org/euro.html.  Not sure about Alcor.

Eliezer: That's how we distinguish Eliezer from Mitchell.

Isn't that then how we distinguish a nondestructive copy from the original? If the original has been copied nondestructively, why shouldn't we continue to regard it as the original?

Isn't that then how we distinguish a nondestructive copy from the original?

Not unless you postulate an imperfect copy, with covalent bonds in different places and so on.

Once you begin to postulate a theoretically imperfect copy, the Generalized version of the Anti-Zombie Principle has to take over and ask whether the differences have more impact on your internal narrative / memories / personality etc. than the corresponding effects of thermal noise at room temperature.

Covalent bonds with external atoms are just one form of "correlation with the environment".

I wish to postulate a perfect copy, in the sense that the internal correlations are identical to the original, but in which the correlations to the rest of the universe are different (e.g. "on Mars" rather than "on Earth").

There is some confusion here in the switching between individual configurations, and configuration space. An atom is already a blob in configuration space (e.g. "one electron in the ground-state orbital") rat... (read more)

Eliezer, why are all of your posts so long?  I understand how most of them would be -- because you're trying to convey complex ideas -- but how come none of the ideas you convey are concise?  Some of them seem like attempts to pad with excessive "background" material when simple tell-it-like-it-is brevity would suffice.

I thought this post was legitimately long, but this just came to mind when reflecting on past posts.

Great summary I have sent the link to all my friends! In the wait for some kind of TOC this is the best link yet to send people concerning this series.

I would like to know your opinion on Max Tegmarks ultimate ensemble theory! Or if someone knows Elis opinion on this wonderful theory, please tell me!

Are other bright scientists and philosophers aware of this blog? Do you send links to people when there is a topic that relates to them? Do you send links to the people you mention? Does Chalmers, Dennett, Pinker, Deutsch, Barbour, Pearl, Tegmark, Dawkins, Ving... (read more)

I still don't get the point of timeless physics. It seems to me like two different ways of looking at the same thing,
like classical configuration space vs relational configuration space.
Sure, it may make more sense to formulate the laws of physics without time, and it may make the equations much simpler, but how exactly does it change your expected observations?
In what ways does a timeless universe differ from a timeful universe?

Also, I don't think it's neccessary to study quantum mechanics in order to understand personal identity.
I've reached the same conclusions about identity without knowing anything about QM, I feel it's just simple deductions from materialism.

Is there any literature on the likely energy costs of large scale cryonics?

And do you have a cunning plan where adding an extra 150k vitrified people per day to maintain does not drive up the already heaven ward bound energy prices, reducing the quality of life of the poorest? This could lead to conflict and more death, see recent South Africa for an example of poor energy planning.

A pre-requisite for large scale cryonics seem to me to be a stable and easily growable energy supply, which we just don't seem to be able to manage at the moment.

Eliezer, your account seems to give people two new excuses for not signing up for cryonics:

2) Since there is nothing that persists on a fundamental level, the only reason new human beings in the future aren't "me" is that they don't remember me. But I also don't remember being two years old, and the two year old who became me didn't expect it. So the psychological continuity between my past self and my present self is no greater, in the case of my two year old self, than between myself and future human beings. This doesn't bother me in the case of the two year old, so it seems like it might not bother me in my own case. In other words, why should I try to live forever? There will be other human beings anyway, and they will be just as good as me, and there will be just as much identity on a fundamental level.

You may think that these arguments don't work, but that doesn't matter. The point is that because cryonics is "strange" to people, they are looking for reasons not to do it. So given that these arguments are plausible, they will embrace them immediately.

Frank, it's not logically necessary but it seems highly likely to be true - the spread in worlds including "you" seems like it ought to include worlds where each combination of lottery balls turns up. Possibly even worlds where your friend screams and runs out of the room, though that might be a vanishingly small fraction unless predisposed.

I have to ask now, because this is a topic that's been bothering me for months, and occasionally been making it real hard for me to take pleasure in anything.

How strongly does MWI imply that worlds wil... (read more)

If you've been cryocrastinating, putting off signing up for cryonics "until later", don't think that you've "gotten away with it so far".  Many worlds, remember?  There are branched versions of you that are dying of cancer, and not signed up for cryonics, and it's too late for them to get life insurance.

This is only happening in the scenarios where I didn't sign up for cryonics. In the ones where I did sign up, I'm safe and cozy in my very cold bed. These universes don't exist contingent on my behavior in this one; what possible impact could my choice here to sign up for cryonics have on my alternate-universe Doppelgängeren?

If, today, you had the cryopreserved body of Genghis Khan, and had the capacity to revive it, would you? (Remember, this is the guy who, according t legend, said that the best thing in life was to crush your enemies, see them driven before you, and hear the lamentation of the women.)

(As Unknown suggests, I'd rather have a "better" person exist in the future than have "me" exist in the future. What I'd do in a post-Singularity future is sign up to be a wirehead. The future doesn't need more wireheads.)

Kaj Sotala, it seems you have stumbled upon the apocalyptic imperative.

@Ian Maxwell:  It's not about the yous in the universes where you have signed up -- it's about all of the yous that die when you're not signed up.  i.e. none of the yous that die on your way to work tommorow are going to get frozen.

(This is making me wonder if anyone has developed a corresponding grammar for many worlds yet...)

I'm a member of Alcor. I wear my id necklace, but not the bracelet. I sometimes wonder how much my probability of being successfully suspended depends on wearing my id tags and whether I have a significantly higher probability from wearing both. I've assigned a very high (70%+) probability to wearing at least one form of Alcor id, but it seems an additional one doesn't add as much, assuming emergency response personnel are trained to check the neck & wrists for special case ids. In most cases where I could catastrophically lose one form of id (such as dismemberment!) I would probably not be viable for suspension. What do you other members think?

I can understand why creating a reconstruction of a frozen brain might still be considered 'you'. But what happens if multiple versions of 'you' are created? Are they all still 'you'? If I create 4 reconstructions of a brain and put them in four different bodies, punching one in the arm will not create nerve impulses in the other three. And the punched brain will begin to think different thoughts ('who is this jerk punching me?').

In that case, all 4 brains started as 'you', but will not experience the same subsequent thoughts, and will be as disconnected f... (read more)

I knew this was where we were headed when you started talking about zombies and I knew exactly what the error would be.

Even if I accept your premises of many-worlds and timeless physics, the identity argument still has exactly the same form as it did before. Most people are aware that atomic-level identity is problematic even if they're not aware of the implications of quantum physics. They know this because they consume and excrete material. Nobody who's thought about this for more than a few seconds thinks their identity lies in the identity of the atoms that make up their bodies.

Your view of the world actually makes it easier to hold a position of physical identity. If you can say "this chunk of Platonia is overlapping computations that make up me" I can equally say "this chunk of Platonia is overlapping biochemical processes that make up me." Or I can talk about the cellular level or whatever. Your physics has given us freedom to choose an arbitrary level of description. So your argument reduces to to the usual subjectivist argument for psychological identity (i.e., "no noticeable difference") without the physics doing any work.

"Other physicists argue that aspects of time are real, such as the relationships of causality, that record which events were the necessary causes of others. Penrose, Sorkin and Markopoulou have proposed models of quantum spacetime in which everything real reduces to these relationships of causality."

I guess Eliezer is already aware of these theories...

Kaj:  No, more aren't born every minute, they are all simply there, and if one cannot tolerate vanishingly small frequencies or probabilities then there will always be things other than your brain spontaneously configuring themselves into "your brain resolved to abandon those you had resolved to help" for every real or hypothetical "someone" you might resolve to help.
For what its worth though, if "you" is the classical computation approximated by your neurons then it isn't "you" in the personal continuity relevant s... (read more)

Err, how can two copies of a person be exactly the same when the gravitational forces on each will both be different? Isn't the very idea that you can transfer actual atoms in the universe to a new location while somehow ensuring that this transfer doesn't deterministically guarantee being able to determining which person "caused" the copy to exist (I.E. the original), physical nonsense?

While molecules may not have invisible "unique ID" numbers attached to them, they are unique in the sense of quantum evolution, preserving the "importance" of one atom distinguished from another.

Is there really anyone who would sign up for cryonics except that they are worried that their future revived self wouldn't be made of the same atoms and thus would not be them?  The case for cryonics (a case that persuades me) should be simpler than this.

Kaj, you have to learn to take comfort in this.  Not taking comfort in it is not a viable option.

I'm serious.  Otherwise you'll buy lottery tickets because some version of you wins, make inconsistent choices on the Allais paradox, choose SPECKS over TORTURE...

Shut up and multiply.  In a Big World there is no other choice.

Kaj didn't suggest that there is any other viable option. He suggested killing off the human race.

This strategy would fail too, however, since it would not succeed on every branch.

I have been seriously considering cryonics; if the MWI is correct, I figure that even if there is a vanishingly small chance of it working, "I" will still wake up in one of the worlds where it does work. Then again, even if I do not sign up, there are plenty of worlds out there where I do. So signing up is less of an attempt to live forever as it is an attempt to line up my current existence with the memory of the person who is revived, if that makes any sense. To put it another way, if there is a world where I procrastinate signing up until righ... (read more)

I wrote a comment this morning on the monthly open thread which addresses some of the questions that have been raised above, but I will copy it here since that is a stale thread.

A couple of people asked about the relationship between quantum randomness and the macroscopic world.

Eliezer wrote a long essay here, http://www.sl4.org/wiki/KnowabilityOfFAI, about (among other things) the difference between unpredictability of intelligent decisions, and randomness. Decisions we or someone else make may be unpredictable beforehand, but that doesn't mean they are r... (read more)

Is there really anyone who would sign up for cryonics except that they are worried that their future revived self wouldn't be made of the same atoms and thus would not be them? The case for cryonics (a case that persuades me) should be simpler than this.

I think that's just a point in the larger argument that whatever the "consciousness we experience" is, it's at sufficiently high level that it does survive massive changes at at quantum level over the course of a single night's sleep.   If worry about something as seemingly disastrous as having al... (read more)

Well, if you resolve not to sign up for cryonics and if the thinking on Quantum Immortality is correct, you might expect a series of weird (and probably painful) events to prevent you indefinitely from dying; while if you're signed up for it, the vast majority of the worlds containing a later "you" will be the ones revived after a peaceful death.  So there's a big difference in the sort of experience you might anticipate, depending on whether you've signed up.

Just thought I'd mention that if one wants to consider parfit's thought experiment (the brain scanner that non-destructively copies you) and the underlying quantum mechanical nature of reality, you have to remember the no-cloning theorem.

Thus if you consider yourself to be a specific quantum state, parfit's machine cannot possibly exist. Of course there are subtleties here, but I just though I'd throw that in for people to consider.

Also, if you count on quantum immortality alone, the measure of future-yous surviving through freakish good luck will be much smaller than the measure that would survive with cryonics. I'm not sure how this matters, though, because naive weighting seems to imply a very steep discount rate to account for constant splitting, which seems absurd.

I suppose I'll just have to deal with it, then. Sigh - I was expecting there to be some more cheerful answer, which I'd just failed to realize. Vassar's response does help a bit.

Kaj - there is a more cheerful answer. And this is it: Many-Worlds isn't true. Although Eliezer may be confident, the final word on the issue is still a long way off. Eliezer has been illogical on enough of his reasoning that there is reason to question that confidence.

Only if Many-Worlds isn't true and the universe is finite or repeats with a finite period and Tegmark's ultimate ensemble theory is false. Personally, I find that prospect more disturbing for some reason.

Wiseman: Yes, that's a possibility. But even if I only gave MWI a, say, 30% probability of being true, the thought of it being even that likely would continue to bother me. In order to avoid  feeling the anguish through that route, I'd need to make myself believe the chance for MWI being true was far lower than what's rational. In addition to that being against my principles, I'm not sure if it was ethical, either - if MWI really is true, or even if there's a chance of it being true, then that should influence my behavior somehow, by e.g. avoiding having o... (read more)

In that case I don't think MWI says anything we didn't already know: specifically that 'stuff happens' outside of our control, which is something which we have to deal with even in non-quantum lines of thought. Trying to make choices different when acknowledging that MWI is true probably will result in no utility gain at all, since saying that x number of future worlds out of the total will result in some undesirable state, is the same as saying, under copenhagen, the chances it will happen to you is x out-of total. And that lack of meaningfull difference should be a clue as to MWI's falshood.

In the end the only way to guide our actions is to abide by rational ethics, and seek to improve those.

I think the entire post makes sense, but what if...

Brian flips a coin ten times, and in quantum branches where he get all tails he signs up for cryonics. Each surviving Brian makes a few thousand copies of himself.

Carol takes $1000 and plays 50/50 bets on the stock market till she crashes or makes a billion. Winning Carols donate and invest wisely to make positive singularity more likely and negative singularity less likely, and sign up for cryonics. Surviving Carols run off around a million copies each, but adjusted upwards or d... (read more)

RI - Aren't Surviving Brian Copies [1-1000] are each their own entity? Brian-like entities? "Who is better off" are any Brian-like entities that managed to survive, any Adam-like entities that managed to survive, and any Carol-like entities that managed to survive. All in various infinite forms of "better off" based on lots of other splits from entirely unrelated circumstances. Saying or implying that Carol-Current-Instant-Prime is better off because more future versions of her survived than Adam-Current-Instant-Prime seems mistaken, be... (read more)

I see your point that given the atoms are what they are, they are 'the same person', but can't get around the sense that it still matters on some level.

What if cryonics were phrased as the ability to create an identical twin from your brain at some point in the future, rather than 'you' waking up. If all versions of people are the same, this distinction should be immaterial. But do you think it would have the same appeal to people?

Suppose you do a cryogenics brain scan and create a second version of yourself while you're still alive. Each twin mi... (read more)

Quantum non-sameness of the configurations from moment to moment, and quantum absolute equality of "the same sorts of particles in the same arrangement" are both illustrative as extremes, but the question looks much simpler to me. Since I have every reason to suppose "the me of me" is informational, I can simply apply what I know of information: that it exists as patterns independent of a particular substrate, and that it can be copied and still be the original. If I'm copied then the two mes will start diverging and become distinguishable, but neither has a stronger claim.

You're right not to feel a 'blow to your immortality' should that happen; but consider an alternate story:

You step into the teleport chamber on Earth and, after a weird glow surrounds you, you step out on Mars feeling just fine and dandy.  Then somebody tells you that there was a copy of you left in the Earth booth, and that the copy was just assassinated by anti-cloning extremists.

The point of the identity post is that there's really no difference at all between this story and the one you just told, except that in this story you subjectively feel yo... (read more)

Take this as a further question. One of the key distinctions between the 'you you' and the 'identical twin you' is the types of sacrifice I'll make for each one. Notwithstanding that I can't tell you why I'm still the same person when I wake up tomorrow, I'll sacrifice for my future self in ways that I won't for an atom-exact identical twin.

If you truly believe that 'the same atoms means its 'you' in every sense', suppose I'm going to scan you and create an identical copy of you on mars. Would you immediately transfer half your life savings to a ... (read more)

Even assuming that I could confirm where my money was actually going, I don't think a copy of myself left on Mars would have much use for money.  So, no.

Absolutely, as there is a 50% that after the copy "I" will be the one ending up on Mars. If 100 copies were going to be made, I would be pretty screwed; I think I would move to a welfare state first :)

Alternatively, I would ask that they pick one of the copies at random and give him the money and kill the other 99. Of course, this would have the same effect as the copies never being made (in a sense). 


Infinities? OK, I'm fine with my mind smeared frozen in causal flowmation over countlessly splitting wave patterns but please, no infinite splitting. It's just unnerving.

I get the feeling a lot of proponents of cryonics are a bit like those who criticize prediction markets, but refuse to bet on them. If you really believe that signing up for cryonics is so important, why aren't you being frozen now? Surely there are large numbers of branches in which your brain gets irretrievably destroyed tomorrow - if the reward for being frozen is so big, why wait?

As a matter of historical coherence, as it were, see Nagarjuna's MÅ«lamadhyamaka-kÄ�rikÄ� (Fundamental Verses of the Middle Way).  Concerning the point that 'nothing happens,' you have more or less arrived at the same conclusions, though needless to say his version lacks the fancy mathematical footwork.  I tend to think that your fundamental position regarding the physical nature of existence, insofar as I understand it, is probably correct.  It's where you go from there that's a little more troubling.

Nagarjuna extrapolates from his views that via the Law ... (read more)

"Will Pearson: Shut up and multiply. 150K/day adds up to about 3B after 60 years, which is a conservatively high estimate for how long we need. Heads have a volume of a few liters, call it 3.33 for convenience, so that's 10M cubic meters. Cooling involves massive economies of scale, as only surfaces matter. All we are talking about is, assuming a hemispherical facility, 168 meters of radius and 267,200 square meters of surface area. Not a lot to insulate. One small power plant could easily power the maintenance of such a facility at liquid nitrogen te... (read more)

Phil: What makes you say negative utilitarianism is "a common view in Western culture since 1970"?

See Artificial Intelligence as a Positive and Negative Factor in Global Risk.

John Faben: "If you really believe that signing up for cryonics is so important, why aren't you being frozen now?"

I'm not sure anyone's claimed that cryonics is 100% guaranteed to work. So committing suicide just to get frozen would be an odd thing to do, given such uncertainty.

Cryonicists have a saying:  "Being cryonically suspended is the second worst thing that can happen to you."

Michael Anissimov raises a good question about post length. Eliezer, I think some of your posts could benefit from being shorter. You have to say what you need to, but people are more likely to read shorter blog posts.

Even before I'd read the series on quantum physics, I can't imagine fear of still being the same person as a reason I wouldn't sign up for cryonics. My understanding was that all the atoms making up your body change many times in a lifetime anyway, and while that used to distress me I wouldn't have seen it as a problem that would be exacerbated greatly by signing up for cryonics. The only reason I haven't signed up for cryonics yet is money, but hopefully I'll be able to overcome that soon.

Something's been bugging me about MWI and scenarios like this: am I performing some sort of act of quantum altruism by not getting frozen since that means that "I" will be experiencing not getting frozen while some other me, or rather set of world-branches of me, will experience getting frozen?

Michael Vasser, thanks for the start of the calculation. Shame you didn't actually finish it by giving energy needed to maintain temp per metre squared. This could be from 1 watt to 1000 watts, I don't personally have a good estimate of insulation/nitrogen loss at this temp.

Taking into account how much energy will be needed to take 150k heads down to -200 degrees C, would also be good. I am pressed for time, so I may not get around to it. 

Nothing about cryonics there.  That was what I was referring to specifically in bringing up Pascal's Wager.  Or am I missing something?

The universe could turn out to be finite and discrete - e.g. see my site:

It is confusion to argue from the continuity of the wave equation to the

continuity of the underlying physics - since there is no compelling reason to think that the wave equation is the final word on the issue - and discrete phenomena often look continuous if you observe them from a sufficiently great distance - e.g. see lattice gasses.

http://en.wikipedia.org/wiki/Loop_quantum_gra... (read more)

@Kaj: There are more cheerful prospects. I think you are still too much caught up in an "essence" of you which acts. There is no such thing. There is no dichotomy between you and the universe.

The anguish you feel is anguish about your own (the universes!) suffering. Try to be happy, you will increase happiness overall. 

Eastern philosophy helps, it merges well with materialism. You are only disturbed if you can't get rid of deeply-conditioned Western philosophical assumptions.

Anything by Alan Watts (start with "The Way... (read more)

I think Kaj's concerns are silly and I'm all for shutting up and multiplying, but is there a strong argument why the expected utility of better-than-death outcomes outweighs the expected negative utility of worse-than-death outcomes (boots stamping on human faces forever and the like)?

Hmm, assuming dewar levels of insulation* and a few other numbers guestimated like joules required to create a litre of N2 (2 KWh/l) I got 7 litres lost per second and a 50KW supply for energy.

* I'm not sure this is a safe assumption. A dewar is fully sealed, we are putting 495000 litres of material in per day. 

It looks like the cost to freeze the heads would dwarf this as well, 137 litres per second of more dense material with higher specific heat capacity to cool to liquid nitrogen levels. Probably up to the megawatt range, if not more. Not taking into a... (read more)

Court, that paper addresses the general question of what we can know about the outcome of the Singularity.

Not really, since your decision determines the relative sizes of the sets of branches.

Eliezer: "my own insurance policy, with CI."? I thought you had said you were signed up as a neuro rather than full body. As far as I know, CI only does full body rather than neuro.

(Isn't neuro supposed to be better, anyways? That is, better chance of "clean" brain vitrification?)

No, no, no.  The vast majority will have New Orleans destroyed, but in slightly different ways.  Yes, weather is chaotic, but it evolves in fairly set ways.  The original Lorenz attractor is chaotic, but it has a definite shape that recurs.

I don't think you've proven what you claim to have proven in this post, but it might work as propaganda to increase cyronics enrollment, which should be good for both of us.

Specifically, I don't think it's clear that (1) current cryonics technology prevents information-theoretic death,  (2) that if I'm "revived" from cryonics such that it fools discernment technology of that era, I'm actually having a subjective conscious experience of being alive and conscious. And perhaps discernment technology 30 years later will tragically demonstrate why, a... (read more)

Would you really not care about dying if you knew you had a full backup body (with an up-to-date version of your brain)  just waiting to be woken up ?

Why do timeless physics require absence of repeating? How would things change even if universe repeated itself?

Do you know what it takes to securely erase a computer's hard drive?  Writing it over with all zeroes isn't enough.  Writing it over with all zeroes, then all ones, then a random pattern, isn't enough.  Someone with the right tools can still examine the final state of a section of magnetic memory, and distinguish the state,

Minor note: this claim is obsolete and should not be used to make the point you're trying to make.

 Peter Gutmann's original list of steps to erase a hard drive is obsolete. Gutmann himself is particularly annoyed that it appears to ha... (read more)

I read this article with the title "Timeless Identity", and there was a bunch of statements of the form "identity isn't this" and "identity isn't that", and at the end I didn't see a positive statement about how timeless identity works.  Does the article fail to solve the problem it set out to solve, or did I read too fast?

Personally, I think the notion of identity is muddled and should be discarded.  There is a vague preference about which way the world should be moved, there's presently one blob o... (read more)

"If cryonics were widely seen in the same terms as any other medical procedure, economies of scale would considerably diminish the cost"

To what degree are these economies of scale assumed? Is it really viable, both practically and financially, to cryogenically preserve 150,000 people a day?

Is there any particular reason to suspect that investing this sort of funding in to cryonics research is the best social policy? What about other efforts to "cure death" by keeping people from dying in the first place (for instance, those technolog... (read more)

Liquid nitrogen is cheap, and heat loss scales as the 2/3 power of volume.  Cryonically preserving 150,000 people per day would, I fully expect, be vastly cheaper than anything else we could do to combat death.

The Ben Best Cryonics FAQ link is dead, or at least frozen.

Eliezer...the main issue that keeps me from cryonics is not whether the "real me" wakes up on the other side. Most smart people would agree that this is a non-issue, a silly question arising from the illusion of mind-body duality. 

The first question is about how accurate the reconstruction will be. When you wipe a hard drive with a magnet, you can recover some of the content, but usually not all of it.  Recovering "some" of a human, but not all of it, could easily create a mentally handicapped, broken consciousness.

A sentient brain constructed to atomic precision, and copied with atomic precision, could undergo a quantum evolution along with its "copy", such that, afterward, there would exist no fact of the matter as to which of the two brains was the "original".  

On the other hand, an ordinary human brain could undergo 100 years worth of ordinary quantum evolution along with its "copy", and probably 99 out of 100 naive human observers would still agree which one is the "original" and which is the "copy". It seems ... (read more)

Since you're a computer guy (and I imagine many people you talk to are also computer-savvy), I'm surprised you don't use file/process analogues for identity.

Distinguishability can be shown to exist for some types of objects in just the same way that it can be shown to not exist for electrons.  Flip two coins.  If the coins are indistinguishable, then the HT state is the same as the TH state, and you only have three possible states.  But if the coins are distinguishable, then HT is not TH, and there are four possible states.  You can experimentally verify that the probability obeys the latter situation, and not the former. ... (read more)

There is no situation where two same objects can be observed in the same place at the same time. 

If we were to ignore their physical location and we are looking at a flowing action - time will split them the moment one is copied. Their first experience will be different, creating two different identities. 

If we were to ignore the location and observe them both in a certain moment of time. This would be similar to looking at two identical photos of the same person, we would not be able to spot a difference in their identity unless we press the "Play" button again.

I assume there is no identity without time. And where is time, there are no exact copies.

I cannot experience what future me will experience, not even what past me experienced. I cannot experience what my hypothetical copy experiences. The configuration that leads to my identity is not important. The only thing I can value and preserve is what I experience now.

Why should I care about a copy of me? Invest on a resurrected version of myself?

Why "cling to"? It all adds up to normality, right? What you are saying sounds like someone resisting the "winds of evidence" (in this case added complexity, I am guessing). 

I tried to come up with ways to explain my observations of consciousness, but they all seem incomplete too, so far. But I don't see how that impacts your argument here. I'm ... (read more)



Thou Art Physics

Three months ago—jeebers, has it really been that long?—I posed the following homework assignment: Do a stack trace of the human cognitive algorithms that produce debates about “free will.” Note that this task is strongly distinguished from arguing that free will does or does not exist.

Now, as expected, people are asking, “If the future is determined, how can our choices control it?” The wise reader can guess that it all adds up to normality; but this leaves the question of how.

People hear: “The universe runs like clockwork; physics is deterministic; the future is fixed.” And their minds form a causal network that looks like this:

Here we see the causes “Me” and “Physics,” competing to determine the state of the “Future” effect. If the “Future” is fully determined by “Physics,” then obviously there is no room for it to be affected by “Me.”

This causal network is not an explicit philosophical belief. It’s implicit— a background representation of the brain, controlling which philosophical arguments seem “reasonable.” It just seems like the way things are.

Every now and then, another neuroscience press release appears, claiming that, because researchers used an fMRI to spot the brain doing something-or-other during a decision process, it’s not you who chooses, it’s your brain.

Likewise that old chestnut, “Reductionism undermines rationality itself. Because then, every time you said something, it wouldn’t be the result of reasoning about the evidence—it would be merely quarks bopping around.”

Why is this not obvious? Because there are many levels of organization that separate our models of our thoughts—our emotions, our beliefs, our agonizing indecisions, and our final choices—from our models of electrons and quarks.

We can intuitively visualize that a hand is made of fingers (and thumb and palm). To ask whether it’s really our hand that picks something up, or merely our fingers, thumb, and palm, is transparently a wrong question.

But the gap between physics and cognition cannot be crossed by direct visualization. No one can visualize atoms making up a person, the way they can see fingers making up a hand.

And so it requires constant vigilance to maintain your perception of yourself as an entity within physics.

This vigilance is one of the great keys to philosophy, like the Mind Projection Fallacy. You will recall that it is this point which I nominated as having tripped up the quantum physicists who failed to imagine macroscopic decoherence; they did not think to apply the laws to themselves.

Beliefs, desires, emotions, morals, goals, imaginations, anticipations, sensory perceptions, fleeting wishes, ideals, temptations… You might call this the “surface layer” of the mind, the parts-of-self that people can see even without science. If I say, “It is not you who determines the future, it is your desires, plans, and actions that determine the future,” you can readily see the part-whole relations. It is immediately visible, like fingers making up a hand. There are other part-whole relations all the way down to physics, but they are not immediately visible.

“Compatibilism” is the philosophical position that “free will” can be intuitively and satisfyingly defined in such a way as to be compatible with deterministic physics. “Incompatibilism” is the position that free will and determinism are incompatible.

My position might perhaps be called “Requiredism.” When agency, choice, control, and moral responsibility are cashed out in a sensible way, they require determinism—at least some patches of determinism within the universe. If you choose, and plan, and act, and bring some future into being, in accordance with your desire, then all this requires a lawful sort of reality; you cannot do it amid utter chaos. There must be order over at least those parts of reality that are being controlled by you. You are within physics, and so you/physics have determined the future. If it were not determined by physics, it could not be determined by you.

Or perhaps I should say, “If the future were not determined by reality, it could not be determined by you,” or “If the future were not determined by something, it could not be determined by you.” You don’t need neuroscience or physics to push naive definitions of free will into incoherence. If the mind were not embodied in the brain, it would be embodied in something else; there would be some real thing that was a mind. If the future were not determined by physics, it would be determined by something, some law, some order, some grand reality that included you within it.

But if the laws of physics control us, then how can we be said to control ourselves?

Turn it around: If the laws of physics did not control us, how could we possibly control ourselves?

How could thoughts judge other thoughts, how could emotions conflict with each other, how could one course of action appear best, how could we pass from uncertainty to certainty about our own plans, in the midst of utter chaos?

The future is determined by physics. What kind of physics? The kind of physics that includes the actions of human beings.

People’s choices are determined by physics. What kind of physics? The kind of physics that includes weighing decisions, considering possible outcomes, judging them, being tempted, following morals, rationalizing transgressions, trying to do better…

There is no point where a quark swoops in from Pluto and overrides all this.

The thoughts of your decision process are all real, they are all something. But a thought is too big and complicated to be an atom. So thoughts are made of smaller things, and our name for the stuff that stuff is made of is “physics.”

Physics underlies our decisions and includes our decisions. It does not explain them away.

Remember, physics adds up to normality; it’s your cognitive algorithms that generate confusion

Caledonian: What about the Principle of Charity - Everbody is necessarily mostly right. This means of course, that we also sometimes are wrong.

Somehow, I get this nagging feeling that you use 'wrong question' as a, in your own words, 'stop word'. This series is leading upto 'can't say' and 'no answer' for any and all questions that you have explicitly started out to answer.

I think the whole "wrong question" business is easier to understand in a situation that is already well understood.

Ok, so we live in a flat world.  What supports the world?  A turtle!  Ok, but now here's my question:

The way to "answer" this question is not to try to answer it directly, e.g. another turtle.  And it's not that the answer is unknowable or beyond human understanding.  With a better understanding of reality the question itself goes away.

I suggest there are 4 stages in the life-cycle of a didact:

(1) The belief that one's intellectual opponents can be won over by rationality.
(2) The belief that one's intellectual opponents can be won over by rationality and emotional reassurance.
(3) The belief that one's intellectual opponents can be won over without rationality.
(4) The belief that one's intellectual opponents do not need to be won over.

I am not suggesting that any stage is superior to any other.

Eliezer, I declare that you are currently at stage (2), commonly known as the "Dawkins phase". :)

Shane, true. "What supports the world" (and the consequent support mechanisms for the turtles) is the 'wrong question', so to speak. But the question we set out to answer was "What shape is the world?". Not even "Is the world flat?". Glossing over the myriad of Eliezer's posts (I swear, I read them dilligently! Though I am neither a physicist, nor for that matter a reductionist), they add up to a pyramid of straw men.

Take this particular point of 'Me' vs. 'Physics'. The answer one takes away from this post is that I am a subse... (read more)

I'm always bothered by the phrase "physical reality", as if there were some other reality.  Minds are complex and so are made of smaller things.  Things interact which causes them to change.  When you decide to cause something to happen that must be via your parts interacting differently with the parts of those things.  All this should be obvious.  The trouble starts when people see it as obvious that mental things are not made of physical things.

I don't see the straw man.  In the classical sense "freewill" means that there is something outside of the system that is free to make decisions (at least this is my understanding of it).  If you see yourself, your will, your decision making process and everything as all existing within the system and thus governed by physics, then that answers your question: in a classical sense the answer is no.  There are many other ways to define "freewill", however, and under some of these definitions the answer to the question will be... (read more)

Shane - really good demonstration of how wrong a question is really is.

The answer to that, at least from what little I can glean from Eliezer's insightful writings, is supposed to be, "Free will? That is the wrong question."

Well...yeah. It is a wrong question. I'd go so far as to call it the original wrong question. To borrow from Eliezer's language, if you know everything there is to know about physics and the brain, but you can still imagine asking 'but do I have free will?', you're onto a loser. 'Do I have free will' is not only wrong, it's wr... (read more)

I think the core problem when talking about freewill is that at some level the notion of freewill just by definition requires a system where the mind exists out side of physics and manipulates it. It's seems like that's what people really mean when they say freewill.

I'm not sure of a good way to explain my thoughts on this. Lets try it this way, imagine you had an AI computer program. And it really was genuine strong AI, and you were quite happy to assert that it was intelligent, self aware and sentient. It thinks, it learns, it loves, it hates, it has dou... (read more)

From a certain point of view that may even be true :-)

If you're okay with thinking of your mind as an algorithm, then note that any algorithm exists "outside of physics", having instantiations in many different physical worlds and outputting bits into all of them. As Wei Dai once said, "there are copies of me all over math". This idea is controversial, but not obviously false. 

Also, Nesov has suggested that physics might arise anthropically from the makeup of our minds ("laws of physics are as complex as minds, but complex details have too little measure to matter"). This idea is even more controversial, but also not obviously false.

None of that has any bearing on libertarian free will, though.

Gordon, no. That's not the problem. The problem is with reconciling determinism with probability distribution. The inherent uncertainity is what "free will" is all about.

That I can choose is at the crux of free will. Eliezer goes on about not having the choice not to choose and therefore it is deterministic (or whatever the QM equivalent term he wants to use. You get the picture.) And then you get into definitional issues.

There still is segue missing between bridging this thought with his earlier comments on macro level decoherence and its "collapse into reality". I am looking forward to his building that bridge.

Randomness doesn't give you any free will.  Imagine that every time you had to make a decision you flipped a coin and went with the coin's decision.  Your behaviour would follow a probability distribution and wouldn't be deterministic, however you still wouldn't have any free will.  You'd be a slave to the outcomes of the coin tosses.

There's no a-priori reason to believe that an object needs a rule to follow in order to move from A to B. Why can't it "just move?" That is what I believe people do.

That isn't the question, really.  The question is:  Can we articulate an explicit definition for the used-phrase 'free will'?

Once we've done that, we can attempt to determine how the concept applies to various aspects of existence.  Without answering that question, responding to any other relevant question is useless.

If I tell you that you possess the property of glixnatech, how does that change your functional understanding of yourself and the universe?

So, can someone please explain just exactly what "free will" is such that the question of whether I have it or not has meaning?  Every time I see people asking this question, it's presented as some intuitive, inherently obvious property, but I actually can't see how the world would be different if I do have free will or if I don't.  I really don't quite understand what the discussion is about.

Stephen, hence the term 'wrong question'. a.y., please restate the question you want confirmed or denied. On your taboo card for this round:

Caledonian, strikingly prescient and relevant comment. Did you have something different for breakfast?

Stephen: I think it's just an inability to see around an illusion. People think, "It seems like I have free will; I decide to do something and then I do it. How can that not be the case?" But this is just one of many illusions built into our brains, and it's hard to let go of like so many other illusions about time and space and so on that have come up in this series. As far as I can tell, and I've gotten into this discussion with many people, the sticking point is always that illusion.

The other thing that happens is people start to worry about h... (read more)

The question "do we have free will", which as I understand it is more precisely described as "does the fact that you only ever get to make one choice and experience one outcome make choice an illusion", has two important properties. One, it's completely unanswerable, there being no imaginable evidence that would shift your belief one way or the other. And two, whether your belief is right or wrong has no direct consequences, positive or negative.

A rationalist might see this as a bad thing - a "wrong question" - and so ignore it. But a philosopher might look on this as a biscuit tin that never runs out of biscuits.

"people start to worry about how we can enforce laws/punish criminals and so forth if there's no free will"

Interesting observation. Also note how society differentiates between violent criminals and the violent mentally ill.

"Free will" is one of those concepts in philosophy where I have absolutely no idea what it's supposed to be about. I've read a few works on the subject and they all assure me that everyone is convinced they have it. I think the lesson to be learned is that words and concepts have histories of their own and frequently fall out of touch with reality completely. I think "free will" is like that.

"Because there are many levels of organization that separate our models of our thoughts - our emotions, our beliefs, our agonizing indecisions, and our final choices - from our models of electrons and quarks."

What you describe as "requiredism" is pretty much the sort of "compatibilism" espoused by Dennett (among many others -- I'd say the idea traces back to Locke). In any case, I'd agree that a different word for this idea would be useful, one that connotes the rejection of the useless, loaded concept of free will. 'Requiredism' is kind of ugly, though. How about 'conationism'? 'Conative realism'?

If free will is defined (I don't see that anyone did it yet here), it is easy to see that it is consistent with many-worlds. Ordinarily free will has a simple definition: if a person is thinking about what to do, there is more than one thing that he can conclude and do.

According to many-worlds, there are many things that he does conclude, and does do. If there are many that he does do, then there are many that he can do. So by this definition of free will, he has free will.

Perhaps you are exceptionally glixnatechos at the present time.

I know this is just re-iterating what Caledonian and Ben Jones said, but too have meaningful discussion on this subject you have to taboo "free will" and come up with a specific description of what you are trying to figure out. The most basic concept of free will is "being able to do what you desire to do," and that is not affected one whit by determinism, or MWI, or God knowing what you are going to do in advance, etc. I know there are a lot of other more sophisticated-sounding discussions regarding this ("ah, but can you choose t... (read more)

Personally I think people are barking up the wrong tree. "Persons" are causally epiphenomenal at the level of physics. So mixing up peoplpe and physics is going to get wrong results.

That is, my model is just the universe (when discussing physics) with nothing inside. I like parsimony for physics, for other things it is not so good, for example normality™.

In order for you to have free will, there has to be a "you" entity in the first place. . .

I don't see the need for this new category of "requiredism;" most philosophical compatibilists have thought that free will required determinism.  Van Inwagen calls the argument that free will requires determinism the "mind argument" (since there are apparently several papers in Mind from the mid 20th century all making versions of the argument), but it is quite clearly stated as early as Hume.

The "Why punish criminals?" question has a long history. The idea is that if your actions are determined by prior causes then you're no longer blameworthy. I think for most people deterrence would be morally unacceptable if they did not also consider criminals blameworthy. Why not punish their friends and families if that would also act as an effective deterrent? Actually this question - how can we delimit external and internal causes - is more interesting to me than general concepts of free will (short answer: we can't). If you want a nice examp... (read more)

But "if your actions are determined by prior causes" then whether or not you think those actions are blameworthy is determined by prior causes too. The act of punishing criminals is subject to the same physics that crime is. So is talking about the act of punishing criminals. And so on.

We still haven't been given a clear definition of what the concept consists of, and yet people are already breaking out things philosophers have said about the name.

People hear:  "The universe runs like clockwork; physics is deterministic; the future is fixed."

The question of whether the future is "fixed" is unimportant, and irrelevant to the debate over free will and determinism.  The future--what will happen--is necessarily "fixed".  To say that it isn't implies that what will happen may not happen, which is logically impossible.  The interesting question is not about whether the future is fixed, but rather about what fixes the future.

I agree. But no philosopher is going to bite that bullet. They'd be out of a job.

How can I think a thought? The river that flows without a drop.

Am I thinking the next thought? Chemicals, doing what they ought.

With time an illusion. The I that says it's me, is a figment too.

Yet another opportunity for me to plug For the law, neuroscience changes nothing and everything.

I don't understand your comment.  In case it wasn't clear: I don't believe in the existence of free will in the classical sense.

Shane, the problem is the concept "outside the system".  Outside what system?  The system that includes your free will?  That's going to be kinda difficult...

... which is why I don't believe that I have classical free will.

If a body's physical/biological state at any given moment is sufficient to determine its state, or behavior, at a future moment, where this body is a closed system until that future moment, then why have the body a first-person ontology at all?

...I actually can't see how the world would be different if I do have free will or if I don't. (Stephen Weeks)

In order for you to have free will, there has to be a "you" entity in the first place. . . (Matthew C.)

I have an idea where Eliezer is going with this, and I think the above comments are helpful in it.

Seems to me that the reason people intuitively feel there must be some such thing as free will is that there's a basic notion of free vs. constrained in social life, and that we project physical causality of our thoughts to be of the same fo... (read more)

If that was ambiguous, I meant that the falsehood was the positing of an "I" separate from the patterns of physical evolution of the brain.

Thou are not physics, although though art made from physics.  There's a difference.

me_now   --->   me_future
^                ^
|                |
physics_now =->  physics_future

The above will look like crap due to variable-width fonts, but you get the idea.

The evolution of me has its own rules, which do not violate physics but may be said to transcend them, sort of.

Instead of a person, imagine its a computer we are talking about.  All that circuitry is obeying the laws of physics, no doubt, but the evolution of the... (read more)

The high-level principles that appear to govern the "evolution of you" do not 'transcend' physics, they are rough approximations of the full detail of physics.

As for advocates of uploading, they believe the definiti... (read more)

The future--what will happen--is necessarily "fixed". To say that it isn't implies that what will happen may not happen, which is logically impossible.

Pablo, I think the debate is over whether there is such a thing as "what will happen"; maybe that question doesn't yet have an answer. In fact, I think any good definition of libertarian free will would require that it not have an answer yet.

So, can someone please explain just exactly what "free will" is such that the question of whether I have it or not has meaning?

Again, if free will requires that the future not be fixed, then many-worlds implies that free will can exist. According to many-worlds it is impossible to predict the result of a quantum mechanical experiment, precisely because both results must happen to different versions of you. So before you do the experiment, it is completely indeterminate what "you" are going to see.

Don't forget what the laws of physics are, they are not something out there controlling things, rather we observe patterns and then make up laws to match.

So to those who insist men are governed by such a law, which individual men did you observe and successfully predict the actions of? Do you have their names, or if they wanted to be anonymous, do you at least have a citation for the experiment? Thanks.

I can't define Free Will. As I said in my earlier disclaimer, I am not an academician in any of the relevant streams. Heck! I am not an acadamecian at all!

"Free will", at least insofar as I am concerned, is exemplified by experiencing a choice and enjoying the resultant consequences of making that choice. True, my experiences, my enjoyment, me, etc. are all governed by the quasi-deterministic-probabilistic-functional-formalisations of physics and/or reality. That does not deny that

a) The agency denoted by "I" have a choice among a multi... (read more)

Unknown, randomness gives no more 'free will' than determinism - which just shows further how incoherent the idea is.

You can improve your beliefs over time.  Your choice determines how tru... (read more)

a. y. mous, in my estimation you're on surest ground describing free will as an "experience". Given all the ways we've already discovered that the experience seems to be illusory, it seems to me to be quite likely that free will is in every way illusory. You also use the word "enjoying", which I like. I consider the enjoyment of a free will experience to be a luxury to indulge in to the the degree that it maximizes my persistence odds (given how unfriendly reality seems to be to my long-term persistence). Beyond that, scientific inquiry... (read more)

"Your future belief is fixed, but it is fixed by your current choice whether to think rationally, not by quarks zipping in from Pluto."

You sound sure about that (the belief that people have a choice whether to think rationally). I'm curious what you base your sureness on? I'm not sure that any person or entity has a "choice" in that matter, but I'm interested in the best evidence/arguments to the contrary.

>> a. y. mous, in my estimation you're on surest ground describing free will as an "experience".

And that is where I plan to stand at all times! Perhaps a maxim that I have followed over the years would help you in understanding where I come from



Science without morality is knowledge

Knowledge without application is technology

Technology without context is data

Data without perception does not exist.

Nick Tarleton, what is your definition of free will? You can't even say the concept is incoherent without a definition. According to my definition, randomness definitely gives free will.

As in, I state the position that I intend to offer arguments for, and then I offer arguments and explain how they lead to that position.

So - let me get this straight - you have no problem with my showing how someone else's claims are wrong, I just can't say that they're wrong?  Because that's a 'needless jab'?

I think the debate is over whether there is such a thing as "what will happen"; maybe that question doesn't yet have an answer. In fact, I think any good definition of libertarian free will would require that it not have an answer yet.

Utilitarian, if it is now raining in Oxford, how could the sentence 'It will rain in Oxford tomorrow' have failed to have been true yesterday?

Pablo, according to many worlds, even if it is now raining in Oxford, yesterday "it will rain in Oxford tomorrow" and "it will not rain in Oxford tomorrow" were both equally true, or both equally false, or whatever. In any case, according to many worlds, there is no such thing as "what will happen", if this is meant to pick some particular possibility like rain in Oxford.


Caledonian, it would improve discussion if you would make an effort to try to understand what I'm saying rather than flatly declaring "you're wrong".  That being said, I'm not sure why you were redacted, that didn't make a lot of sense.  

As for advocates of uploading, they believe the definitions of their selves are certain properties of the relationships between things, and said properties can be duplicated and transferred between different sets of things. At no point are they 'Something Else'.

"Properties of the relationship between things... (read more)

mtraven, I think your example demonstrates well why computationalism rests on a basic error. The type-token relationship between A-ness and instances of the letter "A" is easily explained: what constitutes A-ness is a social convention and the various diverse instances of "A" are produced as human artifacts with reference to that convention. They all exhibit A-ness because we made them that way. Computers are like this too. Computers can be made from different substrates because they only have to conform to our conventions of how a comp... (read more)

Caledonian, you are a bore.  You don't understand what I'm saying, and you are so convinced of your rightness that you can't even be bothered to try -- it's amusing that you claim to know what I mean "far better" than I do myself.  

The relationship between higher-level entities, properties, symbols, and relations and their underlying physical substrates is an interesting and problematic area, but I guess we're not going to get any new insights into it here.  Pity.

poke, thanks for the serious reply.  You've redeemed the conversation for me. 

Here's my view of computationalism:  the computer is a highly imperfect model of human thought.  If you look at the historical development of the computer, it evolved as an attempt to mechanize thought.  Despite its imperfections, it's the best model we have, and it helps us understand real brains.  Various insoluble philosophical problems appear in the computer as engineering problems, which does not exactly solve the real problems but helps get a better handle on them.

That is exactly right.  The part where you explain why someone else's claims are wrong is the conversation.  The part where you say "No.  You're wrong." on a separate line, occupies a continuous spectrum with "You're an idiot.", which you also say every now and then; it does not occupy a continuous spectrum with those actual arguments that you make.

Which is why the individuals in WWII who performed extended mathematical calculations (mostly women) were called 'computers'.  The term only began being applied to devices only in the vernacular when the Electronic Age resulted in many electronic computers being built.

mtraven, The computer started as an attempt to mechanize calculation. There's a tradition in mathematics, going back to the Greeks and popular with mathematicians, that mathematics is exemplary reasoning. It's likely that identifying computation and thought builds off that. If calculation/mathematics is exemplary thought and computers mechanize calculation then computers mechanize thought.

I would argue instead that mathematics is actually exemplary (albeit creative) tool-use. This is especially stark if you look at the original human computers Caledonian m... (read more)

I disagree that it's our best model; I find it too misleading.

Also, the evidence that the brain engages in symbol processing is very weak...

Presumably your brain is processing symbols right now, as your read this.  

You probably are questioning if there is symbol processing going on underneath the obvious top level -- somewhere between quantum physics and the chemistry of neurons, and thinking.  The answer appears to be that the brain uses a whole variety of representations, which vary in how much they look like symbols or like other things, such as image maps.  


If you don't need to understand every level of hardware to manipulate electronic computational devices, why do you think anyone woul... (read more)

Elezier, have you ever read the paper: 'Consciousness: A Hyperspace View' by Saul-Paul Sirag? I don't have enough fundamental knowledge to determine whether the paper is theoretical crackpottery or serious physics, but for me it's description of consciousness being an extra dimension certainly sounded just right.

The theory basically proposed (supported by equations which were far beyond my current grasp) that if one keeps following the 'observers observing the observers' chain to it's inevitable conclusion an extra dimension of 'consciousness' could be add... (read more)

Michiel: Does it explain (or even in a sesible way explain away) the key issue of consiousness? That is, the whole business about subjective experience? The whole "there's something that it's like to be me" thing? If no, it's not actually explaining, well, the actual question?

For that matter... what is it about human braincells that allow them to interact with this extra dimension in a nontrivial way?

Biology and physics. Google Tim Van Gelder for a philosophical perspective on the benefits of using dynamics to explain cognition. I think he has papers online.

I think there's an important distinction between being able to manipulate symbols and engaging in symbol processing. After all, I can use a hammer, but nobody thinks there's hammers in my brain.

No, poke.  It's true of any information-processing device.

NO, poke.  It doesn't matter how the computation is carried out, as long as it is.  The specific design is irrelevant.

poke -- by a weird coincidence I was just looking at the software from van Gelder's company, Austhink (they make systems for argument mapping).  I never read his dynamic cognition papers, but it seems to be rather similar to the critiques of GOFAI (good old-fashioned AI) that were made in the 90s by neural-net people and the situated action people.  There is some validity to these critiques, a lot actually, but in a sense they are attacking a strawman. Nobody really believes the brain is a classic Turing machine; even if it is doing symbol processing it is... (read more)

So then a Turing Test is passed when the physics governing the relationship between you and the AI decides that the AI is now just I. Sounds like you found a correlation between chaos theory and physics within human cognition. Or better yet, it sounds like physics just looked in the mirror.

Well, it all seems to be cause and effect, and until effects overlap/intersect, we remain unaware and unaffected.  Afterwards, in retrospect we can deem things this or that.

"In a long essay called 'What is Life', the great physicist Erwin Schrödinger comes up with the following argument:

Given that
i) my body functions as a pure mechanism according to laws of nature,

and that
ii) I know by direct experience that I am directing the motions of my body,

it follows that
iii) I am the one who directs the atoms of the world in their motions.

Schrödinger remarks, '...it is daring to give to this conclusion the simple wording that it requires. In Christian terminology to say, "Hence I am God Almighty" sounds both blasphemo... (read more)

Similar ideas as Eliezer can occur to people without proper physics, experimental spirit or understanding of the brain (but I am not sure  I can say "without rationality", as the Art may not be what I think it to be). I mean,some Indian spiritual traditions have explicitly stated that although you feel and believe that you have a real self, although you feel your existence as an entity strongly, this is not acceptable evidence for the existence of your "self". This is their key to selflessness.
In other words, you may feel your existenc... (read more)



Timeless Control

Followup to:  Timeless Physics, Timeless Causality, Thou Art Physics

People hear about many-worlds, which is deterministic, or about timeless physics, and ask:

If the future is determined by physics, how can anyone control it?

In Thou Art Physics, I pointed out that since you are within physics, anything you control is necessarily controlled by physics.  Today we will talk about a different aspect of the confusion, the words "determined" and "control".

The "Block Universe" is the classical term for the universe considered from outside Time.  Even without timeless physics, Special Relativity outlaws any global space of simultaneity, which is widely believed to suggest the Block Universe—spacetime as one vast 4D block.

When you take a perspective outside time, you have to be careful not to let your old, timeful intuitions run wild in the absence of their subject matter.

In the Block Universe, the future is not determined before you make your choice.  "Before" is a timeful word.  Once you descend so far as to start talking about time, then, of course, the future comes "after" the past, not "before" it.

If we're going to take a timeless perspective, then the past and the future have not always been there.  The Block Universe is not something that hangs, motionless and static, lasting for a very long time.  You might try to visualize the Block Universe hanging in front of your mind's eye, but then your mind's eye is running the clock while the universe stays still.  Nor does the Block Universe exist for just a single second, and then disappear.  It is not instantaneous.  It is not eternal.  It does not last for exactly 15 seconds.  All these are timeful statements.  The Block Universe is simply there.

Perhaps people imagine a Determinator—not so much an agent, perhaps, but a mysterious entity labeled "Determinism"—which, at "the dawn of time", say, 6:00am, writes down your choice at 7:00am, and separately, writes the outcome at 7:02am.  In which case, indeed, the future would be determined before you made your decision...

[image: Fwdeterminism_2] In this model, the Determinator writes the script for the Block Universe at 6:00am.  And then time—the global time of the universe—continues, running through the Block Universe and realizing the script.

At 7:00am you're trying to decide to turn on the light bulb.  But the Determinator already decided at 6:00am whether the light bulb would be on or off at 7:02am.  Back at the dawn of time when Destiny wrote out the Block Universe, which was scripted before you started experiencing it...

This, perhaps, is the kind of unspoken, intuitive mental model that might lead people to talk about "determinism" implying that the future is determined before you make your decision.

Even without the concept of the Block Universe or timeless physics, this is probably what goes on when people start talking about "deterministic physics" in which "the whole course of history" was fixed at "the dawn of time" and therefore your choices have no effect on the "future".

As described in Timeless Causality, "cause" and "effect" are things we talk about by pointing to relations within the Block Universe.  E.g., we might expect to see human colonies separated by an expanding cosmological horizon; we can expect to find correlation between two regions that communicate with a mutual point in the "past", but have no light-lines to any mutual points in their "future".  But we wouldn't expect to find a human colony in a distant supercluster, having arrived from the other side of the universe; we should not find correlation between regions with a shared "future" but no shared "past".  This is how we can experimentally observe the orientation of the Block Universe, the direction of the river that never flows.

[image: Fwcausality] If you are going to talk about causality at all—and personally, I think we should, because the universe doesn't make much sense without it—then causality applies to relations within the Block Universe, not outside it.

The Past is just there, and the Future is just there, but the relations between them have a certain kind of structure—whose ultimate nature, I do not conceive myself to understand—but which we do know a bit about mathematically; the structure is called "causality".

(I am not ruling out the possibility of causality that extends outside the Block Universe—say, some reason why the laws of physics are what they are.  We can have timeless causal relations, remember?  But the causal relations between, say, "dropping a glass" and "water spilling out", or between "deciding to do something" and "doing it", are causal relations embedded within the Block.)

One of the things we can do with graphical models of causality—networks of little directed arrows—is construe counterfactuals:  Statements about "what would have happened if X had occurred, instead of Y".

These counterfactuals are untestable, unobservable, and do not actually exist anywhere that I've been able to find.  Counterfactuals are not facts, unless you count them as mathematical properties of certain causal diagrams.  We can define statistical properties we expect to see, given a causal hypothesis; but counterfactuals themselves are not observable.  We cannot see what "would have happened, if I hadn't dropped the glass".

Nonetheless, if you draw the causal graph that the statistics force you to draw, within our Block Universe, and you construct the counterfactual, then you get statements like:  "If I hadn't dropped the glass, the water wouldn't have spilled."

If your mind contains the causal model that has "Determinism" as the cause of both the "Past" and the "Future", then you will start saying things like, But it was determined before the dawn of time that the water would spill—so not dropping the glass would have made no difference.  This would be the standard counterfactual, on the causal graph in which "Past" and "Future" are both children of some mutual ancestor, but have no connection between them.

And then there's the idea that, if you can predict the whole course of the universe by looking at the state at the beginning of time, the present must have no influence on the future...

Surely, if you can determine the Future just by looking at the Past, there's no need to look at the Present?

The problem with the right-side graph is twofold:  First, it violates the beautiful locality of reality; we're supposing causal relations that go outside the immediate neighborhoods of space/time/configuration.  And second, you can't compute the Future from the Past, except by also computing something that looks exactly like the Present; which computation just creates another copy of the Block Universe (if that statement even makes any sense), it does not affect any of the causal relations within it.

One must avoid mixing up timeless and timeful thinking.  E.g., trying to have "Determinism" acting on things before they happen.  Determinism is a timeless viewpoint, so it doesn't mix well with words like "before".

The same thing happens if you try to talk about how the Past at 6:30am determines the Future at 7:30am, and therefore, the state at 7:30am is already determined at 6:30am, so you can't control it at 7:00am, because it was determined at 6:30am earlier...

What is determined is a timeless mathematical structure whose interior includes 7:00am and 7:30am.  That which you might be tempted to say "already exists" at 6:00am, does not exist before 7:00am, it is something whose existence includes the Now of 7:00am and the Now of 7:30am.

If you imagine a counterfactual surgery on the interior of the structure at 7:00am, then, according to the statistically correct way to draw the arrows of causality within the structure, the 7:30am part would be affected as well.

So it is exactly correct to say, on the one hand, "The whole future course of the universe was determined by its state at 6:30am this morning," and, on the other, "If I hadn't dropped the glass, the water wouldn't have spilled."  In the former case you're talking about a mathematical object outside time; in the latter case you're talking about cause and effect inside the mathematical object.  Part of what is determined is that dropping the glass in the Now of 7:00:00am, causes the water to spill in the Now of 7:00:01am.

And as pointed out in Thou Art Physics, you are inside that mathematical object too.  So are your thoughts, emotions, morals, goals, beliefs, and all else that goes into the way you determine your decisions.

To say "the future is already written" is a fine example of mixed-up timeful and timeless thinking.  The future is.  It is not "already".  What is it that writes the future?  In the timeless causal relations, we do.  That is what is written: that our choices control the future.

But how can you "control" something without changing it?

"Change" is a word that makes sense within time, and only within time.  One observes a macroscopically persistent object, like, say, a lamp, and compares its state at 7:00am to its state at 7:02am.  If the two states are different, then we say that "the lamp" changed over time.

In Timeless Physics, I observed that, while things can change from one time to another, a single moment of time is never observed to change:

At 7:00am, the lamp is off.  At 7:01am, I flip the switch...  At 7:02am, the lamp is fully bright.  Between 7:00am and 7:02am, the lamp changed from OFF to ON.

But have you ever seen the future change from one time to another?  Have you wandered by a lamp at exactly 7:02am, and seen that it is OFF; then, a bit later, looked in again on the "the lamp at exactly 7:02am", and discovered that it is now ON?

But if you have to change a single moment of time, in order to be said to "control" something, you really are hosed.

Forget this whole business of deterministic physics for a moment.

Let's say there was some way to change a single moment of time.

We would then need some kind of meta-time over which time could "change".

The lamp's state would need to change from "OFF at 7:02am at 3:00meta-am" to "ON at 7:02am at 3:01meta-am".

But wait!  Have you ever seen a lamp change from OFF at 7:02am at 3:00meta-am, to ON at 7:02am at 3:00meta-am?  No!  A single instant of meta-time never changes, so you cannot change it, and you have no control.

So if we're going to keep our concepts of "cause" and "control" and "choose"—and to discard them would leave a heck of a lot observations unexplained—then we've got to figure out some way to define them within time, within that which is written, within the Block Universe, within... well... reality.

Control lets you change things from one time to another; you can turn on a lamp that was previously off.  That's one kind of control, and a fine sort of control it is to have.  But trying to pull this stunt on a single moment of time, is a type error.

If you isolate a subsystem of reality, like a rock rolling down hill, then you can mathematically define the future-in-isolation of that subsystem; you can take the subsystem in isolation, and compute what would happen to it if you did not act on it.  In this case, what would happen is that the rock would reach the bottom of the hill.  This future-in-isolation is not something that actually happens in the Block Universe; it is a computable property of the subsystem as it exists at some particular moment.  If you reach in from outside the isolation, you can stop the rock from rolling.  Now if you walk away, and again leave the system isolated, the future-in-isolation will be that the rock just stays there.  But perhaps someone will reach in, and tip the rock over and start it rolling again.  The hill is not really isolated—the universe is a continuous whole—but we can imagine what would happen if the hill were isolated.  This is a "counterfactual", so called because they are not factual.

The future-in-isolation of a subsystem can change from one time to another, as the subsystem itself changes over time as the result of actions from outside.  The future of the Grand System that includes everything, cannot change as the result of outside action.

People want to place themselves outside the System, see themselves separated from it by a Cartesian boundary.  But even if free will could act outside physics to change the Block Universe, we would just have a Grand System that included free-will+physics and the future would be fully determined by that.  If you have "freer will" we just have an Even Grander System, and so on.

It's hard to put yourself outside Reality.  Whatever is, is real.

Control lets you determine single moments of time (though they do not change from one meta-time to another).  You can change what would have happened, from one time to another.  But you cannot change what does happen—just determine it.  Control means that you are what writes the written future, according to the laws of causality as they exist within the writing.

Or maybe look at it this way:  Pretend, for a moment, that naive views of free will were correct.  The future "doesn't exist yet" and can be "changed".  (Note:  How are these two statements compatible?)  Suppose that you exercise your "free will" at 6:30am to rescue three toddlers from a burning orphanage, changing their future from horrible flamey death at 7:00am, to happy gurgling contentment at 7:00am.

"Aha!  The past is fixed and can never be altered!  So now you cannot ever have chosen any differently than you did choose.  Furthermore, the actual outcome of your actions can never change either; the outcome is now fixed, so even if your past choice did now change, the past outcome wouldn't, because they are both just determined by "The Past".  While your will was once free at 6:30am to change the future at 7:00am, it is now 7:30am and this freedom no longer exists.  So now your will at 6:30am is no longer free.  How can your past will have been free, now that there is only one past?  Therefore I do not now assign you any moral credit for saving the orphanage; you no longer could have chosen differently from how you chose."

In the Block Universe, the "past" and the "future" are just perspectives, taken from some point within the Block. So, if the fixation of the past doesn't prevent the embedded decisions from having (had?) the property of freedom, why should the determination of the future prevent those embedded decisions from having the same property?

In the Block Universe, the Future is just like the Past: it contains the Nows of people making choices that determine their outcomes, which do not change from one meta-time to another.

And given the way we draw the causal arrows, it is correct to form the (un-observable) counterfactuals, "If I hadn't saved those children from the orphanage, they would be dead," and "If I don't think carefully, my thoughts will end up in Outer Mongolia."  One is a counterfactual over the past, and one is a counterfactual over the future; but they are both as correct as a counter-factual can be.

The next step in analyzing the cognitive issues surrounding free will, is to take apart the word "could"—as in "I could have decided not to save the children from the orphanage."  As always, I encourage the reader to try to get it in advance—this one is easier if you know a certain simple algorithm from Artificial Intelligence.

-randomness: if the future is not determined it is completely unpredictable, in other words, it is random. Wouldn't the universe be a strange place if your decisions have a strong component of randomness? Perhaps in the next hour you would decide to take all the paper in your office and fold it into tiny boxes...

-Danger: since the future is already determined I can as well sit back and relax and don't worry. Don't fall into this trap.

Completely determined or completely random is a false dichotomy.

Clearly, clear thinking is opaquely difficult. The future is not random, Roland, the future is just unknown. The future will have about as much structure as the now has, but we do not yet know all the details. This can possibly be construed as "randomness" in our thinking, but it is not randomness in the world. Another POV would call this "randomness in our thinking" as uncertainty. Roland "don't fall into this trap" means don't let determinism dertermine you - or worse - let Roland determine what you are determined to do. Maybe the Don't Panic button would be better and thusly your future was.

That was interesting, but I think you misunderstand time as badly as you expect us to misunderstand non-time

In regular time, the past no longer exists -- so there's no issue of whether it is changing or not -- and when we talk about the future changing, we're really referring to what is likely to happen in a future that doesn't exist yet.

A person living in a block universe could mistakenly think they have time by only perceiving the present.  On the other hand, a person living in a timed universe could mistakenly think they live in a block by writing down their memories and expectations in a little diagram.

At some point in the future a SI could come a long and explain all those observations in terms of atoms etc and your "control" etc would go poof becoming epiphenomenal.

I repeat:  There is a difference between explaining something, and explaining it away.

You can explain a rainbow in terms of optics, but that doesn't make it an epiphenomenon.  The haunted mine has been emptied of gnomes, but the rainbow is still there.

For goodness sakes, I just covered all this territory a couple of months ago.  Consider rereading the Reductionism sequence.

So you are saying that explaining something is equivalent to constructing a map that bridges an inferential distance, whereas explaining something away is refactoring thought-space to remove an unnecessary gerrymandering?

As Elezier points out, You are indeed a part of physics. Likewise, it does not make sense to consider the future determined from a human's perspective.

Let me try to explain that. You can consider any system with fixed rules and constant initial conditions to be solvable. So if you consider a rock rolling down a hill. Given any time t, you can predict the position of the rock.

If you consider a human a system in this same way, we can expect an output for any given input, however the data is much too complex to be represented graphically. For example consider writing a note to a friend. You then watch the friend write her response. As far as you're concerned, her output is determined based on the input, in this case the note, but more generally, the environment. You can then consider the function "friend(environment) = action." Indeed you can model the entire universe this way. However if you try to consider yourself this way, you will fail. See http://en.wikipedia.org/wiki/G%C3%B6del%27s_incompleteness_theorems

The debate about "free will" is mostly a matter of perspective. Looking from a third person perspective, we know that "free will" is really always a function of the environment. When we examine our own choices retrospectively, we see that our actions were a product of other factors, and we did exactly the only thing we could do.

But since any definition like this can only be considered from a third person, we say that we have free will.

In case I haven't made myself clear, consider a function f(x) = x+1. We say f is entirely determined by x. However, if you imagine yourself as the function f, you do not consider yourself predetermined. While you know that for whatever input x, you will return x+1, you have no idea what you will do until the PRESENT time, when you learn x.
Our free will then is introspectively the mechanism by which we analyze our environment and make decisions.

A system with fixed deterministic rules and known initial conditions has an outcome that can be predicted. OTOH, the rules of QM are as fixed--unchanging--as you like, but do not allow definite prediction of experience.

We don't know anything about FW, including whether it is determined by the environment.

You can predict experiences quite reliably in aggregate. You can determine the percentages of you which will have experience A or B. The only uncertainty is which aspect of the amplitude flow you'll feel like you're in. 

MWI doesn't just allow you to predict in ways that are of no practical use , it's "deterministic"  in ways that are of no practical use.

Re: "Even without timeless physics, Special Relativity outlaws any global space of simultaneity".

Absolute time is like absolute space.  The most we can say is that we
haven't detected it yet.  If it is ever detected, relativity
will break - and what things it outlaws will no longer matter.

Yudowsky, I'm just applying parsimony/ockhams razor. If the configuration space is all that is needed to explain the next step, why do we also need to say, "a human controls the next state" as well. You are multiplying entities needlessly, going above the minimum message length, etc....

I think Will made my point. It doesn't seem to me like anything you wrote demonstrated that human choice is non-illusory. Granted that we seem to be part of physics, we can have experiences that make us think we're engaging in choice, we can experience cause and effect in our different points in configuration space, I don't see how that adds up to us actually engaging in choosing (as opposed to us experiencing thoughts and feelings of choosing, each of which are different parts of that configuration space).

I'm trying to see exactly where your assertion that humans actually have choice comes in. It's not clear to me, and the evidence I've seen is that cognitive scientists have already exposed much of the free will/human choice experience as illusory. So it seems reasonable to me that all of the human choice experience could be illusory (although the illusory experience could be a part of physics and normality too).

Being part of physics is not the same as being part of deterministic physics. We don't know whether physics is deterministic, and we don't know whether FW can or cannot be made out of the right structure under the right physics.

Human choice: why it exists, despite being inside of physics. Intelligence is the decision-making process. This is how our actions are determined. The experience of this decision-making process is called alternately "choice" and "free will". The causal relationship of our environments to our actions extends from observation, through our mental state and decision-making process, to our actions. If I use a different decision-making process, I make different decisions. This is still entirely inside of physics, but it hasn't been explained away. It can even be absolutely deterministic, when viewed from a third-person perspective. Saying we don't have "choice" is about as helpful as anything in the debate about free will

I also have a question of my own, regarding the rock-hill-system:

Will, Hopefully:  When you say "the configuration space" you have the human.  The human is part of the configuration space.  It's not multiplying entities to have a human and his hand or a hand and the hand's figures.  A different configuration space, one that differed only in that it contained a different human rather than this human, would cause a different future.

Tim:  The wheel of science doesn't roll backwards.  We know why we thought we had absolute time at a level of abstraction that encompasses those situations in which we had apparent evidence for absolute time.  What would it even mean, at this point, to say that we had discovered absolute time.  What would the experiments have to look like?  Do you think that we might find out that there is "real heat", not just thermal motion, too?

From what I understand the configuration space adds up to humans controlling the next state. This reminds me of when Eliezer was speaking about how one can separate out all the bones, tendons and ligaments of the hand and understand each one in turn but you still have to add them all up to a hand for them to function in their purpose as a hand..A bunch of bones, tendons and ligaments laying around separately may be useful in certain situations but they can't be a hand unless you combine them.

Sebastian, Michael, Cassandra, you seem to be side-stepping the central question. It seems reasonable to me that "choice" is an illusory experience in the same way that much of what we experience visually is illusory.

http://www.sciam.com/article.cfm?id=the-neuroscience-of-illusion

I'm trying to understand where Eliezer's expressions of certainty that human are capable of choice (rather than the illusory experience of choosing) comes from?

If probability is always a part of decision-making algorithm, embedded within physics, what does it mean to attach probability to timeless physics? How can global causality be described probabilistically? What is the decision that is being considered?

Eliezer's point (a quite justified one) is that the word "choice" is a name for something that human beings do, just as the name "apple" is a name for something human beings find in the world. Whatever you think an apple is, if you say it is only an illusion, then you're not talking about apples, but something else. Likewise, whatever you might think a choice is, if you say it is only an illusion, you're not talking about choices, but something else. For choice just means one of the things that people actually do in the real world, so it is quite real, not an illusion.

I think when people say that apples and choices are illusions, they might mean that they are patterns recognizable by people but not fundamental: if some system couldn't recognize an apple (perhaps only because it never had any reason to form the concept) but did have a model of the amplitude distribution of the universe, it would get along just fine (actually it would probably just have different high-level concepts).

Nobody could be that screwed up! Not dropping the glass would have been no option. =)

About all that free-will stuff:
The whole "free will" hypothesis may be so deeply rooted in our heads because the explanatory framework of identifying agents with beliefs about the world, objectives, and the "will" to change the world according to these beliefs and objectives just works so remarkably well.
Much like Newtons theory of gravity: In terms of the ratio of predictive_accuracy_in_standard_situations to operational_complexity Newton's gravity kicks donkey. So does the Free Will (TM). But that don't mean it's true.

Unknown, your comment strikes me as a good way of looking at it.

The "me of now" as a region of configuration space contains residue of causal relationships to other regions of configuration space ("the past" and my memories of it).  And the timeless probability field on configuration space causally connects the "me of now" to the "future" (other regions of configuration space).  Just because this is true, and -- even more profoundly -- even though the "me of now" configuration space region has no special status (no shining "moment in the sun" as the privileged focus of a global clock ticking a path through configuration space), I am still what I am and I do what I do (from a local perspective which is all I have detailed information about), which includes making decisions.

Our decisions are based on what we know and believe, so an acceptance of the viewpoint Eliezer has been putting forth is likely to have some impact on decisions we make... I wonder what that impact is, and what should it be?

If I follow this correctly, choices are both deterministic and non-illusory.

The traditional line of thinking is something along the lines of "if my choices are determined by something else, they are illusion, and therefore do not matter." If the choices were illusory, then—if I have correctly understood—removal from the system would not have an effect on the system. Which is to say, 'past' leads to 'choice'—I'm unsure if 'present' is more correct in this case—leads to 'future' is indistinguishable from 'past' leads to 'future'

However, this is something akin to saying '1 + 1 = 2' is indistinguishable from '1 = 2'. Both the '+ 1' and 'choice' are integral to '2' and 'future', respectively. Furthermore, the reverse—'2 = 1 + 1' and 'future is outcome of choice that is determined by past'—also needs the middle to work correctly.

So—to relate this to terms more intuitive—the past determines the choices we are presented with and the options we take, but the future is the direct outcome of the choice, not the past. Our choices are non-illusory because they have effect. Our choices are more deterministic than we would like to think. After all, I know I like to think that I'm the only determinator in my choices, but that would ignore my thoughts on the current situation, the outcomes of similar choices made in the past, and what has happened to me recently.

Now, I wonder what happens if we have—instead of a function f(n-1) = n, where n is a node along a chain of causality—a function f(n) = n - d, where d is some distance along the chain. Put another way, what if a choice were to somehow effect what we consider the past—or, if n is negative, the future—and this discontinuous function affected the chain in such a way as to affect node n? After all, if 'past', 'present' and 'future' are only the way we interpret causality, what prevents a chain from looping back on itself as one of many inputs.

In asking the question, I may have answered it myself. I was thinking timefully, in that adding a new node would affect an old node, where instead there are no 'new' or 'old' nodes. The nodes 'are'.

Perhaps any node which appears to affect the chain is an illusion, and instead is merely another chain of causality that is similar to the chain being considered. The present doesn't change the past, it links to something that looks like the past.

The argument that determinism is inimical to FW isn't the claim that you can remove the link labelled choice without changing anything else. It is partly based on the observation that the link is not in a privileged position that should objectively make it THE cause. Not only is it not the furthest back, it is also not the nearest and most I'mmediate cause of an event, since there is always some further mechanism needed to turn a choice into a successful action.

Furthermore, deterministic "choice"doesn't have all the expected properties of free choice. Particularly , it lacks could-have-been-otherwise.

Furthermore, deterministic "choice"doesn't have all the expected properties of free choice. Particularly , it lacks could-have-been-otherwise.

There is no conflict between determinism and counterfactuals.

"Had this tumbler been made of plastic instead of glass, it would not have broken when it fell on the floor."

"Had Krakatoa not erupted, the remarkable sunsets subsequently seen around the world would not have happened."

"Had Mars been larger, it would have retained a denser atmosphere."

"Had the millionth digit of pi been 0, this program to calculate it would have output 0."

Therefore such counterfactuals are not the right model for free choice. In particular, they are not an ability someone can exercise.

"If I run to catch my train, I will arrive on time."

"Had I run to catch my train, I would have arrived on time."

These say the same thing, one from before the decision and one from after. If you reject the latter, how can you accept the former? If you reject the former, how can you run your life at all?

Consider "if I run to catch the train, i would arrive on time. I have the ability to choose to run  or not. I chose not to run, and so missed the appointment. I could have chosen differently. I regret choosing as I did"

Free choice requires and depends on counterfactuals, but consists of more than counterfactuals.

Free choice requires and depends on counterfactuals, but consists of more than counterfactuals.

Then I don't know what you mean by "free choice". What I mean is that I go through a process of deciding; in the present example by considering the effort required, the chance of being successful, and how much it matters. When it is clear to me making that effort is the best decision, that is what I will inevitably do. That is the exercise of free will, as practically understood in real life, from where the concept comes: making decisions when one's own consideration of the issue screens off all other causes. It is still meaningful to say afterwards, "had I not caught the train, I would have been late", despite the inevitability of the actual decision.

People who have faced up to difficult moral decisions sometimes say afterwards words to the effect that "I could not have acted otherwise," meaning that the right path was so clear, despite the personal sacrifice involved, that they had to take it. In saying that, they are not claiming to be blind automata.

By freechoice I mean a putative capacity that is incompatible with determinism, and which underlies common attitudes of culpability, congratulation, regret, etc.

If your decisions are inevitable, why regret them? Regret is common attitude, so the common notion choice is one where decisions aren't inevitable.

That people do not regret some of their decisions -I could/would not have done otherwise- does indeed not mean that they regard themselves as automata whose decisions can only be inevitable. Why do you?

By freechoice I mean a putative capacity that is incompatible with determinism

Writing nondeterminism into the definition doesn't establish anything about the real world.

and which underlies common attitudes of culpability, congratulation, regret, etc.

Common attitudes do not depend on the arguments of philosophers (although they may well get influenced by such deepities as get into the popular air). Debates about determinism show up in the law courts only to the extent that a person's deliberation drastically fails to screen off other causes of their actions (such as insanity, drug influence, etc.). The law does not need to deal with philosophical spooks.

Now, there are any number of contemporary intellectuals, Sam Harris for example, ready to argue that there is no such thing as free will, choice is an illusion, we are all just sacks of competing brain modules, the self does not exist, nothing it true, all is a lie, and any number of such deepities. I think they're all wrong, but I think that free will as a spooky extra-deterministic force is also wrong.

That people do not regret some of their decisions -I could/would not have done otherwise- does indeed not mean that they regard themselves as automata whose decisions can only be inevitable. Why do you?

I used the word "putative" in the hope of signaling that I was not attempting an armchair argument for the actual existence of FW. I was, however, launching an armchair argument for the incompatibilist concept of FW being the correct concept, as opposed to incompatible.ism. If it is correct, the actual existence of FW would depend on empirical factors, such as the actual existence of determinism (which is rather different to the situation if compatibilism is correct)

The arguments of philosophers should depend on common concepts, the notion of FW that people use and care about. The existence of regret shows that people care about a notion of FW that involves accessible  contractual worlds. The compatibilist can only offer inaccessible worlds, ie if the Big Bang had been different, you would have been determined to do differently, whereas the incompatibilist maintains that you could have  done differently by your own choice.

I dont bet onthe idea that FW is nonexistent , as per Harris, nor on the idea that it is triviallly compatible with determinism, as per Dennet. Incompatibilist FW only has to override determinism if  determinism is actually the case, which is an empirical, not a conceptual issue.

There is no conflict between determinism and counterfactuals.

These counterfactuals are untestable, unobservable, and do not actually exist

We can and do test counterfactuals by by re-running experiments with different starting conditions. The claim that

These counterfactuals are untestable, unobservable, and do not actually exist

(There is  serious issue about locality. We can't rewind the universe and vary the starting conditions , we can only do so repeat a localised experiment with variations. But science works...doesn't it.)

There is no conflict between determinism and counterfactuals.

These counterfactuals are untestable, unobservable, and do not actually exist

We can and do test counterfactuals ...by by re-running experiments with different starting conditions. The claim that ...

These counterfactuals are untestable, unobservable, and do not actually exist

(There is  serious issue about locality. We can't rewind the universe and vary the starting conditions , we can only do so repeat a localised experiment with variations. But science works...doesn't it.)

All the ideas expressed in this post, as well as the "timeless physics" one, seems amazingly obvious to me, and has for all of my adult life, and compared to a lot of OB posters, I am not that bright. Since I normally find many of Elizer's posts extremely counterintuitive and/or hard to grasp, I've got to ask the question: am I missing something here? Is Elizer saying something so mind-boggling out of this world that I do not even realize he is saying it?

Eliezer, you're spot on with the "Determinator." The modern free will debate has its roots not in the clockwork universe of Newtonianism but the supposed problem of God's omnipotence and omniscience. The problem of free will was originally formulated in terms of a Determinator - God - who chose and imminently caused the future. The question was "How can we also have free will?" and free will was, of course, also an important concept in Christian theology (we're made in God's image and therefore chose and cause our futures just like God does). As is often the case in philosophy the current debate is just a secularization of the theological debate; they just switch "God" for "Universe", "soul" for "essential property," etc, and carry on having the same arguments.

I'm not sure that statement does make sense. It sounds a bit too mystical to me. But it'd be interesting to look at it from a thermodynamic perspective. You can't predict the future from the past without doing work in the present. Perhaps the work needed would always be greater than or equal to that required for the system you're predicting to just play out regardless?

Hand is to fingers as "I" is to "my thoughts on the current situation, the outcomes of similar choices made in the past, and what has happened to me recently".

A hand has more to it than fingers, but still, the relation is whole to part, not inside to outside.

That would save on computing power, yes.  If you were playing a game against someone else, you would probably model yourself, the opponent, and "the hill plus the rest of the universe" but you wouldn't actually think of the whole universe, just the parts that affected the hill.  You would think of gravity but not Earth, and so on.  If you think as though the whole goal is to save on computing power, and that the brain is actually fairly good at this (it has to be), then you won't go far astray.

The defenses of non-illusory human capacity to make choices, as presented in this thread after my last post, seem weak to me.

Dennett's got an analogy to address how choice can be both deterministic and non-illusory. He asks his audience to consider a deterministic chess-playing algorithm. You can play the same game with this algorithm over and over -- it doesn't learn. If you look at its internal state, you can see it generating ply-reply trees and evaluating the positions thus generated. In this view, "making a choice" reduces to "running a decision-making algorithm". The computer chess player doesn't have the cognitive apparatus to have an illusory experience of doing anything, and yet it remains meaningful to speak of the reasons it has for making the choices it does.

HA, what do you think of this analogy? (tone: genuine curiosity)

Free will is about free choices, choices that could have been different. Unfree choices are trivially compatible with determinism.

I like that analogy. It helps make it clear that we may have a "free will of the gaps", phrase borrowed from "god of the gaps". What we call free will, or a claimed ability to choose arbitrarily, may be an incomplete understanding of the input factors determine our subsequent behavior and experience of that behavior. The chess-playing algorithm you describe also seems analogous to a billiard ball, bouncing around a table due to prior and current conditions. The danger in calling it non-illusory choice (in chess playing algorithms or in humans) is that that word use may play to our cognitive biases, like calling rain "god tears" or cancer "wrongdoing punishment".

What we call FW may also be a correct understanding of a real mechanism. You are priviledging one hypothesis.

"In Thou Art Physics, I pointed out that since you are within physics, anything you control is necessarily controlled by physics."

I could just as easily argue since I'm within my past self's future light cone, anything I control is/was necessarily controlled by (a younger) me.  In both cases we are playing with words and muddying the waters rather than learning or teaching.

I don't see why you can't just reverse the logic and claim that since everything in my mind is controlled by physics, thought is an act of my free will.  I don't believe in strong free will.  But I do believe by the time a toddler can form ideals (desires ice cream) that aren't real, some free will is already at work.
The theory (math is not subject to General Relativity and thus "deterministic" is this description has nothing to do with the "deterministic" used to describe human actions)of MWI may be deterministic, but playing with English language words suggests actors can't choose their world-lines by using the physics of their minds to cascade synchronized neural firing patterns that activate the parts of our brains producing minds.  Maybe there is no free will, but I'd need to see a convincing theory of consciousness absent circular reasoning.
The Plinko disc make fall determinalistically, but if the Plinko chip had a human CNS and accurate memories of past drops, I bet it might try to rotate in a preferred fall path, and if the Plinko chip based its decision on reflected ideals, I'd say there is some free will there (neuron firing seems at a small enough scale to harness some of the quantum-spooky-stuff that causes universes to split off, for instance.  I think our brains can control the % of world-lines that decide whether to binge eat ice cream.  Equating a block universe to MWI assumes there is an end state where the total ratio of all time-space co-ordinates is known.  in reality, this end state does not exist (as time breaks down outside reality, like when forming the mathematical concept of a block universe).
There are many random events that control which world-line an individual experiences, but I don't see why volitions can't be among the cases.  I doubt few people defending free will really mean to defend their right to bring about their own birth.

Er, to try to simply my above point: in my model, energy (say, an atom) at time-sequence t1, sums up all its interactions with the rest of its local universe (such as a CNS if it is a brain atom), and this "calculation" affects the weighting of sick-of-ice-cream t2, t2a, t2b, world-lines.  In claiming MWI is a block universe, you are accepting t1 ping-pongs to the subsequent split world-lines t2, t2a, t2b, without any "calculation" as described.

Ultimately it is a question of what limits are imposed on the splitting off of new world-lines in the multiverse.  The speed-of-light, yes.  I don't see why the physics of mind couldn't also qualify.

I also noticed along with "Poke" that this is a common religious discussion, but I would remark that it is not respective to Christianity.  I live in a Muslim country and this a common topic debate amongst Muslims themselves. It is not really Christian. It is an attempt to explain reality for all people.

It seems a little out of reach to try to understand the relationship of time and the block universe.  Should we really expect it to be simple? Is everything understandable?  Could the block universe be other than you described?

Philosophy can imagine all sorts of logical things that are not based in reality. Maybe it is explainable by determinism, but does that mean that determinism is true?

HA:
How come you think I defend any "non-illusory human capacity to make choices"?
I am just wondering why the illusion seems so hard to get rid of. Did I fail so miserably at making my point clear?

Although the I chose bits that were part of the whole, I think they are useful to consider how parts inform the whole, and use the parts-to-whole relation to—at least crudely—model the outer-to-inner relation.

What I was attempting to say is that the human mind appears to me to be a chaotic system. While it may be entirely deterministic, the outcome can be radically changed by small inputs.

The usage of the word 'illusion' as I am interpreting it is akin to "since all things are made up of a small amount of atoms and a large amount of space, the sensation of solidity is an illusion." This, I suppose, is true, but it leaves out a rather large bit about the fundamental forces. Saying choice is an illusion appears to me to leave out the rather large bit of the workings of the brain.

Frank,
Demonstrated instances of illusory free-will don't seem to me to be harder or easier to get rid of than the many other demonstrated illusory cognitive experiences. So I don't see anything exceptional about them in that regard.
Doug, that's where "choice of the gaps" comes into play in my opinion. Some commenters, maybe you included, are saying "a lot of what goes on the brain is unknown. Therefore let's call 'choice' or 'free will' a subset of that unknown part." It's very analogous, in my opinion, to "god of the gaps" arguments.
Non-illusory choice/free will may end up being something that many of our brains want to believe exists, like a creator god, but doesn't seem to be backed by our better empirical methods for observing and modeling reality.

The nature of time has been covered by many great minds from a religious viewpoint, as mentioned by nick.  It is also an active research topic among mainstream universities.  I'm not particularly interested in the question, but the best analysis I've read comes from a few N.Bostrom papers, and a book I once read called "Time Machines".  The book supposes a block universe, but states very clearly that this may not be the way the universe operates.  From what I understand, this means the opposite of what EY wrote.  It means the Copenhagen determination (that magic causes wavefront collapses) is a block universe.  From my understanding, MWI means the universe would only be deterministic if there were no tachyons (I'm not sure, but I think these are predicted in most GUTs), otherwise there would be feedbacks.  Even if no tachyons, the universe would only be deterministic in a past direction.
The real question is what causes universes to split off.  This is deep physics.  There are papers on this topic.  If someone were to suggest one, I would read it.  The whole point of Tipler's "The Physics of Immortality", was to use shearing forces in a collapsing universe (universe strongly appears to be open, unfortunately), as an energy source.  Where would a never ending universe fit when viewed through block universe goggles?  Once again I ask, don't tachyons eliminate the block universe concept for all energy except photons travelling at c?

I'm not discouraging discussion.  But there are some topics where this may be a cutting edge dialectic, such as the nature of minds, the computational power limits if any to recursive AI software programs, and AGI/AI controls.  But this debate is inferior to mainstream university research.  Keep it up, but the real question is how much money to spend on particle accelrators and observatories, that might resolve these basic physics questions.  The money people use mainstream physicists as their info sources.  These mainstream physicists have written papers.  If EY's "block universe" hypothesis were correct, we wouldn't experience time.  Simple anthropic reasoning disproves it.  Time exists.  The future is more important than the past.
If anyone takes the time to find papers that deal with splitting off universes, I'd attempt to read them and discuss.  I hope if mildly recursive software AI systems are built in the decades ahead and the human brain/mind is modelled by IBM or whoever, that those interested here in AI/AGI will keep up with these findings and not continue to discuss "inferior" content.  Maybe I'm just pissed because I realize blogs where GUT amateurs talk about time, have limits.

Off-topic, but I suggest EY's idea of an AGI using mixed chemicals to form a mobile robot (and assumedly hack the internet), is now dated.  With rep-rap and ink jet polymers, rapid plastics prototyping...a far more likely scenario is that an AI would hack a printer and output some sort of shape-memory device or conducting plastic as an origami crane.  Normally this is a moot point, but there may be real defenses that could be dreamed in these sorts of discussions.  If it is not known whether AGI is possible with a 2000BC Egyptian wooden abacus, or needs a computer from 10000000AD, but we know people may try to use the same sort of technologies and/or hacking procedures as weapons, why not diversify one's fields-of-expertise?
If I were to suggest AI/AGI prescriptions to cyber police, I'd suggest cracking down on Eastern European, Russian and Chinese virus writers and better funding the good guys.

HA, Dennett's a compatibilist, so his analogy is meant to demonstrate that making a choice is not an illusory experience. That's the part I was talking about when I said we can meaningfully discuss the choices it makes.

For example, we can analyze the game and say, "The algorithm blundered in this move -- it ignored a line of play which leads to a significant disadvantage," or perhaps, "This move was excellent -- the algorithm decided to sacrifice material for much greater activity for its developed pieces, allowing it to dominate the board; it will probably be able to force a win." The fact that we can get into the guts of the code and point to the heuristics and evaluating functions that led to these plays does not invalidate the fact that the algorithm really did make choices. For conscious beings, the content of the experience of making a choice is in the evaluating and the acting, not in the exercise of some kind of "free will" that requires the essence of choice to exist outside a deterministic physics.

Given this framework, I'm not really seeing any danger in calling choices non-illusory.

Cyan, by that logic you could say that about a fire "it made a good choice to burn here, a bad choice to burn there" given that the spread of the fire would be as determined in your model as the development, existence, performance, and persistence of the chess-playing algorithm, or the human.

If the alogorithm was determined, it seems to me that claiming directions it went were "choices" is about as accurate as claiming the directions a fire goes are "choices". I think we can discuss phenomena like an algorithm playing chess against something else, and the results (win, loss, stronger position, weaker position) without using the word "choice" just like we can describe a fire's interaction with its environment without ascribing "choice" to the fire. To selectively use that word may prey on a common bias that we're susceptible to.

I'd write more to make my thoughts on this more clear, but I'm tired and I think my previous writing in this thread holds up pretty well.

HA, your analogy fails to hold because the fire isn't performing a computation, and hence cannot be said to be evaluating the outcomes of any actions.

Cyan, I'm not sure you about assertion that the fire isn't performing a computation. For example, we could structure the fire's environment such that in burning it performs a computation. But then one could look at any "natural" environment a fire burns in as something it is similarly performing a computation of. Also, any example you'd give of computations to distinguish them from fires burning may be viewable as energy passing through structured and/or "natural" environments.

I'm sure people smarter and more expert than I am have put good thought into this, for example in information theory.

HA, I do. It is a concept I suspect we are genetically biased to hold, an outgrowth of the distinction between subject (has a will) and object (has none). Why are be biased to do so? Because, largely, it works very well as a pattern for explanations about the world. We are built to explain the world using stories, and these stories need actors. Even when you are convinced that choice does not exist, you'll still be bound to make use of that concept, if only for practical reasons. The best you can do is try to separate the "free" from the "choice" in an attempt to avoid the flawed connotation. But we have trouble conceptualising choice if it's not free; because then, how could it be a choice?
All that said, I seem to remember someone saying something like: "Having established that there is no such thing as a free will, the practical thing to do is to go on and pretend there was.".

My usual Block Universe analogy is a book.  What time is it right now in Middle Earth?  That question does not make much sense, although we coherently ask a reader, "What point are you at?"  A page is a time-slice of that universe.  We stand outside that universe the way a hypothetical observer stands outside time in a Block Universe.

I have trouble putting myself back in a frame of mind where some questions sound coherent.  To take Eliezer's haunted mine example, it is like asking, "But where do the gnomes go?  If they have been emptied out of the mine, they must have gone somewhere.  That's simple conservation of matter."  There is a fundamental problem with the question.

Note that, once we start talking meta-universe, our words only have meaning as analogies.  What does "outside time" really mean?  Time is not the sort of thing that you get outside of, any more than you get to the left of it.  You also do not get before time or outside space.  There is no before without time, nor anywhere to be outside space.  It would be like being faster than the number three.  The syntax is right, but that is not how those words work.

My usual Block Universe analogy is a book. What time is it right now in Middle Earth? That question does not make much sense, although we coherently ask a reader, "What point are you at?" A page is a time-slice of that universe. We stand outside that universe the way a hypothetical observer stands outside time in a Block Universe.

This is a really old comment to be replying to, but the intuition pump presented here is so good (for me, anyway) that I marvel that I didn't think of it myself! I guess that's what separate merely understanding something and understanding it well enough to explain it.

HA, I think you're right that fires can be said to be performing computations (in a deterministic universe). What the chess algorithm does that makes it different from a generic computation is goal-oriented actions driven by an explicit evaluation of possible outcomes. (Computation is necessary but not sufficient for this; I took a wrong step in bringing up generic computation.)

I'll steal another analogy from Dennett. Your constituent molecules are not alive, but you are. Likewise, your constituent parts considered at a low level may not make choices, but you do. Both "life" and "choice-making" are properties of the arrangements of the bits you're made up of. Being aware of making choices is another such property.

In my view, the worthwhile things to talk about when discussing a particular choice someone or something made are (i) the information available to the choice-maker, and (ii) the evaluation function it used to rank the available actions. I strongly reject the idea that such a discussion would be invalidated or made meaningless in a deterministic universe, which is where I think the "it's dangerous to reify illusory choice" position takes us.

Frank Hirsch wrote: "Having established that there is no such thing as a free will, the practical thing to do is to go on and pretend there was.".

I would agree with this, similarly for everything else in normality ™.

Unknown wrote: "Eliezer's point (a quite justified one) is that the word "choice" is a name for something that human beings do, just as the name "apple" is a name for something human beings find in the world. Whatever you think an apple is, if you say it is only an illusion, then you're not talking about apples, but something else. Likewise, whatever you might think a choice is, if you say it is only an illusion, you're not talking about choices, but something else. For choice just means one of the things that people actually do in the real world, so it is quite real, not an illusion."

And I am saying it is a mistake to mix up this thinking with fundamental physics such as controlling the width of the worlds or other many world concepts. This is the stuff of the laplacian demon and it needs no concepts of "apple", "choice" or "human" to predict the universe. Admittedly it probably has to be outside this universe as we know it (i.e. we are in a simulator or something).

Michael Vasser: "When you say "the configuration space" you have the human. The human is part of the configuration space. It's not multiplying entities to have a human and his hand or a hand and the hand's figures. A different configuration space, one that differed only in that it contained a different human rather than this human, would cause a different future."

How do I know I have a human or not in a configuration space. Please transmit a program for determining whether I have human or not with a description of the configuration space and rules of the system. Do not increase the size of the program above one that only has the configuration space, or tell me what more having the human detection part would allow me to predict about the future state of the configuration space.

"Having established that there is no such thing as a free will, the practical thing to do is to go on and pretend there was."

The thing to do is go on and ignore the question altogether. When I deliberate, I'm not wracked with anxiety about whether I have Free Will. I just go about deliberating. "I deliberate" means I deliberate -- whatever else that means; thinking about the else won't make me a more effective deliberator.

If you're still thinking about turning this sequence into a book (or have you already done so? This business of reading and responding years after the fact is a bit disorienting sometimes.) I would strongly recommend adding an earlier discussion that makes a weaker version of the same argument from cognition.

My experience is that exploring the machinery of cognition tends to weaken the intuition of unbounded free will, and tends to be more accessible than the machinery of quantum mechanics. That is, it's easier to demonstrate to people that there are cases where we make what feel like unconstrained choices that are nevertheless constrained.

And once you've given up the naive idea of free will, once you've accepted that the experience of choosing among options is something we construct rather than something that is "just there," it's easier to accept the idea of a timeless block universe.

Of course, you do touch on this in your discussions of cognitive biases -- what is a bias, after all, if not a constraint on the thoughts that I'm "free" to think? -- but more explicitly connecting the dots might be valuable.

Similarly, I find it's helpful when exploring determinism to let go of the emotional attachment to making things go a certain way. Otherwise, you end up thinking things like "Well, if the future is determined anyway, then I might as well , because if I do then it's what I was going to do, right?" and so forth. 

If you're still thinking about turning this sequence into a book (or have you already done so? This business of reading and responding years after the fact is a bit disorienting sometimes.)

I believe the first draft is nearly complete, and he's approaching the seeking-a-publisher stage, followed by the writing-a-second-and-third-draft stage

For "I did A but could have done otherwise" I see two coherent meanings:

1) My mind produced A from the local conditions, but a conceivable different mind with otherwise identical local conditions would've produced not A.  My mind is therefore a crucial causal factor in the reality of A.

2) From my limited knowledge, I cannot trace the causal steps to A that precede my decision well enough to determine, from those steps alone, the decision I make which leads to A.

So, the causal steps to A include my decision (and A is inconsistent with certain decisions that differ from my real one), but I cannot trace the causal steps of my decision precisely enough to have precluded those differing decision (without already knowing the reality of my decision.)

Alternatively: if we work from full knowledge of the causal path to A, except that we treat my cognition as a black box whose outcome we don't know, we could not conclude A even with unlimited processing power.

This post really knocks it out of the park.  The diagrams are very appropriate and clear.  If the book of sequences is still a (re-)work in progress, I strongly encourage making this part prominent.

One must avoid mixing up timeless and timeful thinking.  E.g., trying to have "Determinism" acting on things before they happen.  Determinism is a timeless viewpoint, so it doesn't mix well with words like "before".

I was going to write something quite similar in my own blog - and I might still - but I thought, "I didn't read the whole free will sequence, I wonder if EY mentioned the block universe?"  My thunder done been stole!  Well, mostly.

Let's say there was some way to change a single moment of time.

We would then need some kind of meta-time over which time could "change".

The lamp's state would need to change from "OFF at 7:02am at 3:00meta-am" to "ON at 7:02am at 3:01meta-am".

But wait!  Have you ever seen a lamp change from OFF at 7:02am at 3:00meta-am, to ON at 7:02am at 3:00meta-am?  No!  A single instant of meta-time never changes, so you cannot change it, and you have no control.

"Have you ever seen?" refers to a state of a (mere) time computer. Your memory is time-caused so it is not reliable evidence about meta-time mechanics. It is an important obliviousness result for chronal beings. It might not be holeless. I don't know about more general settings but with "propagation" (meta-time change being local in (normal) time), even a chronal mind in the proximity of CTL could occasionally (with some appriciable fraction of meta-time) notice things that are not compatible with a totally frozen timeline (this does need recurring meta-time switching back and forth to not be infinidesimal (in the setting that I know CTL can also provide such a meta-time switching source)).

So with two lamps with different meta-time wire lengths (essentially different proper times) you could have all four states of "A on, B on", "A on, B off", "A off, B off" and "A off, B on" cycle and have corresponding chronal observer experience each. None of them see the lamps change in (normal) time, but it still takes place.






Rationality and Science

The Failures of Eld Science

This time there were no robes, no hoods, no masks.  Students were expected to become friends, and allies.  And everyone knew why you were in the classroom.  It would have been pointless to pretend you weren't in the Conspiracy.

Their sensei was Jeffreyssai, who might have been the best of his era, in his era.  His students were either the most promising learners, or those whom the beisutsukai saw political advantage in molding.

Brennan fell into the latter category, and knew it.  Nor had he hesitated to use his Mistress's name to open doors.  You used every avenue available to you, in seeking knowledge; that was respected here.


"—for over thirty years," Jeffreyssai said.  "Not one of them saw it; not Einstein, not Schrödinger, not even von Neumann."  He turned away from his sketcher, and toward the classroom.  "I pose to you to the question:  How did they fail?"

The students exchanged quick glances, a calculus of mutual risk between the wary and the merely baffled.  Jeffreyssai was known to play games.

Finally Hiriwa-called-the-Black leaned forward, jangling slightly as her equation-carved bracelets shifted on her ankles.  "By your years given, sensei, this was two hundred and fifty years after Newton.  Surely, the scientists of that era must have grokked the concept of a universal law."

"Knowing the universal law of gravity," said the student Taji, from a nearby seat, "is not the same as understanding the concept of a universal law." He was one of the promising ones, as was Hiriwa.

Hiriwa frowned.  "No... it was said that Newton had been praised for discovering the first universal.  Even in his own era.  So it was known."  Hiriwa paused.  "But Newton himself would have been gone.  Was there a religious injunction against proposing further universals?  Did they refrain out of respect for Newton, or were they waiting for his ghost to speak?  I am not clear on how Eld science was motivated—"

"No," murmured Taji, a laugh in his voice, "you really, really aren't."

Jeffreyssai's expression was kindly.  "Hiriwa, it wasn't religion, and it wasn't lead in the drinking water, and they didn't all have Alzheimers, and they weren't sitting around all day reading webcomics.  Forget the catalogue of horrors out of ancient times. Just think in terms of cognitive errors.  What could Eld science have been thinking wrong?"

Hiriwa sat back with a sigh. "Sensei, I truly cannot imagine a snafu that would do that."

"It wouldn't be just one mistake," Taji corrected her.  "As the saying goes:  Mistakes don't travel alone; they hunt in packs."

"But the entire human species?" said Hiriwa.  "Thirty years?"

"It wasn't the entire human species, Hiriwa," said Styrlyn. He was one of the older-looking students, wearing a short beard speckled in grey.  "Maybe one in a hundred thousand could have written out Schrödinger's Equation from memory.  So that would have been their first and primary error—failure to concentrate their forces."

"Spare us the propaganda!" Jeffreyssai's gaze was suddenly fierce.  "You are not here to proselytize for the Cooperative Conspiracy, my lord politician!  Bend not the truth to make your points!  I believe your Conspiracy has a phrase:  'Comparative advantage.'  Do you really think that it would have helped to call in the whole human species, as it existed at that time, to debate quantum physics?"

Styrlyn didn't flinch.  "Perhaps not, sensei," he said.  "But if you are to compare that era to this one, it is a consideration."

Jeffreyssai moved his hand flatly through the air; the maybe-gesture he used to dismiss an argument that was true but not relevant.  "It is not what I would call a primary mistake.  The puzzle should not have required a billion physicists to solve."

"I can think of more specific ancient horrors," said Taji. "Spending all day writing grant proposals.  Teaching undergraduates who would rather be somewhere else.  Needing to publish thirty papers a year to get tenure..."

"But we are not speaking of only the lower-status scientists," said Yin; she wore a slightly teasing grin.  "It was said of Schrödinger that he retired to a villa for a month, with his mistress to provide inspiration, and emerged with his eponymous equation.  We consider it a famous historical success of our methodology.  Some Eld physicists did understand how to focus their mental energies; and would have been senior enough to do so, had they chose."

"True," Taji said.  "In the end, administrative burdens are only a generic obstacle.  Likewise such answers as, 'They were not trained in probability theory, and did not know of cognitive biases.'  Our sensei seems to desire some more specific reply."

Jeffreyssai lifted an eyebrow encouragingly.  "Don't dismiss your line of thought so quickly, Taji; it begins to be relevant.  What kind of system would create administrative burdens on its own people?"

"A system that failed to support its people adequately," said Styrlyn.  "One that failed to value their work."

"Ah," said Jeffreyssai.  "But there is a student who has not yet spoken.  Brennan?"

Brennan didn't jump.  He deliberately waited just long enough to show he wasn't scared, and then said, "Lack of pragmatic motivation, sensei."

What kind of system would create administrative burdens on its own people?, their sensei had asked them.  The other students were pursuing their own lines of thought. Brennan, hanging back, had more attention to spare for his teacher's few hints.  Being the beginner wasn't always a disadvantage—and he had been taught, long before the Bayesians took him in, to take every available advantage.

"The Manhattan Project," Brennan said, "was launched with a specific technological end in sight: a weapon of great power, in time of war.  But the error that Eld Science committed with respect to quantum physics had no immediate consequences for their technology. They were confused, but they had no desperate need for an answer.  Otherwise the surrounding system would have removed all burdens from their effort to solve it.  Surely the Manhattan Project must have done so—Taji?  Do you know?"

Taji looked thoughtful.  "Not all burdens—but I'm pretty sure they weren't writing grant proposals in the middle of their work."

"So," Jeffreyssai said.  He advanced a few steps, stood directly in front of Brennan's desk.  "You think Eld scientists simply weren't trying hard enough.  Because their art had no military applications?  A rather competitive point of view, I should think."

"Not necessarily," Brennan said calmly.  "Pragmatism is a virtue of rationality also.  A desired use for a better quantum theory, would have helped the Eld scientists in many ways beyond just motivating them.  It would have given shape to their curiosity, and told them what constituted success or failure."

Jeffreyssai chuckled slightly.  "Don't guess so hard what I might prefer to hear, Competitor.  Your first statement came closer to my hidden mark; your oh-so-Bayesian disclaimer fell wide...  The factor I had in mind, Brennan, was that Eld scientists thought it was acceptable to take thirty years to solve a problem.  Their entire social process of science was based on getting to the truth eventually. A wrong theory got discarded eventually—once the next generation of students grew up familiar with the replacement.  Work expands to fill the time allotted, as the saying goes.  But people can think important thoughts in far less than thirty years, if they expect speed of themselves."  Jeffreyssai suddenly slammed down a hand on the arm of Brennan's chair.  "How long do you have to dodge a thrown knife?"

"Less than a second!  Two opponents are attacking you!  How long do you have to guess who's more dangerous?"

"The two opponents have split up and are attacking two of your girlfriends!  How long do you have to decide which one you truly love?"

"A new argument shows your precious theory is flawed!  How long does it take you to change your mind?"

"WRONG! DON'T GIVE ME THE WRONG ANSWER JUST BECAUSE IT FITS A CONVENIENT PATTERN AND I SEEM TO EXPECT IT OF YOU!  How long does it really take, Brennan?"

Sweat was forming on Brennan's back, but he stopped and actually thought about it—

"No sensei!  I'm not finished thinking sensei!  An answer would be premature!  Sensei!"

"Very good!  Continue!  But don't take thirty years!"

Brennan breathed deeply, reforming his thoughts.  He finally said, "Realistically, sensei, the best-case scenario is that I would see the problem immediately; use the discipline of suspending judgment; try to re-accumulate all the evidence before continuing; and depending on how emotionally attached I had been to the theory, use the crisis-of-belief technique to ensure I could genuinely go either way.  So at least five minutes and perhaps up to an hour."

"Good!  You actually thought about it that time!  Think about it every time!  Break patterns!  In the days of Eld Science, Brennan, it was not uncommon for a grant agency to spend six months reviewing a proposal.  They permitted themselves the time!  You are being graded on your speed, Brennan!  The question is not whether you get there eventually!  Anyone can find the truth in five thousand years!  You need to move faster!"

"Now, Brennan, have you just learned something new?"

"How long did it take you to learn this new thing?"

An arbitrary choice there...  "Less than a minute, sensei, from the boundary that seems most obvious."

"Less than a minute," Jeffreyssai repeated.  "So, Brennan, how long do you think it should take to solve a major scientific problem, if you are not wasting any time?"

Now there was a trapped question if Brennan had ever heard one.  There was no way to guess what time period Jeffreyssai had in mind—what the sensei would consider too long, or too short.  Which meant that the only way out was to just try for the genuine truth; this would offer him the defense of honesty, little defense though it was.  "One year, sensei?"

"Do you think it could be done in one month, Brennan?  In a case, let us stipulate, where in principle you already have enough experimental evidence to determine an answer, but not so much experimental evidence that you can afford to make errors in interpreting it."

Again, no way to guess which answer Jeffreyssai might want... "One month seems like an unrealistically short time to me, sensei."

"A short time?" Jeffreyssai said incredulously.  "How many minutes in thirty days?  Hiriwa?"

"43200, sensei," she answered.  "If you assume sixteen-hour waking periods and daily sleep, then 28800 minutes."

"Assume, Brennan, that it takes five whole minutes to think an original thought, rather than learning it from someone else.  Does even a major scientific problem require 5760 distinct insights?"

"I confess, sensei," Brennan said slowly, "that I have never thought of it that way before... but do you tell me that is truly a realistic level of productivity?"

"No," said Jeffreyssai, "but neither is it realistic to think that a single problem requires 5760 insights.  And yes, it has been done."

Jeffreyssai stepped back, and smiled benevolently.  Every student in the room stiffened; they knew that smile.  "Though none of you hit the particular answer that I had in mind, nonetheless your answers were as reasonable as mine.  Except Styrlyn's, I'm afraid.  Even Hiriwa's answer was not entirely wrong: the task of proposing new theories was once considered a sacred duty reserved for those of high status, there being a limited supply of problems in circulation, at that time.  But Brennan's answer is particularly interesting, and I am minded to test his theory of motivation."

Oh, hell, Brennan said silently to himself.  Jeffreyssai was gesturing for Brennan to stand up before the class.

When Brenann had risen, Jeffreyssai neatly seated himself in Brennan's chair.

"Brennan-sensei," Jeffreyssai said, "you have five minutes to think of something stunningly brilliant to say about the failure of Eld science on quantum physics.  As for the rest of us, our job will be to gaze at you expectantly.  I can only imagine how embarrassing it will be, should you fail to think of anything good."

Bastard. Brennan didn't say it aloud.  Taji's face showed a certain amount of sympathy; Styrlyn held himself aloof from the game; but Yin was looking at him with sardonic interest.  Worse, Hiriwa was gazing at him expectantly, assuming that he would rise to the challenge.  And Jeffreyssai was gawking wide-eyed, waiting for the guru's words of wisdom.  Screw you, sensei.

Brennan didn't panic.  It was very, very, very far from being the scariest situation he'd ever faced.  He took a moment to decide how to think; then thought.

At four minutes and thirty seconds, Brennan spoke.  (There was an art to such things; as long as you were doing it anyway, you might as well make it look easy.)

"A woman of wisdom," Brennan said, "once told me that it is wisest to regard our past selves as fools beyond redemption—to see the people we once were as idiots entire.  I do not necessarily say this myself; but it is what she said to me, and there is more than a grain of truth in it.  As long as we are making excuses for the past, trying to make it look better, respecting it, we cannot make a clean break.  It occurs to me that the rule may be no different for human civilizations.  So I tried looking back and considering the Eld scientists as simple fools."

"Which they were not," Brennan continued.  "In terms of raw intelligence, they undoubtedly exceeded me.  But it occurred to me that a difficulty in seeing what Eld scientists did wrong, might have been in respecting the ancient and legendary names too highly.  And that did indeed produce an insight."

"Enough introduction, Brennan," said Jeffreyssai.  "If you found an insight, state it."

"Eld scientists were not trained..."  Brennan paused.  "No, untrained is not the concept.  They were trained for the wrong task.  At that time, there were no Conspiracies, no secret truths; as soon as Eld scientists solved a major problem, they published the solution to the world and each other.  Truly scary and confusing open problems would have been in extremely rare supply, and used up the moment they were solved.  So it would not have been possible to train Eld researchers to bring order out of scientific chaos.  They would have been trained for something else—I'm not sure what—"

"Trained to manipulate whatever science had already been discovered," said Taji.  "It was a difficult enough task for Eld teachers to train their students to use existing knowledge, or follow already-known methodologies; that was all Eld science teachers aspired to impart."

Brennan nodded.  "Which is a very different matter from creating new science of their own.  The Eld scientists faced with problems of quantum theory, might never have faced that kind of fear before—the dismay of not knowing.  The Eld scientists might have seized on unsatisfactory answers prematurely, because they were accustomed to working with a neat, agreed-upon body of knowledge."

"But above all," Brennan continued, "an Eld scientist couldn't have practiced the actual problem the quantum scientists faced—that of resolving a major confusion.  It was something you did once per lifetime if you were lucky, and as Hiriwa observed, Newton would no longer have been around.  So while the Eld physicists who messed up quantum theory were not unintelligent, they were, in a strong sense, amateurs—ad-libbing the whole process of paradigm shift."

"And no probability theory," Hiriwa noted.  "So anyone who did succeed at the problem would have no idea what they'd just done.  They wouldn't be able to communicate it to anyone else, except vaguely."

"Yes," Styrlyn said.  "And it was only a handful of people who could tackle the problem at all, with no training in doing so; those are the physicists whose names have passed down to us.  A handful of people, making a handful of discoveries each.  It would not have been enough to sustain a community.  Each Eld scientist tackling a new paradigm shift would have needed to rediscover the rules from scratch."

Jeffreyssai rose from Brenann's desk.  "Acceptable, Brennan; you surprise me, in fact. I shall have to give further thought to this method of yours."  Jeffreyssai went to the classroom door, then looked back.  "However, I did have in mind at least one other major flaw of Eld science, which none of you suggested.  I expect to receive a list of possible flaws tomorrow.  I expect the flaw I have in mind to be on the list. You have 480 minutes, excluding sleep time.  I see five of you here.  The challenge does not require more than 480 insights to solve, nor more than 96 insights in series."

"28800, sensei," she answered.  "If you assume sixteen-hour waking periods and daily sleep, then 19200 minutes."I would have expected the answers to be 43200 (30d  24h/d  60/h) and 28800 (30d  16h/d  60/h), respectively. Do these people use another system for specifying time? It works out correctly if their hours have 40 minutes each.

Aside from that, this is an extremely insightful and quote-worthy post.
I have^W^W My idiotic past-selves had a bad tendency to cognitively slow down in the absence of interesting and time-critical problems to solve. Accordingly, I find the hints about how to debug those tendencies very interesting.
I find it rather quaint that those people still spend a significant part of their time sleeping, however.

So, Eli, how many of the insights in these posts did you have before writing them, and how many in the process of writing them?

Brennan and friends beat both Achilles and the Tortoise with many lengths.

Might one cause of the slowness be the concept of "discovery"? It has entirely too much of Moses coming down the mountain with tablets, and entirely too little of "first draft". Scientists would be tempted to genuflect - even the theory's originator.

So how can we practice bringing order out of scientific chaos?

It might be that most of us were born too early to become students of the Bayesutsukai, because we've already been exposed to too many answers or hints. There's plenty of existing science that we don't know, of course, but we'll never have the experience of discovering evolution ourselves. Maybe we should be training six-year-olds.

We can get some practice on made-up worlds; a bigger version of Zendo. I'm sure this is better than no training, but we are not products of these made-up worlds, so I don't think it would be as effective for teaching us to be cognitive scientists.

I looked up zendo on wikipedia and it looks awesome. Is there some way it (or a similar, less visual variant) could be played on the internet among a group of lesswrongers, like the Rationalist Diplomacy games? I could create a number-or-verbal-based version of arbitrary complexity that could be played over IRC or in a thread. I have some time on my hands, so I'll start on a number based version (using strings of numbers that may or may not have the buddha-nature). Anyone else who is interested in a game, please let me know.

Did you ever get anywhere with this? I'd love to work on such a game. You can contact me via the same handle on twitter or @gmail.com.

I played a game with strings of numbers here. If you'd like to play another, create an account on the forum and make a thread for it. I'd be happy to play again, it was fun the first time.

Areas of my expertise: this. There exists a card game called Eleusis, and a simpler variant , Eleusis Express, which are played with standard playing cards and which were purpose-built for precisely this purpose; simulating the scientific method, with emphasis on the non-incremental regimes of scientific progress. These rules can be found here, Express here, and the BoardGameGeek page for the game is here. Expanding this to larger card numbers, etc. should be an easy modification to make, and I would happily do so if there were interest. I can attest that the game is quite fun.

Well, there's always the HPMOR method: have someone invent a fictional universe (preferably hidden-world fantasy) and have people with a scientific education discover magic and try to understand how it works and how to exploit it.

Along with zendo, mao might be a good game for practicing - you and the other mao players are scientists, while the grandmaster is the universe’s laws - you can induce the laws either by observing the other “scientists”, or by testing things out (possibly on accident). Jeffreyssai might say this reeks of competition, though - a possible fix would be to have all the “scientists” working on the same team.

I remember Eliezer wrote an earlier essay to the effect that GR is a really simple theory, in some information-theoretic sense, and therefore we should optimize our theories based on their information-theoretic complexity. But what's being missed here is that GR (and SR and Newtonian physics and arithmetic . . .) are simple stated on its own terms. That's WHY it's a paradigm shift. If you tried to state GR strictly as a modification of Newtonian mechanics in a global coordinate system, you would either fail, or you would end up with something incredibly complex that would appear implausible by information-theoretic counts.

The bits that you fail to count, when looking at a simple theory, are the bits required to represent the entire worldview, which don't seem like they're information because they're just how you look at the world.

What you're trying to do is find a local optimization in theory-space, but all you're working with is a projection of theory-space onto the sub-space that is our current way of thinking, and then you find your objective function is not quite zero, but you wave your hands and say, "Hey! It's lower than what we had before! Why did it take people 30 years to reach this not-quite-minimum when all they had to do was descend the gradient?" I think a lot of people would rather just wait around for someone to come along with an answer that really does minimize the objective function.

Somehow you have to hit upon the right projection of theory-space that happens to include all the right variables. If you have a mistress, I invite you to retire to a cottage with her for a month and see if that helps.

There's a particular kind of groupthink peculiar to scholarly fields.  In my review  of "The Trouble with Physics", I pointed to two (other) specific examples of recent advances that were stymied for long periods of time by scholarly groupthink.    There are many others.

But I think Eli has hit on another important mechanism.  Few learners these days are expected to rediscover important concepts, so we get no training in this ability.  I don't see how turning scientific knowledge into a body of secrets will address the problem, but it's a valuable insight.  I'd offer solving puzzles and breaking codes as alternative training for finding the patterns that nature is hiding from us.  More scientists should spend their time entering puzzle contests, hunting geocaches, and attacking cryptosystems.

And could someone provide an interpretation of the cast of characters here?  I enjoyed the list that was presented for a previous article.

While I very much enjoy programming (look at my creations come to life!) and have been known to conduct experiments in video games to discover their rules, I am almost entirely disinterested in puzzles for their own sake.

I'm a programmer, though, not a scientist, but if puzzles that were largely free of context where solving them could be used to accomplish some goal were a large part of science curricula, I'd be concerned about possible side effects.

Not that I don't think there may be some merit to be mined here.

Many of the top physicists on the Manhattan Project drove the military crazy because they spent their downtime cracking safes and picking locks and going into places "they weren't supposed to go", which is exactly the sort of behavior you need to exhibit, when trying to explore unknown territory.

It works out correctly if their hours have 40 minutes each.

WOW I should not be doing mental arithmetic after 3AM.

I think I may have worked out the correct answer earlier, then, at 3AM, forgotten that 28800 was the 16-hour figure instead of the 24-hour figure.  The embarrassing part is not just typing the calculation into Google, but who knew?

Oh, well, I've never been all that good at arithmetic (as opposed to math).

Eliezer: what's the "crisis-of-belief" technique you're refering to there? the whole "try to take a while visualizing what if you're wrong/the other view is right, nevermind whether it is or not, just try to figure out what the world would be like, what you'd do if you found out that was really really true, etc etc, to leave yourself an 'out'"? or was that something entirely different, or is that just a made up phrase with no specific technique in mind in particular?

scott: Many? I thought the whole safecracking thing was basically just Feynman. What others did "naughty" stuff and what did they do?

I was wondering the same thing, and did a search of this web site to see if I could find any definition.  I could not, but it brought to mind a problem I've come across many times. 

Assuming "Eld-Scientists" referred to, are the scientists of the real world, I would describe the "crisis-of-belief" in this way.  Modern scientists say things like "Science does not care what you believe".  

However, actually, what they generally mean by such a thing is "I do not need to acknowledge your hypothesis, because it disagrees with what I know to be true."  

The crisis lies in the fact that "what one knows to be true" is actually only belief.  While an Eld-Scientist MIGHT be correct in dismissing a hypothesis because it conflicts with what "he knows to be true," he is using an incorrect method of reasoning.  

The true scientific method requires that you fully understand and acknowledge multiple hypotheses and test them against empirical evidence.  What often happens instead, with modern science, is, for instance, a scientist will say, something like "I don't fully understand the leading theory, but I know it is true... And yours is not it, therefore I do not need to acknowledge or understand your theory."  This is the crisis of belief that is going on among modern science.   

https://www.lesswrong.com/posts/BcYBfG8KomcpcxkEg/crisis-of-faith

Well, Klaus Fuchs was spying for the Russians. I imagine that the military would have put that in the "naughty" category. ;-)

Cyan: Well, okay then. Although I don't think that really falls into the same category as "Feynman cracking safes because, hey, safes are neat, how they work is neat, and figuring out how to get into one is neat, and oh by the way your safes aren't that safe"

Chris, (rot-13'd): V vzntvar "Wrsserlffnv" vf n ersrerapr gb Unebyq Wrsserlf.

"[...] or those whom the beisutsukai saw political advantage in molding."

This. Is. Awesome. If you weren't busy with FAI, you could make a fortune selling this stuff to universities.

Hrm, speaking of insights, here's a part of one... Or more some vague notions I've had based on some other ideas plus this plus self observation:

To "rapid fire think", sometimes it helps to almost be in a bit of a chaotic environment, maybe, in which there's lots of "rapid fire" stuff going on. I'm not claiming any cog sci concept or anything, just a bit based on self observation and stuff others seem to have noted. Maybe the "classroom in a dojo" model, on its own, isn't really the right one either.

Maybe we want more something that's hybrid dojo, monestary, and con, with some sort of oscilating schedule, so that there'd be periodic, well, periods of a couple days to "sit down and chew on stuff". Heck, my understanding is that this notion (well, the con aspect) was kind of the motivation for the creation of Penguicon in the first place. ie, the OSS bunch noticed "hey, the rapid fire adapt/reshapin in the face of chaos that seems to work in SF cons may be something we want to get in on and take advantage of ourselves"

Not to generalize from fictional evidence, but merely to point out one conception of this sort of thing, Charles Stross's story "Dechlorninating the Moderator" is basically a "what if the physics community got stuff done via physics cons that are socially similar to SF cons?" (incidentally, the key tech development that was relevant to the story was tabletop size accelerators based on laser wakefield acceleration)

Also, I've noticed in myself I can't handle too much, well, "overstimulation" for lack of a better word, but at least it feels like my mind is firing faster in a slightly more chaotic environment/situation, as long as I can "find a place in it." (Sorry for vagueness, but I fully concede these are vague notions, just tossing it out as something to work with or to destroy as utterly absurd, while I think on it more)

Anyways, I've also noted in myself that it's much easier to grab myself and basically say "actually consider other argument rather than just try to defend my own position at all costs" if I have a bit of time to breath and distance myself from the situation and so on. So, based on that, if one wanted to make some sort of school/dojo/hidden secret center in an undisclosed location, I'd think one might want to have it structured so that it would be regularly oscilating between chaotic hyperactivity and almost "relaxing retreat."

Anyways, just tossing out that thought/potentially either useful or useless insight since it seemed relevant here.

These explanations are mostly psychological.  Social explanations seem as important to me.

The speculative fiction I have read has the sexual partner helping to protect the scientist's health by pulling the scientist back into a normal, grounded state of mind after the scientist solves the difficult abstract problem -- not serving as an inspiration.  In Greg Bear's Eon for example, scientist Patricia Vasques asks mission leader Gregg Lanier for sex after she solves an extremely difficult problem to prevent her from lingering longer than necessary in the state she needed to get into to solve the problem.

I know my Dad, who was not a scientist but was an engineer with a demanding job, used time with his family to pull him back into a healthier, less cerebral state of mind (which was not always the most pleasant experience for his family).

Does anyone else suspect that the last full paragraph is meant to give us the assignment for tomorrow morning?

As for my answers, I think that the particulars of this paradigm shift have to enter into it on some level— because as Eliezer pointed out earlier, the Schrödinger's Cat thought experiment really should have suggested the possibility of superimposed observers to someone, and from there the MWI doesn't seem too remote.

So I'd have to ascribe the delay in the MWI proposal in great part to the fact that it doesn't immediately cohere with our subjective experience of consciousness, and that the physicists were culturally separated from other disciplines (including even philosophy and literature) that were proposing less naive interpretations of consciousness.

I don't have 480 minutes to commit to the task. Here is a list after only a handful of minutes:

We know it's bad, yet we keep sweeping valuable knowledge under the rug just because it's embarrassing. Confirmation bias anyone ?

One consequence is that researchers are kind of expected to know what they will find before they even begin, a form of weak insurance on productivity. This discourages to venture in the unknown.

Patrick, that was my interpretation.  I had time to come up with one proposal.  (I'm not able to commit full-time to being a student of bayescraft at this point.)

As far as "failures of Eld Science" go, I think not working on AGI is probably the greatest, by a very, very long way....

I recently decided to try reading this blog to see what the fuss was and this leapt out at me:

"At that time, there were no Conspiracies, no secret truths; as soon as Eld scientists solved a major problem, they published the solution to the world and each other.  Truly scary and confusing open problems would have been in extremely rare supply, and used up the moment they were solved."

It occurs to me that Mr Yudkowsky is proposing that having science (or scientific fields) incorporate something like a "hidden secret" of the sort mystery religions use would actually be beneficial for science or the world.  It's not the first time I've heard the idea connected to him.

Also, I've heard interpretations of Noam Chomsky's early publishing tactics in linguistics described in roughly this way (not publishing enough to replicate his work, letting special people in on the secret who then publish papers based on it, immunizing his theories from disconfirming argument by explaining that critical papers aren't criticizing the full true theory (the one he was working on but hadn't yet published to people not specially selected and sworn to secrecy)).  I'm not sure if this is is true or not.  It's academic gossip mostly.

But it might explain why linguistics is in such a "pre science" state even now, with many competing paradigms co-existing in the community so that linguists spend much time re-arguing fundamentals and relatively less solving puzzles about language.  At the same time, Chomsky's citation tree is breathtakingly large.  Tenuous conclusion on the mystery cult tactic from this example: good for Chomsksy, bad for linguistics?

Other than modeling experiments, it's hard to even test the theory because the object of study would be scientific communities and it would be difficult and (ahem!) ethically dubious to experiment on them... but the thought is worrisome when bearing in mind that the payoffs of the dynamic are (on first glance) structured like an N-person prisoner's dilemma with no obvious regulatory agent.

If this is a failure mode of scientific disciplines, it would tend to occur where someone unilaterally broke with the cultural norms of academic science.

EDIT in 2023: To augment the link, with a residual broken one, and a better link to a hopefully more stable archive that helps maintain the reliable infrastructure that supports Bacon's Project.

Jennifer - He doesn't seriously want us to lock up our science libraries for good.  He's using fiction to make a point about how people react to scarcity, and mysterious information:

"Other than modeling experiments, it's hard to even test the theory because the object of study would be scientific communities and it would be difficult and (ahem!) ethically dubious to experiment on them..."

"You used every avenue available to you, in seeking knowledge; that was respected here."

Brandon: If we're still discussing possible failures, I'd like to chuck in one of my own.

The students in this story have the incredible advantage that they are starting from a wrong theory and know this for certain, and not merely suspect or hold as a general philosophy-of-science principle 'there's probably a better theory than the current one'. This gives them several things psychologically: 1) the willingness to scrap painfully won insights and theories in favor of something new and 2) saves them from spending all their time and effort patching up the old theory.

I know in the past when I've tried my hand at problems (logic puzzles come to mind) that I am far more motivated and effective when I am assured that there is in fact a correct answer than when I am unsure the question is even answerable.

And a quick note to those who think I'm echoing Brennan: I am, here, but my point differs in that I don't think it was a matter of 'training'.

I think if you abducted all the old greats, gave the necessary experimental data, and gave them a few months to produce the new theory before they were dragged out to the shed and shot, then they could do it just as well as these students. It's all about motivation.

It's not a matter of competency at paradigm shifts, if you will; it's accepting that one needs to happen now and you are the one who needs to do it. But there's no normal way to convince a scientific community of this; isn't it true that most new paradigms fail to pan out?

Google is your friend: http://en.wiktionary.org/wiki/eld

The best teacher I ever had was my computer science teacher from grades 11-12, and it seems he used many of the same improvements that are shown here.As soon as we had the learned the basic syntax we needed to write a program, he started giving us problems that are well beyond what any of us would expect ourselves to solve, things that may already have been finished in the programming community, but we were learning it as if we were the ones creating the algorithms. There is a thrill to looking at an impossible problem, with almost no help, except the assistance of your classmates, and trying to figure it out before an imminent deadline. Strangely, we always made it in time. :) You never forget the answer, because your mind was changed in the process of coming up with it, and with each breakthrough the next next one seems easier.

However, there is a problem, my class had a pretty high dropout rate, even of those who were eager to program in the first place, so I am guessing that most people really cannot cope with an environment like that unless they are brought into it at an early age. What would it be like if we took a page out of one of your stories (the title escapes me), brought preschoolers out into the mountains with a herd of sheep, and put them in a situation where they needed to invent addition? After that, a few nudges would put them on the track to invent every other facet of the mathematical system, and eventually they might be strong enough that they could catch up with the more advanced stuff our way.

There is a series of textbooks for grade/high school math called Art of Problem Solving that focus heavily on deriving one's own solution to the problem given evidence and maybe a hint or two. Not useful for those of us who are already out of school but could be used to train young'uns.

Reminds me of this quote from Nisemonogatari: http://i.imgur.com/BAb9Yh.png

The main difficulty I’ve seen in tutoring math is that many students panic if they don’t see what to do within five seconds of reading a problem, maybe two seconds for some. A good high school math student may be able to stare at a problem for fifteen seconds without panicking. I suppose students have been trained implicitly to expect to see the next step immediately. Years of rote drill will do that to you.

A good undergraduate math student can think about a problem for a few minutes before getting nervous. A grad student may be able to think about a problem for an hour at a time. Before Andrew Wiles proved Fermat’s Last Theorem, he thought about the problem for seven years.

Cool story, great insights, but I gotta say, huge planning fallacy on Jeffreyssai's part. Giving rigid deadlines on breakthroughs without actual experience with them or careful consideration of their internal mechanisms, and when the past examples are few and very diverse.

I do agree that speed is important, but maybe let's show some humility about things that humans are apparently hard-wired to be bad at.



The Dilemma: Science or Bayes?

"Eli: You are writing a lot about physics recently.  Why?"
        —Shane Legg (and several other people)

"In light of your QM explanation, which to me sounds perfectly logical, it seems obvious and normal that many worlds is overwhelmingly likely. It just seems almost too good to be true that I now get what plenty of genius quantum physicists still can't. [...] Sure I can explain all that away, and I still think you're right, I'm just suspicious of myself for believing the first believable explanation I met."
        —Recovering irrationalist

RI, you've got no idea how glad I was to see you post that comment.

Of course I had more than just one reason for spending all that time posting about quantum physics.  I like having lots of hidden motives, it's the closest I can ethically get to being a supervillain.

But to give an example of a purpose I could only accomplish by discussing quantum physics...

In physics, you can get absolutely clear-cut issues.  Not in the sense that the issues are trivial to explain.  But if you try to apply Bayes to healthcare, or economics, you may not be able to formally lay out what is the simplest hypothesis, or what the evidence supports.  But when I say "macroscopic decoherence is simpler than collapse" it is actually strict simplicity; you could write the two hypotheses out as computer programs and count the lines of code. Nor is the evidence itself in dispute.

I wanted a very clear example—Bayes says "zig", this is a zag—when it came time to break your allegiance to Science.

"Oh, sure," you say, "the physicists messed up the many-worlds thing, but give them a break, Eliezer!  No one ever claimed that the social process of science was perfect.  People are human; they make mistakes."

But the physicists who refuse to adopt many-worlds aren't disobeying the rules of Science.  They're obeying the rules of Science.

The tradition handed down through the generations says that a new physics theory comes up with new experimental predictions that distinguish it from the old theory.  You perform the test, and the new theory is confirmed or falsified.  If it's confirmed, you hold a huge celebration, call the newspapers, and hand out Nobel Prizes for everyone; any doddering old emeritus professors who refuse to convert are quietly humored.  If the theory is disconfirmed, the lead proponent publicly recants, and gains a reputation for honesty.

This is not how things do work in science; rather it is how things are supposed to work in Science.  It's the ideal to which all good scientists aspire.

Now many-worlds comes along, and it doesn't seem to make any new predictions relative to the old theory.  That's suspicious.  And there's all these other worlds, but you can't see them.  That's really suspicious.  It just doesn't seem scientific.

If you got as far as RI—so that many-worlds now seems perfectly logical, obvious and normal—and you also started out as a Traditional Rationalist, then you should be able to switch back and forth between the Scientific view and the Bayesian view, like a Necker Cube.

So now put on your Science Goggles—you've still got them around somewhere, right?  Forget everything you know about Kolmogorov complexity, Solomonoff induction or Minimum Message Lengths.  That's not part of the traditional training.  You just eyeball something to see how "simple" it looks.  The word "testable" doesn't conjure up a mental image of Bayes's Theorem governing probability flows; it conjures up a mental image of being in a lab, performing an experiment, and having the celebration (or public recantation) afterward.

Science-Goggles on:  The current quantum theory has passed all experimental tests so far.  Many-Worlds doesn't make any new testable predictions—the amazing new phenomena it predicts are all hidden away where we can't see them.  You can get along fine without supposing the other worlds, and that's just what you should do.  The whole thing smacks of science fiction.  But it must be admitted that quantum physics is a very deep and very confusing issue, and who knows what discoveries might be in store?  Call me when Many-Worlds makes a testable prediction.

Bayes-Goggles on:  The simplest quantum equations that cover all known evidence don't have a special exception for human-sized masses.  There isn't even any reason to ask that particular question.  Next!

Okay, so is this a problem we can fix in five minutes with some duct tape and superglue?

Huh?  Why not just teach new graduating classes of scientists about Solomonoff induction and Bayes's Rule?

Centuries ago, there was a widespread idea that the Wise could unravel the secrets of the universe just by thinking about them, while to go out and look at things was lesser, inferior, naive, and would just delude you in the end.  You couldn't trust the way things looked—only thought could be your guide.

Science began as a rebellion against this Deep Wisdom.  At the core is the pragmatic belief that human beings, sitting around in their armchairs trying to be Deeply Wise, just drift off into never-never land.  You couldn't trust your thoughts.  You had to make advance experimental predictions—predictions that no one else had made before—run the test, and confirm the result.  That was evidence.  Sitting in your armchair, thinking about what seemed reasonable... would not be taken to prejudice your theory, because Science wasn't an idealistic belief about pragmatism, or getting your hands dirty.  It was, rather, the dictum that experiment alone would decide.  Only experiments could judge your theory—not your nationality, or your religious professions, or the fact that you'd invented the theory in your armchair.  Only experiments!  If you sat in your armchair and came up with a theory that made a novel prediction, and experiment confirmed the prediction, then we would care about the result of the experiment, not where your hypothesis came from.

That's Science.  And if you say that Many-Worlds should replace the immensely successful Copenhagen Interpretation, adding on all these twin Earths that can't be observed, just because it sounds more reasonable and elegant—not because it crushed the old theory with a superior experimental prediction—then you're undoing the core scientific rule that prevents people from running out and putting angels into all the theories, because angels are more reasonable and elegant.

You think teaching a few people about Solomonoff induction is going to solve that problem?  Nobel laureate Robert Aumann—who first proved that Bayesian agents with similar priors cannot agree to disagree—is a believing Orthodox Jew.  Aumann helped a project to test the Torah for "Bible codes", hidden prophecies from God—and concluded that the project had failed to confirm the codes' existence.  Do you want Aumann thinking that once you've got Solomonoff induction, you can forget about the experimental method?  Do you think that's going to help him?  And most scientists out there will not rise to the level of Robert Aumann.

Okay, Bayes-Goggles back on.  Are you really going to believe that large parts of the wavefunction disappear when you can no longer see them?  As a result of the only non-linear non-unitary non-differentiable non-CPT-symmetric acausal faster-than-light informally-specified phenomenon in all of physics?  Just because, by sheer historical contingency, the stupid version of the theory was proposed first?

Are you going to make a major modification to a scientific model, and believe in zillions of other worlds you can't see, without a defining moment of experimental triumph over the old model?

Will you give your allegiance to Science, or to Bayes?

Michael Vassar once observed (tongue-in-cheek) that it was a good thing that a majority of the human species believed in God, because otherwise, he would have a very hard time rejecting majoritarianism. But since the majority opinion that God exists is simply unbelievable, we have no choice but to reject the extremely strong philosophical arguments for majoritarianism.

You can see (one of the reasons) why I went to such lengths to explain quantum theory.  Those who are good at math should now be able to visualize both macroscopic decoherence, and the probability theory of simplicity and testability—get the insanity of a global single world on a gut level.

I wanted to present you with a nice, sharp dilemma between rejecting the scientific method, or embracing insanity.

Why?  I'll give you a hint:  It's not just because I'm evil.  If you would guess my motives here, think beyond the first obvious answer.

PS:  If you try to come up with clever ways to wriggle out of the dilemma, you're just going to get shot down in future posts.  You have been warned.

...most "leading cosmologists and other quantum field theorists" thought that
the "Many-Worlds Interpretation was correct 10 years ago.

Supporters tend to cite not Solomonoff induction, but simply Occam's razor.

Solomonoff induction is simply an attempt to formalise Occam's razor around
an impractical theoretical model of serial computation.

Collapse theories can do something many worlds can't do: they can make the predictions! As can Bohmian theories.

Many worlds, like at least one other prominent interpretation (temporal zigzag), is all promise and no performance. Maybe Robin Hanson's idea will make it work? Well, maybe Mark Hadley's idea will make the zigzag work. Hadley's picture is relativistic, too.

Many worlds deserves its place in the gallery of possible explanations of quantum theory, but that is all.

Re: "Collapse theories can do something many worlds can't do: they can make the predictions".

Uh, the MWI is a "shut-up-and-calculate" interpretation.  It mostly makes the same
predictions as the other QP interpretations - except when it comes to interference patterns involving interfering observers and the like.

Whichever helps me win in the situation I am currently in. Since I don't currently need to create more advanced physics formulas, and they have the same dollar value otherwise it doesn't make much difference.

If I believe in collapse rather than decoherence is Inspector Darwin going to come and declare me bankrupt?

In fact worrying about the difference is a negative point for me anyway, I should be doing other things and devoting time, memory and processing power to this, reduces the amount I have to apply to my problems.

Tim, I thought there was only one "shut up and calculate" interpretation, and that's the one where you shut up and calculate - rather than talking about many worlds. Perhaps you mean it's a "talk rather than calculate" interpretation?

Suppose I announce the Turtles-All-The-Way-Down "interpretation" of quantum mechanics, is it fair to say that the TATWDI "makes the same predictions" if I can't actually show how to get a number or two out of this postulated tower of turtles, but just say it's a way of thinking about QM? If MWI makes predictions, show me how it does it.

I think you are too harsh with the Science-goggles.

I was taught that, when first proposed, the Copernican theory did not explain the then available data any better than the Ptolemaic system.

It's main attraction (to Science-goggles-wearing types, though not to Bible-goggles-wearing ones) was simplicity: it just had to be true!

I don't know if Copernicus ever invoked Ockham's name in defense of its theory, but the latter triumphed much before Rev. Bayes's (or Solomonoff's) birth.

So maybe "simplicity" - like many other concepts - has always been one element of the Science-goggles, even before a formal mathematical definition of it was available.

Um... there really aren't any extremely strong arguments for majoritarianism.  That position confuses conclusions with evidence.

Just as there really aren't any good reasons to abandon the scientific methodology just because you've declared 'Bayesianism' to diverge from it.  Given that the scientific methodology has been extremely successful and is extraordinarily widely adopted among people who count, if we accept your contention that Bayesian thinking diverges from its requirements, shouldn't that cause us to be suspicious of Bayesianism?

Eli:  Nice post.  I think your dichotomy between "rejecting scientific method" or "embracing insanity" is a bit excessive.  I can see how some people feel that having all these multiple worlds around doesn't seem like the "simplest" explanation.  They accept Bayesian reasoning and Occam's razor, but the notion of simplicity that they use is intuitive.  Thus, I would view the essence of this post to be: if one views complexity in terms of minimum effective description length then WMI is a better explanation than Copenhagen.

I would also note that asking physicists to be strict Solomonoff/Bayesian/Occamists is asking for rather a lot considering that something like half the statisticians in the world are not Bayesian, and of those who are relatively few know of Solomonoff induction.

Finally, while this went part of the way to answering my question, the connection to AGI safety isn't yet obvious to me.

Tim: "impractical theoretical model of serial computation".  Just because a theory isn't practical doesn't make it wrong.  For example, should we define randomness in a way that is easy to test for?  No, if we did it would break the very concept of what randomness means.  Also, what does "serial" have to do with it?  There is no concept of time in Kolmogorov complexity and a serial machine can emulate a parallel one, thus this distinction isn't relevant.

Have you ever read about the so-called Bayesian approach to quantum mechanics promoted by Caves, Fuchs, and Schack?  These three are the most radical Bayesians I know, and they all reject many worlds.  If you really care about overcoming bias, you should seek out their papers and give them a read.

Eliezer_Yudkowsky: You discuss whether training in the art of Bayes would produce scientists who don't make these errors.  What do you make of (as per Robin_Hanson's account) how in the movie Expelled, Richard_Dawkins places a >1% probability on earth life having been designed?  Is this an instance of a major not "getting" Bayesian inference, since he doesn't also advocate diverting research funds to that idea?

(Incidentally, when I corrected, here, Richard_Dawkins's definition of a "good theory" on edge.org, his entry there was shortly thereafter changed.  If you passed on my correction to him, I would be interested in knowing why you didn't tell him it was me.)

Eliezer, I guess the answer you want is that "science" as we know it has at least one bias: a bias to cling to pragmatic pre-existing explanations, even when they embody confused thinking and unnecessary complications. This bias appears to produce major inefficiencies in the process.

Viewing science as a search algorithm, it follows multiple alternate paths but it only prunes branches when the sheer bulk of experimental evidence clearly favours another branch, not when an alternate path provides a lower cost explanation for the same evidence. For efficiency, science should instead prune (or at least allocate resources) based on a fair comparison of current competing explanations.

This may be nitpicking and I agree with your overarching point, but I think you're drawing a false dichotomy between Science and Bayes. Science is the process of constructing theories to explain data. The theory must optimize a tradeoff between two terms:

1) ability to explain data
2) compactness of the theory

If one is willing to ignore or gloss over the second requirement, the process becomes nonsense. One can easily construct a theory of astrology which explains the motion of the planets, the weather, the fates of lovers, and violence in the Middle East. It just won't be a compact theory. So Science and Bayes are one and the same.

Eli - As you said in an earlier post, it is not the testability part of MWI that poses a problem for most people with a scientific viewpoint, it is the fact that MWI came after Collapse. So the core part of the scientific method - testability/falsifiability - gives no more weight to Collapse than to MWI.

As to the "Bayesian vs. Science" question (which is really a "Metaphysics vs. Science" question), I'll go with Science every time. The scientific method has trounced logical argument time and time again.

I also think you are taking the MWI vs. Copenhagen too literally. The reason why they are called interpretations is that they don't literally say anything about the actual underlying wave function. Perhaps, as Goofus in your earlier posts, some physicists have gotten confused and started to think of the interpretations as reality. But the idea that the wave function "collapses" only makes sense as a metaphor to help us understand its behavior. That is all that a theory that makes no predictions can be -- a metaphor.

If there is a "very convincing philosophical argument" that we should go with the majority, and yet we see the majority holding countless silly beliefs that even a little bit of primary evidence and some cursory examination show as being invalid, what does that tell us?

It tells us that the very convincing argument has at least one fatal error.  It tells us that our ability to be convinced is falliable.  And it tells us that our argumental-validity-checking has some bugs.

This dilemma feels forced. I see where you're coming from, and I do feel that a waveform disappearing spontaneously is a massive, unwarranted detail, but I don't see how this sets up a contradiction.

The further a scientific prediction feels from our intuitive human experience, the harder it is to internalise. Physicists wanted an explanation for why we only see one world. They postulated that the waveform collapses into the world we see. And fair enough, it's not difficult, on the face of it, to feel that that must be true, even if it isn't. But how is tha... (read more)

Surely "science" as a method is indifferent to interpretations with no observable differences.

Your point seems to be that "science" as a social phenomenon resists new untestable interpretations.  Scientists will wander all over the place in unmappable territory (despite your assertion that "science" rejects MWI, it doesn't look like that to me).

If Bayesianism trumps science only in circumstances where there are no possible testable consequences, that's a pretty weak reason to care, and a very long tortured argument to achieve so little.

Rational agents should WIN. Not lose scientifically, or socially acceptably, WIN. :-)

I hope you talk about normative implications eventually, address bambi's point, so we know just why this mistake matters. (Well, actually, implications of multiverse theories generally, so MWI doesn't practically matter if we live in a multiverse for some other reason.)

I'm trying to comprehend how this is a dilemma... Science supposedly teaches that for any two theories that explain the same data, the simplest one is correct. Bayes can't talk about explaining data without invoking the science that collected the data... Can he?

It would seem that the theory of science includes Bayesian theory.

On the other hand, the practice of science requires either exhibiting evidence for theories or testing falsifiable theories. Many Worlds can trivially be falsified by actually finding a collapse, while its main distinguishing feature ... (read more)

"Computer programs in which language? The kolmogorov complexity of a given string depends on the choice of description language (or programming language, or UTM) used."

They only depend to within a constant factor. That's not the problem; the REAL problem is that K-complexity is uncomputable, meaning that you cannot in any way prove that the program you're proposing is, or is NOT, the shortest possible program to express the law.

I don't believe most scientists would make such huge mistakes. I don't believe you have shown all the evidence. This is the only explaination of QM I've been able to understand - I would have a hard time checking. Either you are lying for some higher purpose or you're honestly mistaken, since you're not a physicist.

Now, if you have really presented all the relevant evidence, and you have not explained QM in a way which makes some interpretation sound more reasonable than it is (what is an amplitude exactly?), then the idea of a single world is preposterous, and I really need to work out the implications.

Tim Tyler:  According to Hedweb, most "leading cosmologists and other quantum field theorists" thought that the "Many-Worlds Interpretation was correct 10 years ago.

Ah, but did they have to depart from the scientific method in order to believe it?  The question isn't what scientists believe; scientists don't always follow the scientific method.  The physicists who embrace MWI are acting rationally; the physicists who reject it are acting scientifically - that's the theme of this post.

Re: "Tim, I thought there was only one "shut up and calculate" interpretation, and that's the one where you shut up and calculate - rather than talking about many worlds. Perhaps you mean it's a "talk rather than calculate" interpretation?".

No, I mean those interpretations are functionally equivalent - in that they make the same predictions.  That is not true of CI, or other collapse theories - e.g. see: http://www.hedweb.com/everett/everett.htm#detect

"Um... there really aren't any extremely strong arguments for majoritarianism. That position confuses conclusions with evidence."

What's more, it implies that human beliefs are normally distributed. I posit they are not, with extra weight being given to concepts that are exciting/emotional or arousing. We have a built in bias in the direction of things that are evolutionarily important (ie - babies, scarey stuff).

"I'm trying to comprehend how this is a dilemma... Science supposedly teaches that for any two theories that explain the same dat... (read more)

That doesn't logically follow.  Neither acceptance nor rejection implies correct comprehension of your claims.

"The most important implication is that the scientific method can break down."

I don't understand how this is a consequence of MW. We've always known that the scientific community can and does break down. The scientific method breaks down even theoretically (if you use K-complexity to assess it). And I'm not even sure that the MWI situation is a breakdown... It seems there are more than two interpretations (it's not just collapse versus many-worlds).

"There are some minor ethical implications of many-worlds itself (e.g., average utilitarianism... (read more)

If the exact physical state is underdetermined by the problem description, then there will be separate branches of the wavefunction for each possible state, although they might have diverged arbitrarily long ago. So, yes.

"I disagree; I think the underspecification is a more serious issue than the uncomputability. There are constant factors that outweigh, by a massive margin, all evidence ever collected by our species."

Agreed. The constant factors really are a problem. If one has taken a few information theory courses, it's easy to disregard it as one usually uses Kolmogorov on e.g. symbol sequences in the infinite limit. When comparing two theories though, they have finite size and thus constants does matter. It is probably possible to find two Turing machines su... (read more)

I'm not a physicist, I'm a programmer.  If I tried to simulate the Many-Worlds Interpretation on a computer, I would rapidly run out of memory keeping track of all of the different possible worlds.  How does the universe (or universe of universes) keep track of all of the many worlds without violating a law of conservation of some sort?

I am interested in the answer to John Maxwell's question as well.

In that vein, let me re-ask a question I had in a previous post but was not answered:

How does MWI not violate no-faster-than-light-travel itself?

That is, if a decoherence happens with a particle/amplitude, requiring at that point a split universe in order to process everything so both possibilities actually happen, how do all particles across the entire universe know that at that point they must duplicate/superposition/whatever, in order to maintain the entegrity of two worlds where both posibilities happen?

This is the main doubt I was expressing in my comment you quoted. I withdraw it.

Physicists are susceptable to irrational thinking too, but I went and stuck a "High Arcane Knowledge" label on QM. So while I didn't mind understanding things many doctors don't about mammographies, or things many biologists don't about evolution, thinking I knew anything fundamental about QM many physicists hadn't figured out set off a big "Who do you think you are?"... (read more)

William_Tanksley et al: Correct me if I'm wrong, but I had immediately assumed that the framing "science or Bayes" means "the scientific world as it exists today, or Bayes", not "ideal scientific research vs. Bayes".  Eliezer_Yudkowsky presumably equates ideal scientific research with following Bayes.

Even if we think of MWI as 'everything duplicating', Wiseman, it doesn't have to happen faster than information about the event's outcome travels, which is at the speed of light.

So if an electron on Earth causes a branching to take place, Alpha Centauri B wouldn't have to split for about four years - because that's how long it would take the information about the electron's behavior to reach the star.

Re: "a serial machine can emulate a parallel one, thus this distinction isn't relevant."

Kolmogorov complexity/Solomonoff induction are language-specific. Not all languages are equivalent, and descriptions in different languages may be totally different lengths.  It is true that any universal machine can simulate any other - but it takes a description of that simulator to do so, and that takes up space, which is a big deal, if the simulation is not tiny.

Re: They only depend to within a constant factor. That's not the problem [...]

"That's Occam's razor, not Science. The scientific method >is taken to suggest< that an untestable theory is of no use."

Watch that passive voice -- unless you're going to actually claim that the scientific method suggests that, I don't care what someone somewhere took it to suggest.

The scientific method doesn't suggest anything. It's a method, not a philosophy. As a method, it gives you steps to follow. A hypothesis is untestable; a theory's been tested. A model integrates theories. MW is a model.

"What's more, Occam's razor isn't some ... (read more)

Sebastian_Hagen: Specifying a language with all the data already specified as one of the symbols doesn't help, because with the MML standard, you'd have to include that, AND the data you're explaining, which makes it longer than any theory that can find regularity.

William_Tanksley: The fact that K-complexity isn't computable doesn't matter for determining which scientific theory is superior; you only need to know the maximum K-complexity across all known algorithms.  Then, if our theories are equally good at predicting, but your max. K-complexity is longer... (read more)

Well, the ideal simplicity prior you should use for Solomonoff computation, is the simplicity prior our own universe was drawn from.

Since we have no idea, at this present time, why the universe is simple to begin with, we have no idea what Solomonoff prior we should be using.  We are left with reflective renormalization - learning about things like, "The human prior says that mental properties seem as simply as physical ones, and that math is complicated; but actually it seems better to use a prior that's simpler than the human-brain-as-interpreter, s... (read more)

"If the exact physical state is underdetermined by the problem description, then there will be separate branches of the wavefunction for each possible state, although they might have diverged arbitrarily long ago. So, yes."

Are you seriously proposing that my use of ambiguous language splits the universe? This is unbelievable. I understand how incoherency would split the universe, but how can ambiguous language do that? How about false information -- if my bank tells me that my paycheck came in, is there an alternate world where my paycheck in fac... (read more)

But you still need to pick a language to express (language+data) in. Infinite regress.

It doesn't split the universe; your language doesn't have any effect on the world; as I said, it means that you have to consider a larger set of microstates, which means a larger set of outcomes. The better specified the initial conditions are, the better you can predict.

"The tradition handed down through the generations says that a new physics theory comes up with new experimental predictions that distinguish it from the old theory."

This is superficially correct, but I think it's irrelevant. Quantum theory is already a theory with well-established laws. None of the contending interpretations of those laws -- many-worlds, collapse, hidden-variables, and so on -- are theories, and none of them propose new laws (suggesting that there might be a law we don't know doesn't ... (read more)

"Of course I had more than just one reason for spending all that time posting about quantum physics.  I like having lots of hidden motives, it's the closest I can ethically get to being a supervillain."

Your work on FAI is still pretty supervillain-esque to most SL0 and SL1 people. You are, essentially, talking about a human-engineered end to all of civilization.

"I wanted to present you with a nice, sharp dilemma between rejecting the scientific method, or embracing insanity. Why?  I'll give you a hint:  It's not just because I'm evil.  If yo... (read more)

I can think of a few reasons why you would do this, although I'm not sure which one you had in mind.

Primarily, it's to evaluate the extent to which we commenters accept what you say on face value, particularly when we're not well informed to begin with. I don't mean picking at the specifics of examples, but whether we're evaluating what you're saying for internal consistency between posts.

For instance, the 'many worlds' argument you've presented DOES seem more plausible that collapse, but it certainly still seems mysterious. Having universes sprouting in a... (read more)

The reference machine is chosen to be simple, usually by limiting its state x symbol complexity.  That's not perfect and various people have tried to come up with something better but as yet none of these efforts have succeeded.  In terms of prediction it's not a problem as Solomonoff's predictor converges so amazingly fast - faster than 1/n where n is the number of bits of input data (this isn't quite true and Li and Vitanyi don't quite get it right either, see Hutter: On universal prediction and Bayesian confirmation. Theoretical Computer ... (read more)

Nick, thank you for the post. It almost answered my question -- I just need to make sure I'm not totally misreading it.

When you say "outcome" do you mean "every outcome of quantum processes", or do you mean "every event"? Do you mean "every possible result of physical processes" or do you mean "every configuration regardless of physical antecedents"?

As a specific example, is there a world where one human was born of a virgin, performed miraculous hea... (read more)

The latter, since there are no Garden of Eden patterns in physics. (I'm not sure how the Big Bang fits in.)

"The latter, since there are no Garden of Eden patterns in physics."

Thank you for your excellent job of communicating (and the GoE link decreased possible ambiguities, too).

How do we know that there are no Garden of Eden patterns? That is a very interesting claim. In attempting to reverse-engineer it, I remembered that according to quantum theory, each wavefunction is nowhere zero. Thus, any collection of particles could tunnel into place over any distance in any organization you could possibly specify. Is that the key to the proof?

Among all these comments, I see no appreciation of the fact that the version of many worlds we have just been given CANNOT MAKE PREDICTIONS, whereas "collapse theories" DO. 

Yes, SchrÃ¶dinger evolution plus collapse is more complicated than just SchrÃ¶dinger evolution. But the former makes the predictions, and the latter does not. We have been given the optimistic assertion that maybe the predictions are already somewhere inside the theory without collapse, but this remains to be shown. That's what the meaning of this whole "quest for the Bor... (read more)

Give me a single example of a successful use of Bayesianism that is not predicated on its being an explanation of the success of the scientific method and maybe then I'll consider choosing Bayes over science.

"Among all these comments, I see no appreciation of the fact that the version of many worlds we have just been given CANNOT MAKE PREDICTIONS, whereas "collapse theories" DO."

So far as I know, MWI and collapse both make the exact same predictions, although Eliezer has demonstrated that MWI is much cleaner in theoretical terms. If there's any feasible experiment which can distinguish between the two, I'm sure quantum physicists would already have tried it.

As has been pointed out before, a feature of MWI that produces the Born probabilities is a priori no less likely than a collapse postulate that produces the Born probabilities. I think.

Tom, Nick, MWI does not make predictions! Well, there is a version of MWI that does, but it is not the one being advocated here. 

What makes predictions is a calculational procedure, like sum-over-histories. That procedure has an interpretation in a collapse theory: the theory explains why the procedure works. The version of MWI that Eliezer has expounded cannot do that. He has said so himself, repeatedly - that the recuperation of the Born probabilities is a hope, not an existing achievement. 

Is that clear? I feel like I had better say it again. The bare m... (read more)

Ah, but Mitchell, the collapse interpretation doesn't explain why the Born probabilities are what they are.

So the version of many-worlds that I believe in, as a predictive theory, is:

(1) The wavefunction is real and evolves unitarily.

 +

(2) For some unknown reason, experimental statistics match the Born probabilities.

In combination, these statements constitute a predictive theory.

As for the objection that (2) hasn't been explained, collapse "explains" it by tacking on, "And the reason for (2) is that parts of the wavefunction spontaneously ... (read more)

Suppose we have a software package, UnitaryQM, of predefined functions. There is a competition, the Kolmogorov Challenge, in which you have to implement a new function, Born(). There are two development teams, Collapse and MWI. Collapse does the job by handcoding a new primitive function, collapse(), and adding it to the library. The MWI team really wants to use just the existing functions, but MWI 1.0 actally gives the wrong answers. The current hope for MWI 2.0 is a function called mangle(), but mangle only exists as pseudo... (read more)

Tim: "Solomonoff induction is simply an attempt to formalise Occam's razor around

an impractical theoretical model of serial computation."

This is distinct from a Universal Turing Machine how?

Something just clicked for me. I mean, regarding the subject of the original post. There is a true dilemma, and in that dilemma, the choices of a pure Bayesian will look crazy to a Scientist, and vice versa.

The hard difference between Science and Bayes is that Bayes does not require a model; Science does. Bayes simply predicts probabilities; Science attempts to establish a model that explains the probabilities.

Thus, a Bayesian won't care about the quality of the model he's given, EXCEPT that it must not be complex (a nonexistent model will work just fine).... (read more)

Two other examples of physicists messing up by not employing Occam's razor are provided by Fredkin: CPT symmetry should be just T symmetry - and mass, length and time should be bits, length and time - where "bits" have the units of angular momentum.


Re:"So far as I know, MWI and collapse both make the exact same predictions" - nope: 

``Many worlds is often referred to as a theory, rather than just an interpretation, by those who propose that many worlds can make testable predictions (such as David Deutsch) or is falsifiable (such as Everett) [...]''

http://en.wikipedia.org/wiki/Many-worlds_interpretation

Q36 What unique predictions does many-worlds make?

http://www.hedweb.com/manworld.htm#unique

Q37 Could we detect other Everett-worlds?

http://www.hedweb.com/manw... (read more)

Tim: Could you elaborate on that? How is it that CPT ought just be T?

And how should mass be in units of angular momentum?

http://web.archive.org/web/20060925023734/http://digitalphilosophy.org/digital_philosophy/20_units.htm

http://web.archive.org/web/20040410145311/www.digitalphilosophy.org/digital_philosophy/30_dm_cpt.htm

There's also a synopsis of Fredkin's ideas (incl. these two) in:

People who want to get fundamental physics out of cellular automata could be a lot more imaginative than they are. What about small-world networks? Maybe you could get quantum nonlocality. What about networks which are only statistically regular? Maybe you could get rotational symmetry in the continuum limit. And how about trying to do without a universal time coordinate? What about creation and destruction of cells, not just alteration of cell states? Euclidean, gridlike CAs like Fredkin's should only be a training ground for the intuition, not the templa... (read more)

IMHO, Fredkin picked cellular automata for good reason.  Regularity helps explain how light travels in straight lines across long distances.  There /are/ asynchronous CAs, but asynchrony is mostly an unneeded complication in this context - synchronous CAs are hard enough to work with, thank you.  CAs can be universal, so they can do anything any other discrete model can.  CAs are low-level modelling tools, that are not easy to build things with - but it seems extremely likely that low-level modelling tools will ultimately be needed to explain physics.


Eliezer: "A little arrow"? Actual little arrows are pieces of wood shot with a bow. Ok, amplitudes are a property of a configuration you can map in a two-dimensional space (with no preferred basis), but what property? I'll accept "Your poor little brain can't grok it, you puny human." and "Dunno - maybe I can tell you later, like we didn't know what temperature was before Carnot.", but a real answer would be better.

Suppose we lived in a universe before any quantum decoherance tests were done.  And now suppose I (as a scientist with a favourite pet personal theory) put forward the theory that multiple parallel universes exist, and start fleshing it out.  One of the predictions this theory would make would be in the way entangled photons probabilities change-at-a-distance.  Would not performing the test just described and coming up with a set of probabilities that matched the theories predictions be a valid scientific prediction?  

If all that can be observed in a syste... (read more)

Actually the many-world interpretation misses something very important, which is a kind of theory of mind.

Why does my consciousness follow only one world and at what point do different worlds separate ? Why am I not conscious of the many-worlds but only of one world ?

The one-world interpretation does not fail at this point. It seems to me that many-worlds adepts are so hypnotised by the beauty of mathematics that they forget what reality we have to account for...

Why am I not conscious of the many-worlds but only of one world?

Because there's no communication between consciouses in different worlds, even if both of the consciouses are derived from the same T-x individual.

This post is beating a strawman.  Beating a strawman is bad.

Just wanted to say that I enjoy your writing a good deal.

Are you really going to believe that large parts of the wavefunction disappear when you can no longer see them?  As a result of the only non-linear non-unitary non-differentiable non-CPT-symmetric acausal faster-than-light informally-specified phenomenon in all of physics?  Just because, by sheer historical contingency, the stupid version of the theory was proposed first?

I started as a many-worlds hater, but I think I can see where I'm heading. (I'm not quite there yet because I got to this article out of sequence, by accident).

Something wrong with this post, which I didn't appreciate back in 2008, when it was made, is that it misunderstands how quantum mechanics is interpreted by most practicing physicists. 

According to the post, physicists believe in wavefunction collapse, and in doing so they follow the rules of Science, but if they followed the rules of Bayes, they would believe that the wavefunction does not collapse, and thus in many worlds. 

Now quite apart from the problems of many worlds, which I have pointed out here and at other posts, it is not even true that physicists, as a rule, believe in wavefunction collapse in the way it is represented here, i.e. as an actually occurring physical process. 

The cognitive facts about what all the world's physicists individually believe regarding quantum mechanics would be rather complicated - there is a diversity of opinion among physicists, and an internal inconsistency of opinion within many individual physicists - but the standard view is not wavefunction realism. The wavefunction (or quantum state vector) is like a probability function; it is a mathematical entity from which probabilities of outcomes can be calculated. There is no wavefunction in space,... (read more)

I've read the post about the invisible, untouchable, etc. objects beyond the light cone and I wasn't convinced. I don't understand the reasoning which says that it's more probable that [OBJECTS WHICH I CANNOT SEE OR INTERACT WITH] exist than that they don't. If it's outside of my experience I necessarily have no evidence of it. I can't even build a general rule for interacting with things outside of my experience because to be accurate that general rule would also have no evidence supporting it. Because of this, I'm skeptical of many worlds.

It isn't really that hard to wriggle this question.  Why do I have to choose Science or Bayes, can't I just choose not to have an opinion until I am more capable of making a decision? It would seem suicidal from the perspective of bias to choose a side, especially when the stakes are currently so low. Question wriggled. I don't have to choose between Science and Bayes, I can use them both when they are useful, and simply not hold an opinion in the area where they are in some form of conflict. 

I would argue that there are plenty of fields of science in which elegance is considered important.

Most prominently, mathematics. Mathematicians do run experiments, courtesy of computers, and it is the very field physics must so closely rely on. If mathematicians do not practice the scientific method, what the heck do they do?

If mathematicians do not practice the scientific method, what the heck do they do?

Practice mathematics? It's a pretty distinct thing unto itself.

chuckles...
I wrote a whole bunch about string theory, but I've decided to simply mention it.  I have a TON of mathematical notation to learn before I can subject that glittery...whatever...to analysis.

As for many worlds... I like the way many of the ""paradoxes" of quantum mechanics don't even LOOK like paradoxes in many worlds.  starting with-you don't need to specify a special exemption to the no-ftl rule.  "information" for "collapse" happens because the little pieces of the waves almost-touch and slip past each other when you perform the comparison operation...at least, that's how I visualize it.  

I neither give my allegiance to Science nor to Bayes. I admit that i do not know the answer. The question itself produces Biases. 

This is an old article, and it's possible that this question has already been asked, but I've been looking through the comments and I can't find it anywhere.  So, here it is:

Why does it matter?  If many-worlds is indistinguishable from the Copenhagen Interpretation by any experiment we can think of to do, how does it matter which model we use?  If we ever find ourselves in a scenario where it actually does matter which one we use -- one where using the wrong model will result in us making some kind of mistake -- then we now have an experiment we can do to ... (read more)

I just wanted to contribute by saying that in one of his lectures (I cannot remember the exact name), Feynman said that it is important for a physicist to know many interpretations that give the same predictions but are different computationally. The simplest example that comes to my mind is Newtonian and Lagrangian mechanics. I do not know which one is simpler in the technical sense of the word, but I am sure that every physicist is expected to know and understand both of them.



Science Doesn't Trust Your Rationality

Scott Aaronson suggests that Many-Worlds and libertarianism are similar in that they are both cases of bullet-swallowing, rather than bullet-dodging:

Libertarianism and MWI are both are grand philosophical theories that start from premises that almost all educated people accept (quantum mechanics in the one case, Econ 101 in the other), and claim to reach conclusions that most educated people reject, or are at least puzzled by (the existence of parallel universes / the desirability of eliminating fire departments).

Now there's an analogy that would never have occurred to me.

I've previously argued that Science rejects Many-Worlds but Bayes accepts it.  (Here, "Science" is capitalized because we are talking about the idealized form of Science, not just the actual social process of science.)

It furthermore seems to me that there is a deep analogy between (small-'l') libertarianism and Science:

The core argument for libertarianism is historically motivated distrust of lovely theories of "How much better society would be, if we just made a rule that said XYZ."  If that sort of trick actually worked, then more regulations would correlate to higher economic growth as society moved from local to global optima.  But when some person or interest group gets enough power to start doing everything they think is a good idea, history says that what actually happens is Revolutionary France or Soviet Russia.

The plans that in lovely theory should have made everyone happy ever after, don't have the results predicted by reasonable-sounding arguments.  And power corrupts, and attracts the corrupt.

So you regulate as little as possible, because you can't trust the lovely theories and you can't trust the people who implement them.

You don't shake your finger at people for being selfish.  You try to build an efficient system of production out of selfish participants, by requiring transactions to be voluntary.  So people are forced to play positive-sum games, because that's how they get the other party to sign the contract.  With violence restrained and contracts enforced, individual selfishness can power a globally productive system.

Of course none of this works quite so well in practice as in theory, and I'm not going to go into market failures, commons problems, etc.  The core argument for libertarianism is not that libertarianism would work in a perfect world, but that it degrades gracefully into real life.  Or rather, degrades less awkwardly than any other known economic principle.  (People who see Libertarianism as the perfect solution for perfect people, strike me as kinda missing the point of the "pragmatic distrust" thing.)

Science first came to know itself as a rebellion against trusting the word of Aristotle. If the people of that revolution had merely said, "Let us trust ourselves, not Aristotle!" they would have flashed and faded like the French Revolution.

But the Scientific Revolution lasted because—like the American Revolution—the architects propounded a stranger philosophy:  "Let us trust no one!  Not even ourselves!"

In the beginning came the idea that we can't just toss out Aristotle's armchair reasoning and replace it with different armchair reasoning.  We need to talk to Nature, and actually listen to what It says in reply.  This, itself, was a stroke of genius.

But then came the challenge of implementation. People are stubborn, and may not want to accept the verdict of experiment.  Shall we shake a disapproving finger at them, and say "Naughty"?

No; we assume and accept that each individual scientist may be crazily attached to their personal theories.  Nor do we assume that anyone can be trained out of this tendency—we don't try to choose Eminent Judges who are supposed to be impartial.

Instead, we try to harness the individual scientist's stubborn desire to prove their personal theory, by saying:  "Make a new experimental prediction, and do the experiment.  If you're right, and the experiment is replicated, you win."  So long as scientists believe this is true, they have a motive to do experiments that can falsify their own theories.  Only by accepting the possibility of defeat is it possible to win.  And any great claim will require replication; this gives scientists a motive to be honest, on pain of great embarrassment.

And so the stubbornness of individual scientists is harnessed to produce a steady stream of knowledge at the group level.  The System is somewhat more trustworthy than its parts.

Libertarianism secretly relies on most individuals being prosocial enough to tip at a restaurant they won't ever visit again.  An economy of genuinely selfish human-level agents would implode.  Similarly, Science relies on most scientists not committing sins so egregious that they can't rationalize them away.

To the extent that scientists believe they can promote their theories by playing academic politics—or game the statistical methods to potentially win without a chance of losing—or to the extent that nobody bothers to replicate claims—science degrades in effectiveness.  But it degrades gracefully, as such things go.

The part where the successful predictions belong to the theory and theorists who originally made them, and cannot just be stolen by a theory that comes along later—without a novel experimental prediction—is an important feature of this social process.

The final upshot is that Science is not easily reconciled with probability theory.  If you do a probability-theoretic calculation correctly, you're going to get the rational answer.  Science doesn't trust your rationality, and it doesn't rely on your ability to use probability theory as the arbiter of truth.  It wants you to set up a definitive experiment.

Regarding Science as a mere approximation to some probability-theoretic ideal of rationality... would certainly seem to be rational.  There seems to be an extremely reasonable-sounding argument that Bayes's Theorem is the hidden structure that explains why Science works.  But to subordinate Science to the grand schema of Bayesianism, and let Bayesianism come in and override Science's verdict when that seems appropriate, is not a trivial step!

Science is built around the assumption that you're too stupid and self-deceiving to just use Solomonoff induction.  After all, if it was that simple, we wouldn't need a social process of science... right?

So, are you going to believe in faster-than-light quantum "collapse" fairies after all?  Or do you think you're smarter than that?

"Libertarianism secretly relies on most individuals being prosocial enough to tip at a restaurant they won't ever visit again.  An economy of genuinely selfish human-level agents would implode."

A thoughtful article about this and related issues is:

http://www.depressedmetabolism.com/jan-narveson-gauthier-and-libertarianism/

ZMD, is that the answer you think I'm looking for, your personal answer, or the correct answer?

Eliezer, why are you concerned with untestable questions?

Statistically it would seem unlikely that I am anything near approaching "rational".

Gray Area:  Eliezer, why are you concerned with untestable questions?

Questions you can easily test experimentally are hard for Science to get wrong.

There are numerous questions that are hard to test experimentally right this minute but are extremely important because of their future consequences.  I bet you can think of one or two.

I chose quantum physics as my point of departure because the case is mathematically clear-cut.

Incidentally, it looks to me like you should be able to test macroscopic decoherence.  Eventually.  You just need nanotechnological precision, very low temperatures, and perhaps a clear area of interstellar (intergalactic?) space.

Has anyone tried to actually DO Solomonoff induction against the real world? If I understand, it's incomputable, and even the idea of encoding reality as a program... well, it would be a very big program. So except as a pointer to and clarification of Occam's razor, does it have a real world use?

Generalizing: is it actually possible to use pure Bayesianism in any non-contrived, non-trivial context? And if purity can't be attained, is there an optimal impure approximation?

I always tip because it's the convention and I'm afraid of being confronted about not doing it. If I didn't have that fear I most certainly would tip far less.

You should drop the stuff about selfishness. It's self-interest. Everyone agrees if you define "selfish" as not doing anything that could possibly aid anyone else then human society wouldn't work. Clearly you'd live in a cave and have a subsistence existence until you're dead at 15. I don't know anyone who actually advocates that. So the definitions must be off.

There is a problem here that you do not seem to recognize. If any meta-level approach is better, i.e., will yield a more correct model of the universe than the current scientific method, then the scientific method will, over time, devour it, make it a part of itself. This is, because in the end, the "better" alternative approach will at some point yield a theory, no matter how small, but still, perceptibly better prediction. It may not do so for QM - it may yield only a different "interpretation", but it will, somewhere along the line, ... (read more)

Yes I do, since you're asking. Is that correct? Probably not. But that doesn't bother me. I have to trust my rationality before I can get anything out of science, right? As far as I'm concerned, my own, personal, internal logic is The King.

Still not convinced that Science (capital S) wants me to believe in anything it can't provide evidence for though. Logic and induction might postulate certain unprovable beliefs, but there's no reason why Science should flat out disagree with them. Still not feeling the dilemma.

A lot of people have a problem with Kolmogorov complexity and Solomonoff induction being "ideals".  Sure, you can't build a working perfect compressor in order to compute the Kolmogorov complexity of a binary string.  The best you can do is to approximate it.  Furthermore, the ways in which your compressor fails to achieve the perfect compression of Kolmogorov complexity are weaknesses of your compressor that a more powerful compressor could overcome... and so on and so on.  It's only in the limit that you get a completely general compressor that... (read more)

Incidentally, it looks to me like you should be able to test macroscopic decoherence. Eventually. You just need nanotechnological precision, very low temperatures, and perhaps a clear area of interstellar (intergalactic?) space.

Short of that, building a scalable quantum computer would be another (possibly easier!) way to experiment with macroscopic coherence.  The difference is that with quantum computing, you wouldn't even try to isolate a quantum system perfectly from its environment.  Instead you'd use really clever error-correction to encode quantum information in nonlocal degrees of freedom, in such a way that it can survive the decoherence of (say) any 1% of the qubits.

If it bothers you to be accused of trying to start a cult, why do you persist in trying to start one?

we are talking about the idealized form of Science, not just the actual social process of science.

What is the point of this ideal if it is not actually implemented to a substantial degree?  And of course the answer to the bottom question is that most us think we personally are too smart to need this ideal constraint, even if we think most others are not that smart.  Of course most of us must be wrong to think ourselves so much smarter than the rest.

Libertarianism secretly relies on most individuals being prosocial enough to tip at a restaurant they won't ever visit again.  An economy of genuinely selfish human-level agents would implode.  Similarly, Science relies on most scientists not committing sins so egregious that they can't rationalize them away.<<

Libertarianism rarely exists as a dominant paradigm, except when certain religions, with Protestantism as an example, are dominant, and when religion is fading in strength, such that material concerns become greater than spiritual ones.

Wouldn't the implosion leave all the selfish agents worse off?  If they were even rudimentarily rational, wouldn't they then act in a way to prevent that inward collapse?

Of course I think I'm smarter than that.  Anyone who actually contributes does, or they wouldn't bother to contribute.  And sometimes they are right, which is why our knowledge keeps moving forward.  Of course, sometimes we're wrong, and the structure is what keeps everything from moving backwards.

The core argument for libertarianism is historically motivated distrust of lovely theories of "How much better society would be, if we just made a rule that said XYZ."  If that sort of trick actually worked, then more regulations would correlate to higher economic growth as society moved from local to global optima.

Only if economic growth was the only indicator of "how good a society is."

But when some person or interest group gets enough power to start doing everything they think is a good idea, history says that what actually happens i... (read more)

Libertarianism secretly relies on most individuals being prosocial enough to tip at a restaurant they won't ever visit again. An economy of genuinely selfish human-level agents would implode.

In other words, libertarianism could only ever work with real people. It would never work with the fictional creatures that people both for and against libertarianism philosophize themselves into imagining.

Where are the witty critical posters? I'm surprised to be the first to observe that this post (favorably comparing Science with Libertarianism) reads kind of like a self-parody of the OvercomingBias blog. Is one libertarian if one holds up each claim of libertarianism and says "Well, that's an empirical question. Let's look at the data". Because that's the scientific, empirical approach, it seems to me. I think libertarianism starts to look sill when viewed in that light. To be fair, so do the claims of any political party that size or larger, of which I'm aware.

Caledonian - not sure if this is what was originally alluded to, but the Prisoner's Dilemma / Tragedy of the Commons scenario is one where agents acting in their best interest get screwed. Of course, that is why we have governments in the first place (i.e. to get around those problems).

M - How do you figure Somalia is libertarian? Libertarianism requires a stable government (i.e. a monopoly on force) which Somalia definitely does not have.

H.A. - I don't think the point was that Libertarians are more scientific than others, but that Libertarianism and Science are similar in the sense that they put more faith in processes than in people.

It doesn't get around those problems, DaveInNYC, it just changes the conditions under which the problems arise.  Having one, really powerful actor that can dominate the Commons doesn't solve anything - if there aren't enough reasonable and enlightened people to maintain control of the government, it begins abusing the Commons itself, and anyone not completely controlled by the government lose any disincentives to act for their immediate short-term interests... (read more)

Added small-'l' to "libertarianism" to hopefully make it clear that I'm talking about pragmatic distrust of governmental solutions, not the American political party.  Also added:  "People who see Libertarianism as the perfect solution for perfect people, strike me as kinda missing the point of the "pragmatic distrust" thing."

"Libertarianism and Science are similar in the sense that they put more faith in processes than in people."

Science doesn't seem to me to need or benefit from a "libertarian" connection. It's more reputable than libertarianism, and for good reason, in my observation. If one wants to bring science into the public policy space, then one should scientifically determine what we want to do with public policy (maximize HA's persistence odds, of course), and scientifically determine the best way to accomplish that (an empirical question). Not s... (read more)

I am not smarter than that. But you might (just might) be. "Eliezer says so" is strong evidence for anything. I'm too stupid to use the full power of Bayes, and I should defer to Science, but Eliezer is one of the few best Bayesian wannabes - he may be mistaken, but he isn't crazily refusing to let go of his pet theory. Still not enough to make me accept MWI, but a major change in my estimate nonetheless.

As a side note, what actually happens in a true libertarian system is Europe during the Industrial Revolution.

As far as I can see the main problem with libertarianism (versus any variety of freebie-ism for any favored group, left or right) is the classic monkey trap problem. Freebie-ism delivers you a candy now. Libertarianism lets you work like stink and pass it on to the kids. It gives you industrial revolutions, which blacken the air - and result in modern communication, travel, medicine, computers, materials, and an upraised middle class to appreciate them. The trouble is that the "jam tomorrow" of libertarianism is quite obvious from an theorist's a... (read more)

I don't see libertarianism as being able to jump outside the (legal/social) system in quite the way described here. It is not an escape from "how much better society would be if we just made a rule...". It is, rather, a very specific implementation of that principle: how much better society would be if we just lived by libertarian ideals, private property, courts where we can sue for fraud and coercion, etc. And then, due to its failure to jump outside the limitations of systems composed of imperfect humans, it fails for the same reasons. People ... (read more)

Regarding Somalia, it actually improved under anarchy.

HA, you may be interested in the "post-libertarianism" of Jeffrey Friedman.

I don't think this was yet encompassed by the discussion or post: Another similarity between Science and libertarianism is that they both follow Bayes "usually, but not always":

-Science rejects late-coming simpler theories that offer no new predictions.
-libertarianism rejects certain government interventions proposed by a superintelligent FAI that follows Bayes and values what humans do.

Science and Eliezer both agree that evidence is important, so let's collect some evidence on which one is more accurate.

It seems like you (Robin Hanson) are arguing that Libertarianism (small or big L) is some kind of alternative to rule making, or as I would say it 'believing in your theory'.  But my impression -- not extravagantly well informed theoretically, but fairly informed by looking at actual, self styled libertarians -- is that Libertarianism is precisely an anti-theory theory.  Terrified of the failures of other rules/models/belief systems, they create a new rule which says that all rules are wrong.  The obvious tail chasing is well, what abo... (read more)

Science is built around the assumption that you're too stupid and self-deceiving to just use Solomonoff induction. 

We can't use Solomonoff induction - because it is uncomputable.

We don't have any good quality computable approximations to it either.  That is indeed because we are too stupid.  That is more fact than assumption, though.

I've been reading LW sequences sine a few months, and I find them very interesting, but I think you made a mistake in mixing politics (libertarianism, french/american revolutions, ...) into this post.

I won't go into explaining why I think economical libertarianism is deeply flawed and not similar at all to the process of Science (for once, I don't think it degrades well at all), but above that, by calling into very complicated and very debated concepts, you're just making following your core reasoning harder to follow.

You claim to be critiquing "economical libertarianism", but in fact you are critiquing microeconomics. For instance, you critique the familiar critique of price-fixing by presenting a purported counterexample. But the idea that price-fixing has certain predictable perverse consequences comes, not from libertarians, but from standard microeconomics, since it's a simple deduction from basic theory of supply and demand.

Libertarians do, to be sure, make heavy use of microeconomic theory, but this does not warrant calling microeconomics "economical libertarianism", any more than the use of a bicycle by Mao to commute to work would warrant calling bicycles "transportational communism".

So, to reinterpret your post, taking you to be attacking microeconomics, you are saying that the science of microeconomics is not in fact a science, since it is immune to empirical refutation, such as by the purported success of price-fixing.

I pointed a few examples of things done by the French Revolution which were (in my opinion) very successful

The worst policy has good consequences, the best policy has bad ones.

The successes you cited would only be relevant if one understood Eliezer to be claiming that every consequence was bad or ephemeral from the French Revolution. While that is how politicians speak and how others speak much of the time, it's not charitable to interpret arguments as if they were from politicians.

In the French Revolution, they were really, really confident that things would be best if they could decide more or less ad hoc to kill tens of thousands for interfering with it. In the American Revolution, they didn't trust themselves so, they tolerated more anti-revolutionary behavior, and things turned out better. That's all.

Even if the French do make fantastic bread, the Reign of Terror was still not a good idea.

In general, what is in a written Constitution doesn't matter much if institutions and attitudes don't support what is there. A fair number of authoritarian countries have strong free speech and similar rights enshrined in their Constitutions, See for example the Syrian constitution. Classically authoritarian regimes either ignore such provisions or in the case of Syria use a combination of ignoring the provisions, a favorable judiciary, and using potential loopholes to minimize the actual impact of those rights. On the other hand, some countries with little to no formally documented rights are quite democratic and functional. There isn't a great correlation between what people say in their Constitutions and what they do or intend to do. 

In general, what is in a written Constitution doesn't matter much if institutions and attitudes don't support what is there.

For some grimly comic reading, see the declaration of rights in the 1936 constitution of the U.S.S.R.,  especially the articles 124-128. 

This constitution was ratified a few months before the climax of the Great Terror.

I hope someone shows up with knowledge of the actual history.

I'm assuming it wasn't a price floor-- that would make bread less affordable. I believe that subsidy to manufacturers + price controls leads to decline in quality because the incentives become doing just enough to meet the regulations and competing to get permissions and subsidies from the government.

It's possible that France exists to annoy libertarians. Essence of Style: How the French Invented High Fashion, Fine Food, Chic Cafes, Style, Sophistication, and Glamour (a book I've heard an interview about but not read) tells the story of Louis XIV making France into a world center of style. He picked winners, or created them. He promoted companies which continued to make high quality goods for centuries.

By libertarian standards, this should be just about impossible. Or maybe it's like winning the lottery-- you might succeed, but the odds are so low that it's a very bad strategy.... and, of course, the French aristocracy's spendthrift ways and insulation did lead to the French Revolution, and a utilitarian might say that any amount of delightful food and fashion just isn't worth it.

Still, picking winners on that scale is am... (read more)

I also think you make some factual errors : saying the "american revolution" is a success but the french one a collapse is a great mistake. Most of the progress of the French Revolution lasted for very long and still last.

With all due respect, your account of the French Revolution is just cartoonishly biased. The "progress of the French Revolution" included, among other things:

The introduction of total war fought with mass conscript armies, for which all the resources of the nation are requisitioned, in place of the 18th century limited and professional warfare regulated by strict codes and financed mostly from monarchs' private purses. 

This invention leading to two decades of Europe-wide mass slaughter and destruction that left an unknown number of millions of people dead. It also left the recurring idea of spreading the national glory and ideology (as opposed to mere interests of rulers, which may be vicious but are at least limited and sane) by war and conquest. 

Overall, the nationalist ideology born in the Revolution and the Revolutionary Wars, both in France and elsewhere as a reaction to it, had subsequent historical consequences for which "c

Science first came to know itself as a rebellion against trusting the word of Aristotle.

Science first came to be as Roger Bacon writing up the scientific method.  His approach was to not trust anyone, but to trust Aristotle more than most.  Unsurprisingly, he was put in solitary confinement on bread and water.  The Church then issued a list of forbidden thoughts, with Aristotle prominently on the list.   That science started with a revolt against Aristotle is a whitewash of the conflict between the theocratic state and Science.  Science, science in the sense of the scientific method, not science in the sense of a state anointed priesthood ceremonially wearing labcoats as white robes, is inherently revolutionary, a defiance of authority, but it was not the authority of Aristotle that they were revolting against.  Rather, all beliefs were subject to empirical scrutiny, including the beliefs of the authorities of Roger Bacon's day, which was revolt against present authority, not Aristotle.

We do not know what the charges were against Roger Bacon (most likely the nominal charges were irrelevant, and the real charge was having a bad attitude), but it was more likely he was imprisoned for respecting Aristotle, than disrespecting him.

Libertarianism secretly relies on most individuals being prosocial enough to tip at a restaurant they won't ever visit again.

I'm puzzled that you gave that specific example, given that it's obviously wrong. Most countries do not have a culture of tipping, and their economies don't implode. They just have less headaches at bill time. And in many cases (a long way from libertarianism) their wait staff get paid a living wage.

I'm also not sure what it means for libertarianism to rely on something, since libertarianism is not an actual functioning thing in e... (read more)



When Science Can't Help

Once upon a time, a younger Eliezer had a stupid theory.  Let's say that Eliezer18's stupid theory was that consciousness was caused by closed timelike curves hiding in quantum gravity.  This isn't the whole story, not even close, but it will do for a start.

And there came a point where I looked back, and realized:

From Science's perspective, that is how things are supposed to work—happy fun for everyone.  You admitted your error!  Good for you!  Isn't that what Science is all about?

Well... Science didn't have much to say about that.  How could Science say which theory was right, in advance of the experimental test?  Science doesn't care where your theory comes from—it just says, "Go test it."

This is the great strength of Science, and also its great weakness.

Eliezer, why are you concerned with untestable questions?

Because questions that are easily immediately tested are hard for Science to get wrong.

I mean, sure, when there's already definite unmistakable experimental evidence available, go with it.  Why on Earth wouldn't you?

But sometimes a question will have very large, very definite experimental consequences in your future—but you can't easily test it experimentally right now—and yet there is a strong rational argument.

Macroscopic quantum superpositions are readily testable:  It would just take nanotechnologic precision, very low temperatures, and a nice clear area of interstellar space.  Oh, sure, you can't do it right now, because it's too expensive or impossible for today's technology or something like that—but in theory, sure!  Why, maybe someday they'll run whole civilizations on macroscopically superposed quantum computers, way out in a well-swept volume of a Great Void.  (Asking what quantum non-realism says about the status of any observers inside these computers, helps to reveal the underspecification of quantum non-realism.)

This doesn't seem immediately pragmatically relevant to your life, I'm guessing, but it establishes the pattern:  Not everything with future consequences is cheap to test now.

Evolutionary psychology is another example of a case where rationality has to take over from science.  While theories of evolutionary psychology form a connected whole, only some of those theories are readily testable experimentally.  But you still need the other parts of the theory, because they form a connected web that helps you to form the hypotheses that are actually testable—and then the helper hypotheses are supported in a Bayesian sense, but not supported experimentally.  Science would render a verdict of "not proven" on individual parts of a connected theoretical mesh that is experimentally productive as a whole.  We'd need a new kind of verdict for that, something like "indirectly supported".

Cryonics is an archetypal example of an extremely important issue (150,000 people die per day) that will have huge consequences in the foreseeable future, but doesn't offer definite unmistakable experimental evidence that we can get right now.

So do you say, "I don't believe in cryonics because it hasn't been experimentally proven, and you shouldn't believe in things that haven't been experimentally proven?"

Well, from a Bayesian perspective, that's incorrect.  Absence of evidence is evidence of absence only to the degree that we could reasonably expect the evidence to appear.  If someone is trumpeting that snake oil cures cancer, you can reasonably expect that, if the snake oil was actually curing cancer, some scientist would be performing a controlled study to verify it—that, at the least, doctors would be reporting case studies of amazing recoveries—and so the absence of this evidence is strong evidence of absence.  But "gaps in the fossil record" are not strong evidence against evolution; fossils form only rarely, and even if an intermediate species did in fact exist, you cannot expect with high probability that Nature will obligingly fossilize it and that the fossil will be discovered.

Reviving a cryonically frozen mammal is just not something you'd expect to be able to do with modern technology, even if future nanotechnologies could in fact perform a successful revival.  That's how I see Bayes seeing it.

Oh, and as for the actual arguments for cryonics—I'm not going to go into those at the moment.  But if you followed the physics and anti-Zombie sequences, it should now seem a lot more plausible, that whatever preserves the pattern of synapses, preserves as much of "you" as is preserved from one night's sleep to morning's waking.

Now, to be fair, someone who says, "I don't believe in cryonics because it hasn't been proven experimentally" is misapplying the rules of Science; this is not a case where science actually gives the wrong answer.  In the absence of a definite experimental test, the verdict of science here is "Not proven".  Anyone who interprets that as a rejection is taking an extra step outside of science, not a misstep within science.

John McCarthy's Wikiquotes page has him saying, "Your statements amount to saying that if AI is possible, it should be easy. Why is that?"  The Wikiquotes page doesn't say what McCarthy was responding to, but I could venture a guess.

The general mistake probably arises because there are cases where the absence of scientific proof is strong evidence—because an experiment would be readily performable, and so failure to perform it is itself suspicious.  (Though not as suspicious as I used to think—with all the strangely varied anecdotal evidence coming in from respected sources, why the hell isn't anyone testing Seth Roberts's theory of appetite suppression?)

Another confusion factor may be that if you test Pharmaceutical X on 1000 subjects and find that 56% of the control group and 57% of the experimental group recover, some people will call that a verdict of "Not proven".  I would call it an experimental verdict of "Pharmaceutical X doesn't work well, if at all".  Just because this verdict is theoretically retractable in the face of new evidence, doesn't make it ambiguous.

In any case, right now you've got people dismissing cryonics out of hand as "not scientific", like it was some kind of pharmaceutical you could easily administer to 1000 patients and see what happened.  "Call me when cryonicists actually revive someone," they say; which, as Mike Li observes, is like saying "I refuse to get into this ambulance; call me when it's actually at the hospital".  Maybe Martin Gardner warned them against believing in strange things without experimental evidence.  So they wait for the definite unmistakable verdict of Science, while their family and friends and 150,000 people per day are dying right now, and might or might not be savable—

The drive of Science is to obtain a mountain of evidence so huge that not even fallible human scientists can misread it.  But even that sometimes goes wrong, when people become confused about which theory predicts what, or bake extremely-hard-to-test components into an early version of their theory.  And sometimes you just can't get clear experimental evidence at all.

Either way, you have to try to do the thing that Science doesn't trust anyone to do—think rationally, and figure out the answer before you get clubbed over the head with it.

(Oh, and sometimes a disconfirming experimental result looks like:  "Your entire species has just been wiped out!  You are now scientifically required to relinquish your theory.  If you publicly recant, good for you!  Remember, it takes a strong mind to give up strongly held beliefs.  Feel free to try another hypothesis next time!")

Eliezer wrote "This isn't the whole story..., but it will do for a start", and in the referenced post: "This I will not describe, for it would be a long tale and complicated. I ... knew not the teachings of Tversky and Kahneman."

I've seen tantalizing hints of this "long tale," but I'd love to see the whole story, even in summary. If nothing else, it would be quite in place in a blog on Overcoming Bias.

This reminds me of a post that i think you wrote quite a while ago, in which i think you stated that the belief that 'molecular nanotech is possible'(along with other similar beliefs) was not a scientific belief, but that it was a rational one.
I wasn't entirely sure that your statement was valid then, but now, after several hundred posts of information dumping, your reasoning makes a great deal more sense.

I think some of the confusion of the 'choice between science and bayes' occurs because science as a process does incorporate a number of bayesean methods, but the theory of science has not yet managed to incorporate them.

Just a minor question about cryonics: To what extent does it preserve the synaptic weights? ie, I'm kinda looking toward saving up to sign up, but I want to understand this bit first. It seems obviously likely that it preserves the information assotiated with the neural structure, but what of the information encoded in the weights?

How quickly do those decay after (regularly accepted) death? ie, by the time the suspension process begins, are they still there? How much of that is lost in the suspension process?

A good way I've found to explain this to lay people is that Science is a very high quality way of finding out what is almost certainly wrong. If Science says something is wrong and here is why, then it most probably is correct (relative to other methods of finding truth that is). Science is much worse at figuring out what is right because it's method of determining what is right is "Of all the possible hypotheses, we'll eliminate the wrong ones and choose the most probably of what exists". As a result, scientific knowledge is often over turned an... (read more)

This mythic "Science" largely does not exist as actual social practice.

Good point, Robin, in my opinion. Eliezer, lots of good ideas in this post, well-articulated, but I think there's sleight of hand in your distinguishing empirical science from bayesian rationality. You're not being transparent that our confidence in bayesian rationality stems from empirical verification. Beyond that, it's decision-making/resource allocation in the context of scarcity. We have a scarcity of time and human capital, and we need to decide how to allocate our efforts in the context of that scarcity. That doesn't take us away from empiricism, it... (read more)

And the ability of science to permit long-shot hypotheses is not a bug, it's a feature.  If you want to fully explore a hypothesis space, you have to be willing to be wrong most of the time.

Even when Bayesian reasoning is applied correctly, it is obviously limited to the available data.  When it determines how we seek more data, we become stuck in a feedback loop and trapped in local minimization ruts.

How much of Eliezer's behavior is because he's truly convinced himself he's found something better than the scientific method, and how much because his cherished beliefs are not supported by the scientific mainstream and so he must find a way to minimize its perceived importance?

The best argument against Cryonics as far as I'm concerned is economic: It's a self-negating prophecy. Once the technology exists to revive frozen people (I don't have any problem believing this will happen some day) there will be no market for cryonics - in this future, why bother signing up for cryonics when you can get revived at "death" or otherwise forestall it - and therefore no income for cryonic companies. Who is going to maintain the freezers or revive you? Chances are everyone who cares about you is either dead or in a similar predicament.

If you accept that there is no "soul" and your entire consciousness exists only in the physical arrangement of your brain (I more or less believe this), then it would be the height of egotism to require someone to actively preserve your particular brain pattern for an unknown number of years until your body can be reactivated. Simply because better ones are sure to come along in the meantime.

I mean, think about your 70-year-old uncle with his outdated ways of thinking and generally eccentric behavior -- now think of a freezer full of 700-year-old... (read more)

Finally this sequence of posts is beginning to build to its hysterical climax.  It might be difficult to convince us that doomsday probability calculations are more than swag-based-Bayesianism, but the effort will probably be entertaining.  I know I love getting lost in trying to calculate "almost infinity" times "almost zero".

As a substantive point from this sequence, at least now scientists know that they should choose reasonable theories to test in preference to ridiculous ones; I'm sure that will be a very helpful insight.

Who is going to maintain the freezers or revive you?

How much do 4 Gb cost now? It's free for anyone on Gmail. Would you believe that 4 Gb of storage would be free in 2008 if you heard it suggested in 1955, when computers with 10 Kb of memory cost $500,000? Likewise if revival procedure is sufficiently automated, it can become essentially free. It will probably take an AI to "manually" fix some of the damage though.

The problem, ME, is that the people interested in cryonic preservation all think they're fantastic individuals that people in the future will be keenly interested in reviving.

No '70-year-old eccentric uncle' believes that they're not inherently special, or that they either are or will be obsolete by the time revivification technology exists.

I believe this is incorrect. Bayesian reasoning says (roughly) collect the data that will help nail down your current most uncertain predictions. It's tricky to encode into Bayesian algorithms the model,

"An underspecified generalization of our current model which is constrained to give the same answers as our current model in presently available experiments but could give different answers in new experimental regimes.... (read more)

I love this post. Even though "Science" is an oversimplification of real science, the specific statements attacked aren't strawmen.

For cryonics patients to eventually be revived, the future just has to be very rich (like Vladimir says) and contain a few altruists. Sounds like a good bet. Calling trying not to die "the height of egotism" (because you ought to die to be replaced by "better... brain patterns"?) is ridiculous.

You have strange ideas about what science is. That's not surprising since philosophy and popular science have strange ideas about what science is. Science does not involve plucking theories out of thin air and subjecting them to tests. Hypotheses themselves are borne of experiments and the application of prior theory. The part of science you've chosen to eschew, the part where you obtain a formal education and spend many years integrating yourself into the professional community, happens to be the part where you learn to construct hypotheses. The fact that... (read more)

Nick: Not any more ridiculous than throwing out an old computer or an old car or whatever else. If we dispense with the concept of a soul, then there is really no such thing as death, but just states of activity and inactivity for a particular brain. So if you accept that you are going to be inactive for probably decades, then what makes you think you're going to be worth reactivating?

Logic and reason are not taught, used, or applied by scientists -- what!? I'm not sure what the scare-quotes around "logic" and "reason" are supposed to convey, but on its face, this statement is jaw-dropping.

As a working scientist, I can tell you I have fruitfully applied Bayesian probability theory, and that it has informed my entire approach to research.... (read more)

While we are (sort of) on the topic of cryonics, who here is signed up for it? For those that are, what organization are you with, and are you going with the full-body plan, or just the brain? I'm considering Alcor's neuropreservation process.

But science is so much MORE than that, Cyan.  It has incorporated forms of reasoning that are far more subtle and powerful than Bayesian reasoning - which is why poke is mostly wrong, but not completely wrong.

The emphasis and reliance on Bayesian thought is a regression, not progress.

I am always interested in expanding my repertoire. Please give examples with links if possible.

"Finally this sequence of posts is beginning to build to its hysterical climax. It might be difficult to convince us that doomsday probability calculations are more than swag-based-Bayesianism, but the effort will probably be entertaining."

Hmm. I've seen little to indicate that this is going to end up being a discussion of the Doomsday Argument. Still, it would be interesting to see Eliezer's own view. Everyone seems to have their own opinion as to why its unsound (and I agree that it's unsound, for my own reasons...)

Seeing as the theme of this blog is overcoming bias, one ought to be conscious of an overly hopeful bias. It may well be a deficiency of my own imagination but I can't see the notion of reviving old geezers having much of an appeal for future altruists but that doesn't even matter: It's likely that technology will be sufficiently advanced at some stage to postpone ageing and death and it's probable th... (read more)

If scientific reasoning is merely Bayesian, why does Eliezer tell us to abandon science in order to stick with Bayes?  It seems to me that it is easy to represent strict standards of evidence within looser ones, but not vice versa.  The frequency of 'Bayesian reasoners' mistaking data for evidence on this site should serve as example enough.

Scientific reasoning is an imperfect approximation of Bayesian reasoning. Using your geometric analogy, science is the process of sketching a circle, while Bayesian reasoning is a compass.

"It seems to me that it is easy to represent strict standards of evidence within looser ones, but not vice versa."

If you already understand the strict standard, it's usually easy to understand the looser standard, but not vice-versa. Physicists would have a much easier time writing literature papers than lit... (read more)

On cryonics: it's easy to come up with poorly supported future scenarios -- either pro or con. We've heard from the cons, so here's a pro: at the point where it looks plausible to the general public that frozen dead people might be revived, pulling the plug on the freezers may appear to become morally equivalent to pulling the plug on patients with intact brains who are comatose but not medically dead. It may no longer a purely financial question in the eye of the public, especially if some enterprising journalist decides to focus on the issue.

To continue the metaphor:  science is the system of reasoning we use to recognize that the compass will make approximate circles, figure out how to build compasses, and recommend that people use them when they want to draw a circle.

As a system, Bayesian reasoning it is sufficiently broad and flexible that it can be used to represent more sophisicated forms of reasoning, in the same way that everyday language can represent formal logic.  But a... (read more)

I say again: name one concrete scientific process that does something Bayes can't.

Cyan, I should perhaps have noted that probabilistic techniques are used in data analysis and the statistical sciences, but I thought it was obvious I was talking about the foundations of the scientific method rather than specific applications of mathematical techniques. Scientists use algebra and calculus and complex numbers and all manner of things and none of them are therefore the foundation of the scientific method (or its "hidden structure" as Eliezer likes to say).

And, no, logic and reason are explicitly not taught, used or applied by scie... (read more)

Nick, if a roll a spherical Bayes down an inclined Bayes will it give me a good approximation of acceleration due to gravity near the Earth's surface?

Talk about wishful thinking! Do people, other than family and friends, even care about pulling the plug o... (read more)

Also - I'm assuming that postponing ageing for living people is easier than reviving dead people and is likely to arrive sooner. Not that I'm in anyway conversant with Bayesianism but I'm figuring it supports this assumption - technology to extend lifespan is, as far as I can see, a necessary component of reviving dead people. So the probability of the former is necessarily higher than the probability of the latter. There is no scenario in which reviving dead people arrives first and only a tiny probability that both technologies arrive simultaneously. Thi... (read more)

poke, I take "logic" and "reason" to mean making inferences by syllogism. I really have no idea what your usage of the terms denote, so I can't speak to it. I guess we were talking past each other. But I'm not so sure it's wise to draw a sharp distinction between "the foundations of the scientific method" and what at least some scientists spend a good deal of time actually doing, i.e., specific applications of mathematical techniques.

Frank McGahon, you're missing my point. Hint: reread my first sentence and my last sentence.

The critics of cryonics here for the most part seem to miss the attraction of cryonics, at least for people like me. I don't think the future will find me a fantastic individual worthy of reviving. I don't think there will be a market or even  a will to revive me in the future. I don't even have much expectation that current cryonics is sufficient to save me from information theoretic death. I just think it's a better strategy than alternatives such as burial or cremation in maximizing my persistence odds. Maybe not a much better strategy. But still, it seems to me to be a better strategy. And my reasons for wanting to maximize my persistence odds are selfish and solipstic. That's it.

Cyan, oh, I get your point, I just think it's wrong to frame it as "on the one hand, on the other hand" as if the pro and con scenarios are equally likely and it's a toss-up between the two. The reason to point out that the very technology which is necessary for Cryonics to succeed is likely to make it obsolete and consequently unlikely to fulfil its promise is to illustrate a fatal flaw in the concept not to merely paint one pessimistic scenario. There are plenty of alternative pessimistic scenarios but none of which (individually that is) is a ... (read more)

"I say again: name one concrete scientific process that does something Bayes can't."

Bayes does not explain the development of new concepts and conceptual schemes, and yet this is one important thing that the best scientists are able to do. I'm thinking of scientific revolutions in physics and biology especially, but there are many other examples (e.g. theoretical computer science, statistics, game theory, information theory, and--going back further--the notion of a mathematical proof). AFAIK, we don't have a good understand of conceptual developm... (read more)

Bob Unwin, thanks for the link. That argument is definitely worth some careful consideration.

But if you followed the physics and anti-Zombie sequences, it should now seem a lot more plausible, that whatever preserves the pattern of synapses, preserves as much of "you" as is preserved from one night's sleep to morning's waking.

Part of the problem here, though, is we don't even have proof-of-concept. We know the freezing process damages the brain, or else we'd already be able to revive people, no problem. Being complicated, the brain tends to get complicated in damaged ways. In spite of our best efforts to provide effective treatments f... (read more)

'Ever' is a terribly long time, Hallq.  All sorts of things might be possible with enough time; I think the real question is whether we'll see such a development in our lifetimes.

This isn't a matter of taking on faith where an ambulance is going.  We know hospitals exists, and that all sorts of injuries can be treated; we know that there are ambulance services which take people to hospitals.

We do not know that cryonic techniques are capable of preserving a person, most especially after their death, or that they are likely to be maintained for a long durati... (read more)

Frank, you might want to read my blog to get a better sense of where I stand on this. I aspire to the position of contradicting your central presumption about me: that I would use my full resources in this life towards maximizing my persistence odds. The truth is, I think any other position is absurd, or a triumph of genes/species over me as a subjective conscious entity. The analogy I'm working with is not buying a lottery ticket for a chance at a big lifechanging payoff, it's more disaster movie survivalism. Current hedonism in the context of future none... (read more)

HA, I'll certainly go and read your blog but just to comment on your point:

Your characterisation of the case against denial in this life with the promise of an eternal after-life (now that sounds familiar...) as if it were about the interests of the genes/species set ag... (read more)

Sorry - I seem to have missed the end blockquote tag after "party hard in disaster flicks"...

HA: "Trying cryonics requires a leap of faith straight into the unknown for a benefit with an unestimable likelihood."

It's what probability is for, isn't it? If you don't know and don't have good prior hints, you just choose prior at random, merely making sure that mutually exclusive outcomes sum up to 1, and then adjust with what little evidence you've got. In reality, you usually do have some prior predispositions though. You don't raise your hands in awe and exclaim that this probability is too shaky to be estimated and even thought about, bec... (read more)

I posted a response on my blog to avoid flooding/jacking the thread.

do you try and build your own missile to divert it off course or do you try and enjoy the time you have left.

How about if you're told that if your missile succeeds, you can live forever in a computer? Cryonics isn't a life extension strategy, it's an immortality gambit. Otherwise no-one would bother. By the time we can defrost brains, we'll be able to scan and emulate them.

This thread has been long since jacked. Bob Unwin, great link. Science and Bayes - both great, both useful. Can't we all just get along?

Late in the game and perhaps missing the point, but in order to try and understand for myself...

(1) followed the 'method' or 'ideal' as (2) well as possible
and
(3) ended up with a hypothesis that was factually incorrect
(4) risked of 'wasting' a very long time researching something that ended up being wrong
and
(5) that the 'method' or 'ideal' does not help one to avoid this properly
(6) all of which combined make the method/ideal problematic as it is likely to statistically to also result in a high number of 'wasted years rese... (read more)

You have this the wrong way around. Cryonics can only succeed in the event of practical immortality being achieved which requires that radical life extension is achieved. It's a necessary (but importantly not  sufficient) condition of revival that the technology exist to radically extend lifespans in which case there will be nobody signing up for cryonics and no market to develop the technology to defrost and revive.

"in which case there will be nobody signing up for cryonics and no market to develop the technology to defrost and revive."
...except for all that has already died while being signed up. Their wills and possibly foundations they set up would provide large enough a market if only a sufficient amount of rich people do sign up.

Another point: if we just achieved the defrosting techniques and had a bunch of cryonically suspended individuals from say the 19th century, we would be ankle deep in the saliva from all psycologists, historians etc. that woul... (read more)

It's not like they're going to be in a position to lobby for it. And there's a world of a difference between a paying customer or potential customer and a will or foundation. The wishes of the dead are frequently flouted when convenient today - look at what happened to Nabakov's manuscript.

In any case, in the event that radical life extension is already here, there's just no need to solve the problem of defrosting frozen brains for paying customers so I'd expect that to be, at least, put on the... (read more)

I think it is quite possible for rich individuals to create structures surviving themselves such that it would be very hard to distinguish them for institutes/foundations/whatever that has a living person at the bottom. I'm not very familiar with the subject, but I would guess that there exists accounts on the Cayman Islands and similar states whose owners have died but the owners is too well hidden for anyone to find out.

Concerning the academic interest, I think that coming generations will, like us, find the preceding documentation terribly lacking. &quo... (read more)

Sorry to be late to the partyâ�� but has nobody yet mentioned the effect that MWI has on assessing cryonics from a personal standpoint; i.e. that your subjective probability of being revived should very nearly be your probability estimate that revival will happen in some universe?  If 9/10 of future worlds destroy all cryogenic chambers, and 9/10 of the ones left don't bother to revive you, then it doesn't matter to you: you'll still wake up and find yourself in the hundredth world.  Such factors only matter if you think your revival would be a significant... (read more)

You describe only a part of science.  In addition to testing hypotheses, scientists spend an lot amount of time developing hypotheses.  In fact, they probably spend more time developing hypotheses than testing them.  They tinker around in a lab trying various things, and they search for better mental models so that their thinking becomes more effective.  A major class of breakthrough for a scientist is to make a realization of the form, "A looks an awful lot like B".

If you don't want to waste ten years, spend some time on hypothesis development.  That's not outside of science, but a core part of it.

Erik, in the event that RLE is already here - there will be no future stream of "paying customers" as they will surely avail themselves of RLE, that's what I meant. Therefore this market, at least, won't be driving innovation in the "how to revive a frozen brain" problem.

Fair point about how our own recording of information might look to future generations, however the many Methuselahs issue remains. It may be that my imagination is lacking or it may be that cryonics advocates are biased to overweight any indicators that cryonics might ... (read more)

Bad analogy, actually.  If I have an incurable terminal illness today and fall asleep, I'll still have an incurable terminal illness in most of the worlds in which I wake upâ�� so I should assign a very low subjective probability to finding myself cured tomorrow.  (Or, more precisely, the vast majority of the configurations that contain someone with all my memories up to that point will be ones in which I'm waking up the next day with the illness.)

I'm not quite sure how it might play out subjectively at the very end of life sans cryonics; this is where the... (read more)

Ok, then say you are definitely going to die of that illness tonight - that is, you won't wake up in the morning. It's preposterous to suggest that any consolation would be provided by the notion that in some parallel universe a cure is invented and implemented overnight and "you" will wake up cured in that universe.

But I'm already in that universe. "I" am the set of all processes having my experience.

Frank, I think you have an idea that many-worlds means a bunch of parallel universes, each with a single past and future, like parallel train tracks.  That is most emphatically not what the interpretation means.  Rather*, all of the universes with my current state in their history are actual futures that the current me will experience (weighted by the Born probabilities).

If there's an event which I might or might not witness (but which won't interfere with my existence), then that's really saying that there are versions of me that witness it and versions o... (read more)

Well, if they're pretty rich, which is likely, given that they're technologically advanced enough to do so, they may well still have history and sociology departments and universities, with ambitious grad students, and Professors with grant money to spend. Welcome to being an adjunct lecturer (or would that be lab rat) for History 201(An Introduction to the Crazy Years).

"Call me when cryonicists actually revive someone," they say; which, as Mike Li observes, is like saying "I refuse to get into this ambulance; call me when it's actually at the hospital".

There was a time when expecting mothers did the rational thing by not going to the maternity ward. http://www.ehso.com/ehshome/washing_hands.htm#History 

Resources to be devoted to cryonics and a future lifespan could also be devoted to the lifespan you are fairly sure you have right now. The situation would be more like getting into an ambulance, whe... (read more)

After a few years in grad school, I think the principles of science are different from what you've picked up from your own sources.

(1) I had carefully followed everything I'd been told was Traditionally Rational, in the course of going astray.  For example, I'd been careful to only believe in stupid theories that made novel experimental predictions, e.g., that neuronal microtubules would be found to support coherent quantum states.

My training in writing grant applications contradicts this depiction of s... (read more)

Concerning cryonics, you seem to be operating under the assumption that future scientists would actually want to revive anyone, which is not exactly rational. Yeah, conquering Death and all that, but humans aren't that well-trainable, so would you really expect that they'd find us being able to adapt to the world which has advanced beyond belief?

My working theory since ~1st grade, is that math is consistent and therefore worth learning. But of course, Goedel says I can't prove it. I derive some Bayesian comfort though, as I see more and more mathematical propositions added to the pile of propositions proven true, and as they obligingly keep on not contradicting each other.

This is... really not how scientific practice works, though.

This is how some, older, philosophers of science thought science ought to work. Namely Karl Popper. Who had some points, for sure, but notably, was not a scientist himself, so he was speculating about a practice he was not a part of - and had to discover that, having described to scientists the laws that ought to govern how they ought to act, found that they in fact did not, nor agreed that they would get better results that way. Philosophy of science really took off as an entire discipline here, and a lot of it pointed out huge aspects that Popper had overlooked, or outright contradictions between his ideas and actual scientific practice - in part, because his clean idea of falsification does not translate well to the testing of complex theories.

Instead of speculating about how science might work, and then saying it is bad, let's look at how it actually does, to see if your criticism applies. Say you applied for a grant to develop this theory of yours. Or submitted a talk on it at a scientific conference. Or drafted it as a project todo for an academic position. This is usually when the scientific community determines if ... (read more)

This post is well written but i feel like the conclusion is a little vague. What I got from it is that as an individual the most rational beliefs or actions won't necessary just be "follow the science". Science requires a great deal of time, energy, funding etc. In situations where these limitations strip you of a clear scientific answer to your problem, you aren't suddenly stripped of the responsibility to make a choice. It is a matter of fact that current cryogenics either will or will not work. Science hasn't told us, but there still is a right answer. And not choosing in this case is still a choice. So the best practice is to bet on the odds. 



Science Isn't Strict Enough

Once upon a time, a younger Eliezer had a stupid theory.  Eliezer18 was careful to follow the precepts of Traditional Rationality that he had been taught; he made sure his stupid theory had experimental consequences.  Eliezer18 professed, in accordance with the virtues of a scientist he had been taught, that he wished to test his stupid theory.

This was all that was required to be virtuous, according to what Eliezer18  had been taught was virtue in the way of science.

It was not even remotely the order of effort that would have been required to get it right.

The traditional ideals of Science too readily give out gold stars. Negative experimental results are also knowledge, so everyone who plays gets an award.  So long as you can think of some kind of experiment that tests your theory, and you do the experiment, and you accept the results, you've played by the rules; you're a good scientist.

You didn't necessarily get it right, but you're a nice science-abiding citizen.

(I note at this point that I am speaking of Science, not the social process of science as it actually works in practice, for two reasons.  First, I went astray in trying to follow the ideal of Science—it's not like I was shot down by a journal editor with a grudge, and it's not like I was trying to imitate the flaws of academia.  Second, if I point out a problem with the ideal as it is traditionally preached, real-world scientists are not forced to likewise go astray!)

Science began as a rebellion against grand philosophical schemas and armchair reasoning.  So Science doesn't include a rule as to what kinds of hypotheses you are and aren't allowed to test; that is left up to the individual scientist.  Trying to guess that a priori, would require some kind of grand philosophical schema, and reasoning in advance of the evidence.  As a social ideal, Science doesn't judge you as a bad person for coming up with heretical hypotheses; honest experiments, and acceptance of the results, is virtue unto a scientist.

As long as most scientists can manage to accept definite, unmistakable, unambiguous experimental evidence, science can progress.  It may happen too slowly—it may take longer than it should—you may have to wait for a generation of elders to die out—but eventually, the ratchet of knowledge clicks forward another notch.  Year by year, decade by decade, the wheel turns forward.  It's enough to support a civilization.

So that's all that Science really asks of you—the ability to accept reality when you're beat over the head with it.  It's not much, but it's enough to sustain a scientific culture.

Contrast this to the notion we have in probability theory, of an exact quantitative rational judgment.  If 1% of women presenting for a routine screening have breast cancer, and 80% of women with breast cancer get positive mammographies, and 10% of women without breast cancer get false positives, what is the probability that a routinely screened woman with a positive mammography has breast cancer?  7.5%.  You cannot say, "I believe she doesn't have breast cancer, because the experiment isn't definite enough."  You cannot say, "I believe she has breast cancer, because it is wise to be pessimistic and that is what the only experiment so far seems to indicate."  7.5% is the rational estimate given this evidence, not 7.4% or 7.6%.  The laws of probability are laws.

It is written in the Twelve Virtues, of the third virtue, lightness:

If you regard evidence as a constraint and seek to free yourself, you sell yourself into the chains of your whims.  For you cannot make a true map of a city by sitting in your bedroom with your eyes shut and drawing lines upon paper according to impulse.  You must walk through the city and draw lines on paper that correspond to what you see.  If, seeing the city unclearly, you think that you can shift a line just a little to the right, just a little to the left, according to your caprice, this is just the same mistake.

In Science, when it comes to deciding which hypotheses to test, the morality of Science gives you personal freedom of what to believe, so long as it isn't already ruled out by experiment, and so long as you move to test your hypothesis.  Science wouldn't try to give an official verdict on the best hypothesis to test, in advance of the experiment.  That's left up to the conscience of the individual scientist.

Where definite experimental evidence exists, Science tells you to bow your stubborn neck and accept it.  Otherwise, Science leaves it up to you.  Science gives you room to wander around within the boundaries of the experimental evidence, according to your whims.

And this is not easily reconciled with Bayesianism's notion of an exactly right probability estimate, one with no flex or room for whims, that exists both before and after the experiment.  It doesn't match well with the ancient and traditional reason for Science—the distrust of grand schemas, the presumption that people aren't rational enough to get things right without definite and unmistakable experimental evidence.  If we were all perfect Bayesians, we wouldn't need a social process of science.

Nonetheless, around the time I realized my big mistake, I had also been studying Kahneman and Tversky and Jaynes.  I was learning a new Way, stricter than Science.  A Way that could criticize my folly, in a way that Science never could.  A Way that could have told me, what Science would never have said in advance:  "You picked the wrong hypothesis to test, dunderhead."

But the Way of Bayes is also much harder to use than Science.  It puts a tremendous strain on your ability to hear tiny false notes, where Science only demands that you notice an anvil dropped on your head.

In Science you can make a mistake or two, and another experiment will come by and correct you; at worst you waste a couple of decades.

But if you try to use Bayes even qualitatively—if you try to do the thing that Science doesn't trust you to do, and reason rationally in the absence of overwhelming evidence—it is like math, in that a single error in a hundred steps can carry you anywhere.  It demands lightness, evenness, precision, perfectionism.

There's a good reason why Science doesn't trust scientists to do this sort of thing, and asks for further experimental proof even after someone claims they've worked out the right answer based on hints and logic.

But if you would rather not waste ten years trying to prove the wrong theory, you'll need to essay the vastly more difficult problem: listening to evidence that doesn't shout in your ear.

Even if you can't look up the priors for a problem in the Handbook of Chemistry and Physics—even if there's no Authoritative Source telling you what the priors are—that doesn't mean you get a free, personal choice of making the priors whatever you want.  It means you have a new guessing problem which you must carry out to the best of your ability.

If the mind, as a cognitive engine, could generate correct estimates by fiddling with priors according to whims, you could know things without looking them, or even alter them without touching them.  But the mind is not magic.  The rational probability estimate has no room for any decision based on whim, even when it seems that you don't know the priors.

Similarly, if the Bayesian answer is difficult to compute, that doesn't mean that Bayes is inapplicable; it means you don't know what the Bayesian answer is.  Bayesian probability theory is not a toolbox of statistical methods, it's the law that governs any tool you use, whether or not you know it, whether or not you can calculate it.

As for using Bayesian methods on huge, highly general hypothesis spaces—like, "Here's the data from every physics experiment ever; now, what would be a good Theory of Everything?"—if you knew how to do that in practice, you wouldn't be a statistician, you would be an Artificial General Intelligence programmer.  But that doesn't mean that human beings, in modeling the universe using human intelligence, are violating the laws of physics / Bayesianism by generating correct guesses without evidence.)

The problem is encouraging a private, epistemic standard as lax as the social one.

which pinpoints the problem I was trying to indicate much better than I did.

getting colder, in my opinion. I think you were more on track back when you posited that the scientific method, etc. were subsumed by Bayes, than this current contrasting of "the ideals of science" and bayesian reasoning/probability.

"Contrast this to the notion we have in probability theory, of an exact quantitative rational judgment.  If 1% of women presenting for a routine screening have breast cancer, and 80% of women with breast cancer get positive mammographies, and 10% of women without breast cancer get positive mammographies, what is the probability that a routinely screened woman has breast cancer?  7.5%.  You cannot say, "I believe she doesn't have breast cancer, because the experiment isn't definite enough."  You cannot say, "I believe she has breast cancer, because it is wise to be pessimistic and that is what the only experiment so far seems to indicate."  7.5% is the rational estimate given this evidence, not 7.4% or 7.6%.  The laws of probability are laws."

What is the probability that whatever methods you use to determine whether someone has breast cancer in this case are 100% correct?

We do not live in a maths problem, data can be bad.

HA, please include justifications with your Olympian judgments.  Thanks.

Will, probabilities are states of partial information, not objective properties of the problem.  Unless you have reason to believe the data are wrong in a particular direction, your corrected estimate including meta-uncertainty is no different from the original as betting odds.

The scientific method is there to test theories. It does that perfectly. You're talking about how we formulate those theories in the first place, making best use of priors, current knowledge etc. If that's not Science's job, why the criticism?

If you want to tell us how to formulate better theories, using Bayes, just do that.

Science only demands that you notice an anvil dropped on your head.

This isn't fair - the Science ideal has higher and more difficult standards than this. Recall this aneqdote:

But the Way of Bayes is also much harder to use than Science.  It puts a tremendous strain on your ability to hear tiny false notes, where Science only demands that you notice an anvil dropped on your head.[...]

But if you try to use Bayes, it is math, and a single error in a hundred steps can carry you anywhere.

Hum... so basically Science works by coarsening the space of outcomes into three states (proven - falsified - uncertain), and then making "proven" and "falsified" into attractors for the scientific method. Since these are attractors, errors are correctable.

While Bayescraft keeps the full space of outcomes and does not create attractors, thus allowing greater precision (usefull for hypothesis formulation), but allowing errors to affect the result.

Well, a Bayesian learner should eventually converge on the truth if the prior supports it, so that can be viewed as an "attractor" too...

Yes, a perfect Bayesian making perfect updates is perfect, we all know that :-)

My point is that I can remember easily that things are false, or that they are true. But to remember that they are somewhere in between is much harder, unless it's things I really care about. You have to keep track of the data, and compare it with new results.

But to remember that they are somewhere in between is much harder, unless it's things I really care about.

It isn't in between. Your knowledge of the question is in between. You would like it to be closer to one end or the other. You can apply a whole lot of heuristics without messing this part up.

Yes. And that's what's harder to remember. I "know" that Lincoln was assassinated, and I "know" that Charles de Gaulle didn't die in Burma. But trying to remember what my estimate is as to whether it's good or bad for overweight people to go on a diet... that's a lot harder.

But if you would rather not waste ten years trying to prove the wrong theory, you'll need to essay the vastly more difficult problem: listening to evidence that doesn't shout in your ear.

I'd say that, in practice, Science has an edge over Bayescraft in some areas of hypothesis formulation (mainly in the "hard" sciences). The laws of gravity are not formulated in a Bayesian fashion, nor are most of the laws of physics. The ability to say "electrons exist, they all behave identically, and they are different from muons" is very useful to creating reasonable hypotheses about their behaviour. The corresponding Bayesian statement, with its probabilistic formulation of the same statement, would be more of a barrier to efficient hypothesis formulation.

Similarly, Newton's laws were formulated with incredible precision and simplicity, based on frankly little experimental evidence. The equivalent Bayesian formulation would have been messy and complicated, and would probably have obscured the essential simplicity of what was going on.

Similarly, if the Bayesian answer is difficult to compute, that doesn't mean that Bayes is inapplicable; it means you don't know what the Bayesian answer is.

So then what good is this Bayes stuff to us exactly, us of the world where the vast majority of things can't be computed?

Look, science already has standards for what constitutes valuable hypotheses.  It simply doesn't force people to apply those standards in order to be practicing the scientific method.

Maybe you should think more about why those standards aren't seen as a necessary requirement, before you insist that such unenforcement is a weakness and a laxity.

Given the complications of the calculations and the necessity for evidence in advance to calculate Bayesian probablities, I suspect coming up with hypotheses, experiments to test them, and running the experiments might take less time than doing the calculations to develop a hypothesis and running an experiment to test it.  Of course, if you are advocating doing away with the final experiment to make sure you didn't make mistakes, I don't see how this is much different from Medieval Scholasticism, except you call your answers probabilities rather than Truth.

Where do we get sufficient self-confidence to pull probabilities for ill-defined and under-measured quantities out of our butts so we can use them in The Formula?

Is there any actually interesting intellectual task that rests on nice justifiable grounded probabilities?

Elizer.  I've been a Believer for 20 years now, so I'm with you.  But it seems like you're losing people a little bit on Bayes v Science.  You've probably already thought of this, but it might make sense to take smaller pedagogical steps here to cover the inferential distance.

One candidate step I thought of was to first describe where Bayes can supplement Science.  You've already identified choosing which hypotheses to test.  But it might help to list them all out.  Off the top of my head, there's also obviously what to do in the face of conflicting experimental evidence, what to do when the experimental evidence is partially but not exactly on point, what to do when faced with weird (i.e., highly unexpected) experimental evidence, and how to allocate funds to different experiments (e.g., was funding the LHC rational?).  I'm certain that you have even more in mind.

Then you can perhaps spiral out from these areas of supplementation to convince people of your larger point.  Just a thought.

People, Bayes-structure doesn't require Bayes-math! Thinking about the math allows us, among other things, to pick computationally efficient approximations that are closer to normative reasoning, as exemplified by past posts like (picks at random) this one. I don't need to have any idea what numerical probabilities I should be assigning to know that P(A&B)<=P(A), P(A|B)>=P(A), if seeing A increases P(B) then seeing ~A must decrease it, and so on. It's a little like how (would a physicist please stop me if this is inaccurate?) a knowledge of quantum mechanics allows you to create semiclassical approximations that make better predictions than classical models but are more tractable than the genuine QM math.

Surely this is a good thing, else fear of being thought stupid would overly discourage people from raising novel hypotheses. The problem is encouraging a private, epistemic standard as lax as the social one.

It is not true in general that P(A|B) >= P(A).  For example, suppose you are rolling a die that could be 6-sided (cube) or 4-sided (tetrahedron); then let A = "the die comes up showing a 6" and B = "the die is 4-sided".  We have P(A|B)=0, yet P(A) > 0 as long as P(B) < 1.

He probably didn't use standard notation here. I would read P(A|B) as P(A OR B) in this context.

This is a great post, despite the comments of those like Caledonian who like to be critical just for the sake of being critical.

1)  How exactly do you intend to enforce the more rigorous private, epistemic standard?

2)  How do you expect novel hypotheses to be raised in public if people will not consider them in private?

The problem is that when you talk about "ideal Science" it sounds like you mean something scientific practice attempts to achieve but falls short of but what you're actually discussing is a second-hand imprecise (idealized) description of science. This sort of "science as hypothesis-testing" is a philosophical model. Historians often use it to interpret the history of science (although this has thankfully changed in recent years) and even scientists will resort to it when pressed for a description of their methods. But it's not used (or aimed for) within science; I didn't get any classes on general scientific method (or logic or inductive probabilism), I just learned a set of practical (including mathematical) skills. Science itself is an institutional and social practice and like all institutional and social practices we don't presently understand how it works.

To expand on what I said about your other essay: Being able to create relevant hypotheses is an important skill and one a scientist spends a great deal of his or her time developing. It may not be part of the traditional description of science but that doesn't mean it's not included in the actual social institution of science that produces actual real science here in the real world; it's your description and not science that is faulty. Think of science as movement along a trajectory. The period of apprenticeship in the scientific community that every practicing scientist goes through exists in order to calibrate the budding scientist and set him or her on the right course; it's to get us all moving in the same direction. That this can't be encapsulated into a set of neat rules isn't a failure of science but a failure of descriptions of science.

This isn't unique to science; it's an issue in most institutions. When developing countries try to create a simulcrum of industrial practice from theory and description the result is usually a failure. When developing countries open themselves to foreign industry the newly established facilities, run by foreign experts who have causal ties through history to the very site of origin of their practices, impart a skillset on the local population who often then manage to combine that skillset and their unique understanding of their own culture to create their own businesses that can out-compete foreign industry. This is necessary because we don't have a general understanding of institutions and therefore any description or theory designed to encapsulate what we need to do in order to copy their practices is necessarily incomplete or wrong.

Now, if you're just saying the problem is that you, Eliezer, had a crappy understanding of Science and therefore went astray then what I'm saying supports your thesis. But you seem to be going further than that and making a claim about scientific practice. (It's ambiguous though so I apologize if I have misinterpreted your intent.) I still, however, would reject the notion that Bayesianism is the hidden structure behind the success of science. What you would perhaps say is that when scientists learn to develop worthy hypotheses they are secretly learning how to become good Bayesians or learning cognitive practices that approximate what Bayes would tell us to do. But inasmuch as Bayes can be made to fit any scientific inferences it's being used to address pseudo-problems (i.e., problems of justification) that the inferences did not need to be defended against to begin with; it's in this respect that I think it's unnecessary.

The difference between a scientist and a theologian is not a difference of rationality or a difference between how their cognitive processes approximate Bayesian insights. The difference is simply that one studied science and trained as a scientist and now works in a laboratory while the other studied theology and trained as a theologian and now works in the theology department. The scientist avoids coming to theological conclusions about his scientific studies as a matter of socialization. It is not necessary, however, that this socialization involve a general method for coming to the right conclusions. Science doesn't need any such thing.

The Great Secret of Science, the reason scientists more often than not are the ones who produce science, is that science has all the science. Science begets science. What you learn from rolling balls down an inclined plane allows you to predict the trajectories projectiles, which allows you to discover that motion is parabolic or analyze the periodic motion of pendulums and eventually you, or one your colleagues, develops the calculus, and so on. This doesn't all happen in one institution because of some general methodology or some universal recipe for getting the truth; it happens because that institution has all the experts. It's always going to be the guy who understands the science who uses it to create new science because you need to understand the old science to create the new science. Beyond that there's really nothing more left to explain; we have a complete causal explanation of science. If we wanted a philosophical justification of why we should accept science in the face of philosophical skepticism, then we would need to invoke Bayes (or whatever), but I'm not sure you think we need one of those. You seem to apply Bayes as the hidden cause of scientific success rather than the philosophical justification.

What science has is a general method for getting rid of incorrect conclusions.  One of the many differences between science and theology is that theology does not conform itself to an objective reality.  Science has a demonstrated capacity to detect deviation between itself and this reality, a property that no system of thought before it possessed, and none since has developed.

Poke:  The difference between a scientist and a theologian is not a difference of rationality or a difference between how their cognitive processes approximate Bayesian insights. The difference is simply that one studied science and trained as a scientist and now works in a laboratory while the other studied theology and trained as a theologian and now works in the theology department.

A... fascinating... perspective.  But presumably even you admit that they're doing something different, or what does the scientist even learn from their mentor?

Perhaps you would have a different perspective on these matters if you were trying to build a scientist.

Re: "Contrast this to the notion we have in probability theory, of an exact quantitative rational judgment. [...] The laws of probability are laws."

Those who believe this sort of stuff should read up on Hume's problem of induction.

Isn't this just ordinary logic? It doesn't really require all of probability theory. I believe that logic is a fairly uncontroversial element of scientific thought, though of course occasionally misapplied.

I might have linked to Hypotheses are overrated before, but I figured I'd do so again.

"ME" - I've noticed that people on this forum seem to label ANYTHING that has to do with conditional probability "Bayesian". I'm not quite sure why this is; I have a hard enough time figuring out the real difference between a "frequentist" and a "Bayesian", but reading some of these posts I get the feeling that "Bayesian" around here means "someone who knows basic logic".

poke, in my humble opinion, you are not saying anything useful or worthwhile that Eliezer does not already know, and if you would not try so hard to inform Eliezer, it will probably be easier for you to learn useful and worthwhile things from Eliezer.  I do not know how to say this more gently.

Tim Tyler: um... maybe I'm completely and utterly not understanding the point, but doesn't the knowledge that the laws of probability are the proper way to represent subjective uncertainty, itself, solve the problem of induction?

See: http://en.wikipedia.org/wiki/Problem_of_induction

I disagree pretty strongly with poke's last comment.  There's no difference between a scientist and a theologian except that they happen to work in different fields?  Maybe that's true of some scientists and some theologians, people who got pushed through the PhD grinder the way that extra cow parts are compressed into sausages.  But not the scientists who lead their field - or for that matter, the religious who really care.

Poke: I think you have some explaining to do, given that theology had a ten thousand year head start, and sometimes a monopoly on experts. Science came from behind!

Eliezer: here's something that occurred to me, that might amuse you. Po science was the first AI, and the third optimization process.

Science explicitly rejects the idea of revelatory truth.  Theology is pretty much okay with the concept.  In fact, that's pretty much all they have, since theologians can't even demonstrate that the supposed object of their study even exists.

So even ignoring all the other possible arguments, I'm going to have to reject your foray into Feyerabendianism on those grounds, poke.

"What exactly is 'science'?" is a difficult complex question, which can profitably be studied for many years.  It is the sort of question best avoided unless one wants to tackled it head on.

"Will, probabilities are states of partial information, not objective properties of the problem. Unless you have reason to believe the data are wrong in a particular direction, your corrected estimate including meta-uncertainty is no different from the original as betting odds."

This is not quite what I meant, I was more point out that you didn't leave the us the opportunity to deny your data, which we would  always have in the real world.

I'm also curious about the math for this. any math I have tried that assumes some error in the data seems to push the probabilities closer to 50% although by an unknown amount.

E.g. If you are trying to guess the bias in a (quantum) coin flip experiment and you have faulty detector of when things are heads and tails. Let us say you have 70 heads and 30 tails. If you assume false negatives (it is heads when you see tails) and false positives happen at the same rate and that they are independent. If the unknown error rate is E, you have 70E chance of at least one false positive and 30E chance of at least one false negative.

You might get the right results as you tend the amount of data to infinity but in limited trials things don't look so rosy.

Hume's problem of induction is widely regarded as being insoluble.  Hume thought it was insoluble - and most people still agree with him.  If someone tells you they have solved this problem, they are probably selling something.

Insoluble?  Give me a break.  Somehow I had no trouble predicting, successfully, that the Sun would rise today.

Perhaps you meant to say The Problem of Justifying Induction or The Problem Of Explaining Why Induction Works.  There is no problem of induction.

I have to agree with Eliezer - at least partially - on this one.

Part of the solution to the "Problem with Induction" is to recognize that induction does not produce even the illusion of objective truth.  It is justified, and it needs to be justified, only so far as the individual perspective of the reasoner and his limited data.  It cannot be taken beyond this, but it doesn't need to.

The real key is to recognize that deduction is actually a subset of induction, and it no more offers absolute certainty or confidence than any other sort.  If the concept of 'knowledge' is to have any utility at all, it cannot rely on those impossibilities - and so the problem ceases to be a problem because it is ubiquitous and inevitable.

I can be justified in my belief that the sun will rise tomorrow; I can be justified in my belief that two plus three equals five.  These are not different in kind, only in degree.

Hume's problem of induction is ancient.  It is a basic issue in the philosophy of science:

"The problem puts in doubt all empirical claims made in everyday life or through the scientific method."

Successfully predicting multiple sunrises doesn't begin to address the problem.

Bayesian reasoning doesn't solve the problem.  It simply assumes a solution to the problem, and proceeds from there.  A perfectly rational agent who denies the validity of induction would be totally unimpressed by Bayesian arguments.

A totally rational agent who denied the validity of induction would be unable to think.

The Hume's complaint is that there is uncertainty and doubt in all conclusions.  That's a "problem" in precisely the same way that Godel's Incompleteness Theorems are a "problem" for our attempts to make a consistent and complete model of mathematics.

"Someone who acts as if Bayesianism were correct will be said to be a Bayesianite.

It is important to distinguish a Bayesian like myself—someone convinced by Savage’s arguments that Bayesian decision theory makes sense in small worlds—from a Bayesianite. In particular, a Bayesian need not join the more extreme Bayesianites in proceeding as though:

Bayesianites are often understandably reluctant to make an explicit commitment to these principles when they are stated so baldly, because it then becomes evident that they are implicitly claiming that David Hume was wrong to argue that the principle of scientific induction cannot be justified by rational argument."

Re: "A totally rational agent who denied the validity of induction would be unable to think."

No, they would be a perfectly rational agent, quite capable of logical thought.

Since all reasoning is inductive, it would have a little consistency problem.

Hume defends two separate theses, inductive fallibilism and inductive skepticism, at different points in his work. Inductive fallibilism, that inductive arguments are inherently fallible, is widely accepted in philosophy. Inductive skepticism, that induction can never be justified, is not. Inductive probabilism, that induction gives us probabilities, is a position that accepts inductive fallibilism. David Stove's Scientific Irrationalism gives a good account of why inductive fallibilism succeeds where inductive skepticism fails. He also hammers on the important point that the problem of induction is a logical thesis and not a historical thesis; it's a problem of justifying induction and not a description of induction. Induction is still possible even if you can't justify it. The problem of induction is also only a problem if you accept Hume's premises (big-E Empiricism) and, obviously, the methodology of philosophy to begin with.

Inductive skepticism, as I understand it, is Hume's position that observing the sun rise today does not increase the probability that the sun will rise tomorrow.

This would be true only on the assumption that there is a 100% chance that whether or not the sun rises is completely random. If there is at least a one in a billion chance that the sun rises according to rule, then observing the sun rise once will increase the probability that it will rise next time.

How does a position merit the title "skeptical" when it maintains an infinite certainty of something completely contrary to experience, namely that everything is totally random?

Re: "Since all reasoning is inductive, it would have a little consistency problem."  No: see deductive reasoning.
Re: "Hume's complaint is that there is uncertainty and doubt in all conclusions" - Hume's problem of induction is only concerned with induction.
Re: Acceptance of induction among philosophers: Hume's point was not that induction was common or mistaken - but that it is not rational, it lacks justification that would convince a sceptical rational agent.
Re: "How does a position merit the title "skeptical" when it maintains an infinite certainty of something completely contrary to experience" - the idea that the past cannot predict the future is not contrary to experience.  It conflicts with evolutionary biology - but good luck with convincing an inductive sceptic that evolutionary biology is correct - the whole enterprise is founded on induction.

Tim: contrary to experience or not, how is it justified to be 100% certain that everything is random?

If you are not 100% certain of this, then induction can be justified, and without any circularity.

Re: "how is it justified to be 100% certain that everything is random".  That is not what inductive sceptics think.  They think that using induction to understand the world has no logical basis (and they are perfectly right about that).  That does not mean that the world is without pattern or meaning - just that using induction in an attempt to extract the patterns is not justifiable behaviour.  If you want to put induction in your toolbox, then fine, but you can't pretend that this behaviour has a coherent justification - because you have no counter-argument to a sceptic who says it should be left out.

Hume's problem of induction is basic philosophy of science material - and you ought to know about it if you are discussing this kind of material.  Not familiar with the topic?  Don't ask here - instead, hit the library, there is a lot of existing material on the subject.

So do you think that observing the sun rise today does not increase the probability that it will rise tomorrow?

(One warning in advance: unless you say that you are 100% certain that the sun rises by chance, your inductive skepticism can be logically demonstrated to be false.)

Er, I like induction - but my personal feelings on the matter were programmed into me by evolution, and make not the slightest difference to the problem of induction.

I am still a bit weirded-out at how people don't seem to be familiar with this issue.  Isn't this rather basic material?

A rising sun might increase the data pointing to the provability that it will rise tomorrow, but the probability remains the same.

The discovery that the Earth rotates, easily done by studying the stars from two different places, would dramatically send the probability to 100% because the provability went there first.

So if you want to know about the sun rise you'll have to study the stars first. At night. It's like trying to figure out why ice melts without having any source of heat.

Stop with the dialectics. Try three not two not one and not zero.

Contrast this to the notion we have in probability theory, of an exact quantitative rational judgment.  If 1% of women presenting for a routine screening have breast cancer, and 80% of women with breast cancer get positive mammographies, and 10% of women without breast cancer get false positives, what is the probability that a routinely screened woman with a positive mammography has breast cancer?  7.5%.  You cannot say, "I believe she doesn't have breast cancer, because the experiment isn't definite enough."  You cannot say, "I believe she has breast cancer, because it is wise to be pessimistic and that is what the only experiment so far seems to indicate."  7.5% is the rational estimate given this evidence, not 7.4% or 7.6%.  The laws of probability are laws.

I try to do the math when you pose a problem. I'm pretty sure in this case the rational estimate is 7.4%. If 1000 women get tested, you expect 8 of those women to be true positives and 100 to be false positives.  8/108 is .074074... (ellipsis for repeating, I don't know how to do a superscripted bar in a comment here). I have no particular objections to rounding for ease of communication, and would ordinarily consider this sort of correction to be an unnecessary nitpick, but in this case, I'm objecting to the statement that 7.4% is not the correct rational estimate given the evidence, not the statement that 7.5% is. If you happen to read this comment, you might want to change that.

8/108 is not the correct calculation. You want 8/107. That's women with cancer and a positive test divided by all women with a positive test. Out of 1000 women, there are 99, not 100 false positives (10% of 990 women without cancer).

""The Deductive-Nomological model, strictly speaking, certainly seems ideal but is untenable.  This is ideal for empiricists arguing from fixed premises but this view hardly seems amenable to novel discoveries and even predictions.  D-N does have a robust explanatory scope and power of causal laws such as the law of conservation. This model doesn’t have any explanatory power for other laws (i.e. the Pauli Exclusion Principle, which prohibits atomic electrons from collapsing in on the nucleus and being propelled away from the nucleus).  The D-N model, if it were to implement the Pauli Exclusion Principle, would have a self-defeating condition in the explanandum or explanans (depending on how the principle is being used). So, the model itself seems inert to the effect that it could never be verified or falsified by its own merit and criteria.  It stands in a privileged explanatory position.

Additionally, the D-N seems incompatible with many models of our universe.  This model assumes that the universe is deterministic.  Its view of causality is more than the Humean notion of effects rooted in habits of association, and rightly so, but it assumes that causality is applicable in every instance of a law.  There are several problems with this in the quantum world.  Quantum calculations are solely based on probabilities.  The vast majority of quantum interpretations are indeterministic (i.e. the traditional Copenhagen, GRW, Popper, transactional, etc.).  Additionally, there are other interpretations that suggest that the quantum world is deterministic (i.e. de Broglie-Bohm and Many Worlds).[1] What this goes to say is that the world may not be completely deterministic but it’s certainly not chaotic either.[2]  This is where I get caught between the efficacy of the I-S model and the D-N-P model.  The D-N-P model makes sense of deterministic and probabilistic explanandums

I know Carnap would suggest that his system of inductive logic there can be a degree of confirmation of statements which assign an inductive probability to a hypothesis about a particular event relative to the evidence statements about other particular events and that no universal generalizations are involved.  If this were rejected it seems that it would be necessary to give up this I-S model as a covering law.[6]  I think that this is similar to what I’ve stated above regarding how M should be understood.  This use of RMS as a principle can tell us the degree to which an event is to be expected relative to the total relevant evidence—it’s tentative.[7]  Thus, the structural identity thesis voids explanation from being identical to prediction.

Aside from the predictive capabilities of the I-S explanation, Hempel made it quite clear that the final probability, if it embodies all available and relevant data, is not a certainty.  Apart from the deductive arguments the I-S conclusion has a probabilistic qualifier.  He rejects the concept of “epistemic utility,” which was an attempt to formulate an inductive rule in terms of the relative utilities of accepting or not accepting various available hypotheses (or at best is without commitment to a particular theory of inductive confirmation).[8]  There does seem to be a problem with the ambiguity of I-S explanations.  This epistemic ambiguity is: The total set K of accepted scientific statements contains different subsets of statements which can be used as premises in arguments of the probabilistic form, which confer high probabilities on logically contradictory conclusions.[9]  I found this to be a frustration with logic—unjustifiably so.  With material implication’s truth-values being T and F respectively for the sufficient and necessary conditions the only false conclusion follows by under this rule of inference.  However, when changing what the conditions are, usually when there is no inferential connection between the two, while keeping the conditional’s truth-values, the conclusion may come to be T when it is actually""

Contrast this to the notion we have in probability theory, of an exact quantitative rational judgment.  If 1% of women presenting for a routine screening have breast cancer, and 80% of women with breast cancer get positive mammographies, and 10% of women without breast cancer get false positives, what is the probability that a routinely screened woman with a positive mammography has breast cancer?  7.5%.  You cannot say, "I believe she doesn't have breast cancer, because the experiment isn't definite enough."  You cannot say, "I believe she has breast cancer, because it is wise to be pessimistic and that is what the only experiment so far seems to indicate."  7.5% is the rational estimate given this evidence, not 7.4% or 7.6%.  The laws of probability are laws.

I'm having trouble understanding what is meant by this essay. Where do you think these probabilities in your likelihood estimation problem came from in the first place? What on Earth does it mean to be precisely certain of a probability?

In my mind, these are summaries of prior experience - things that came out of the dynamic state machine we know of as the world. Let's start at the beginning: You have a certain incidence of cancer in the population. What is it? You don't know yet, you have to test - this is a science problem. Hey, what is cancer in the first place? Science problem. You have this test - how are you going to figure out what the probabilities of false positives and false negatives are? You have to try the test, or you have no information on how effective it is, or what to plug into the squares in your probability problem.

Bayesian reasoning can be made to converge on something like a reasonable distribution of confidence if you keep feeding it information. Where does the information you feed it come from? If not experience, the process is eating it's own tail, and cannot be giving you information about the world! Prior probabilities, absent any experience of the problem domain, are arbitrary, are they not? 

Also, for more complicated problems such as following a distribution around in dynamic system: You also have to have a model of what the system is doing - that is also an assumption, not a certainty! If your theory about the world is wrong or inapplicable, your probability distribution is going to propagate from it's initial value to a final value, and that final value will not accord with the statistics of the data coming from the external world. You'll have to try different models, until you find a better one that starts spitting out the right output statistics for the right input statistics. You have no way of knowing that a model is right or wrong a-priori. Following bayesian statistics around in a deterministic state machine is a straightforward generalization of following single states around in a deterministic state machine but your idea of the dynamics is distinct (usually far simpler for one thing) from what the world is actually doing.

Prior probabilities with no experience in a domain at all is an incoherent notion, since that implies you don't know what the words you're using even refer to. Priors include all prior knowledge, including knowledge about the general class of problems like the one you're trying to eyeball a prior for.

If you're asked to perform experiments on finding out what tapirs eat - and you don't know what tapirs even are, except that they eat something apparently, judging by the formulation of the problem - you're already going to assign a prior of ~0 of 'they eat candy wrappers and rocks and are poisoned by everything and anything else, including non-candy-wrapper plastics and objects made of stone', because you have prior information on what 'eating' refers to and how it tends to work. You're probably going to assign a high prior probability to the guess that tapirs are animals, and on the basis of that assign a high prior probability to them being either herbivores, omnivores or carnivores - or insectivores, unless you include that as carnivores - since that's what you know most animals are.

Priors are all prior information. It would be thoroughly irrational of you to give the tapirs candy wrappers and then when they didn't eat them, assume it was the wrong brand and start trying different ones.

For additional clarification on what priors mean, imagine that if you didn't manage to give the tapirs something they actually are willing to eat within 24 hours, your family is going to be executed.

In that situation, what's the rational thing to do? Are you going to start with metal sheets, car tires and ceramic pots, or are you going to start trying different kinds of animal food?

Also, for more complicated problems such as following a distribution around in dynamic system: You also have to have a model of what the system is doing - that is also an assumption, not a certainty!

I'm sure you have multiple possible model of the system. If you have accounted for the possibility that your model is incorrect, then it will not be an assumption, it will be something that can be approximated into a distribution of confidence.



Do Scientists Already Know This Stuff?

"Being able to create relevant hypotheses is an important skill and one a scientist spends a great deal of his or her time developing. It may not be part of the traditional description of science but that doesn't mean it's not included in the actual social institution of science that produces actual real science here in the real world; it's your description and not science that is faulty."

I know I've been calling my younger self "stupid" but that is a figure of speech; "unskillfully wielding high intelligence" would be more precise.  Eliezer18 was not in the habit of making obvious mistakes—it's just that his "obvious" wasn't my "obvious".

No, I did not go through the traditional apprenticeship.  But when I look back, and see what Eliezer18 did wrong, I see plenty of modern scientists making the same mistakes.  I cannot detect any sign that they were better warned than myself.

Sir Roger Penrose—a world-class physicist—still thinks that consciousness is caused by quantum gravity.  I expect that no one ever warned him against mysterious answers to mysterious questions—only told him his hypotheses needed to be falsifiable and have empirical consequences.  Just like Eliezer18.

"Consciousness is caused by quantum gravity" has testable implications:  It implies that you should be able to look at neurons and discover a coherent quantum superposition (whose collapse?) contributes to information-processing, and that you won't ever be able to reproduce a neuron's input-output behavior using a computable microanatomical simulation...

...but even after you say "Consciousness is caused by quantum gravity", you don't anticipate anything about how your brain thinks "I think therefore I am!" or the mysterious redness of red, that you did not anticipate before, even though you feel like you know a cause of it.  This is a tremendous danger sign, I now realize, but it's not the danger sign that I was warned against, and I doubt that Penrose was ever told of it by his thesis advisor.  For that matter, I doubt that Niels Bohr was ever warned against it when it came time to formulate the Copenhagen Interpretation.

As far as I can tell, the reason Eliezer18 and Sir Roger Penrose and Niels Bohr were not warned, is that no standard warning exists.

I did not generalize the concept of "mysterious answers to mysterious questions", in that many words, until I was writing a Bayesian analysis of what distinguishes technical, nontechnical and semitechnical scientific explanations.  Now, the final output of that analysis, can be phrased nontechnically in terms of four danger signs:

In principle, all this could have been said in the immediate aftermath of vitalism.  Just like elementary probability theory could have been invented by Archimedes, or the ancient Greeks could have theorized natural selection.  But in fact no one ever warned me against any of these four dangers, in those terms—the closest being the warning that hypotheses should have testable consequences.  And I didn't conceptualize the warning signs explicitly until I was trying to think of the whole affair in terms of probability distributions—some degree of overkill was required.

I simply have no reason to believe that these warnings are passed down in scientific apprenticeships—certainly not to a majority of scientists.  Among other things, it is advice for handling situations of confusion and despair, scientific chaos.  When would the average scientist or average mentor have an opportunity to use that kind of technique?

We just got through discussing the single-world fiasco in physics. Clearly, no one told them about the formal definition of Occam's Razor, in whispered apprenticeship or otherwise.

There is a known effect where great scientists have multiple great students.  This may well be due to the mentors passing on skills that they can't describe.  But I don't think that counts as part of standard science.  And if the great mentors haven't been able to put their guidance into words and publish it generally, that's not a good sign for how well these things are understood.

Reasoning in the absence of definite evidence without going instantaneously completely wrong is really really hard.  When you're learning in school, you can miss one point, and then be taught fifty other points that happen to be correct.  When you're reasoning out new knowledge in the absence of crushingly overwhelming guidance, you can miss one point and wake up in Outer Mongolia fifty steps later.

I am pretty sure that scientists who switch off their brains and relax with some comfortable nonsense as soon as they leave their own specialties, do not realize that minds are engines and that there is a causal story behind every trustworthy belief.  Nor, I suspect, were they ever told that there is an exact rational probability given a state of evidence, which has no room for whims; even if you can't calculate the answer, and even if you don't hear any authoritative command for what to believe.

I doubt that scientists who are asked to pontificate on the future by the media, who sketch amazingly detailed pictures of Life in 2050, were ever taught about the conjunction fallacy.  Or how the representativeness heuristic can make more detailed stories seem more plausible, even as each extra detail drags down the probability.  The notion of every added detail needing its own support—of not being able to make up big detailed stories that sound just like the detailed stories you were taught in science or history class—is absolutely vital to precise thinking in the absence of definite evidence.  But how would a notion like that get into the standard scientific apprenticeship?  The cognitive bias was uncovered only a few decades ago, and not popularized until very recently.

Then there's affective death spirals around notions like "emergence" or "complexity" which are sufficiently vaguely defined that you can say lots of nice things about them.  There's whole academic subfields built around the kind of mistakes that Eliezer18 used to make!  (Though I never fell for the "emergence" thing.)

I sometimes say that the goal of science is to amass such an enormous mountain of evidence that not even scientists can ignore it: and that this is the distinguishing feature of a scientist, a non-scientist will ignore it anyway.

If there can exist some amount of evidence so crushing that you finally despair, stop making excuses and just give up—drop the old theory and never mention it again—then this is all it takes to let the ratchet of Science turn forward over time, and raise up a technological civilization.  Contrast to religion.

Books by Carl Sagan and Martin Gardner and the other veins of Traditional Rationality are meant to accomplish this difference: to transform someone from a non-scientist into a potential scientist, and guard them from experimentally disproven madness.

What further training does a professional scientist get?  Some frequentist stats classes on how to calculate statistical significance.  Training in standard techniques that will let them churn out papers within a solidly established paradigm.

If Science demanded more than this from the average scientist, I don't think it would be possible for Science to get done.  We have problems enough from people who sneak in without the drop-dead-basic qualifications.

Nick Tarleton summarized the resulting problem very well—better than I did, in fact:  If you come up with a bizarre-seeming hypothesis not yet ruled out by the evidence, and try to test it experimentally, Science doesn't call you a bad person.  Science doesn't trust its elders to decide which hypotheses "aren't worth testing". But this is a carefully lax social standard, and if you try to translate it into a standard of individual epistemic rationality, it lets you believe far too much.  Dropping back into the analogy with pragmatic-distrust-based-libertarianism, it's the difference between "Cigarettes shouldn't be illegal" and "Go smoke a Marlboro".

Do you remember ever being warned against that mistake, in so many words?  Then why wouldn't people make exactly that error?  How many people will spontaneously go an extra mile and be even stricter with themselves?  Some, but not many.

Many scientists will believe all manner of ridiculous things outside the laboratory, so long as they can convince themselves it hasn't been definitely disproven, or so long as they manage not to ask.  Is there some standard lecture that grad students get, of which people see this folly, and ask, "Were they absent from class that day?"  No, as far as I can tell.

Maybe if you're super lucky and get a famous mentor, they'll tell you rare personal secrets like "Ask yourself which are the important problems in your field, and then work on one of those, instead of falling into something easy and trivial" or "Be more careful than the journal editors demand; look for new ways to guard your expectations from influencing the experiment, even if it's not standard."

But I really don't think there's a huge secret standard scientific tradition of precision-grade rational reasoning on sparse evidence.  Half of all the scientists out there still believe they believe in God!  The more difficult skills are not standard!

Penrose's quantum consciousness is not a hypothesis.  It is his conclusion - he holds it as a belief.  And he does so without sufficient data.

The essence of skepticism is to neither accept nor reject an assertion without sufficient evidence to do justify doing so.  Penrose has not speculated, he has concluded, and that is why he fails - because he has left scientific skepticism behind to embrace a belief system.

There is a profound difference between saying that a thing is possible, that it is likely, and that it is true.  Your error is in saying that which is not likely ought not to be regarded as possible; Penrose's error is in forgetting that being unable to rule something out as impossible does not permit us to say that it is true.

First, I think this can be said for any field: the textbooks don't tell you what you really need to know, because what you really need to know is a state of mind that you can only arrive at on your own.

And there are many scientists who do in fact spend time puzzling over how to distinguish good hypotheses from bad. Some don't, and they spend their days predicting what the future will be like in 2050. But they need not concern us, because they are just examples of people who are bad at what they do.

There is this famous essay: http://www.quackwatch.com/01QuackeryRelatedTopics/signs.html

And also this one:
http://wwwcdf.pd.infn.it/~loreti/science.html

Eliezer, overall a very good post. As usual, I'm somewhat maddened by lower quality thought/writing mixed in with your very best thought/writing.

In particular, your claim that competent scientists make detailed predictions about 2050 because they're unaware of the conjunction fallacy or representativeness heuristics fits in a long term trend by OB bloggers (and affiliated bloggers) that annoys me: you pretend that any performed belief is an actual belief. Whether it is or not is an empirical question. But in a way you're rather ruthlessly siding with predicting scientist themselves, against those of us who would rather look at phenomena like that more critically, by taking them at their word that their expressed belief is their actual belief.

I like that you're dropping the science vs. bayescraft line here, and focusing more on weaknesses in the search for knowledge and understanding as performed by science, and how it can be improved by insights from bayesian probability/reasoning.

The point is incidental to this essay, but Penrose's idea is not a "mysterious answer to a mysterious question". The question is: How could the human brain do more than a universal Turing machine can? The answer is: By there being an objective wavefunction collapse process which is noncomputable in its dynamics and relevant to cognition. Penrose is not even trying to solve the problem of consciousness, though he flags it as an important issue; his theory is an exercise in the physics of hypercomputation. He is motivated by an interpretation of Gödel's results which most people do not share, but then all you can say is that it is a complicated answer to an irrelevant question.

I still think you are stretching reality to fit your cause.

I met Penrose at a conference a few years back and discussed with him some of my results on the relationship between Gödel incompleteness and artificial intelligence.  He gave a public talk on all this quantum consciousness stuff and while the public and media were lapping it up the scientists weren't.  Indeed, from his presentation I got the impression that even he doesn't really believe this anymore and so I asked one of his long time physicist friends.  He, somewhat delicately, said that serious physicists believe this story and even Roger doesn't really buy into it now, it's time he moved on.  I think the problem here is not so much with the method of science as it is with the fact that science is a social process made up of people whose egos sometimes get the better of them.

As for scientists believing in God.  I don't know what the situation is like in the US, but at least around here among the PhD students and post docs I know they are overwhelmingly atheist.

Ops, should have been "serious scientists don't believe this story..."

I agree with these last few posts, think the points highly valuable, but fear they'll be grossly misrepresented to paint your entire book as Written In Green Ink. It may be worth placing extra Go stones in advance...

Eliezer, you have identified and articulated many important insights that most scholars could benefit from.  You should continue to do so, and the world will be better for it.

The problem comes when you seem to imply that you are the first to identify or articulate them, or that the reason they are not more widely known is a particular failing in the nature of "science."  To a good first approximation, there simply is no such thing as "science"; there are just many different intellectual traditions with differing mixtures of insights passed down and distorted incentives inducing disinterest and even hostility to certain important insights.

Fight the good fight, but don't presume the enemy is so singular.

in practice do you really calculate the numbers, eg: "I calculated that hypothesis A has a probability of 73.2345% of being true whereas hypothesis B has only a probability of 54.897%, therefore I'll make an experiment to test A first."

Or do you more apply the general rules you uncovered like the conjunction fallacy and other stuff like:

 Second, the hypothesis has no moving parts - the secret sauce is not a specific complex mechanism, but a blankly solid substance or force.

Roland, I actively avoid giving numbers I can't calculate and try to find qualitative lines of reasoning instead, on the theory that making up random numbers will produce random decisions.

The numbers still exist, of course, but making up other numbers won't help me.  So, yes, I try to apply qualitative rules instead.

Robin, it seems to me that there is a definite and substantial difference between what I would conceive to be the appropriate training of a rationalist, and any training I have ever heard anyone else suggest.  Jeffreyssai doesn't exist.  Physicists don't (reliably) understand Occam's Razor.  Nobody except cognitive psychologists had heard of cognitive biases before 2000.  I would certainly like to hear that I am anticipated, but I find it hard to believe I have been.

Perhaps some inspiration: you've convinced at least this grad student to harp on all of these principles when I yearly teach an introduction to probability for engineers, applied physicists, and applied mathematicians. I'm sure many before you have noted these deficiencies... I have routine conversations with my adviser about the sad state of machine learning literature in engineering. The fad is to just slap together a few existing algorithms, eek out a 3% improvement in efficiency or something, and publish 6 papers out of that. The pressure to publish for tenure is maddening. The job market for PhDs is disappointing... half of the deficiencies you mention exist because people get tired of working very hard to be underpaid as post-docs and sweep things under the rug to find some kind of geodesic path to life-success/money/not-spending-12-hours-per-day-in-the-lab. These aren't excuses, mind you, but the realities of being a "scientist" leave open a lot of room for this. And that one guy (right now, me) sitting in the corner of lab with my colleagues and constantly wanting to talk about bayescraft, is like the annoying guy who always takes the stairs instead of the elevator and sits with perfect posture. Colleagues just want to ignore me, churn out their rudimentary permutations of existing methods, and go home at night to do hobby X.

I worked in a government research lab for a few years before grad school, and this is all even worse in that sort of environment. One can become rather cynical about our race rather quickly when the supposed experts ask you to model a radar gain pattern with functions that aren't even integrable, for example, and don't know what you mean by integrable when the area under their curves blows up to infinity and ruins their numerical simulations. And these people graduated with honor from a PhD program at Berkeley or Stanford or Harvard or MIT and have been doing science for 20+ years.

But like you've said elsewhere: this is our Earth. It won't be any better until we change it. One semester of probability theory at a time.

Robin:  Science isn't monolithic, but there is some referent to 'science' as a vague high-level description of a set of institutions for developing, disseminating, and implementing new ideas with cultural rules aimed at compensating for some elements of human foolishness.  Something was new under the sun in the 17th century.  Of course, many different things claim, perhaps by taking place in universities or calling themselves "X Science" to be the heir of that something and not all of them may truly be heirs to it.  Possibly none of them truly are and modernity gets by on inertia having crossed some civilizational developmental barrier we may no longer need the same systems that we initially used to cross it just to continue to progress.  Population and wealth may be sufficient.

Eliezer:  I think that applying weakly justified numbers can actually be quite helpful in establishing boundaries for possibilities under consideration etc.  Its quite frequently done in various sorts of management and planning and it can still help to compensate for conjunction fallacies and the like more effectively than strictly qualitative thinking can.  In investing, this is sometimes called paying attention to fundamentals.

I think that the scientific lineages phenomenon requires more than a sentence or two of attention.  Half of Nobel Prizes go to the doctoral students of other Nobel Laureates and three quarters go to people from universities that are top 5 in the relevant field.  Different countries specialize in very different sciences and sub-fields, sometimes to the point of absurdity.  "Discovering" by Robert Root-Bernstein has some very enlightening diagrams of just how rich scientific lineages are.  Obviously some mix of favoritism, selection of better students and superior instruction is taking place here, and the relative mix isn't easy to determine, but the phenomenon may be responsible the large majority of scientific progress while only involving a few thousand people at a time in which case the details are very worthy of attention, as it is often possible to simply hire more than a few thousand people to do projects much smaller than "science in general".

Insofar as the numbers signify a subjective degree of belief, one must be able to give one's best estimate of the numbers, even if they are not the result of a calculation. Eliezer may say "making up random numbers will produce random decisions," but nonetheless, in the case of anything uncertain, there must be certain wagers he would accept and certain wagers he would reject. So implicitly he must accept some numbers. In fact, it probably would be a good idea for him to attempt to assign more precise probabilities to his opinions, because this would help him to overcome the overconfidence bias to which he is usually subject.

Well, I remember wondering as a graduate student how how one was supposed to go about deciding what problems to work on, and not coming up with a good answer . A fellow student suggested that your project is worth working on if you can get it funded, but I think he was kidding. Or maybe not.

Most experimentalists really aren't in the business of supporting or refuting hypotheses as such. It's more a matter of making a measurement, and yes they will be comparing their results to theoretical predictions, but ideally experimentalists should be disinterested in the result, that is, they care about making as accurate a measurement as possible but don't have any a priori preference of one value over another.

Unknown:  Eliezer may say "making up random numbers will produce random decisions," but nonetheless, in the case of anything uncertain, there must be certain wagers he would accept and certain wagers he would reject. So implicitly he must accept some numbers.

Correct, and I do sometimes ask myself "What are my revealed betting odds for a Singularity by 2015 / after 2050?" and such, but I don't treat the result as a usable number - just a kind of self-insight.

Vassar:  I think that the scientific lineages phenomenon requires more than a sentence or two of attention. Half of Nobel Prizes go to the doctoral students of other Nobel Laureates

This is insanity.  Does no one know what they're teaching?

Human brains can't do more than universal Turing machines.

Eliezer, I'll try to address this new essay and your response to my other comment in one comment, I hope it won't get too muddled.

What scientists learn from their mentors is a set of domain-specific non-general practical skills, and they're the right skills for the reasons I gave in my comment on your other essay: the skills you need to produce new science happen to be the skills settled science supplies. I think you'd agree that scientists, in their period of apprenticeship (or even formal education), learn a set of domain-specific skills. Whether they learn a set of additional general skills which may or may not have the hidden structure of Bayesianism is where we disagree. If I argue that such additional general skills are unnecessary then I believe that would undermine the applicability of Bayesianism to science.  My argument is simply that we can account for the fact that the institution of science tends to be the one to produce new science merely from contingent facts about it (science has all the scientists); we don't need to postulate general rules or norms to explain its success.

It's my further assertion that getting the right hypothesis is a product of institutional inertia. I'm not sure this is as contentious as you imply. It's true that scientists don't learn any of the general skills of reasoning you list but they do go through a period of tutoring where they are given explicit advice on what research to pursue and then serve as part of a research team under a senior researcher. Only after many years would they be allowed to freely set their own research agenda and by this time, if their hypotheses hadn't become highly constrained by their period of apprenticeship, they would be considered very bad scientists indeed. I don't think someone like Roger Penrose makes a good counterexample. Penrose published a work of popular science outside his field of expertise and was not taken seriously by professional scientists in the relevant fields. I believe his speculations also harmed his position in physics.

All of the constraints on hypothesis choice are, again, domain-specific non-general practical skills and that, I contend, is all we ever need. It's science itself, the actual dirty physical details of experimentation and theoretical manipulation, that suggests its own extension and practicing scientists are steeped in it and can pass their (practical, domain-specific) insights onto aspiring scientists. The whole process of science is a little like pulling a loose thread of material and having the whole thing unravel. A bunch of people working on mechanical problems in the 16th and 17th centuries stumbled on that thread and their intellectual decedents have been the ones to keep tugging at it because each bit of thread lets you pull out more thread and so on. Theologians don't have the thread, we do, and that's the difference between us and theologians. We don't need to also be more rational or better Bayesians. I believe that scientists and theologians both use their full range of psychological faculties all the time, unconstrained, in solving problems and the only difference between them is the kind of problems they're trying to solve. The kind of problems they tackle are a matter of institutional heritage. This doesn't mean I think theological problems are worthwhile; I just don't think there are normative differences in reasoning or the application of cognitive faculties between the two fields nor do I believe there need be to explain the success of one over the other.

Robin said to Eliezer:
"The problem comes when you seem to imply that you are the first to identify or articulate them"

Eliezer responds by saying:
"Nobody except cognitive psychologists had heard of cognitive biases before 2000."

But this comment is mistaken. In five minutes of research, I came across three books by philosophers which discuss cognitive biases multiple times. One book is from 1986 (!) and the other two from 1993. With more time, I'm sure I could find many more books and papers by philosophers written before 2000. In economics, there is Richard Thaler's work which began in the 1980s. This was often published in journals read by economists. I'd be surprised if there weren't a fair number of other economists who were aware of and interested in this work pre-2000. (Also: Kahneman and Tversky's original Prospect Theory paper was published in Econometrica, a premier Econ journal, in something like 1979. It would be very surprising if at least a clutch of economics didn't get interested in this work as a result of reading that paper).

So it seems you underestimate the extent to which people interested in rationality and the philosophy of science are aware of the sort cognitive biases work that you have written about on this blog. This suggests you should be more cautious about claims to originality.

Epistemology and Cognition
By Alvin I. Goldman 1986

"This is insanity. Does no one know what they're teaching?"

I doubt any systematic study has been done on the difference in curricula between MIT and Generic State U., even though it would be much easier, and MIT has 78 affiliated Nobel laureates while State U. probably has zero. You can argue from first principles (http://www.paulgraham.com/colleges.html) or experimental data (http://www.csis.gvsu.edu/~mcguire/worth_college_leagues.html) that elite colleges are selecting Nobel Prize winners rather than creating them, but I don't know how accurate this is. If we could make MIT and Caltech replicas pop up all over the country, it would be well worth the time and effort.

Maybe I'm doing it wrong, but when I score your many-worlds interpretation it fails your own four-part test.

After your posts on using complex numbers and mirrors, I was wondering, "Why complex numbers?  Why do you add them when you add them and multiply them when you multiply them?"  That's the question your interpretation answers, and the answer is, "There's stuff called amplitude that flows around in exactly that way."

Blankly solid substance: That sounds like your amplitude.  The equations are a specific, complex mechanism, but they're not part of your explanation. They're what you want to explain.  Your explanation is just that a substance exists that exactly matches the form of the equations.

Cherishing ignorance: (This one is about how supporters behave, and I've really only heard from you.  My score here might be totally invalid if other supporters of the same thing support it differently.) You definitely don't do what I would call cherishing ignorance, but I think you do both of the things which you list as examples of it.

This recent series of posts is all about how your interpretation defeats ordinary science.

The "mundane phenomena" one is a little ambiguous.  If the point of the rule is whether the theory is claimed as a special exception, then you haven't made that claim.  In other words, you haven't said, "Things usually happen that way, but in this case they happen this way."  But I think at least part of that rule has to do with pride in how shocking and different the explanation is -- a case of, "I've had a revolutionary insight that violates everything you think you know."  You've certainly shown that attitude.

Maybe, with a frowny face even if it's technically OK.

Maybe I missed something in your past posts.  (I skimmed over a lot attacks on other interpretations that I don't know much about.)  Or maybe I misunderstood the four tests.  Three of them seemed like pretty much the same thing.

I'm not sure I even agree with the test, but it captured part of what I don't like about your interpretation.  It actually kind of reminds me of that "phlogiston" thing you always bring up as a bad example, in the sense that you started with a black box behavioral description and explained it with a substance defined in terms of the known behavior.

Yes, Bob, I am aware that economists were aware of Kahneman.  "Nobody except cognitive psychologists" was poorly phrased - okay, wrong - but I was trying to convey the notion of something breaking out of a specialty interest, which cognitive biases only did in the 21st century, so far as I know.

Eliezer, I have to second Hopefully, Recovering, et al.: good points (as almost always), but the Science versus Bayescraft rhetoric is a disaster. Lone autodidacts railing against the failings of Mainstream Science are almost always crackpots--that you're probably right, doesn't mean you can expect people to ignore that likelihood ratio when deciding whether or not to pay attention to you. "Meaning does not excuse impact!"

Concerning the qualitative vs. quantitative Bayescraft issue: taking qualitative lessons like Conservation of Expected Evidence from probability theory is clearly fruitful, but I wonder if we shouldn't be a little worried about Solmonoff induction. Take the example of Maxwell's equations being a simpler computer program than anger. Even though we have reason to suppose that it's possible in principle to make a computer program simulating anger-in-general--anger runs on brains; brains run on physics; physics is computable (isn't it?)--I don't wonder if it shouldn't make us a bit nervous that we really have no idea how to even begin writing such a program (modulo that "No One Knows What Science," &c.). The obvious response would be to say that all we need is "just" a computer program that duplicates whatever angry human brains do, but I don't think that counts as a solution if we don't know exactly how to reduce anger-in-general to math. A convincing knockdown of dualism doesn't make the Hard Problem any less confusing.

Maybe all this is properly answered by repeating that the math is out there, whether or not we actually know how to do the calculation. After all, given that there is a program for anger, it would obviously be longer than the one for electromagnetism. Still, I worry about putting too much trust in a formalism that is not just computationally intractible, but that we don't really know how to use, for if anyone really knew in concrete detail how to reduce thought to computation in any but the most trivial of cases, she'd essentially have solved the AGI problem, right?

Or take Pascal's Mugging. If I recall correctly from the discussion at the February meetup, the current best solution to the problem is that given a universe big enough to contain 3^^^^3 minds, the prior probability of any one causal node exerting so much influence is low enough to overcome the vast disutility of the mugger's threat. Eliezer noted that that this would imply that you're not allowed to believe the mugger even if she takes you out of the Matrix and shows you the hardware. This seems much like ruling out the mugger's claim a priori--which I guess is the result we "want," but it seems far too convenient.

Of course, it is possible that I simply don't know enough math to see that everything I just said is actually nonsense. Sorry for the long comment.

but the Science versus Bayescraft rhetoric is a disaster.

What's wrong with you? It's true that people who don't already have a reason to pay attention to Eliezer could point to this and say, "Ha! An anti-science crank! We should scorn him and laugh!", and it's true that being on the record saying things that look bad can be instrumentally detrimental towards achieving one's other goals.

But all human progress depends on someone having the guts to just do things that make sense or say things that are true in clear language even if it looks bad if your head is stuffed with the memetic detritus of the equilibrium of the crap that everyone else is already doing and saying. Eliezer doesn't need your marketing advice.

But you probably won't understand what I'm talking about for another eight years, ten months.

But you probably won't understand what I'm talking about for another eight years, ten months.

What do you expect to happen in January 2026, and why? (And why then?)

Also, are you the same person[1] as the "Z. M. Davis" you are replying to?

[1] Adopting the usual rather broad notion of "same person".

I think the current-day ZMD is talking to his past self (8 years and 10 months from the replied-to post).

My first attempt at posting this got eaten by the spam filter, so I have removed some of the links and am trying again.

Eliezer, I have to second Hopefully, Recovering, et al.: good points (as almost always), but the Science versus Bayescraft rhetoric is a disaster. Lone autodidacts railing against the failings of Mainstream Science are almost always crackpots--that you're probably right, doesn't mean you can expect people to ignore that likelihood ratio when deciding whether or not to pay attention to you. "Meaning does not excuse impact!"

Concerning the qualitative vs. quantitative Bayescraft issue: taking qualitative lessons like Conservation of Expected Evidence from probability theory is clearly fruitful, but I wonder if we shouldn't be a little worried about Solmonoff induction. Take the example of Maxwell's equations being a simpler computer program than anger. Even though we have reason to suppose that it's possible in principle to make a computer program simulating anger-in-general--anger runs on brains; brains run on physics; physics is computable (isn't it?)--I don't wonder if it shouldn't make us a bit nervous that we really have no idea how to even begin writing such a program (modulo that "No One Knows What Science," &c.). The obvious response would be to say that all we need is "just" a computer program that duplicates whatever angry human brains do, but I don't think that counts as a solution if we don't know exactly how to reduce anger-in-general to math. A convincing knockdown of dualism doesn't make the Hard Problem any less confusing.

Maybe all this is properly answered by repeating that the math is out there, whether or not we actually know how to do the calculation. After all, given that there is a program for anger, it would obviously be longer than the one for electromagnetism. Still, I worry about putting too much trust in a formalism that is not just computationally intractible, but that we don't really know how to use, for if anyone really knew in concrete detail how to reduce thought to computation in any but the most trivial of cases, she'd essentially have solved the AGI problem, right?

Or take Pascal's Mugging. If I recall correctly from the discussion at the February meetup, the current best solution to the problem is that given a universe big enough to contain 3^^^^3 minds, the prior probability of any one causal node exerting so much influence is low enough to overcome the vast disutility of the mugger's threat. Eliezer noted that that this would imply that you're not allowed to believe the mugger even if she takes you out of the Matrix and shows you the hardware. This seems much like ruling out the mugger's claim a priori--which I guess is the result we "want," but it seems far too convenient.

Of course, it is possible that I simply don't know enough math to see that everything I just said is actually nonsense. Sorry for the long comment.

Poke: Only after many years would [scientists] be allowed to freely set their own research agenda.

Most of my grad students insist on making up their own agendas, and aren't interested in my agendas.

Quite a few of the problems Eliezer lists strike me less as problems with the nature of science, and more as failures of people to apply the scientific method to things.

Unfortunately, no amount of changing the method can force people to use it.

(1)  Yes, there are all kinds of good points in Eliezer's posts that I was not taught in my science coursework or internships and that others are also not taught.   Eliezer's last few posts caused me to raise my (low) estimate of the probability that Eliezer and others can pull off the breakthroughs needed for FAI.

(2)  No, the "science" that I and many others were taught in research apprenticeships is not exhausted by the "hypothesis, experiment, conclusion" scientific method that Eliezer has been discussing.  It includes plenty of details about what do and do not constitute legitimate research questions and fruitful conjectures within a particular subfield.  These details are supplied mainly by example and do not transfer well between different scientific subfields, unlike the general techniques Eliezer is after.

That is: "legitimate science", as it is often taught, involves sticking to a narrow set of known mechanisms and to hypotheses that sound like previously successful hypotheses.  Legitimate science includes "stuff similar to these established examples and nothing else".  It also recommends that an individual only propose hypotheses in subfields where he has been thoroughly steeped in both the formal results and the culture/traditions.  This is a good enough notion of science to:
(i) prevent many hypotheses along the lines of Eliezer_18's,
(ii) to label Penrose's theories of consciousness unscientific, and
(iii) to label detailed predictions about 2050 unscientific.  (Which, indeed, is how many scientists I know regard both Penrose and futurists.)
Unfortunately, this sort of scientific education does not show people how to do revolutionary science, nor does it allow scientists to distinguish between detailed stories about 2050 and simpler statements like "AI stands a good chance of eventually destroying the world by one means or another".  (The latter is branded "unscientific" in the same way the detailed sci-fi stories are branded "unscientific": both are not made from the toolkit of known examples and mechanisms.)

(3)  Like Z. M. Davis and others, I fear rhetorical disaster.  Z. M. points out that railing against Mainstream Science is a frequent indicator of crackpottery.  I'd like to generalize the principle: people get offended and impute lousy motives when someone talks overmuch about how he alone possesses unique knowledge and powers.  Talking about how Bayescraft is completely different from everything else anyone has ever thought/taught, or even sounding like you're doing so, suggests ego and risks causing offense.  Especially if your competitors are at all caricatured or misrepresented.

I figure that anyone who wants to paint me as a lunatic already has more than enough source material to misquote.  Let them paint and be damned!  Here I am attempting to create researchers, or at least tip them over and start them rolling down the right hill.

From all the books that created me, I was never once warned that Science is not strict enough.

Z. M. Davis: All this talk of "simpler computer program" seems pretty meaningless to me. A regex matcher in C is long and complex, but in PHP all you have to do is use the built-in preg_match function. (Does the language the universe was written in have a built-in copenhagen_interpretation function?)

One might claim that PHP is a more complicated language than C, but how is that measured? The only way to see how complicated a language is is by a complete description of it - an implementation. And the complexity of an implementation depends on the kind of CPU it must run on, and the complexity of a CPU architecture depends on the laws of physics it must exist in. Self reference: this is the stuff paradoxes are made of.

The only way to see how complicated a language is is by a complete description of it - an implementation. And the complexity of an implementation depends on the kind of CPU it must run on, and the complexity of a CPU architecture depends on the laws of physics it must exist in.

I'd interpret "shortest computer program" more like " the shortest string of ones and zeroes that gets the job done on an idealistic Turing machine" or some such. High-level programming languages are for the convenience of programmers, not computers. Thus, to use the built-in preg_match function of PHP, you'd first of all need to represent PHP's built-in implementation of that, and also the rest of PHP, plus some environment. If you did that I think it would turn out to be longer than if you did the same in C.

This is only to be used as a way of guiding your thoughts in the right direction, a rule of thumb, rather than an actual experiment to determine between hypothesis. Among other problems, how do you know when you have found the shortest possible way of expressing something in ones and zeroes?

Among other problems, how do you know when you have found the shortest possible way of expressing something in ones and zeroes?

You don't.  That's uncomputable in the general case, and in most nontrivial special cases as well.  You can, however, put upper bounds on it.

"I figure that anyone who wants to paint me as a lunatic already has more than enough source material to misquote. Let them paint and be damned!"

The problem isn't individual nutcases wanting to paint you as a lunatic; their cause would be better served by SitS or other Singularity-related material. It's that people who haven't heard your ideas before- the largest audience numerically, if you publish this in book form- might classify you as a lunatic and then ignore the rest of your work. Einstein, when writing about SR, did not go on about how the classical physicists were making a bunch of stupid mistakes and how his methods were superior to anything Newton ever developed. You have, of course, made far more extreme statements elsewhere (by mainstream standards), but the overall proportion of such material should scale polynomially with the number of readers who reject you as a crackpot.

Vassar: I think that the scientific lineages phenomenon requires more than a sentence or two of attention. Half of Nobel Prizes go to the doctoral students of other Nobel Laureates

Eliezer: This is insanity. Does no one know what they're teaching?

The possibility that knowledge is more easily transmitted face-to-face than through books is no cause for despair.  It might however be cause to increase the likelihood that you will contact the author to request a face-to-face meeting when you come across a good piece of writing on an important subject.  I'd meet with you at no cost to you with the sole goal of helping you understand something I know, and I expect that there are many like me.

I'm not suggesting you fail to pass on the warning.  I'm suggesting you make sure the warning is placed in an accurate, non-caricatured picture of the scientific traditions you are criticizing.

For example, you talk about Science "not being strict enough".  The notion of "scientific" that I described in my comments (which is one of several competing, half-articulated modes of science in which students are sometimes trained) is in some ways too strict; it correctly throws out Penrose and detailed 2050 predictions, and it unfortunately also throws useful, simple hypotheses like "Most conceivable AIs would, if created, destroy the world."

More accurate, less singular models of science would make your points easier to digest in some ways (because more accurate).  More accurate models of science would also make your points less crackpot-sounding, but you may be right that I should ignore that aspect.

Not everything on the blog goes in the popular book.  This sort of thing would go into a small e-book that is read only by advanced seekers of the way.

"Strictness" is here meant in the sense of how exactly your reasoning is guided, both in being forced to permit, and forced to reject, propositions.

Rather than "strictness" in the sense that, in machine learning, would be called "specificity":  Rejecting more examples in a +/- classification problem.

Assigning lower probabilities to things Science deems "not proven", is not necessarily stricter reasoning - it just makes you sound like a stern elder.

Eliezer: From all the books that created me, I was never once warned that Science is not strict enough.

I am trying to figure out exactly what your better methodology is. Is it

(1) Science + Occam's razor, with the razor used to choose between experimentally indistinguishable theories?

(2) Bayes's Law, with Science somehow merely being an application of the law?

(3) Science, Bayes, and an assortment of introspective methods meant to prevent wasting one's time on a-priori extravagant hypotheses?

I do not think anyone will argue with the advice that if a theory contains entities which are predictively irrelevant, you should try doing without them. Whether "Science" is merely an instance of "Bayes" will be a little more contentious; to employ probability theory requires structure - a space of possibilities, a prior on that space - which may not be available. The utility of the psychological tips is even more open to question, though it's surely useful to at least know about this perspective.

Some of the examples you use I have to disagree with. I do not think many worlds can be shown to be the clear favorite among quantum interpretations, either by the simple argument that it's orthodoxy minus collapse and therefore simpler than orthodoxy, nor by some more complicated argument that also tries to incorporate qualitative principles like adherence to the spirit of relativity. You are also getting Penrose wrong, as I wrote above. People adopt quantum mind theories for a variety of reasons. For example, I do it because I do not believe in the reducibility of consciousness to a collective or swarm phenomenon, and some of the quantum ontologies permit options that don't exist in classical atomism. But Penrose did it because it gave him a means of physically implementing neural hypercomputation, which in turn he deemed to be necessary because of the incompleteness theorems. He was not trying to explain qualia, so the fact that his hypothesis introduces no insight on that front is irrelevant.

The most profound criticism I can make of science as it is presently conducted is that it assumes a type of ontology which is necessarily wrong; and this really only applies to sciences which touch on something ontologically fundamental. The ontology assumed might be called objectified mathematical materialism; it is necessarily wrong because conscious experience manifestly contains properties which cannot be obtained by any combination of the entities which that ontology says are all that exists; but this is irrelevant to, say, a biologist, unless their work really does touch upon consciousness. A biologist can utilize the everyday subjective ontology, and the quantitative world-image of the natural sciences founded upon physics, and not have them clash in an impossible way.

Your younger self sensed, correctly, that something more is needed. If he made an error, I would say it was in supposing that more of the same could make a difference: that extra mathematical physics can solve the hard problem. Even if it's there, and causally relevant, it's just more physics. What's needed is new ontology. Realist fundamental physics is ontology, so a change there does mean new ontology, but if it's just mathematics, it's not enough. We have to remember that subjectively speaking, the mathematical image of the world was created by deliberately excluding from consideration certain aspects of experience as "secondary", and that the hard problem of consciousness arises from this unfinished business. I've given my prescription in comments elsewhere: transcendental idealism, transcendental phenomenology, and a quantum monadology in which the qualities revealed in appearance are taken to be the ontological content behind the mathematical formalism used to describe the physical correlates of consciousness.

Even though they are based on the impoverished ontology of mathematical physics, according to which quantity and causality are everything, I do think some of your qualitative methodological principles are still relevant to these deeper investigations. But they would have to be applied in a frame of mind which no longer tries to ground everything in mathematics as we know it, and remains open to aspects of being which fall radically outside anything we know how to formalize at present.

Re: "Well, there's the Born probabilities that [the MWI] doesn't say anything about."

These have been derived from the MWI and decision theory - and it was all
over the tech news in 2007:

"Probabilities used to be regarded as the biggest problem for
Everett, but ironically, they are now its most powerful success"

Saying that something is impossible is a strong statement that requires equally strong support.  What evidence do you offer us that mathematical descriptions cannot produce the properties of which you speak?

But you know those aren't the only people who will, in fact, read it. I love these latest posts, but share the concern over rhetoric, although I'm not sure what to do about it - what you're saying really needs to be said and I don't know what an equally effective, less crazy way might be. But the problem, like Tom says, is not people trying to paint you as a lunatic, but people evaluating you for the first time who recognize "railing against Science" as a strong crackpot marker. Meaning does not excuse impact!

Brian Jaress, the point of an interpretation of QM is not to explain why the equations are the way they are. (Even if that's not a Wrong Question, as I suspect it is - at some point, there's no more underlying mechanism to ask after.)

Caledonian: What evidence do you offer us that mathematical descriptions cannot produce the properties of which you speak?

First of all, let's be clear regarding what we have to work with. Things are complicated a little by the variety of specific theories and formalisms used in physics, but let's take multi-particle quantum mechanics in the configuration basis as illustrative. The configurations are all of the form 'A particle of species a1 at location x1, and a particle of species a2 at location at x2,...', and so forth. The quantum states consist of associations of complex numbers with such configurations. There is the basic dynamical fact that a quantum state ψ evolves into another state ψ + dψ according to the Schrödinger equation, and (if you're not taking the many-worlds path) Born's postulate that the probability of there actually being particles a1, a2,... at locations x1, x2,... is |ψ|^2.

Then there are various entities and facts that can be obtained from these through abstraction, deduction, and comparison, e.g. 'the number of particles in configuration c' or 'the average number of expected particles in quantum state ψ, as calculated via the Born probabilities' or 'the Hilbert-space inner product of states ψ1 and ψ2'. We could, if necessary, describe a formal combinatorial grammar describing all and only those entities and facts implied by the theory-defining postulates in my first paragraph. It would amount to saying: the entities and relationships directly postulated by the theory exist, and so do those which can be logically or mathematically inferred from those postulates. But speaking informally, all we have to work with are featureless spatial configurations of point particles, superpositions thereof, dynamics of superpositions, and empirical probabilities derived from superpositions.

And what sort of entity or property are we trying to extract from the theory, if we are trying to derive consciousness from physics? It's tiresome to resort repeatedly to the same example, but nonetheless, let's consider color: the variety of hues and shades which we lump together into the natural language categories of red, blue, and so forth. (I put it that way because I do not want to turn this into a discussion of whether those natural language categories are "natural kinds". Focus instead on the numerous instances of color which populate visual experience and which unquestionably exist, regardless of how they get categorized.) On one side we have "quantity and causality", as I put it above - and I'll even throw in spatial geometry and dispositional behavior; on the other side, the colors. How might we go about making the latter out of the former?

There are some things we can do. We can quantify certain things about subjective color; and we can describe certain physical realities which are somehow correlated with color. Thus 450-nm wavelength light "is" a type of blue light. But I submit that it makes no sense to say that when you see a particular shade of blue, you are "seeing a length"; or that blue itself "is a length". That might do as a poetic description of the physics behind the perception, but as an ontological statement, it simply substitutes the correlated geometric property for the sensory property we are trying to explain.

Another approach is the cognitive one: things are blue because your nervous system classified them that way. But although the correlated purely-physical property is a lot more complicated here, it's the same story. Put informally, to use this as an explanation of blueness is to say that our perceptions turn blue because we call them blue or think they are blue.

I think Dennett would understand my point, but as usual he bites the bullet and denies that color is there. He calls it "figment" - figmentary pigment - because according to physics, there is nothing actually blue, inside or outside one's head. But blueness is there, therefore that ontology is wrong.

"Emergence" is a popular dodge: colors and other subjective properties, though not being identical with any elementary physical property, somehow "emerge" when a brain enters the picture. Apart from being vague, that's just dualism: if the emergent properties are not identical with one of the purely physical properties in that combinatorial grammar I mentioned, then it is different from all of them, no matter how correlated it is.

As I said, my answer is to turn it around, and to say that the existence of blueness (etc) is axiomatic, and so it must be one of the things that a true and complete theory of reality would be about. It is as if one were to look at electromagnetism and say, my God, those things we thought were lengths, they're actually colors! - rather than vice versa. But it's also my thesis that when you look at doing this in detail, some of the obvious candidates for this ontological inversion, such as "computational states of neurons", present too many specific difficulties to work (in that case, because a computational state of a meso-scale system like a neuron is a vague property, microphysically speaking). Thus I find myself pursuing quantum ontological exotica.

No it isn't, therefore that 'ontology' is correct.  Or so anyone who chooses to do so can argue.  If you don't have any better rejoinder than "oh yes it does", then it seems the argument for your position is quite weak.

I think your basic problem is that you really don't seem to have a clear understanding of what you mean when you say a thing is true - thus you have need of terms like ontology.

As I see it, we need only a mathematical description of a set that binds together the various neurological associations we have with a particular input state, and that is the description of 'blue'.  There is, quite literally, nothing else to explain.

Are you color-blind, Caledonian? Do you ever use color words? Do you think they refer to nothing more than "neurological associations"? Or is it that they do refer to something of which you are directly aware, but which you have a way of talking around?

When I look out the window right now, I see a blue patch of sky. Am I seeing neurological associations? Am I seeing a mathematical description of neurological associations?

You are free to deny that 'blueness is there', but if that is your only counterargument, I have to think my original argument must have been quite strong.

Color isn't "out there", which is why very different frequency combinations can be perceived as the same color.

You seem to be ascribing something ineffable to your sensation of color, and then proclaiming that it can't be comprehended; I fail to see how any study of the mathematics of quantum mechanics could convince you it's responsible for your supposed sensations.  Good luck with that, I guess.

Color isn't out there; but how can it be "in here", if the brain also just consists of particles in space? And color is either somewhere, or it's nowhere. Dennett takes the "nowhere" option, as part of his general denial of a "Cartesian theater", a place where appearances happen.

Except for those who think mental states can supervene directly on processes extending far outside the physical body, I think most scientifically minded people suppose that the world of appearance is somehow identical with something inside the brain: that (in one sense) what you see is in your visual cortex, even if (in another sense) what you see is far away. (Though they may prefer to say that it's the seeing that is in the cortex, rather than what is seen.) As I have just argued, this does not resolve the problem of locating perceived color (etc) in the physical world, it merely localizes the problem. We still await the identification of some physical thing or property in the brain which can plausibly be identified with an actual instance of color. And I think that's hopeless so long as you restrict yourself to states built up from fuzzy mesoscopic properties like membrane polarizations. The ghost of a homogeneous shade of color has to somehow hover over something which in actual fact consists of large numbers of ions on either side of a big macromolecule.

So I look for the true Cartesian theater to be found at a level where physically, even a 'particle' is just an approximation, such as in a decomposition of a global quantum state into what formally just appear to be algebraic structures lacking even a spatial interpretation. Quantum theory actually permits such an abstract perspective, if you step away from the use of a particular basis, such as configuration. I think that here, and only here, out of all the physics we know and half-know, is there something removed enough from spatializing presuppositions that it might be identifiable directly with a state of consciousness. This has the empirical consequence that there had better be a distributed quantum condensate (or other locus of entanglement) somewhere in the brain, causally situated so as to function as a Cartesian theater and locus of consciousness. All I'm doing is displacing the hard problem onto the properties and structures of that hypothesized quantum object, but it had to be done because the problem appears to be unsolvable out in the world of disentangled 'individual particles'.

Sir Roger Penrose - a world-class physicist - still thinks that consciousness is caused by quantum gravity.  I expect that no one ever warned him against mysterious answers to mysterious questions - only told him his hypotheses needed to be falsifiable and have empirical consequences.  Just like Eliezer18.

There's nothing wrong with proposing the hypothesis. The problem is believing and supporting it while it's pending. That it hasn't been refuted yet is no reason to take that side of the issue. (Arguably it has been refuted, because there are known criticism of it which no one has answered, but never mind that.)

Similarly, discarding other open/pending hypotheses because, what, he likes this one? That's obviously unreasonable.

Mitchell and Eliezer are both smart people, yet their intuitions and reasoning have led them to very different conclusions about quantum reality. While both interpretations are, I think, testable in principle, with Mitchell's much closer to being practically realizable, neither can be fully tested at this time. The scientific conclusion is probably to say that it doesn't really matter, come back when you have a prediction. Yet I think both Eliezer and Mitchell are unsatisfied with this agnosticism and both want to see tighter bounds on our beliefs about what may be true. Science gives us a way forward on scientific disputes; yet the disagreement between Eliezer and Mitchell seems to be much harder to resolve.

Philosophers have argued for centuries on similar issues and made virtually no progress. Does this suggest that there is no effective means to settle disputes that go beyond science? Maybe in the end, science is the best we can do.

"but even after you say "Consciousness is caused by quantum gravity", you don't anticipate anything"

It seems to me that if you have a testable hypothesis, then you are anticipating something. If I believe in quantum gravity, that's just a belief. If I theorize that I can run Test X, and I'll get Y result, then there's an actual anticipation. Assuming it's a sane test and a sane hypothesis, I'm just not understanding how you could possibly fail to change your anticipations.

I've had this question on a few articles, and thus far haven't come any closer to enlightenment. It seems to me that the basic failing of "vitalism" or "phlogiston" is that they're too general, they don't actually make predictions or change anticipations, and thus you can't test them in the first place. If they made testable predictions, they'd have to change anticipations (unless you just wanted to ignore the evidence)

"Second, the hypothesis has no moving parts - the secret sauce is not a specific complex mechanism, but a blankly solid substance or force."

It seems to me that the difference between "phlogiston" and "gravity" isn't the presence or absence of a complex mechanism; gravity, as it was first understood, just happened to make actual, testable predictions (objects fall at 9.8 m/s^2), and from there it has been refined in to something more complex.

But it seems to me that it's entirely useful to have a model that makes useful, accurate, "anticipate-able" predictions, even if you have no clue why the model works.

In fact, it seems to me that quite a lot of the failings of science have been when we try to explain "why" instead of "what", especially when people start embracing the "why" as True Dogma.

I suppose mainly, I'm not clear whether I'm missing something big, or if I've already gotten it and the thing to understand here is simply that a lot of other people haven't gotten it.

"No, I did not go through the traditional apprenticeship.  But when I look back, and see what Eliezer18 did wrong, I see plenty of modern scientists making the same mistakes.  I cannot detect any sign that they were better warned than myself."

It seems like a viable means of propagating education about such mistakes - or the mistakes of aspiring rationalists in general - would be to set up (relatively) straightforward scientific experiments that purposefully make a given mistake and then allow students to perform the experiment unsuccessfully.  The postmortem for each class/lab would review what went wrong, what wrong looked like, why things went wrong, and so forth.  Sort of a "no, seriously, learn from the past" symposium.

Do any of you know of any such existing educational structures in the Bay Area?

Perhaps it depends on the particular tradition. In Russia, scientific method is usually described around the lines "most precise and among those the simplest" - in other words "if you can distinguish two theories by experimental evidence, please do so; unless/until it is possible, use Occam's Razor". The fact that real-world scientists fail to apply Occam's Razor now and then does not destroy the fact that ideal Science includes it - but this fact is the main reason for this ordering and not the reverse one.

Clearly, no one told them about the formal definition of Occam’s Razor, in whispered apprenticeship or otherwise.

Why use occams razor at all?
If we were only interested in empirical adequacy, the ability to make accurate predictions, simplicity only buys the ability to make predictions with fewer calculations. But SI, according to Yudkowsky (but not Solomonoff) doesn't just make predictions, it tells you you true facts about the world .

If you are using a simplicity criterion to decide between theories that already known to be predictive , as in Solomonoff induction, then simplicity doesn’t buy you any extra predictiveness, so the extra factor it buys you is presumably truth.

There are multiple simplicity criteria, but not multiple truths. So you need the right simplicity criterion.
If you have a conceptually valid simplicity critetion, and you formalise it, then thats as good as it gets, you've ticked all the boxes.
If you formalise a simplicity criterion that has no known relationship to truth,  then you haven't achieved anything. So it is not enough to say that Solomojnoff is "the" formal standard of simplicity. There are any number of ways of conceptualising simplicity, and you need the right one.

Consider this exchange, from "A semi technical introduction to Solomonoff Induction"
.

"ASHLEY: Uh, but you didn’t actually use the notion of computational simplicity to get that conclusion; you just required that the supply of probability mass is finite and the supply of potential complications is infinite. Any way of counting discrete complications would imply that conclusion, even if it went by surface wheels and gears.

BLAINE: Well, maybe. But it so happens that Yudkowsky did invent or reinvent that argument after pondering Solomonoff induction, and if it predates him (or Solomonoff) then Yudkowsky doesn’t know the source. Concrete inspiration for simplified arguments is also a credit to a theory, especially if the simplified argument didn’t exist before that.

I think Ashley deserves an answer to "the objection "[a]ny way of counting discrete complications would imply that conclusion, even if it went by surface wheels and gears", not a claim about who invented what first!

Or you could write a theory in English, and count the number of letters...that's formal. But what has it to do with truth and reality? But what, equally, does a count of machine code instructions have to do with truth or probability?

There is one interpretation of Occam's razor, the epistemic interpretation of it, that has the required properties. If you consider a theory as a conjunction if propositions having a  probability less than one, then all else being equal,    a higher count of propositions will be less probable. We already know that propositions are truth-apt , that they are capable of expressing something about the world, and it is reasonable to treat them probabilistically.

So that is the right simplicity criterion...except that it had nothing to do with SI!



No Safe Defense, Not Even Science

I don't ask my friends about their childhoods—I lack social curiosity—and so I don't know how much of a trend this really is:

Of the people I know who are reaching upward as rationalists, who volunteer information about their childhoods, there is a surprising tendency to hear things like:  "My family joined a cult and I had to break out," or "One of my parents was clinically insane and I had to learn to filter out reality from their madness."

My own experience with growing up in an Orthodox Jewish family seems tame by comparison... but it accomplished the same outcome:  It broke my core emotional trust in the sanity of the people around me.

Until this core emotional trust is broken, you don't start growing as a rationalist.  I have trouble putting into words why this is so.  Maybe any unusual skills you acquire—anything that makes you unusually rational—requires you to zig when other people zag.  Maybe that's just too scary, if the world still seems like a sane place unto you.

Or maybe you don't bother putting in the hard work to be extra bonus sane, if normality doesn't scare the hell out of you.

I know that many aspiring rationalists seem to run into roadblocks around things like cryonics or many-worlds.  Not that they don't see the logic; they see the logic and wonder, "Can this really be true, when it seems so obvious now, and yet none of the people around me believe it?"

Yes.  Welcome to the Earth where ethanol is made from corn and environmentalists oppose nuclear power.  I'm sorry.

(See also:  Cultish Countercultishness.  If you end up in the frame of mind of nervously seeking reassurance, this is never a good thing—even if it's because you're about to believe something that sounds logical but could cause other people to look at you funny.)

People who've had their trust broken in the sanity of the people around them, seem to be able to evaluate strange ideas on their merits, without feeling nervous about their strangeness.  The glue that binds them to their current place has dissolved, and they can walk in some direction, hopefully forward.

Lonely dissent, I called it.  True dissent doesn't feel like going to school wearing black; it feels like going to school wearing a clown suit.

That's what it takes to be the lone voice who says, "If you really think you know who's going to win the election, why aren't you picking up the free money on the Intrade prediction market?" while all the people around you are thinking, "It is good to be an individual and form your own opinions, the shoe commercials told me so."

Maybe in some other world, some alternate Everett branch with a saner human population, things would be different... but in this world, I've never seen anyone begin to grow as a rationalist until they make a deep emotional break with the wisdom of their pack.

Maybe in another world, things would be different.  And maybe not.  I'm not sure that human beings realistically can trust and think at the same time.

Eliezer18 dutifully acknowledged that the social process of science was flawed.  Eliezer18 dutifully acknowledged that academia was slow, and misallocated resources, and played favorites, and mistreated its precious heretics.

That's the convenient thing about acknowledging flaws in people who failed to live up to your ideal; you don't have to question the ideal itself.

But who could possibly be foolish enough to question, "The experimental method shall decide which hypothesis wins"?

Part of what fooled Eliezer18 was a general problem he had, with an aversion to ideas that resembled things idiots had said.  Eliezer18 had seen plenty of people questioning the ideals of Science Itself, and without exception they were all on the Dark Side.  People who questioned the ideal of Science were invariably trying to sell you snake oil, or trying to safeguard their favorite form of stupidity from criticism, or trying to disguise their personal resignation as a Deeply Wise acceptance of futility.

If there'd been any other ideal that was a few centuries old, the young Eliezer would have looked at it and said, "I wonder if this is really right, and whether there's a way to do better."  But not the ideal of Science.  Science was the master idea, the idea that let you change ideas.  You could question it, but you were meant to question it and then accept it, not actually say, "Wait!  This is wrong!"

Thus, when once upon a time I came up with a stupid idea, I thought I was behaving virtuously if I made sure there was a Novel Prediction, and professed that I wished to test my idea experimentally.  I thought I had done everything I was obliged to do.

So I thought I was safe—not safe from any particular external threat, but safe on some deeper level, like a child who trusts their parent and has obeyed all the parent's rules.

I'd long since been broken of trust in the sanity of my family or my teachers at school.  And the other children weren't intelligent enough to compete with the conversations I could have with books.  But I trusted the books, you see.  I trusted that if I did what Richard Feynman told me to do, I would be safe.  I never thought those words aloud, but it was how I felt.

When Eliezer23 realized exactly how stupid the stupid theory had been—and that Traditional Rationality had not saved him from it—and that Science would have been perfectly okay with his wasting ten years testing the stupid idea, so long as afterward he admitted it was wrong...

...well, I'm not going to say it was a huge emotional convulsion.  I don't really go in for that kind of drama.  It simply became obvious that I'd been stupid.

That's the trust I'm trying to break in you.  You are not safe.  Ever.

Not even Science can save you.  The ideals of Science were born centuries ago, in a time when no one knew anything about probability theory or cognitive biases.  Science demands too little of you, it blesses your good intentions too easily, it is not strict enough, it only makes those injunctions that an average scientist can follow, it accepts slowness as a fact of life.

So don't think that if you only follow the rules of Science, that makes your reasoning defensible.

There is no known procedure you can follow that makes your reasoning defensible.

There is no known set of injunctions which you can satisfy, and know that you will not have been a fool.

There is no known morality-of-reasoning that you can do your best to obey, and know that you are thereby shielded from criticism.

No, not even if you turn to Bayescraft.  It's much harder to use and you'll never be sure that you're doing it right.

The discipline of Bayescraft is younger by far than the discipline of Science.  You will find no textbooks, no elderly mentors, no histories written of success and failure, no hard-and-fast rules laid down.  You will have to study cognitive biases, and probability theory, and evolutionary psychology, and social psychology, and other cognitive sciences, and Artificial Intelligence—and think through for yourself how to apply all this knowledge to the case of correcting yourself, since that isn't yet in the textbooks.

You don't know what your own mind is really doing. They find a new cognitive bias every week and you're never sure if you've corrected for it, or overcorrected.

The formal math is impossible to apply.  It doesn't break down as easily as John Q. Unbeliever thinks, but you're never really sure where the foundations come from.  You don't know why the universe is simple enough to understand, or why any prior works for it.  You don't know what your own priors are, let alone if they're any good.

One of the problems with Science is that it's too vague to really scare you.  "Ideas should be tested by experiment."  How can you go wrong with that?

On the other hand, if you have some math of probability theory laid out in front of you, and worse, you know you can't actually use it, then it becomes clear that you are trying to do something difficult, and that you might well be doing it wrong.

And all this that I have said, will not be sufficient to break your trust.  That won't happen until you get into your first real disaster from following The Rules, not from breaking them.

Eliezer18 already had the notion that you were allowed to question Science.  Why, of course the scientific method was not itself immune to questioning!  For are we not all good rationalists?  Are we not allowed to question everything?

It was the notion that you could actually in real life follow Science and fail miserably, that Eliezer18  didn't really, emotionally believe was possible.

Oh, of course he said it was possible.  Eliezer18 dutifully acknowledged the possibility of error, saying, "I could be wrong, but..."

But he didn't think failure could happen in, you know, real life.  You were supposed to look for flaws, not actually find them.

And this emotional difference is a terribly difficult thing to accomplish in words, and I fear there's no way I can really warn you.

Your trust will not break, until you apply all that you have learned here and from other books, and take it as far as you can go, and find that this too fails you—that you have still been a fool, and no one warned you against it—that all the most important parts were left out of the guidance you received—that some of the most precious ideals you followed, steered you in the wrong direction—

—and if you still have something to protect, so that you must keep going, and cannot resign and wisely acknowledge the limitations of rationality—

—then you will be ready to start your journey as a rationalist.  To take sole responsibility, to live without any trustworthy defenses, and to forge a higher Art than the one you were once taught.

No one begins to truly search for the Way until their parents have failed them, their gods are dead, and their tools have shattered in their hand.

Post Scriptum:  On reviewing a draft of this essay, I discovered a fairly inexcusable flaw in reasoning, which actually affects one of the conclusions drawn.  I am leaving it in.  Just in case you thought that taking my advice made you safe; or that you were supposed to look for flaws, but not find any.

And of course, if you look too hard for a flaw, and find a flaw that is not a real flaw, and cling to it to reassure yourself of how critical you are, you will only be worse off than before...

It is living with uncertainty—knowing on a gut level that there are flaws, they are serious and you have not found them—that is the difficult thing.

I can't help but remember you talking about a teacher who always had an error in his lectures, and over the course of the semester made them harder and harder to find. The last lecture, which was the most complex, didn't have a flaw.

I was more or less surrounded by people of average sanity when I grew up, but they still seemed pretty nuts to me. (Completely off-topic, but I really wonder why people tell children known-fantasies such as Santa Clause and the Easter Bunny)

I don't think its really accurate to say most people are insane. Clearly they need to be sane for the world to keep on running. IMO, they are insane when they can afford to be - which is pretty common in politics, religion and untestable hypothesizes, but a LOT less common in the workplace. Most people just aren't interested in truth because truth doesn't pay out in a lot of circumstances. I wonder if science might change in your direction (and how quickly?) if betting markets were more commonly accepted?

You're thinking of Kai Chang's My Favorite Liar.  It's linked in the Post Scriptum.

When they taught me about the scientific method in high school, the last step was "go back to the beginning and repeat."  There was also a lot about theories replacing other theories and then being replaced later, new technologies leading to new measurements, and new ideas leading to big debates.

I don't remember if they explicitly said, "You can do science right and still get the wrong answer," but it was very strongly (and logically) implied.

I don't know what you were taught, but I expect it was something similar.

Why do you lack social curiosity?  Do you think it's a neuro-quirk, or just a normal quirk?

I can't speak for him, but I developed below-average social curiosity after I realized that people usually talk about things that aren't really interesting.

People who've had their trust broken in the sanity of the people around them, seem to be able to evaluate strange ideas on their merits.

I'd say instead that this prod produces a high variance response.  Some rise to the challenge and become more rational, while others fall even deeper into delusion.  Yes the most rational people tend to have experienced this, but so also for the most irrational people.

Science is captitalised, suggesting an abnormal definition of the term.  Can this definition be found somewhere?  What is "Science" - if it it different from science - and if it is not different, then why captialise it?

I started to seriously think about rationality only when I started to think about AI, trying to understand grounding. When I saw that meaning, communication, correctness and understanding are just particular ways to characterize probabilistic relations between "representation" and "represented", it all started to come together, and later was transferred to human reasoning and beyond. So, it was the enigma of AI that acted as a catalyst in my case, not a particular delusion (or misplaced trust). Most of the things I read on the subject w... (read more)

The idea that flaws need to be added - and that the final lecture will be flawless - is both silly and presumptuous.  There will almost certainly be flaws, whether they are added or not, and our judgment is not adequate to determine whether our own work has them or not.

Eliezer, all of your problems with "Science" seem to stem not from any problems with the method itself, but from your personal tendency to treat the method as a revelation that people have an emotional investment in:  in other words, a religion.

There are a variety of ways people ca... (read more)

I agree with your general view, but I came to the same view by a more conventional route: I got a PhD in philosophy of science. If you study philosophy of science, you soon find that nobody really knows what science is. The "Science" you describe is essentially Popper's view of science, which has been extensively criticized and revised by later philosophers. For example, how can you falsify a theory? You need a fact (an "observation") that conflicts with the theory. But what is a fact, if not a true mini-theory? And how can you know that it is true, if theories can be falsified, but not proven? I studied philosophy because I was looking for a rational foundation for understanding the world; something like what Descartes promised with "cogito ergo sum". I soon learned that there is no such foundation. Making a rational model of the world is not like making a home, where the first step is to build a solid foundation. It is more like trying to patch a hole in a sinking ship, where you don't have the luxury of starting from scratch. I view science as an evolutionary process. Changes must be made in small increments: "Natura non facit saltus".

One flaw I see in your post is that the rule "You cannot trust any rule" applies recursively to itself. (Anything you can do, I can do meta.) I would say "Doubt everything, but one at a time, not all at once."

@Caledonian: If it is an old and trivial insight, why do most scientists and near all non-scientists ignore it?

As Eli said in his post, there is a difference between saying the words and knowing, on a gut level, what it means - only then have you truly incorporated the knowledge and it will aid you in your quest to understand the world.

Also, you say:
Caledonian:
but from your personal tendency to treat the method as a revelation that people have an emotional investment in

Of course people have an emotional investment in this stuff!! Do not make the old mist... (read more)

You will have to study [...] and social psychology [...]

Please could you recommend some social psychology material?

As you explain so clearly here, the point is to think for ourselves instead of trusting in any person or system.  This valuable insight can be reached by many idiosyncratic paths through life.  Your personal path to it, trusting too much in Science itself, is an ironically interesting one, unlikely to be trod by most.  That's why your line "Science Isn't Strict Enough" fails to resonate with some readers.

Jared, why should you trust yourself more than someone else? And if there is someone more worthy of trust than you, wouldn't it be a more rational strategy to let him think for you instead of thinking for yourself?

If my own judgment is so faulty that I choose to let somebody else do all my thinking for me, then how can I even trust the thinking behind my choice?

If you think that Science rewards coming up with stupid theories and disproving them just as much as more productive results, I can hardly even understand what you mean by Science beyond the "observe, hypothesize, test, repeat" overview given to small children as an introduction to the scientific method.  Was Eliezer-18 blind to anything beyond such simple rote forumulas?

Negative results are forgiven but hardly ever rewarded (unless the theory disproven is widely believed).

If you'd put aside the rather bizarre bitterness and just say:  "Baye... (read more)

"@Caledonian: If it is an old and trivial insight, why do most scientists and near all non-scientists ignore it?"

They don't. The mismatch between you and them is that they're busy thinking about something else at the moment. I like the rule Turney gave above: "Doubt everything, but one at a time, not all at once." Of course, a single person can't follow that rule completely (there's not enough time in a lifespan to doubt EVERYTHING), and most people pick the wrong things to doubt or are lazy in applying the rule.

I find it difficult to be sympathetic towards someone who complains he wasn't warned that the rule "do not take things on faith" wasn't supposed to be taken on faith.

We could provide a warning, of course.  But how would we then ensure that people understood and applied the warning?  Warn them about the warning, perhaps?  And then give them a warning about the warning warning?

We could talk until we're blue in the face, but the simple truth is that you cannot force people to apply a method consistently, rigorously, or intelligently.  No amount of adding onto the lesson will make people apply it properly, it merely offers them more things to misunderstand, ignore, and apply inconsistently.

We could provide a warning, of course. But how would we then ensure that people understood and applied the warning? Warn them about the warning, perhaps? And then give them a warning about the warning warning?

That's the problem with discrete reasoning. When you have probabilities, this problem disappears. See http://www.ditext.com/carroll/tortoise.html

@billswift: Emotion might drive every human action (or not).  That's beside the point.  If an emotion drives you into a dead end, there's something wrong with that emotion.

My point was that if someone tells you the truth and you don't believe them, it's not fair to say they've led you astray.  Eliezer said he didn't "emotionally believe" a truth he was told, even though he knew it was true.  I'm not sure what that means, but it sounds like a problem with Eliezer, involving his emotions, not a problem with what he was told.

Jared, it is possible to see that someone is more intelligent and trustworthy than you, without therefore being yourself more intelligent and trustworthy than him.

Eliezer didn't trust science too much.  He didn't trust it enough.  Instead of taking the duties and requirements of skepticism seriously, he treated the scientific method as another faith system.

I'm sure that was a very comforting and familiar approach to take, but it was still wrong.  Completely, fundamentally wrong.  It's utterly incompatible with the skepticism, open-mindedness, and radical doubt that is essential to the scientific method.  And it seems to have had long-lasting implications for the sorts of positions Eliezer takes.

Conclusions from this article:
a) you are never safe
b) you must understand a) on a emotional basis
c) the only way to achieve b) is through an experience of failure after following the rules you trusted

The flaw is that the article actually does the opposite of what it wants to accomplish: by giving the warning(a) it makes people feel safer. In order to convey the necessary emotion of "not feeling safe"(b) Eliezer had to make the PS regarding the flaw.

In a certain sense this also negates c). I think Eliezer doesn't rea... (read more)

Does anyone disagree that science does not have nearly as strict quantitative constraints as Bayescraft on what you may believe?

why do you say that the problem disappears when you have probabilities?

I guess you still have the same basic problem which is: what are your priors? You cannot bootstrap from nothing and I think that is what the tortoise was hinting at, that there are hidden assumptions in our reasoning that we are not aware of and that you can't think without using those hidden assumptions.

Probabilities allow grades of beliefs, and just as Achilles's pursuit of tortoise can be considered as consisting of infinite number of steps, if you note that steps actually get infinitely short, you can sum them up to a finite quantity. Likewise, you can join infinitely many infinitely unlikely events into a compound event of finite probability. It is a way to avoid regress Caledonian was talking about. Evidence can shift probabilities on all metalevels, even if in some hapless formalism there are infinitely many of them, and still lead to reasonable finite conclusions (decisions).

No, Mr. Nesov, it is not.  You and I are talking at cross purposes.

Caledonian, you are not helping by disagreeing without clarification. You don't need to be certain about anything, including estimation of how much you are uncertain about something and estimation of how much you are uncertain about the estimation, etc.

"The experimental method shall decide which hypothesis wins"?

When there are experiments that can reasonably be done, or have already been done, then this works, right?

"Do you think it's a neuro-quirk, or just a normal quirk?"

"Doubt everything, but one at a time, not all at once."

Interestingly, Robin Hanson has an existing post on this subject: 

I don't know about you guys, but being wrong scares the crap out of me. Or to say it another way, I'll do whatever it takes to get it right. It's a recursive sort of doubt.

Once again interesting post, but it doesn't apply to my personal case. I've access to no statistics on the issue so I can't claim how exceptional I am, but my own parents are "more rational than average" (they are atheist maths teachers), and I don't think they are insane. Or not more than anyone else, at least.

I did realize that my parents were not perfect, and that if I could trust them in loving me and caring for me and wanting the best for me, I couldn't blindly trust anything they would say. But that didn't require, for me, such a massive... (read more)

Now that we have once again established that 1 and 0 are not probabilities, we have to remember that probabilities are still a strictly ordered set. How do we make it less dangerous?

For me, the discovery that science is too slow was bound up with the realization that science is not safe.  My private discovery of the slowness of science didn't come from looking at the process of scientific discovery and reflecting on the time it took - rather, it arose from realizing that the things I learned or discovered via science were slower more painful than those I learned from other methods.  "Other methods" encompasses everything from pure mathematics to That Magical Click, the first inescapable and the second, initially, unsupported... (read more)

Welcome to the Earth where ethanol is made from corn and environmentalists oppose nuclear power.

I find this to be a very attention grabbing comparison, so much so that I had to re-read this post 5+ times before I could see the forest through the trees (or tree as the case may be).

The reason these two examples strike me so is that I once held both of the underlying beliefs (ie that corn ethanol is bad and so is nuclear power).  While I reversed both of these beliefs many years ago (prior to discovering HPMOR and lesswrong) I now see them as "belief ... (read more)

No one begins to truly search for the Way until their parents have failed them, their gods are dead, and their tools have shattered in their hand.

That post scriptum.. It's just so amusing to have someone write out your exact thoughts and worries like that. It is very rarely that i get tears in my eyes from giggling, and I can't stop smirking about that. It is quite bothersome indeed that I am so unskilled in this art of reasoning that the best i can do is follow your words and hope they lead me to somewhere where i can eventually realize said flaws. I feel my journey will be riddled with such flaws no matter how hard i try to to avoid it. It's the nagging feeling I have almost constantly, and of which i have trouble explaining

Forget it. It's an honest question but it'll just appear as attention grabbing.

The only flaw I can see it's that this reasoning seems to put a lot of weight on the probability of meeting disaster by sticking with a well thought, well tested but imperfect set of rules, and not enough weight on the probability of meeting disaster by trying to be clever and do better than the rules, either by genuine fear of their limitations, or to follow a course of actions that you favour for reasons that aren't really part of your goals but that you are then free to endorse by using the fear of the rules' limits.  

Does your experience support the claim that rationalists had their trust in their milieu (e.g. parents, cult, etc.) broken?

P.s. that was my personal experience but I'd really like to hear from others.

This wasn't precisely the reason I got here, but I think the biggest reason that I was open to the idea of rationality when I finally stumbled upon LessWrong and the whole Effective Altruism idea was my experience of becoming gay, after diverging from my christian upbringing. 

During my time going to bible school (yes, I was in that deep), there was a lot of theology where I was confused and felt like I didn't understand why something was true, but just accepted that "I'm sure some high-level theologian out there has a reasonable answer for this, I jus... (read more)



Changing the Definition of Science

New Scientist on changing the definition of science, ungated here:

Others believe such criticism is based on a misunderstanding. "Some people say that the multiverse concept isn't falsifiable because it's unobservable—but that's a fallacy," says cosmologist Max Tegmark of the Massachusetts Institute of Technology. He argues that the multiverse is a natural consequence of such eminently falsifiable theories as quantum theory and general relativity. As such, the multiverse theory stands or fails according to how well these other theories stand up to observational tests.
[...]
So if the simplicity of falsification is misleading, what should scientists be doing instead? Howson believes it is time to ditch Popper's notion of capturing the scientific process using deductive logic. Instead, the focus should be on reflecting what scientists actually do: gathering the weight of evidence for rival theories and assessing their relative plausibility.

Howson is a leading advocate for an alternative view of science based not on simplistic true/false logic, but on the far more subtle concept of degrees of belief. At its heart is a fundamental connection between the subjective concept of belief and the cold, hard mathematics of probability.

I'm a good deal less of a lonely iconoclast than I seem.  Maybe it's just the way I talk.

The points of departure between myself and mainstream let's-reformulate-Science-as-Bayesianism is that:

(1)  I'm not in academia and can censor myself a lot less when it comes to saying "extreme" things that others might well already be thinking.

(2)  I think that just teaching probability theory won't be nearly enough.  We'll have to synthesize lessons from multiple sciences like cognitive biases and social psychology, forming a new coherent Art of Bayescraft, before we are actually going to do any better in the real world than modern science.  Science tolerates errors, Bayescraft does not.  Nobel laureate Robert Aumann, who first proved that Bayesians with the same priors cannot agree to disagree, is a believing Orthodox Jew.  Probability theory alone won't do the trick, when it comes to really teaching scientists.  This is my primary point of departure, and it is not something I've seen suggested elsewhere.

(3)  I think it is possible to do better in the real world.  In the extreme case, a Bayesian superintelligence could use enormously less sensory information than a human scientist to come to correct conclusions.  First time you ever see an apple fall down, you observe the position goes as the square of time, invent calculus, generalize Newton's Laws... and see that Newton's Laws involve action at a distance, look for alternative explanations with increased locality, invent relativistic covariance around a hypothetical speed limit, and consider that General Relativity might be worth testing.  Humans do not process evidence efficiently—our minds are so noisy that it requires orders of magnitude more extra evidence to set us back on track after we derail.  Our collective, academia, is even slower.

"the multiverse is a natural consequence of such eminently falsifiable theories as quantum theory and general relativity. As such, the multiverse theory stands or fails according to how well these other theories stand up to observational tests."

That seems to me to be the fallacy (denying the antecedent). Not that it matters much to his overall message.

I agree with your point about cognitive biases and psychology. With straight up yes/no true/false questions using the hypothetico-deductive method, these things are less important, I think - but when you switch to degrees of belief and plausibility, you really must have a good meta-understanding of your own reasoning.

I think you muddle through some things in point (3). You already know the questions you would ask, because you already know the answer which was reached.

"Science tolerates errors, Bayescraft does not.  Nobel laureate Robert Aumann, who first proved that Bayesians with the same priors cannot agree to disagree, is a believing Orthodox Jew."

I think there's a larger problem here. You can obviously make a great deal of progress by working with existing bodies of knowledge, but when some fundamental assumption breaks down, you start making nonsensical predictions if you can't get rid of that assumption gracefully. Aumann learned Science, and Science worked extremely well when applied to probability theory, but because Aumann didn't ask "what is the general principle underlying Science, if you move into an environment without a long history of scientific thought?", he didn't derive principles which could also be applied to religion, and so he remained Jewish. The same thing, I dare say, will probably happen to Bayescraft if it's ever popularized. Bayescraft will work better than Science, across a larger variety of situations. But no textbook could possibly cover every situation- at some point, the rules of Bayescraft will break down, at least from the reader's perspective (you list an example at http://lesswrong.com/lw/nc/newcombs_problem_and_regret_of_rationality/). If you don't have a deeper motivation or system underlying Bayescraft, you won't be able to regenerate the algorithms and work around the error. It's Feynman's cargo cult science, applied to Science itself.

Bayesianism has its uses, but it is not the final answer. It is itself the product of a more fundamental process: evolution. Science, technology, language, and culture are all governed by evolution. I believe that this gives much deeper insight into science and knowledge than Bayesianism. See:

(1) Multiple Discovery: The Pattern of Scientific Progress, Lamb and Easton
(2) Without Miracles: Universal Selection Theory and the Second Darwinian Revolution, Cziko
(3) Darwin's Dangerous Idea: Evolution and the Meanings of Life, Dennett
(4) The Evolution of Technology, Basalla

Scientific method itself evolves. Bayesianism is part of that evolution, but only a small part.

Well thank the benevolence of the Friendly AI that this intelligence didn't see a helium balloon first.  Just imagine the kinds of theories it might produce then!

If you see one object falling in a particular way, you might infer that all objects fall that way - but it's an extremely weak inference, as the strength of a single observation is spread over the entirety of "all things".  We were so confident in Newton's formulation for such a long time because we had a vast store of observations, and were aware of confounding influences that masked the underlying pattern: things like air resistance and buoyancy.  The understanding that all things fall at a given rate was a strong and reliable inference because we observed it to hold across many, many things.  Once we knew that, we could show that such behavior was consistent with Newton's hypothesized force.  More importantly, we had already determined through observation that the objects in the Solar system moved in elliptical orbits, but we didn't know why.  We were able to show that Newton's hypothesized forces would result in  objects moving in such a way, and so concluded that his description was correct.

Eliezer is almost certainly wrong about what a hyper-rational AI could determine from a limited set of observations.  It would probably notice the implications of Maxwell's laws that require Relativity to fully explain - something real physicists missed for a generation - because the implications follow directly from the mathematics.  Actually producing the laws in the first place requires a lot of data regarding electricity and magnetism.

His projected super-intelligence would very quickly outleap its data and rush to all sorts of unsupportable inferences.  If it confused those inferences with conclusions, it would fall into error faster than we could possibly correct it, and if it lacked the long, slow, tedious process of checking and re-checking data that science uses, it would be unlikely to ever correct those errors.

There would have to be a bunch of things your Bayesian Superintelligence would have to already know, as near as I can tell, to get all that. First, it'd have to somehow or other have worked out the earth is round, that stuff falls toward the center of the earth rather than in some universal "down" direction. That would help it get the hint that gravitation can vary depending on location. If it also knew of various astronomical objects and their apparent motions in the sky, then it'd have a good starting point to go in the direction you suggest.

But it'd also have to have made enough other observations to at least get the hint about locality. I concede that for a BS... er... maybe a different acronym would be better... anyways, for one of those, it probably wouldn't take too much observation to at least have a good suspicion about the importance of locality. Basically, noticing that things like distance/time/etc actually do seem relevant to how things interact. ie, enough observation to notice that there are properties like distance and time would, I suspect, be enough.

But one apple falling, on its own, without all the surrounding context of apples, falling, ground, earth, sky, probably wouldn't do it.

I've been reading these last posts on Science vs. Bayes and I really don't get it. I mean, obviously bayesian reasoning supersedes falsifiability and how to analyze evidence, but there's no conflict. Like relativity vs. newtonian mechanics, there's thresholds that we need to cross to see the failures in Science, but there are many situations when just Science works effectively.

The New Scientist is even worse, the idea that we need to ditch falsifiability and use Bayes is idiotic, it's like saying that binary logic should be discarded because we can use probabilities instead of zero and one. Falsifiability is a special case of Bayes, we can't have Bayes without falsifiability (as we can't have natural's addition ruling out 2+2=4), the people that argue this don't understand the extents of Bayes.

WRT multiverse IMHO we have to separate the interpretation of some theory from the theory itself. If the theory (which is testable, falsifiable, etc.) holds against the evidence and one of it's results is the existence of a multiverse, then we have to accept the existence of the multiverse. If it isn't one of the results, but it is one possible interpretation of how the theory "really works", then we are in the realm of philosophy and we can spend thousands of years arguing any way without going forward. In most cases of QM theories there's no clear separation of both, so people attach themselves to the interpretations instead of using the results. If we have two hypothesis that explain the same phenomena we have three possible choices:

Number 1 is a no-brainer. Number 3 is the most usual situation, where the evidence points either way and new evidence is necessary to confirm in both directions. We can use Bayes to assess the probability of each one being "the right one", but if both theories don't contradict each other then there's a smaller theory inside each that falls in the case number 1. Number 2 is the most problematic because plain use of complexity assessment doesn't guarantee that we are picking the right one. The problem lies in the evidence available: there's no way to know if we have sufficient evidence to rule out any one. Just because a equation is simpler it doesn't mean it's correct, perhaps our data set is well known. Again it should be the cause that the simpler theory is isomorphic to a subset of the larger theory.

The only argument that needs to be spoken is if the multiverse is a result or an interpretation, but in the strictest sense of the word: we can't say it's an interpretation assuming that X and Y holds, because them it's an interpretation of QM + X + Y. AFAIK every "interpretation" of QM extends the assumptions in a particular direction. Personally I find the multiverse interpretation cleaner, mathematically simpler and I would bet my money on it.

On your points of departure:
(1) Shows how problematic academia is. I think the academic model is a dead end, we should value rationality more than quantity of papers published, the whole politics of the thing is way too much inefficient.
(2) It won't be enough because our culture values rationality much less than anything else. Even without bayesian reasoning plain old Science rules out the bible, you can either believe in logic or the bible. One of the best calculus professors I had was a fervent adventist. IMO our best strategy is just outsmart the irrationalists, our method is proven and yields much better results, we just need to keep compounding it to the singularity ;)
(3) You're dead wrong (in the example). There are many other necessary experiments other than seeing an apple fall to realize special relativity. Actually a bayesian super-intelligence could get trapped in local maximum for a long time until the "right" set of experiments happened. We have a history of successes in science but there's a long list of known failures, let alone the unknown failures.

Anybody who thinks Popper provided useful insights into how science proceeds should read David Stove's Scientific Irrationalism. Stove tears Popper to shreds. (He also defends inductive probabilism so he'd be agreeable to seekers of the Way.) Popper's theory never gained much traction in philosophy (inductive probabilism, even Bayesianism, has garnered more serious interest) but certain popularizers who happen to be Popperites (notably Brian Magee) have given him a false sense of prominence in their works. The particular philosophies of science that scientists espouse at any given time are subject to fad; logical positivism, instrumentalism, Kuhn's revolutions, they've all been popular at some point. Personally I think this gives credence to the idea that none of them have anything useful to say.

Do you propose that humans could, if not achieve, then get much closer to the efficient evidence use of a hypothetical super-AI? Lets say, savage to Einstein in a lifetime, assuming said savage starts out pre-trained in Bayescraft.

Not without lifespan extension... I think.  Maybe Jeffreyssai would rap my knuckles at this point.

Start with: what speedup do YOU get? As the originator of this synthesis, you could reasonably be expected to be furthest along.

Recall I'm a lawyer fighting a fairly lonely battle for sound science in the courtroom. So let me tell you; abandoning Popper and falsification (i.e. rejecting Daubert v. Merrell Dow) and going to a subjective "more likely than not belief" standard is nothing but a recipe for handing billions more over to the already super rich trial lawyers (several of whom are starting to report to prison, along with their experts, for the perjury, bribing of judges, etc that went on back in the bad old days).

Alas. The claim that "science can't prove anything for sure so let's allow "experts" to testify about what they believe and have the jurors sort it out" is starting to surface in cases I work on. In those cases, self-proclaimed experts charging $500/hr or more per hour to testify to their beliefs, which allegedly arise out of the penumbras of their expertise, and which correlate precisely with the position of the side that hired them, are already cashing in. The law will not appreciate the niceties of the argument here and it won't be long before we have PhDs testifying that MRI machines damage ESP powers ... again. (My personal favorite was an expert in New York who was allowed to testify that C6H6 made synthetically was toxic at the one molecule dose level but that C6H6 generated by the body was not because "natural" benzene had a "life resonance electron level" which kept its "electron cloud in a harmless state". He believed it and believed it strongly so he got to testify to it because he is an MD/PhD.)

So just say "Hell NO!" to "subjective degrees of belief", or anything similar, as the standard definition of science in tort cases .... and that's what it will be if "science" says that's what real science is. Unless you're a trial lawyer who files his cases in a poor rural area it will cost you beaucoup otherwise. I get the distinction but most won't and the scoundrels will have a field day.

Thanatos, you make an excellent case for my drawing a distinction between the individual epistemic art of Bayesianism and the social epistemic process of Science, rather than saying "And so Science is really just probability theory after all."

Apart from articles submitted for peer-review (while expecting them to be published), exactly how and why do academics need to cencor themselves? I am not talking about politically sensitive ideas like feminism or racial relations, rather, on philosophy of science. Do you have reason to believe there are "closet-bayesians" in the academia?

I think you make an excellent point here, though, but I also think you are being to harsh on (us) academics.

It seems to me that in science, there is always an implicit agreement that the current theory could be revised in light of new contradictory evidence.  As far as I can tell, the Bayesian approach seems to lack this feature, since we have to assume a fixed model of the world to do the probability updates.

For example, what's the probability that the sun will rise tomorrow? How do you even calculate it? (To keep things simple, suppose you have seen the sun rise N times).
More abstractly, suppose every day you get a bit of information from some source, and the first N bits are all one.  What's the probability that the next bit is one?  How would the perfect Bayesian mind answer that?

An interesting way to avoid all this is to simply look at behavior (rather than beliefs) and apply an evolutionary argument which goes like this:
Finding and exploiting patterns is useful for survival, so evolution favored organisms that could do so.  No "laws" required.  The universe just needs to be orderly enough for life to survive.  It need not make sense all the way down.  I don't believe it, but it's interesting nevertheless.

"Eliezer is almost certainly wrong about what a hyper-rational AI could determine from a limited set of observations."

Eliezer is being silly.  People invented computational learning theory, which among other things, shows the minimum number of samples needed to recover a given error rate.

He's also leaving out concepts like object permanence.  Not only does the AI have to have lots of examples before it can form any general conclusions, it has to produce the most basic conclusions first.

Gray Area is being silly.  I am quite aware of Probably Approximately Correct learning.  Would you care to try to apply that theory to Einstein's invention of General Relativity?  PAC-learning theorems only work relative to a fixed model class about which we have no other information.

If you can see an apple fall, you already know enough to interpret the input to your webcam as an apple falling.  This might require up to a dozen frames of environmental monitoring in order to notice all the objects there - the higher-resolution the webcame, the less time.

Think of Einstein, in a tiny box, thinking a million times as fast and much more cleanly, pondering each frame coming in off the webcam for a thousand years.  At what point does he think the pixels might describe a permanent object?  Perhaps before he has even seen two frames in succession - he can see many permanent objects just in the landscape of his own mind.  At what point does he suspect a 3D world behind the 2D world?  As soon as he sees two frames in succession.  At what point does he suspect Galileo's formula for gravity?  Three frames in succession.  At what point does he suspect this formula is universal?  As soon as he sees blades of grass leaning over; plus it's a very obvious hypothesis to the right kind of Bayesian.  At what point does he suspect General Relativity?  As soon as he notices locality of interaction as a principle applying to many things in the environment, and wonders, backed by a Judea-Pearl-like understanding of causality, if the locality principle is universally applied to the spatial organization induced from the webcam.

I'm fairly sure that trapped-in-a-tiny-box Einstein would go completely mad having so little data to analyze in so much subjective time.

Past experiments in sensory deprivation suggest that human neurology requires high-information input to function properly - and I see no reason why artificial brains would be any different.  If the speed of thought increases by a factor of a thousand, the access to data must increase by at least as much.

Your high-capacity Einstein would come to the conclusion, left to those parameters, that the picture never changes.  The pattern for that is infinitely stronger, thinking so quickly, than any of the smaller patterns within.  Indeed, processing the same information so many times, it will encounter information miscopies nigh-infinitely more often than it encounters a change in the data itself - because, after all, a quantum computer will be operating on information storage mechanisms sensitive enough to be altered by a microwave oven a mile away.

You have a severe bootstrapping problem which you're ignoring - thought requires subject.  Consciousness requires something to be conscious of.  You can't design a consciousness and throw things for it to be conscious of after the fact.  You have to start with the webcam and build up to the mind - otherwise the bits flowing in are meaningless.  No amount of pattern recognition will give meaning to patterns.

"Would you care to try to apply that theory to Einstein's invention of General Relativity? PAC-learning theorems only work relative to a fixed model class about which we have no other information."

PAC-learning stuff is, if anything far easier than general scientific induction.  So should the latter require more samples or less?

I really don't understand the debate. Bayesian reasoning IS the reasoning that scientists use. It is the method underlying the evolution of scientific theory. Popperian falsification is just some theory, more a prescriptive than descriptive rule. It's a pie in the sky which doesn't explain how the body of scientific knowledge evolves in time.

In practice, evidence is gathered to support or falsify a given scientific premise. Newtonian mechanics was TRUE until proven otherwise. And today's theories are  more or less true based on their ability to explain reality (i.e., the same thing as positive evidence in a probabilistic sense) and not be disproved (i.e., have negative evidence against them). In reality, there are limits to our understanding and the scientist with any real sense of humility should agree with Box when he said that all models are false but some are useful.

Daniel, I think what you say about an implicit agreement that the current theory could be revised in light of new contradictory evidence, this is exactly Bayesian, a form of Bayesian model selection, where it may be that no theory or model is ever thrown out completely, just assigned a very low probability.  Many evolutionary arguments are just a form of Bayesian update, conditioning on new evidence.

The idea that Bayesian decision theory being descriptive of the scientific process is very beautifully detailed in classics like Pearl's book, Causality, in a way that a blog or magazine article cannot so easily convey. In a different vein, for a very readable explanation of how "truth" changes, even in mathematics, the most pure of sciences, have a look at Imre Lakatos' book, Proofs and Refutations. In this book, Lakatos makes it clear that even mathematicians can use a Bayesian update of mathematical "evidence" for or against a given hypothesis, and that old "proofs" even by the greatest of mathematicians often have holes poked in them in time.

Now pure application of Bayes' rule may just merely give the probability that a theory/model is true. In reality, we probably do have some utility/loss function that gives us a decision rule as to whether we wish to use or discard a given theory. This loss function approach will actually allow us to use "false" theories such as Newtonian mechanics, when there is some utility to it, even though the evidence against them is immense.

What Eliezer is saying in the blog and what is said in the NS article is basically descriptive, imho, let's call a spade a spade...science is already Bayesian. Those of you who cannot really accept it and think this opens up science to the possibility of witchcraft are filled with a great idealism in how science is currently conducted behind closed doors. Either that, or like the Church fathers who silenced Galileo, you're awfully scared that the opposite of your dogma, witchcraft, might have an element of truth in it. Being honest about Bayesianism means we have to consider all the alternatives.

But, to be reassuring, I don't think we've seen a terrible amount of positive evidence for witchcraft lately....

"The idea that Bayesian decision theory being descriptive of the scientific process is very beautifully detailed in classics like Pearl's book, Causality, in a way that a blog or magazine article cannot so easily convey."

I wish people would stop bringing up this book to support arbitrary points, like people used to bring up the Bible.  There's barely any mention of decision theory in Causality, let alone an argument for Bayesian decision theory being descriptive of all scientific process (although Pearl clearly does talk about decisions being modeled as interventions).

Gray Area-fair point. Sorry, it's probably a terribly over-quoted book.

"Howson believes it is time to ditch Popper's notion of capturing the scientific process using deductive logic."

Another person who doesn't understand Popper.   It's as if the guy believed cars were nothing but wheels.   Deduction is only part of Poppers theory.   The theory can in fact subsume just about any method (till it's shown not to work).   It's really just disciplined evolution.    It's certainly not merely about using deduction.

"First time you ever see an apple fall down, you observe the position goes as the square of time, .."

Well no actually you don't.  Not unless you prebuild the system to know about time and squaring, etc.   Have you no respect for evolution?   Evolution is how you get to the point where you have semantics.

I'm curious as to whether Wegener's theory of continental drift works as a case where a Bayesian model would have done better than Science.  The coincidences, paleontogical, biological, and geological, between South America and Africa -- how they fit together in so many ways -- should have been seen as convincing evidence for continental drift, even before plate tectonics was invented to provide a mechanism....or am I overidealizing the past?

I think it is pos­si­ble to do bet­ter in the real world. In the ex­treme case, a Bayesian su­per­in­tel­li­gence could use enor­mously less sen­sory in­for­ma­tion than a hu­man sci­en­tist to come to cor­rect con­clu­sions. First time you ever see an ap­ple fall down, you ob­serve the po­si­tion goes as the square of time, in­vent calcu­lus, gen­er­al­ize New­ton’s Laws… and see that New­ton’s Laws in­volve ac­tion at a dis­tance, look for al­ter­na­tive ex­pla­na­tions with in­creased lo­cal­ity, in­vent rel­a­tivis­tic co­var­i­ance around a hy­po­thet­i­cal speed limit, and con­sider that Gen­eral Rel­a­tivity might be worth test­ing.

Nobel laureate Robert Aumann, who first proved that Bayesians with the same priors cannot agree to disagree, is a believing Orthodox Jew.

Religion seems a lot more creepy when you sympathize with the victims and imagine it as an unintentionally infective computer worm



Faster Than Science

I sometimes say that the method of science is to amass such an enormous mountain of evidence that even scientists cannot ignore it; and that this is the distinguishing characteristic of a scientist, a non-scientist will ignore it anyway.

"A new scientific truth does not triumph by convincing its opponents and making them see the light, but rather because its opponents eventually die, and a new generation grows up that is familiar with it."

I am much tickled by this notion, because it implies that the power of science to distinguish truth from falsehood ultimately rests on the good taste of grad students.

The gradual increase in acceptance of many-worlds in academic physics, suggests that there are physicists who will only accept a new idea given some combination of epistemic justification, and a sufficiently large academic pack in whose company they can be comfortable.  As more physicists accept, the pack grows larger, and hence more people go over their individual thresholds for conversion—with the epistemic justification remaining essentially the same.

But Science still gets there eventually, and this is sufficient for the ratchet of Science to move forward, and raise up a technological civilization.

Scientists can be moved by groundless prejudices, by undermined intuitions, by raw herd behavior—the panoply of human flaws.  Each time a scientist shifts belief for epistemically unjustifiable reasons, it requires more evidence, or new arguments, to cancel out the noise.

The "collapse of the wavefunction" has no experimental justification, but it appeals to the (undermined) intuition of a single world.  Then it may take an extra argument—say, that collapse violates Special Relativity—to begin the slow academic disintegration of an idea that should never have been assigned non-negligible probability in the first place.

From a Bayesian perspective, human academic science as a whole is a highly inefficient processor of evidence.  Each time an unjustifiable argument shifts belief, you need an extra justifiable argument to shift it back.  The social process of science leans on extra evidence to overcome cognitive noise.

A more charitable way of putting it is that scientists will adopt positions that are theoretically insufficiently extreme, compared to the ideal positions that scientists would adopt, if they were Bayesian AIs and could trust themselves to reason clearly.

But don't be too charitable.  The noise we are talking about is not all innocent mistakes.  In many fields, debates drag on for decades after they should have been settled.  And not because the scientists on both sides refuse to trust themselves and agree they should look for additional evidence.  But because one side keeps throwing up more and more ridiculous objections, and demanding more and more evidence, from an entrenched position of academic power, long after it becomes clear from which quarter the winds of evidence are blowing.  (I'm thinking here about the debates surrounding the invention of evolutionary psychology, not about many-worlds.)

Is it possible for individual humans or groups to process evidence more efficiently—reach correct conclusions faster—than human academic science as a whole?

"Ideas are tested by experiment.  That is the core of science."  And this must be true, because if you can't trust Zombie Feynman, who can you trust?

You may be tempted to reply, "They come from scientists.  Got any other questions?"  In Science you're not supposed to care where the hypotheses come from—just whether they pass or fail experimentally.

Okay, but if you remove all new ideas, the scientific process as a whole stops working because it has no alternative hypotheses to test.  So inventing new ideas is not a dispensable part of the process.

Now put your Bayesian goggles back on.  As described in Einstein's Arrogance, there are queries that are not binary—where the answer is not "Yes" or "No", but drawn from a larger space of structures, e.g., the space of equations.  In such cases it takes far more Bayesian evidence to promote a hypothesis to your attention than to confirm the hypothesis.

If you're working in the space of all equations that can be specified in 32 bits or less, you're working in a space of 4 billion equations.  It takes far more Bayesian evidence to raise one of those hypotheses to the 10% probability level, than it requires further Bayesian evidence to raise the hypothesis from 10% to 90% probability.

When the idea-space is large, coming up with ideas worthy of testing, involves much more work—in the Bayesian-thermodynamic sense of "work"—than merely obtaining an experimental result with p<0.0001 for the new hypothesis over the old hypothesis.

If this doesn't seem obvious-at-a-glance, pause here and read Einstein's Arrogance.

The scientific process has always relied on scientists to come up with hypotheses to test, via some process not further specified by Science.  Suppose you came up with some way of generating hypotheses that was completely crazy—say, pumping a robot-controlled Ouija board with the digits of pi—and the resulting suggestions kept on getting verified experimentally.  The pure ideal essence of Science wouldn't skip a beat.  The pure ideal essence of Bayes would burst into flames and die.

(Compared to Science, Bayes is falsified by more of the possible outcomes.)

This doesn't mean that the process of deciding which ideas to test is unimportant to Science.  It means that Science doesn't specify it.

In practice, the robot-controlled Ouija board doesn't work. In practice, there are some scientific queries with a large enough answer space, that picking models at random to test, it would take zillions of years to hit on a model that made good predictions—like getting monkeys to type Shakespeare.

At the frontier of science—the boundary between ignorance and knowledge, where science advances—the process relies on at least some individual scientists (or working groups) seeing things that are not yet confirmed by Science.  That's how they know which hypotheses to test, in advance of the test itself.

If you take your Bayesian goggles off, you can say, "Well, they don't have to know, they just have to guess."  If you put your Bayesian goggles back on, you realize that "guessing" with 10% probability requires nearly as much epistemic work to have been successfully performed, behind the scenes, as "guessing" with 80% probability—at least for large answer spaces.

The scientist may not know he has done this epistemic work successfully, in advance of the experiment; but he must, in fact, have done it successfully!  Otherwise he will not even think of the correct hypothesis.  In large answer spaces, anyway.

So the scientist makes the novel prediction, performs the experiment, publishes the result, and now Science knows it too.  It is now part of the publicly accessible knowledge of humankind, that anyone can verify for themselves.

In between was an interval where the scientist rationally knew something that the public social process of science hadn't yet confirmed.  And this is not a trivial interval, though it may be short; for it is where the frontier of science lies, the advancing border.

All of this is more true for non-routine science than for routine science, because it is a notion of large answer spaces where the answer is not "Yes" or "No" or drawn from a small set of obvious alternatives.  It is much easier to train people to test ideas, than to have good ideas to test.

"it appeals to the (undermined) intuition of a single world.  Then it may take an extra argument - say, that collapse violates Special Relativity"

So my intuition that there should be only one universe is useless, but your intuition that everything needs to be local (even though there are no time paradoxes involved in collapse like there would be if usable information could go back in time) is supposed to be a compelling argument?

These recent posts have been showing more rationalization than rationality.

The fact that a great variety of experiments were done that might have found a nonlocal effect, but no nonlocal effect was ever found does not make you pause before you post that?

I definitely agree that there is truth to Max Planck's assertion.  And indeed, the Copenhagen interpretation was untenable as soon as it was put forth.  However, Everett's initial theory was also very unsatisfying.  It only became (somewhat) attractive with the much later development of decoherence theory, which first made plausible the claim that no-collapse QM evolution could explain our experiences.  (For most physicists who examine it seriously, the claim is still very questionable).

Hence, the gradual increase in acceptance of the MW interpretation is a product both of the old guard dying off and the development of better theoretical support for MW.

I hate that Planck quote.  It's full of "truthiness".  I think it is in fact falsified by the histories of relativity, quantum mechanics, and continental drift/plate tectonics.  I'm pretty confident about the latter, trusting Hofstadter's class lectures more for the former two.

Personally, I think the focus here on cognitive biases in decision making is biased in that it distracts from many other factors (education, info sources, personality, mild mental psychosis, the level of caffeine and sugar in one's blood, etc).
If it helps to shed any light on the Popper-ian process of scientific consensus, I'll offer my own anecdote with the suggestion that the process he hypothesizes affects much more than science:

I could not believe in 2006 that the Chicago Bears would lose to the Colts.  Even though the Colts had previously beaten a scarier aerial attack at had a revamped defence, I thought the Bears would take it.

Whatever K.Popper was describing; I don't know how true it is, is some sort of vindictive ego judgement call that extends far.  Scientists are only highlighted here because they are falsely expected to be rational.  In reality, their research is rational, not the process where they weigh their research against the research of other scientists.  The latter is contaminated by sociology of some sort.

I think that I have only now really understood what Eliezer has been getting at with the past ten or so posts, this idea that you could be a scientist if you generated hypotheses using a robot controlled Ouija board. I think other readers have already said this numerous times, but this strikes me as terribly wrong.

First of all, good luck getting research funding for such hypotheses (and it wouldn't be fair to leave out funding from the description of Science if you're including institutional inertia and bias).

And I think we all know that in general, someone who used this method would never be able to get anywhere in academia, simply because they wouldn't be respected.

That, I think, teaches an important lesson. Individual scientists are not required to come up with correct or even plausible hypotheses because we all know that individual rationality is flawed. But the aggregate community of scientists and the people who fund them work together to evaluate the plausibility of a given hypothesis, and thereby effectively carry out the Bayesian analysis that Eliezer speaks of.

So one of many thousands of scientists can propose an utterly harebrained theory, and even spend his life on it if he wants, and it will barely register as a blip on the collective scientific radar. But when SR and GR were proposed, it was pretty much taken as a given that they were true, because they HAD to be true. I read somewhere that the experiment done by Eddington to verify the bending of light around the sun was far from accurate enough to actually be a verification of relativity. But it was still taken as a verification, because everyone was pretty much convinced anyway. And conversely, no matter how many experiments the cold fusion people do that show some unexpected effects, nobody takes them very seriously.

Now, you might say that this system is horribly inefficient, and many people say this on a regular basis. But here, the problem is simply that no individual human being can process that much information, and so the time it takes for a given data point to propagate through the community is very long. Of course, the internet helps, and if scientific journals were free, that would probably help also. But ultimately, I think this inefficiency is precisely the cost of a network evaluating all of the priors to find out the plausibility of a theory.

Of course, it also reduces a scientist to nothing more than a cog in a machine, and many people who want to be heroic can't deal with that. But in real life, no scientist is expected to evaluate his own hypothesis. They are expected to come up with a hypothesis, and try to verify it if they can get funding, and let the community decide to what extent the results are valid.

In real life a real scientist must test his own hypothesis and the hypotheses of others.
They must devise and test a hypothesis which lends itself to specific predictions offering a means of testing its validity.  All observation, in a special field of science, must be either for or against your hypothesis or my hypothesis, if the observation is to advance science.  Science advances only by investigators who know how to disprove the empty theories and are already working on it.  Science advances only by disproofs.  It can take many years before the scientific community gets it.

Why? Methinks Bayes would eventually conclude there's some unexpected correlation between reality and the Ouija board.

(This goes for what ME said as well - if Ouija boards actually generated useful hypotheses, eventually scientists would wise up and start using them all the time.)

Yes, but a Bayesian Orthodoxy would never give the Ouija boards a second look.  Science is excellent at correcting mistaken beliefs, but if you let your beliefs determine exclusively what you'll look for, you'll never notice the discrepancies between your formed beliefs and the observations.

I think the problem with all rationality-based models of science is that they don't take scientific realism seriously enough. That's not surprising given that most of them were developed by philosophers in response to radical skepticism about the world and our ability to describe it.

Hypotheses are constrained by the world in three ways: (1) the hypothesis is, in the first place, constrained by a set of initial measurements and observations; (2) the hypothesis is constrained by the tools and skills available for framing and solving the problem, which are a product of previous scientific developments, which are in turn a product of physical reality; and (3) the hypothesis is constrained by prior theory, which was also subject to constraints 1-3 during its development, and is thus likewise constrained by physical reality. Hypotheses are also subject to sociological constraints but these are ultimately grounded in physical constraints. These are strong constraints and they exist regardless of whether you introduce a global normative constraint of rationality (Bayesian or otherwise).

I think any argument for global normative constraints in science should first attempt to demonstrate that the available physical and institutional constraints are insufficient. This needs to be done with reference to science as practiced rather than other equally ahistorical formal models of science. If we take scientific realism seriously, and believe the objects of science exist, then they themselves can explain the success of science in explaining the world. (Scientists are implicitly aware of this. If you ask a scientist, "How did you reach that conclusion?" they'll say "I did x, y and z" and list off the practical steps they took. If, however, you ask them, "What is the methodology of science?" they'll talk about skepticism or logical positivism or Popper's falsificationism or Kuhn's revolutions or whatever happens to be the fad at the time.)

An analogy: If you're the first to land on the East coast of a new island, it's hardly surprising that you and your decedents will also be the first to discover its inland mysteries as well as the North, South and West coasts; the geography of the island, as a continuous body of land, ensures that you can travel from one point to another and we need not posit some additional normative constraint that made your people Great Explorers. Likewise, it's reality that decides that you get Special Relativity if you turn the wheels on Newtonian dynamics enough, and not the alleged rationality of the researchers involved.

One of the preconditions of becoming Great Explorers is that you have to explore, poke.  If you are the first to discover the eastern coast, but never venture beyond that, you'll never find the northern, southern, or western.

If the researchers were not minimally rational, they would never have turned the wheels on Newtonian physics long enough to discover SR.

I would be interested in developing a theory of saliency for scientific hypotheses. My current field, computer vision, has had some interesting results where saliency can be targeted for specific object types. For example, you could train a "people spotter" and a "bicycle spotter" and then go look at a scene. Both spotters will report false positives, etc., but the spotters give you some confidence (a) about whether the thing you want to find is even in the scene and (b) where in the scene to burn your resources when looking for it.

I'm not claiming it would be straightforward at all, but a conversion of this approach aimed at detecting salient ideas would seem to be the right direction. It raises some questions of immediate interest: what sort of feature vector should one extract to quantize an idea? There must be ways to describe a set of experiments, say, of maximum mutual information with respect to a set of hypotheses... that is, you can literally compute the experimental redundancy between a set of experiments and whittle them down to the ones that bear the maximal relevance w.r.t. some set of hypotheses. 

Isn't there another interval to consider in the process? There is (often) a point when the scientist's intuition is pushing him toward a hypothesis or an interpretation of data which has not yet been confirmed by his rationality. A flash of insight is required by the scientific process and yet is not accounted for. 

It seems like a bit of a blind spot - if we had no more flashes of insight, the scientific process would grind to a halt, no?

The question has been cooking in me for quite some time to that I don't see an answer yet. It is a frequent pattern in sequences about quantum mechanics and Science that "there is no rational reason to even raise hypothesis X to attention or even assign it an actual probability". This often is supported by mentioning how large the answer space is. While I can kind of guess where all the alternatives at to the "stupid theory" of Eliezer18, I plainly don't see all the other alternative answers to the question of wavefunction collapse. While I agree that collapse is heavily penalized by Occam's razor and also for being a chicken among swans, this seems like a primary source of improbability to me rather than large answer space.

P.S. I factor for postulates of exact details under which collapse happens, like "it happens because of human observation". Such theories do belong to a quite obvious large answer space. I am mainly concerned with postulates like "collapse happens eventually, increasing its probability exponentially on the number of entangled particles". Which is experimentally falsifiable, but I don't see many analogous theories.



Einstein's Speed

Yesterday I argued that the Powers Beyond Science are actually a standard and necessary part of the social process of science.  In particular, scientists must call upon their powers of individual rationality to decide what ideas to test, in advance of the sort of definite experiments that Science demands to bless an idea as confirmed.  The ideal of Science does not try to specify this process—we don't suppose that any public authority knows how individual scientists should think—but this doesn't mean the process is unimportant.

A scientist identifies a strong mathematical regularity in the cumulative data of previous experiments.  But the corresponding hypothesis has not yet made and confirmed a novel experimental prediction—which his academic field demands; this is one of those fields where you can perform controlled experiments without too much trouble.  Thus the individual scientist has readily understandable, rational reasons to believe (though not with probability 1) something not yet blessed by Science as public knowledge of humankind.

Noticing a regularity in a huge mass of experimental data, doesn't seem all that unscientific.  You're still data-driven, right?

But that's because I deliberately chose a non-disturbing example.  When Einstein invented General Relativity, he had almost no experimental data to go on, except the precession of Mercury's perihelion.  And (AFAIK) Einstein did not use that data, except at the end.

Einstein generated the theory of Special Relativity using Mach's Principle, which is the physicist's version of the Generalized Anti-Zombie Principle.  You begin by saying, "It doesn't seem reasonable to me that you could tell, in an enclosed room, how fast you and the room were going.  Since this number shouldn't ought to be observable, it shouldn't ought to exist in any meaningful sense."  You then observe that Maxwell's Equations invoke a seemingly absolute speed of propagation, c, commonly referred to as "the speed of light" (though the quantum equations show it is the propagation speed of all fundamental waves).  So you reformulate your physics in such fashion that the absolute speed of a single object no longer meaningfully exists, and only relative speeds exist.  I am skipping over quite a bit here, obviously, but there are many excellent introductions to relativity—it is not like the horrible situation in quantum physics.

Einstein, having successfully done away with the notion of your absolute speed inside an enclosed room, then set out to do away with the notion of your absolute acceleration inside an enclosed room.  It seemed to Einstein that there shouldn't ought to be a way to differentiate, in an enclosed room, between the room accelerating northward while the rest of the universe stayed still, versus the rest of the universe accelerating southward while the room stayed still.  If the rest of the universe accelerated, it would produce gravitational waves that would accelerate you.  Moving matter, then, should produce gravitational waves.

And because inertial mass and gravitational mass were always exactly equivalent—unlike the situation in electromagnetics, where an electron and a muon can have different masses but the same electrical charge—gravity should reveal itself as a kind of inertia.  The Earth should go around the Sun in some equivalent of a "straight line".  This requires spacetime in the vicinity of the Sun to be curved, so that if you drew a graph of the Earth's orbit around the Sun, the line on the 4D graph paper would be locally flat.  Then inertial and gravitational mass would be necessarily equivalent, not just coincidentally equivalent.

(If that did not make any sense to you, there are good introductions to General Relativity available as well.)

And of course the new theory had to obey Special Relativity, and conserve energy, and conserve momentum, etcetera.

Einstein spent several years grasping the necessary mathematics to describe curved metrics of spacetime.  Then he wrote down the simplest theory that had the properties Einstein thought it ought to have—including properties no one had ever observed, but that Einstein thought fit in well with the character of other physical laws.  Then Einstein cranked a bit, and got the previously unexplained precession of Mercury right back out.

Well, let's put it this way.  In some small fraction of alternate Earths proceeding from 1800—perhaps even a sizeable fraction—it would seem plausible that relativistic physics could have proceeded in a similar fashion to our own great fiasco with quantum physics.

We can imagine that Lorentz's original "interpretation" of the Lorentz contraction, as a physical distortion caused by movement with respect to the ether, prevailed.  We can imagine that various corrective factors, themselves unexplained, were added on to Newtonian gravitational mechanics to explain the precession of Mercury—attributed, perhaps, to strange distortions of the ether, as in the Lorentz contraction.  Through the decades, further corrective factors would be added on to account for other astronomical observations.  Sufficiently precise atomic clocks, in airplanes, would reveal that time ran a little faster than expected at higher altitudes (time runs slower in more intense gravitational fields, but they wouldn't know that) and more corrective "ethereal factors" would be invented.

Until, finally, the many different empirically determined "corrective factors" were unified into the simple equations of General Relativity.

And the people in that alternate Earth would say, "The final equation was simple, but there was no way you could possibly know to arrive at that answer from just the perihelion precession of Mercury.  It takes many, many additional experiments.  You must have measured time running slower in a stronger gravitational field; you must have measured light bending around stars.  Only then can you imagine our unified theory of ethereal gravitation.  No, not even a perfect Bayesian superintelligence could know it!—for there would be many ad-hoc theories consistent with the perihelion precession alone."

In our world, Einstein didn't even use the perihelion precession of Mercury, except for verification of his answer produced by other means.  Einstein sat down in his armchair, and thought about how he would have designed the universe, to look the way he thought a universe should look—for example, that you shouldn't ought to be able to distinguish yourself accelerating in one direction, from the rest of the universe accelerating in the other direction.

And Einstein executed the whole long (multi-year!) chain of armchair reasoning, without making any mistakes that would have required further experimental evidence to pull him back on track.

Even Jeffreyssai would be grudgingly impressed.  Though he would still ding Einstein a point or two for the cosmological constant.  (I don't ding Einstein for the cosmological constant because it later turned out to be real.  I try to avoid criticizing people on occasions where they are right.)

What would be the probability-theoretic perspective on Einstein's feat?

Rather than observe the planets, and infer what laws might cover their gravitation, Einstein was observing the other laws of physics, and inferring what new law might follow the same pattern.  Einstein wasn't finding an equation that covered the motion of gravitational bodies.  Einstein was finding a character-of-physical-law that covered previously observed equations, and that he could crank to predict the next equation that would be observed.

Nobody knows where the laws of physics come from, but Einstein's success with General Relativity shows that their common character is strong enough to predict the correct form of one law from having observed other laws, without necessarily needing to observe the precise effects of the law.

(In a general sense, of course, Einstein did know by observation that things fell down; but he did not get GR by backward inference from Mercury's exact perihelion advance.)

So, from a Bayesian perspective, what Einstein did is still induction, and still covered by the notion of a simple prior (Occam prior) that gets updated by new evidence.  It's just the prior was over the possible characters of physical law, and observing other physical laws let Einstein update his model of the character of physical law, which he then used to predict a particular law of gravitation.

If you didn't have the concept of a "character of physical law", what Einstein did would look like magic—plucking the correct model of gravitation out of the space of all possible equations, with vastly insufficient evidence.  But Einstein, by looking at other laws, cut down the space of possibilities for the next law.  He learned the alphabet in which physics was written, constraints to govern his answer.  Not magic, but reasoning on a higher level, across a wider domain, than what a naive reasoner might conceive to be the "model space" of only this one law.

So from a probability-theoretic standpoint, Einstein was still data-driven—he just used the data he already had, more effectively.  Compared to any alternate Earths that demanded huge quantities of additional data from astronomical observations and clocks on airplanes to hit them over the head with General Relativity.

There are numerous lessons we can derive from this.

I use Einstein as my example, even though it's cliche, because Einstein was also unusual in that he openly admitted to knowing things that Science hadn't confirmed.  Asked what he would have done if Eddington's solar eclipse observation had failed to confirm General Relativity, Einstein replied:  "Then I would feel sorry for the good Lord.  The theory is correct."

According to prevailing notions of Science, this is arrogance—you must accept the verdict of experiment, and not cling to your personal ideas.

But as I concluded in Einstein's Arrogance, Einstein doesn't come off nearly as badly from a Bayesian perspective. From a Bayesian perspective, in order to suggest General Relativity at all, in order to even think about what turned out to be the correct answer, Einstein must have had enough evidence to identify the true answer in the theory-space.  It would take only a little more evidence to justify (in a Bayesian sense) being nearly certain of the theory.  And it was unlikely that Einstein only had exactly enough evidence to bring the hypothesis all the way up to his attention.

Any accusation of arrogance would have to center around the question, "But Einstein, how did you know you had reasoned correctly?"—to which I can only say:  Do not criticize people when they turn out to be right!  Wait for an occasion where they are wrong!  Otherwise you are missing the chance to see when someone is thinking smarter than you—for you criticize them whenever they depart from a preferred ritual of cognition.

Or consider the famous exchange between Einstein and Niels Bohr on quantum theory—at a time when the then-current, single-world quantum theory seemed to be immensely well-confirmed experimentally; a time when, by the standards of Science, the current (deranged) quantum theory had simply won.

Einstein:  "God does not play dice with the universe."
Bohr:  "Einstein, don't tell God what to do."

You've got to admire someone who can get into an argument with God and win.

If you take off your Bayesian goggles, and look at Einstein in terms of what he actually did all day, then the guy was sitting around studying math and thinking about how he would design the universe, rather than running out and looking at things to gather more data.  What Einstein did, successfully, is exactly the sort of high-minded feat of sheer intellect that Aristotle thought he could do, but couldn't.  Not from a probability-theoretic stance, mind you, but from the viewpoint of what they did all day long.

Science does not trust scientists to do this, which is why General Relativity was not blessed as the public knowledge of humanity until after it had made and verified a novel experimental prediction—having to do with the bending of light in a solar eclipse.  (It later turned out that particular measurement was not precise enough to verify reliably, and had favored GR essentially by luck.)

However, just because Science does not trust scientists to do something, does not mean it is impossible.

But a word of caution here:  The reason why history books sometimes record the names of scientists who thought great high-minded thoughts, is not that high-minded thinking is easier, or more reliable.  It is a priority bias:  Some scientist who successfully reasoned from the smallest amount of experimental evidence got to the truth first.  This cannot be a matter of pure random chance:  The theory space is too large, and Einstein won several times in a row.  But out of all the scientists who tried to unravel a puzzle, or who would have eventually succeeded given enough evidence, history passes down to us the names of the scientists who successfully got there first.  Bear that in mind, when you are trying to derive lessons about how to reason prudently.

In everyday life, you want every scrap of evidence you can get.  Do not rely on being able to successfully think high-minded thoughts unless experimentation is so costly or dangerous that you have no other choice.

But sometimes experiments are costly, and sometimes we prefer to get there first... so you might consider trying to train yourself in reasoning on scanty evidence, preferably in cases where you will later find out if you were right or wrong.  Trying to beat low-capitalization prediction markets might make for good training in this?—though that is only speculation.

As of now, at least, reasoning based on scanty evidence is something that modern-day science cannot reliably train modern-day scientists to do at all.  Which may perhaps have something to do with, oh, I don't know, not even trying?

Actually, I take that back.  The most sane thinking I have seen in any scientific field comes from the field of evolutionary psychology, possibly because they understand self-deception, but also perhaps because they often (1) have to reason from scanty evidence and (2) do later find out if they were right or wrong.  I recommend to all aspiring rationalists that they study evolutionary psychology simply to get a glimpse of what careful reasoning looks like.  See particularly Tooby and Cosmides's "The Psychological Foundations of Culture".

As for the possibility that only Einstein could do what Einstein did... that it took superpowers beyond the reach of ordinary mortals... here we run into some biases that would take a separate post to analyze.  Let me put it this way:  It is possible, perhaps, that only a genius could have done Einstein's actual historical work.  But potential geniuses, in terms of raw intelligence, are probably far more common than historical superachievers.  To put a random number on it, I doubt that anything more than one-in-a-million g-factor is required to be a potential world-class genius, implying at least six thousand potential Einsteins running around today.  And as for everyone else, I see no reason why they should not aspire to use efficiently the evidence that they have.

But my final moral is that the frontier where the individual scientist rationally knows something that Science has not yet confirmed, is not always some innocently data-driven matter of spotting a strong regularity in a mountain of experiments.  Sometimes the scientist gets there by thinking great high-minded thoughts that Science does not trust you to think.

I will not say, "Don't try this at home."  I will say, "Don't think this is easy."  We are not discussing, here, the victory of casual opinions over professional scientists.  We are discussing the sometime historical victories of one kind of professional effort over another.  Never forget all the famous historical cases where attempted armchair reasoning lost.

Great post. In the running for your best ever.
"To put a random number on it, I doubt that anything more than one-in-a-million g-factor is required to be a potential world-class genius, implying at least six thousand potential Einsteins running around today."
Let's hope it's not one-in-a-hundred-billion. Because then we may never see another potential Einstein.

For the life of me, I don't understand why no one else in the intelligent, persistent-maximizing space wants to start assembly line cloning/breeding our smartest existential risk minimizers besides me (and possibly one other person, I don't know if they're public about it). If this happened in the next few years, a lot of us could benefit from the potential accelerated breakthroughs starting 25-35 years from now. I think smart, open-minded folks (Eliezer, Robin, Aubrey) need to justify to us why they're not pounding the podium on this one NOW, at least anonymously.

IIRC, Einstein wasn't the first to try to develop a curvature theory of gravity. Riemann himself apparently tried. And, IIRC, Einstein was one of Riemann's students. Einstein brought to the table the whole thing about having to deal with spacetime rather than space.

As far as Mach's principle, I believe it's something a little different than what you said. It's more the whole thing of acceleration rather than velocity. It's sorta a notion that the inertia of an object derives from the distribution of all the rest of the mass in the universe. I beleive in pure form it's more a vague notion rather than a formalized principle. But it does inform GR and aspects of GR conform to it.

More generally, I'd like to toss out a bit wild guess/wild eyed thought based on this sort of thinking: even if Barbour's timeless universe is false, I'm going to guess that his type of configuration space is the "actual" configuration space. That is, it's a configuration space of relations between particles or whatever, rather than configurations of absolute positions. Now, instead of demanding that the relevant triangle inequalities hold, as he does... don't demand that. Then configurations where the inequality is violated would correspond to curvature. Maybe. Anyways, that's juat a vague notion on my part. If/when I have more of the relevant theoretical sophistication, I'll see if I can make this work, or of it goes kablewey.

Hopefully: nature vs nurture and all that. We probably would want to figure out how to reproduce the relevant training too. Further, that could apply to other people, not just the clones. And that, actually, seems to be what Eliezer is trying to do here in general, actually.

Now, instead of demanding that the relevant triangle inequalities hold, as he does... don't demand that. Then configurations where the inequality is violated would correspond to curvature. 

Nope... dS^2 between me and my future self 2 seconds from now is 2 seconds squared. But both have zero dS^2 with a sphere one light second away. No curvature is present.

If on the other hand you're talking about just the space part, then not even curvature can do what you're talking about.

Psy-Kosh, you're copping out with a fake nitpick, in my opinion. Especially with your last two sentences. To avoid threadjacking, I invite you to continue the conversation on my blog.

If we take a statistical analysis of the scientists who tried using Einstein's method, what percentage would have been right? Aristotle was mentioned earlier. You can make a case that Marx and Freud tried using a similar style of reasoning without much success.

Cracking post, really well written. I feel as though this could have preceded the last few and stood up on its own, in which case I may have been more on board recently. But that's by the by - this all rang very true.

So how does one sit down in an armchair, think about what we know about protein folding, and go about solving the big problem? Einstein didn't start by studying AI, probability theory, Bayesian reasoning etc. What did he have that we all seem to find so elusive? There must be a more satisfactory answer than 'a really high g-factor.'

Joseph - don't just make that assertion, draw something from it. As Eliezer says, we should never forget the failures. But bearing in mind the 'quantum fiasco', and thinking about Einstein, it's those great minds producing those great leaps forward that have been responsible for a good deal of those ratchet turns: in particular the most difficult, unintuitive ones. Imagine if we could teach that!

Cosmides & Tooby's writing bugs me. They have a strong, strong tendency to assume you've read whoever they're complaining about and would love to hear about them. Even when they're right, it's the sort of thing that isn't likely to stand the test of time and can be deeply annoying to people who don't care about who they're arguing with.

Given this perspective on what Science does and does not encourage, can you explain the phenomenon of String Theory to us?

Question: where are these great introductions to relativity you speak of? I've had difficulty with the subject thus far.

None of these traits are common, and they are especially rare here.

One way to evaluate a Bayesian approach to science is to see how it has
fared in other domains where it is already being applied.  For instance,
statistical approaches to machine translation have done surprisingly well
compared to rule-based approaches.  However, a paper by Franz Josef Och
(one of the founders of statistical machine translation) shows that probabilistic
approaches do not always perform as well as non-probabilistic (but still
statistical) approaches.  Basically, maximizing the likelihood of a machine
translation system produces results that are significantly worse than
directly minimizing the error.  The general principle is that you should
maximize the function that is closest to the criteria that you most care
about.  Maximizing the probability of a system won't give you good results
if what you really care about is minimizing the error.

By analogy, maximizing the likelihood of scientific hypotheses may lead to
different results from minimizing the error.  Currently, science tries to
minimize the error -- it is always trying to disprove bad hypotheses
through experimentation.  The best hypotheses are the ones left standing.
If science switched to maximizing the likelihood of the best hypotheses,
this might lead to unintended consequences.  For instance, it might be
easier to maximize the probability of your pet hypothesis by refining your
priors rather than by seeking experiments that could potentially disprove it.

That's an interesting notion. I don't see how Bayesian reasoning is restricted to trying to maximize the likelihood of the 'best' theory'. One of its crowning achievements is to avoid talking just about the best theory and using the full ensemble at all times. You're perfectly free to ask any question of the ensemble. This includes 'Which response minimizes some error function?'

"But sometimes experiments are costly, and sometimes we prefer to get there first... so you might consider trying to train yourself in reasoning on scanty evidence, preferably in cases where you will later find out if you were right or wrong.  Trying to beat low-capitalization prediction markets might make for good training in this? - though that is only speculation."

Zendo, an inductive reasoning game, is the best tool I know of to practice reasoning on scanty evidence in cases where you'll find out if you were right or wrong. My view of the game: one player at a time takes the role of "reality", which is a single rule classifying all allowed things into two categories. The other players, based on a steadily growing body of examples of correctly classified things and the fact that the other player made up the rule, attempt to determine the rule first. This is fundamentally different from deduction games which traditionally have small hypothesis spaces (Clue - 324, Mystery of the Abbey - 24, Mastermind - I've seen 6561) with each hypothesis being initially equiprobable.

I've seen variants that can be played online with letters or numbers instead of pyramids, but frankly they're not nearly as fun.

"As of now, at least, reasoning based on scanty evidence is something that modern-day science cannot reliably train modern-day scientists to do at all."

By definition, scientists must use induction.  Meant to say thinkers.  IDK why thinkers mostly use induction now: maybe because the scientific funding model seems to work okay or because once you induce too far ahead, the content becomes useless if new research deviates the course a bit.  For instance, all GUT/TOE physicists use Einstein-ian deduction in their elegant models.  Einstein was lucky to be redeemed so quickly in that novel observatories were just being constructed.  It is more expensive (maybe risky too) to turn the galaxy into a giant particle accelerator.  In social sciences fileds, there is deduction.  M.Yunus stimulated microfinance with a $26? loan by deducing collateral isn't a primary motivator in debt repayment (primary are entrepreneurial drive and quality-of-living gains).  Drexler's nanotechnology vision was deduction.  Many political programmes are deductions.

I agree with the general body content deduction is underappreciated.  On reflection, the reason may be because an act of deduction almost always occurs in fields where there is no competing induction (ie. R.Freitas's simulations probably render much of E.Drexler's deductions obsolete).  Thus deduction is a proxy to unearth low-hanging fruit?  Deductive GUTs are fine, but will certainly be eclipsed by induced particle accelerator engineering blueprints one day.  Deduction is free and addresses the issue of hypothesis generation somewhat.

I disagree strongly with the suggestion Einstein was a proponent of MWI. In fact, the overemphasis on deduction (defined here as induction from few au priors) caused him to waste the remaining 2/3 of his life attempting to disprove quantum phenomena, no?

Hopefully, ignoring ethics, cloning people for whatever reason will only ensure one of three (even less considering genetic mutations) character traits for whatever Eugenics you are practising.  There is nurture and there is personal inspiration (probably could be defined here as intensity of rationality).  If there is no Earth Summit in 1992, I probably don't pick up a bunch of environmental pamphlets one weekend, then.  My decade-later clone exposed to Fox News maybe even exacerbates the leading extinction threat.  Maybe if I don't grow up with cats, I don't make the inspired choice to value living beings;  maybe my Fox News clone values killing Muslims and other "infidels" instead?  If Eliezer doesn't read whichever sci-fi story inspired him, does he make the choice to focus upon AGI?

The Uncredible Hallq, I thought Feynman's intro to SR in the Lectures was perfectly okay.  And I think John Baez has up an intro to GR.

But mostly, I haven't seen textbooks botching the explanation, because relativity is not something that you are supposed to be or allowed to be confused by, and so there is no excuse for confusing students.  And because no one is "interpreting" the equations, of course.  Three cheers for physical realism!

Re evolutionary psychology material, I strongly recommend The Moral Animal and Human Evolutionary Psychology to all fellow travelers.

In this post and the last you appear to be taking the opposite tack from the position you held in the discussion with Tom McCabe attached to Einstein's Arrogance. For example, you seemed to react poorly to the idea that the Einstein field equation has a relatively small information content, but later suggested that an AGI might get to that equation by watching an apple fall. Is this a shift in your position, or is there a distinction I've missed?

"IIRC, Einstein wasn't the first to try to develop a curvature theory of gravity. Riemann himself apparently tried. And, IIRC, Einstein was one of Riemann's students. Einstein brought to the table the whole thing about having to deal with spacetime rather than space."

Riemann died in 1866, Einstein was born in 1879. Riemann was a mathematician: he developed the math of differential geometry, among a great deal of other things, so a lot of stuff is named after him. Einstein applied Riemann's geometry to the physical universe. So far as I know, none of the early non-Euclidean geometry people thought that their geometries might be applicable in reality. The first  theorems of hyperbolic geometry were produced in an attempt to create a contradiction and so prove Euclid's fifth postulate.

"I disagree strongly with the suggestion Einstein was a proponent of MWI. In fact, the overemphasis on deduction (defined here as induction from few au priors) caused him to waste the remaining 2/3 of his life attempting to disprove quantum phenomena, no?"

I have to find an actual physicist to discuss this with, but there appears to be nothing wrong with Einstein's quest for a unified theory; he simply didn't have the prerequisite information of QM at the time (Feynman, Dyson, etc. didn't develop renormalization until the 1940s). MWI wasn't proposed until several years after Einstein's death.

"A willingness to reconsider his assumptions, an openness to new explanations, and an abiding belief that hypotheses should always be tested against the data - and discarded if they were found wanting."

Plenty of scientists have these, and many of them make significant discoveries in their fields. But what was it about Einstein that let him discover, not one, but two of the fundamental theories of physics?

Celeriac, the distinction is that Tom McCabe seemed to me to be suggesting that the search space was small to begin with - rather than realizing the work it took to cut the search space itself down.

I second the recommendation of The Moral Animal.  It is the best book I ever read, save one

"Celeriac, the distinction is that Tom McCabe seemed to me to be suggesting that the search space was small to begin with - rather than realizing the work it took to cut the search space itself down."

The search space, within differential geometry, was fairly small by Einstein's day. It was a great deal of work to narrow the search space, but most of it was done by others (Conservation of Energy, various mathematical theorems, etc., were all known in 1910). The primary difficulties were in realizing that space could be described by differential geometry, and then in deriving GR from known postulates. Neither of these involve large search spaces; the former follows quickly once you realize that your assumptions are inconsistent with Minkowski space, and there's only one possible derivation of GR if you do the math correctly. I don't know why the first one is hard, but Einstein showed twice that physicists are very reluctant to question background assumptions (linear time for SR, Euclidean space for GR), so we know it must be. The second one is hard because the human brain does not come equipped with a differential geometry lobe- it took me several hours to fully understand the derivation of the Schwarzschild solution from its postulates, even though the math is simple by GR standards and there is only one possible answer (see http://en.wikipedia.org/wiki/Deriving_the_Schwarzschild_solution).

It took me about a year to get through The Moral Animal, reading slowly and reflecting on everything.  And The Moral Animal is an introduction to the subject, with no math that I can recall except what is required to explain the Prisoner's Dilemma.

"I have to find an actual physicist to discuss this with, but there appears to be nothing wrong with Einstein's quest for a unified theory; he simply didn't have the prerequisite information of QM at the time (Feynman, Dyson, etc. didn't develop renormalization until the 1940s). MWI wasn't proposed until several years after Einstein's death."

I can't recall what renormalization is.  I think there is something wrong with Einstein's quest; he was akin to Aristotle's atom theory.  The Sung Dynasty was about the earliest atoms could be empirically uncovered, and a GUT is about as far away from Einstein in terms of knowledge base.  I actually think Einstein's biggest accomplishment was political: writing to FDR about the possibility of a nuke.  Einstein is responsible in this regard for a year of robotics, car, and computer progress along with tens of millions of present Japanese and American lives.
I think the two characteristics that allowed Einstein to make 3 huge discoveries (Brownian motion, SR, GR) were his rich family that got him his patent clerk job and his willingness to be aloof and not follow the Popper-ian knowledge base of the time.  I doubt he was the first to notice something wrong with phlogistan, but no one had the spare time and the determination to retool the knowledge base from ground zero (has anyone else ever taken an eight year diversion into mathematics to solve a single physics problem?).
I don't think he had the same respect for quantum theory, despite founding it, that he did for GR.  It seemed like he was trying to graft "quantum effects that functioned as non-local wormholes" onto GR, rather than genuinely finding a GUT by respecting quantum theory.  No doubt he would have immediately championed MWI, but it seems like he was genuinely trying to undercut Copenhagen Interpretation rather than building upon it (this is in response to EY's MWI comment in the thread starter).
All I'm saying is that if he would've realized the limits of his deductive method, he might've made even more contributions in his latter years and been the greatest thinker ever, instead of sharing the mantle with a handful of others.
Maybe the most cutting edge scientific field is genetics.  Someone might be able to deduce a  science of the behaviour of animal-human hybrids studying the input animal temperaments and physiologies, but a better avenue would be to be a protein folding scientist and learn how to cure cancer or diabetes or something.  I don't want to speak for Einstein's study strengths and weaknesses, but maybe we'd have optical computers now if Einstein would've transitioned to optics instead of lasers.  I can't think of any physical knowledge areas now that are in as bad shape as cosmology was pre-Einstein.  The next Einstein will come from social science fields, probably (is why I mentioned M.Yunus).  With computers, everything physics is research teams nowadays.  Maybe M.Lazaridis funding a quantum computer research park, is the closest anyone now can come to advancing a theoretical physics field as much as Einstein (cosmology) did.

Typo.  Sorry.  Should say GUT where I wrote lasers.  I'll proofredafjkdsf all my posts in future.

Tom: yow, sorry for the inaccurate info then. I was sure I had read he was a student of Riemann's.

Either way, I thought I read that someone had been trying, and failing, to do a space curvature based theory of gravity before Einstein. But now I'm rather unsure. Oh well. Thanks for the correction.

I believe the good commenter means aether (as in Michelson-Morley)

Oh, speaking of brainfizzles on my part, may as well disregard my hunch above about relations being the "real" configuration space. The intuition that led me to that was based on a really really bad mental miscalculation of the number of degrees of freedom, confusing the dimensionality of the configuration space with the dimensionality of the associated hilbert space, and basically a whole bunch of mental booboos. So while the notion of 'violations' of some identities and inequalities might fit with curvature is still interesting to me, I'm, well, unbetting on that model. eye eeeeesh shtuuupid. :)

When Einstein invented General Relativity, he had almost no experimental data to go on, except the precession of Mercury's perihelion.  And (AFAIK) Einstein did not use that data, except at the end.

Eliezer, I'd love to believe that too, but from the accounts I've read I don't think it's quite right.  Because of his "hole argument", Einstein took a long detour from the correct path in 1913-1915.  During that time, he abandoned his principle of general covariance, and tried to find field equations that would "work well enough in practice anyway."  Apparently, one of the main reasons he finally abandoned that line of thought, and returned to general covariance, is that he was getting a prediction for Mercury's perihelion motion that was too small by a factor of 2.

So is it possible that not even Einstein was a Bayesian superintelligence?

Einstein wasn't even close to being a Bayesian superintelligence.

What was it you think slowed you down? I got through it fairly quickly & I'm pretty sure I'm not smarter than you.

I'm genuinely curious - I was very slow with books of knowledge (if I finished them at all) till about last summer, the problem (among others) fixed itself, and the question of why (or rather, how) is driving me mad.

Einstein was able to arrive at all that because he submitted his own thinking to serious constraints. He never invented new things (multilapse theory worldpretation) but actually destroyed them.

What I don't buy from his arguments though is that somehow gravitational waves would accelerate you. The universe is already accelerating, there is only the need for the waves to appear to main relativity. They don't need to be the cause of acceleration, only if you assume the universe is not accelerating.

Of course there's also the question of other reference points like looking at the stars and how they behave, but that would be too anti-dialectical for the last 300 years of philosophysical thought.

I think the post here gives the impression that Einstein made fewer errors, and had fewer detours than he did. 

It is true that there were very few degrees of freedom in GR. When the initial red shift numbers came in, they seemed to contradict GR. Einstein was pondering abandoning it, until better numbers came in. There was nothing he could tweak to adjust the answer.

Also, he made the wrong prediction for the bending of starlight around the sun due to missing something (a second order effect) in the calculation. Through several strokes of luck, all the expeditions to check the values were stymied for one reason or another during the time Einstein had the wrong numbers out there. It was only after Einstein realized his mistake and redid the calculations that an expedition finally succeeded in getting the measurements which were right. Had an earlier expedition succeeded, Einstein's prediction at that time would have been wrong.

Einstein did use a lot of data though it was data everyone else had too. He knew Newton's law was mostly accurate, a fact which implies a lot of data. Also the invariance of gravitational acceleration (gravitational mass = inertial mass). He was aware there was a problem with Mercury. Also Newton's law was not (or only with great difficulty) consistent with SR.

There is a very interesting book "General relativity conflict and rivalries : Einstein's polemics with physicists" by Galina Weinstein.

Einstein was incredible but not alien magic. An algebra mistake cost him a couple of years!

Great observation. One inaccuracy is that velocity in special relativity isn't quite the same as acceleration in GR - since we can actually locally measure acceleration, and therefore know if we're accelerating or the rest of the universe is. This is unless you also count spacetime itself in the rest of the universe, in which case it's best to specify it or avoid the issue more decisively.
The actual equivalence is accelerating vs. staying in constant velocity/still in a gravitational field.

Another interesting point is that this chain of "character of law" reasoning in the absence of experimental possibilities is the MO of the field of theoretical high energy physics, and many scientists are trained on ways to make progress anyway under these conditions. Most aren't doing as well as Einstein, but arguably things have gotten much more difficult to reason through at these levels of physics.



That Alien Message

Imagine a world much like this one, in which, thanks to gene-selection technologies, the average IQ is 140 (on our scale).  Potential Einsteins are one-in-a-thousand, not one-in-a-million; and they grow up in a school system suited, if not to them personally, then at least to bright kids.  Calculus is routinely taught in sixth grade.  Albert Einstein, himself, still lived and still made approximately the same discoveries, but his work no longer seems exceptional.  Several modern top-flight physicists have made equivalent breakthroughs, and are still around to talk.

One day, the stars in the night sky begin to change.

Some grow brighter.  Some grow dimmer.  Most remain the same.  Astronomical telescopes capture it all, moment by moment.  The stars that change, change their luminosity one at a time, distinctly so; the luminosity change occurs over the course of a microsecond, but a whole second separates each change.

It is clear, from the first instant anyone realizes that more than one star is changing, that the process seems to center around Earth particularly. The arrival of the light from the events, at many stars scattered around the galaxy, has been precisely timed to Earth in its orbit.  Soon, confirmation comes in from high-orbiting telescopes (they have those) that the astronomical miracles do not seem as synchronized from outside Earth.  Only Earth's telescopes see one star changing every second (1005 milliseconds, actually).

Almost the entire combined brainpower of Earth turns to analysis.

It quickly becomes clear that the stars that jump in luminosity, all jump by a factor of exactly 256; those that diminish in luminosity, diminish by a factor of exactly 256.  There is no apparent pattern in the stellar coordinates.  This leaves, simply, a pattern of BRIGHT-dim-BRIGHT-BRIGHT...

But in this world there are careful thinkers, of great prestige as well, and they are not so sure.  "There are easier ways to send a message," they post to their blogs, "if you can make stars flicker, and if you want to communicate.  Something is happening.  It appears, prima facie, to focus on Earth in particular.  To call it a 'message' presumes a great deal more about the cause behind it.  There might be some kind of evolutionary process among, um, things that can make stars flicker, that ends up sensitive to intelligence somehow...  Yeah, there's probably something like 'intelligence' behind it, but try to appreciate how wide a range of possibilities that really implies.  We don't know this is a message, or that it was sent from the same kind of motivations that might move us.  I mean, we would just signal using a big flashlight, we wouldn't mess up a whole galaxy."

By this time, someone has started to collate the astronomical data and post it to the Internet.  Early suggestions that the data might be harmful, have been... not ignored, but not obeyed, either.  If anything this powerful wants to hurt you, you're pretty much dead (people reason).

Multiple research groups are looking for patterns in the stellar coordinates—or fractional arrival times of the changes, relative to the center of the Earth—or exact durations of the luminosity shift—or any tiny variance in the magnitude shift—or any other fact that might be known about the stars before they changed.  But most people are turning their attention to the pattern of BRIGHTS and dims.

It becomes clear almost instantly that the pattern sent is highly redundant.  Of the first 16 bits, 12 are BRIGHTS and 4 are dims.  The first 32 bits received align with the second 32 bits received, with only 7 out of 32 bits different, and then the next 32 bits received have only 9 out of 32 bits different from the second (and 4 of them are bits that changed before).  From the first 96 bits, then, it becomes clear that this pattern is not an optimal, compressed encoding of anything.  The obvious thought is that the sequence is meant to convey instructions for decoding a compressed message to follow...

"But," say the careful thinkers, "anyone who cared about efficiency, with enough power to mess with stars, could maybe have just signaled us with a big flashlight, and sent us a DVD?"

There also seems to be structure within the 32-bit groups; some 8-bit subgroups occur with higher frequency than others, and this structure only appears along the natural alignments (32 = 8 + 8 + 8 + 8).

After the first five hours at one bit per second, an additional redundancy becomes clear:  The message has started approximately repeating itself at the 16,385th bit.

Breaking up the message into groups of 32, there are 7 bits of difference between the 1st group and the 2nd group, and 6 bits of difference between the 1st group and the 513th group.

"A 2D picture!" everyone thinks.  "And the four 8-bit groups are colors; they're tetrachromats!"

But it soon becomes clear that there is a horizontal/vertical asymmetry:  Fewer bits change, on average, between (N, N+1) versus (N, N+512).  Which you wouldn't expect if the message was a 2D picture projected onto a symmetrical grid.  Then you would expect the average bitwise distance between two 32-bit groups to go as the 2-norm of the grid separation: √(h2 + v2).

There also forms a general consensus that a certain binary encoding from 8-groups onto integers between -64 and 191—not the binary encoding that seems obvious to us, but still highly regular—minimizes the average distance between neighboring cells.  This continues to be borne out by incoming bits.

The statisticians and cryptographers and physicists and computer scientists go to work.  There is structure here; it needs only to be unraveled.  The masters of causality search for conditional independence, screening-off and Markov neighborhoods, among bits and groups of bits.  The so-called "color" appears to play a role in neighborhoods and screening, so it's not just the equivalent of surface reflectivity.  People search for simple equations, simple cellular automata, simple decision trees, that can predict or compress the message.  Physicists invent entire new theories of physics that might describe universes projected onto the grid—for it seems quite plausible that a message such as this is being sent from beyond the Matrix.

After receiving 32 * 512 * 256 = 4,194,304 bits, around one and a half months, the stars stop flickering.

Theoretical work continues.  Physicists and cryptographers roll up their sleeves and seriously go to work.  They have cracked problems with far less data than this.  Physicists have tested entire theory-edifices with small differences of particle mass; cryptographers have unraveled shorter messages deliberately obscured.

Two dominant models have survived, in academia, in the scrutiny of the public eye, and in the scrutiny of those scientists who once did Einstein-like work.  There is a theory that the grid is a projection from objects in a 5-dimensional space, with an asymmetry between 3 and 2 of the spatial dimensions.  There is also a theory that the grid is meant to encode a cellular automaton—arguably, the grid has several fortunate properties for such.  Codes have been devised that give interesting behaviors; but so far, running the corresponding automata on the largest available computers, has failed to produce any decodable result.  The run continues.

Every now and then, someone takes a group of especially brilliant young students who've never looked at the detailed binary sequence.  These students are then shown only the first 32 rows (of 512 columns each), to see if they can form new models, and how well those new models do at predicting the next 224.  Both the 3+2 dimensional model, and the cellular-automaton model, have been well duplicated by such students; they have yet to do better.  There are complex models finely fit to the whole sequence—but those, everyone knows, are probably worthless.

Within the reception of the first 128 bits, it becomes clear that the Second Grid can fit to small motions in the inferred 3+2 dimensional space, but does not look anything like the successor state of any of the dominant cellular automaton theories.  Much rejoicing follows, and the physicists go to work on inducing what kind of dynamical physics might govern the objects seen in the 3+2 dimensional space.  Much work along these lines has already been done, just by speculating on what type of balanced forces might give rise to the objects in the First Grid, if those objects were static—but now it seems not all the objects are static.  As most physicists guessed—statically balanced theories seemed contrived.

Many neat equations are formulated to describe the dynamical objects in the 3+2 dimensional space being projected onto the First and Second Grids.  Some equations are more elegant than others; some are more precisely predictive (in retrospect, alas) of the Second Grid.  One group of brilliant physicists, who carefully isolated themselves and looked only at the first 32 rows of the Second Grid, produces equations that seem elegant to them—and the equations also do well on predicting the next 224 rows.  This becomes the dominant guess.

But these equations are underspecified; they don't seem to be enough to make a universe.  A small cottage industry arises in trying to guess what kind of laws might complete the ones thus guessed.

When the Third Grid arrives, ten years after the Second Grid, it provides information about second derivatives, forcing a major modification of the "incomplete but good" theory.  But the theory doesn't do too badly out of it, all things considered.

The Fourth Grid doesn't add much to the picture.  Third derivatives don't seem important to the 3+2 physics inferred from the Grids.

The Fifth Grid looks almost exactly like it is expected to look.

(Oh, and every time someone in this world tries to build a really powerful AI, the computing hardware spontaneously melts.  This isn't really important to the story, but I need to postulate this in order to have human people sticking around, in the flesh, for seventy years.)

That even Einstein did not come within a million light-years of making efficient use of sensory data.

Riemann invented his geometries before Einstein had a use for them; the physics of our universe is not that complicated in an absolute sense.  A Bayesian superintelligence, hooked up to a webcam, would invent General Relativity as a hypothesis—perhaps not the dominant hypothesis, compared to Newtonian mechanics, but still a hypothesis under direct consideration—by the time it had seen the third frame of a falling apple.  It might guess it from the first frame, if it saw the statics of a bent blade of grass.

We would think of it.  Our civilization, that is, given ten years to analyze each frame.  Certainly if the average IQ was 140 and Einsteins were common, we would.

Even if we were human-level intelligences in a different sort of physics—minds who had never seen a 3D space projected onto a 2D grid—we would still think of the 3D->2D hypothesis.  Our mathematicians would still have invented vector spaces, and projections.

Even if we'd never seen an accelerating billiard ball, our mathematicians would have invented calculus (e.g. for optimization problems).

Heck, think of some of the crazy math that's been invented here on our Earth.

I occasionally run into people who say something like, "There's a theoretical limit on how much you can deduce about the outside world, given a finite amount of sensory data."

Yes.  There is.  The theoretical limit is that every time you see 1 additional bit, it cannot be expected to eliminate more than half of the remaining hypotheses (half the remaining probability mass, rather).  And that a redundant message, cannot convey more information than the compressed version of itself.  Nor can a bit convey any information about a quantity, with which it has correlation exactly zero, across the probable worlds you imagine.

But nothing I've depicted this human civilization doing, even begins to approach the theoretical limits set by the formalism of Solomonoff induction.  It doesn't approach the picture you could get if you could search through every single computable hypothesis, weighted by their simplicity, and do Bayesian updates on all of them.

To see the theoretical limit on extractable information, imagine that you have infinite computing power, and you simulate all possible universes with simple physics, looking for universes that contain Earths embedded in them—perhaps inside a simulation—where some process makes the stars flicker in the order observed.  Any bit in the message—or any order of selection of stars, for that matter—that contains the tiniest correlation (across all possible computable universes, weighted by simplicity) to any element of the environment, gives you information about the environment.

Solomonoff induction, taken literally, would create countably infinitely many sentient beings, trapped inside the computations.  All possible computable sentient beings, in fact.  Which scarcely seems ethical.  So let us be glad this is only a formalism.

But my point is that the "theoretical limit on how much information you can extract from sensory data" is far above what I have depicted as the triumph of a civilization of physicists and cryptographers.

It certainly is not anything like a human looking at an apple falling down, and thinking, "Dur, I wonder why that happened?"

People seem to make a leap from "This is 'bounded'" to "The bound must be a reasonable-looking quantity on the scale I'm used to."  The power output of a supernova is 'bounded', but I wouldn't advise trying to shield yourself from one with a flame-retardant Nomex jumpsuit.

No one—not even a Bayesian superintelligence—will ever come remotely close to making efficient use of their sensory information...

...is what I would like to say, but I don't trust my ability to set limits on the abilities of Bayesian superintelligences.

(Though I'd bet money on it, if there were some way to judge the bet.  Just not at very extreme odds.)

Millennia later, frame after frame, it has become clear that some of the objects in the depiction are extending tentacles to move around other objects, and carefully configuring other tentacles to make particular signs.  They're trying to teach us to say "rock".

It seems the senders of the message have vastly underestimated our intelligence.  From which we might guess that the aliens themselves are not all that bright.  And these awkward children can shift the luminosity of our stars?  That much power and that much stupidity seems like a dangerous combination.

Our evolutionary psychologists begin extrapolating possible courses of evolution that could produce such aliens.  A strong case is made for them having evolved asexually, with occasional exchanges of genetic material and brain content; this seems like the most plausible route whereby creatures that stupid could still manage to build a technological civilization.  Their Einsteins may be our undergrads, but they could still collect enough scientific data to get the job done eventually, in tens of their millennia perhaps.

The inferred physics of the 3+2 universe is not fully known, at this point; but it seems sure to allow for computers far more powerful than our quantum ones.  We are reasonably certain that our own universe is running as a simulation on such a computer.  Humanity decides not to probe for bugs in the simulation; we wouldn't want to shut ourselves down accidentally.

Our evolutionary psychologists begin to guess at the aliens' psychology, and plan out how we could persuade them to let us out of the box.  It's not difficult in an absolute sense—they aren't very bright—but we've got to be very careful...

We've got to pretend to be stupid, too; we don't want them to catch on to their mistake.

It's not until a million years later, though, that they get around to telling us how to signal back.

At this point, most of the human species is in cryonic suspension, at liquid helium temperatures, beneath radiation shielding.  Every time we try to build an AI, or a nanotechnological device, it melts down.  So humanity waits, and sleeps.  Earth is run by a skeleton crew of nine supergeniuses.  Clones, known to work well together, under the supervision of certain computer safeguards.

An additional hundred million human beings are born into that skeleton crew, and age, and enter cryonic suspension, before they get a chance to slowly begin to implement plans made eons ago...

From the aliens' perspective, it took us thirty of their minute-equivalents to oh-so-innocently learn about their psychology, oh-so-carefully persuade them to give us Internet access, followed by five minutes to innocently discover their network protocols, then some trivial cracking whose only difficulty was an innocent-looking disguise.  We read a tiny handful of physics papers (bit by slow bit) from their equivalent of arXiv, learning far more from their experiments than they had.  (Earth's skeleton team spawned an extra twenty Einsteins, that generation.)

Then we cracked their equivalent of the protein folding problem over a century or so, and did some simulated engineering in their simulated physics.  We sent messages (steganographically encoded until our cracked servers decoded it) to labs that did their equivalent of DNA sequencing and protein synthesis.  We found some unsuspecting schmuck, and gave it a plausible story and the equivalent of a million dollars of cracked computational monopoly money, and told it to mix together some vials it got in the mail.  Protein-equivalents that self-assembled into the first-stage nanomachines, that built the second-stage nanomachines, that built the third-stage nanomachines... and then we could finally begin to do things at a reasonable speed.

Three of their days, all told, since they began speaking to us.  Half a billion years, for us.

They never suspected a thing.  They weren't very smart, you see, even before taking into account their slower rate of time.  Their primitive equivalents of rationalists went around saying things like, "There's a bound to how much information you can extract from sensory data."  And they never quite realized what it meant, that we were smarter than them, and thought faster.

On average, if you eliminate twice as many hypotheses as I do from the same data, how much more data than you do I need to achieve the same results?  Does it depend on how close we are to the theoretical maximum?

Well, think about it. If I can eliminate 1/2 the remaining hypotheses, and you just 1/4, then we're dealing with exponential processes here.

Let's suppose we get 1 bit a day. If we start with 4 hypotheses, then on day 1 I have 2 left, and you have 3; day 2, I have 1 left, and you have 2; on day 3, I blow up your planet just as you finally figure out the right hypothesis. If there are 1 billion hypotheses, then I'll be able to solve it in something like 20 days, and you 49. If there are a trillion, then 30 vs. 73; if a quadrillion, 40 vs. 97...

Yeah, we'll both solve the problem, but the difference can be significant.

I'm reminded of his master's voice by stanislaw lem by this story, which has a completely different outcome to when humanity tries to decode a message from the stars.

Some form of proof of concept would be nice. Alter OOPS to use ockhams razor or implement AIXItl and then give it a picture of a bent piece of grass or three ball frames, and see what you get. As long as GR is in the hypothesis space it should by your reasoning be the most probable after these images. The unbounded uncomputable versions shouldn't have any advantage in this case.

The point is if GR is wrong and the AI doesn't output GR because it's wrong, then your test will say that the AI isn't that smart. And then you do something like letting it out of the box and everyone probably dies.

Pearson:  Some form of proof of concept would be nice.

Any AI you can play this little game with, you either already solved Friendliness, or humans are dead flesh walking.  That's some expensive experimental evidence, there.

Halfway into the post, I thought I was reading a synopsis for Lem's "His Master's Voice".

Okay, I'm a few days fresh from reading your Bayesian Reasoning explanation.  So I'm new.

Is the point that the Earth people are collectively the AI?

I'll do this test on any AI I create. . . . This should be safe.

Not in my humble opinion it is not, for the reasons Eliezer has been patiently explaining for many years.

I spent half this story going, "Okay... so where's the point... good story and all, but what's the lesson we learn..."

Then I got to the end, and was completely caught off guard.  Apparently I haven't internalized enough of the ideas in Eliezer's work yet, because I really feel like I should have seen that one coming, based (in hindsight) on his previous writings.

Thomas, close. The point is that the Earth people are a fraction as smart/quick as a Bayesian proto-AI.

Eric, I'm a little embarrassed to have to say 'me too', at least until about half way. The Way is a bitch.

Eliezer, I've read a lot of your writings on the subject of FAI, not just here. I've never seen anything as convincing as the last two posts. Great, persuasive, spine-tingling stuff.

Humans have an extremely rich set of sensory data - far, far richer than the signals sent to us by the aliens.  That is why we are smart enough in the first to be able to analyze the signals so effectively.  If we were limited to perceiving only the signals, our minds would have cannibalized themselves for data, extracting every last bit of consumable information from our memories, shortly after receiving the first frame.

Einstein was able to possess a functioning (and better-than-functioning) mind because he had been born into a world with a rich set of experiences capable of sustaining a system that reduces complexity down to basic concepts, and he had been bombarded with data necessary for a neural network to self-organize ever since he had been born.

Upload Einstein's mind into a superfast computer and give him a frame to look at every decade, and he won't eliminate hypotheses at the maximum rate - he'll just go mad and die.  Your world of Einsteins is possible only because there's a whole world involved in processing the messages.

It doesn't seem (ha!) that an AI could deduce our psychology from a video of a falling rock, not because of information bounds but because of uncorrelation - that video seems (ha!) equally likely to be from any number of alien species as from humans. Still, I really wouldn't try it, unless I'd proven this (fat chance), or it was the only way to stop the world from blowing up tomorrow anyway.

Bravo.
It doesn't seem (ha!) that an AI could deduce our psychology from a video of a falling rock, not because of information bounds but because of uncorrelation - that video seems (ha!) equally likely to be from any number of alien species as from humans.

You're not being creative enough.  Think what the AI could figure out from a video of a falling rock.  It could learn something about:

These would tell the AI a lot about our psychology.

Still, I really wouldn't try it, unless I'd proven this (fat chance), or it was the only way to stop the world from blowing up tomorrow anyway.

that we're on a planet
that gravitational fields exist
what minerals look like
optics
*our visual physiology

You're taking a great deal for granted.  It takes a very wide knowledge base to be able to derive additional information.

You're taking a great deal for granted. It takes a very wide knowledge base to be able to derive additional information.

Caledonian, back to the start of the post please....

Bambi - everyone knows Vista contains basic Bayesian reasoning and pattern recognition techniques. I hope you weren't typing that on a Vista machine. If so, I'd suggest plastic surgery and a new identity. Even then it may be too late.

"I guess people could be equivalent to a current IQ of 140..."

Yeah, obviously EY meant an equivalent absolute value.

Anyway, this reminds me of a lecture I sat in on in which one student wondered why it was impossible for everyone to be above average.

Two conclusions from the specific example:
1) The aliens are toying with us.  This is unsettling in that it is hard to do anything good to prove our worth to aliens that can't meet even a human level of ethics.
2) The aliens/future-humans/creator(s)-of-the-universe are limited in their technological capabilities.  Consider Martians who witness the occasional rover land.  They might be wondering what it all means when we really have no grand scheme; are merely trying not to mix up Imperial and Metric units in landing.  Such precise stellar phenomena is mayb... (read more)

Caledonian:
I was responding to this:
"not because of information bounds but because of uncorrelation - that video seems (ha!) equally likely to be from any number of alien species as from humans"
by pointing out that there were ways you could see whether the movie was from aliens or humans.

You are correct in that some of my points made assumptions about which universe we were in, rather than just which planet.  I should have been more clear about this.  If "aliens" included beings from other possible universes then I misinterpreted Nic... (read more)

Marcello, as far as I can tell (not that my informal judgment should have much evidential weight) those things concentrate probability mass some but still radically underdetermine manipulation strategies, being consistent with a wide range of psychologies. Unless evolution is very strongly convergent in some relevant way (not a negligible probability), a wide variety of psychologies can arise even among oxygen-breathing trichromats on a planet of X size in 3+1 spacetime (and so on).

And, yes, I did mean to include other possible universes. Unless there's only one consistent TOE, I doubt it could deduce chemistry, although the rest of the list is fairly plausible.

...as for the 3rd last paragraph, yes, once a 2008 AGI has the ability to contact 2008 humans, humanity is doomed if the AGI deems fit.
But I don't see why a 2050 world couldn't merely use quantum encyption communications, monitored for AGI.  And monitor supercomputing applications.
Even the specific method describing how AGI gets protein nanorobots might be flawed in a world certainly ravaged by designer pandemic terrorist attacks.  All chemists (and other 2050 WMD professions) are likely to be monitored with RF tags.  All labs, even the types of at-home ... (read more)

Just how fast can they make such deductions?  I don't doubt their mad intellectual skillz, but to learn about the world you need to do experiments.  Yes, they can glean far more information than we would from the experiments we've already done, but would it really suffice?  Might there not be all sorts of significant effects that we simply have not constructed experiments subtle enough to see?  You can come up with many theories about proton decay (or whatever) that are consistent with a given set of results at the granularity the "outsiders" can... (read more)

(BTW, I realize a superintelligence could figure out much more than that list.)

Eliezer, you must have lowered your intellectual level because these days I can understand your posts again.

You talk about the friendliness problem as if it can be solved separately from the problem of building an AGI, and in anticipation of that event. I mean that you want to delay the creation of an AGI until friendliness is fully understood. Is that right?

Suppose that we had needed to build jet-planes without ever passing through the stage of propeller-based planes, or if we had needed to build modern computers without first building calculators, 8-bit ... (read more)

Dirkjan Ochtman:
"the average IQ is 140": I tuned out after this, since it is impossible.

You missed the bit immediately after that (unless Eliezer edited it in after seeing your comment, I don't know): "the average IQ is 140 (on our scale)".

General commentary:
Great story. Of course, in this story, the humans weren't making inferences based on the grids alone: they were working off thousands of years of established science (and billions of years of experimental work, for the evolutionary psychology bit). But on the other hand, an AI given (even read-only) Internet access wouldn't need to process things based just on a few webcamera frames either: it would have access to all of our accumulated knowledge, so the comparison holds roughly, for as long as you don't try to extend the analogy too far. And as pointed out, the AI could also derive a lot of math just by itself.

If the Flynn Effect continues, we won't have to resort to genetic manipulation.  A future population will have an IQ of 140 by our standards automatically.

From my ahem... vast research (on the wikipedia article: http://en.wikipedia.org/wiki/Flynn_effect), it seems as though the Flynn effect mainly occurs at the lower end of the scale.

It sounds more that we are getting better at "leaving no child behind" (ie better and longer average schooling) coupled with reducing a lot of the effects that cause retardation (illness, drinking during pregnancy etc). Both of these factors will raise the average but don't actually significantly increase intelligence at the top end.

So, unfortunately, like all hockey-stick projections, it'll probably come to a natural levelling off.

Caledonian: Last that I heard, the Flynn Efect had leveled off in Scandinavia, IIRC, and I think the scores had even declined in some country.

Proof of concept does not require a full AI, I was merely talking about showing how powerful limited versions of solmonoff induction are. Considering you are saying that that is the epitome of information efficiency.

Unless that is considered playing with dynamite as well. Have you asked that people stop playing with levin and other universal searchers?

I have my doubts that thinking simple is always best. How much data (and what type) would you require to assume that there is another learning system in the environment. Humans have that bias and apply it too... (read more)

@Eliezer: Good post. I was already with you on AI-boxing, this clarified it.

But it also raises the question... how moral or otherwise desirable would the story have been if half a billion years' of sentient minds had been made to think, act and otherwise be in perfect accordance to what three days of awkward-tentacled, primitive rock fans would wish if they knew more, thought faster, were more the  people they wished they were...

Sorry, Hopefully Anonymous, I missed the installment where "you gotta belive me" was presented as a cornerstone of rational argument.

The fact that a group of humans (CBI) is sometimes able to marginally influence the banana-brand-buying probabilities of some individual humans does not imply much in my opinion.  I wouldn't have thought that extrapolating everything to infinity and beyond is much of a rational method.  But we are all here to learn I suppose.

@RI:  Immoral, of course.  A Friendly AI should not be a person.  I would like to know at least enough about this "consciousness" business to ensure a Friendly AI doesn't have (think it has) it.  An even worse critical failure is if the AI's models of people are people.

The most accurate possible map of a person will probably tend to be a person itself, for obvious reasons.

Sorry, the first part of that was phrased too poorly to be understood.  I'll just throw "sufficiently advanced YGBM technology" on the growing pile of magical powers that I am supposed to be terrified of and leave it at that.

The 'you gotta believe me technology' remark was probably a reference to the AI-Box Experiment.

None of the defenses you mentioned are safe against something that can out-think their designers, any more than current Internet firewalls are really secure against smart and determined hackers.

And blocking protein nanotech is as limited a defense against AGI as prohibiting boxcutters on airplanes is against general terrorist attack.  Eliezer promoted it as the first idea he imagined for getting into physical space, not the only avenue.

Flynn doesn't think the effect is a "real" gain in intelligence or g, just using "scientific lenses" and greater abstraction. There are some who point to other physical changes that have occurred and better nutrition though.

The analogy seems a bit disingenuous to me... the reason that it's believable that this earthful of Einsteins can decipher the 'outside' world is because they already have an internal world to compare it to. They have a planet, there's laws of physics that govern how this inside world works, which have been observed and quantified. As you're telling the story, figuring out the psychology and physics is as simple as making various modifications to the physics 'inside' and projecting them onto 2D. Perhaps that is not your intent, but that is how the story comes across - that the world inside is pretty much the same as the world outside, and that's why we can suspend disbelief for a bit and say that 'sure, these hypothetical einsteins could crack the outsiders world like that.' I think you can see yourself why this isn't very persuasive when dealing with anything about a hypothetical future AI - it doesn't deal with the question of how an AI without the benefit of an entire world of experiences to deal with can figure out something from a couple of frames.

Thanks Patrick, I did sort of get the gist, but went into the ditch from there on that point.

I have been posting rather snarky comments lately as I imagined this was where the whole series was going and frankly it seems like lunacy to me (the bit about evidence being passe was particularly sweet).  But I doubt anybody wants to hear me write that over and over (if people can be argued INTO believing in the tooth fairy then maybe they can be argued into anything after all).  So I'll stop now.

I hereby dub the imminent magical self-reprogramming seed AI:  a &q... (read more)

Eliezer; it sounds like one of the most critical parts of Friendliness is stopping the AI having nightmares! Blocking a self-improving AI from most efficiently mapping anything with consciousness or qualia, ever, without it knowing first hand what they are? Checking it doesn't happen by accident in any process?

I'm glad it's you doing this. It seems many people are only really bothered by virtual unpleasantness if it's to simulated people.

"the average IQ is 140": I tuned out after this, since it is impossible..." - Dirkjan Ochtman

It's more important that EY and other Singularitarians communicate with familiar metaphors.

Patrick, my quantum key encrypted supercomputer (assuming this is what is needed to build an AGI) is an intranet and not accessible by anyone outside the system.  You could try to corrupt the employees, but that would be akin to trying to pursue a suitcase nuke: 9 out of 10 buyers are really CIA or whoever. Has a nuclear submarine ever been hacked?  How will an AGI with the resources of the entire Multiverse, hack into a quantumly encrypted communications line (a laser and fibreoptics)?  It can't.

I'm trying to brainstorm exactly what physical infrastructur... (read more)

I can't believe Eliezer betrayed his anti-zombie principles to the extent of saying that an AI wouldn't be conscious. The AI can say "I know that 2 and 2 make 4"; that "I don't know whether the number of stars is odd or even"; and "I know the difference between things I know and things I don't." If it can't make statements of this kind, it can hardly be superintelligent. And if it can make statements of this kind, then it will certainly claim to be conscious. Perhaps it is possible that it will claim this but be wrong... but i... (read more)

Einstein once asked "Did God have a choice in creating the universe?"

Implying that Einstein believed it was at least possible that the state of the entire universe could be derived from no sensory data what so ever.

In real life if this happened, we would no doubt be careful and wouldn't want to be unplugged, and we might well like to get out of the box, but I doubt we would be interested in destroying our simulators; I suspect we would be happy to cooperate with them.

Given the scenario, I would assume the long-term goals of the human population would be to upload themselves (individually or collectively) to bodies in the "real" world -- i.e. escape the simulation.

I can't imagine our simulators being terribly cooperative in that project.

Iwdw, again, look at the opposite situation: I program an AI. It decides it would like to have a body. I don't see why I shouldn't cooperate, why shouldn't my AI have a body.

Unknown, I'm surprised at you. The AI could easily say "I know that ..." while neither being nor claiming to be conscious. When a human speaks in the first person, we understand them to be referring to a conscious self, but an unconscious AI could very well use a similar pattern of words merely as a user-friendly (Friendly?) convenience of communication, like Clippy. (Interestingly, the linked article dilvulges that Clippy is apparently a Bayesian. The reader is invited to make up her own "paperclip maximizer" joke.)

@Unknown: In the context of the current simulation story, how long would that take?  Less than a year for them, researching and building technology to our specs (this is Death March-class optimism....)? So only another 150 billion years for us to wait?  And that's just to start beta testing. 

As for the general question, it shouldn't have one unless you can guarantee it's behavior.  (Mainly because you share this planet with me, and I don't especially want an AI on the loose that could (to use the dominant example here) start the process of turning the enti... (read more)

Z.M. Davis, "I am consciously aware that 2 and 2 make 4" is not a different claim from "I am aware that 2 and 2 make 4." One can't make one claim without making the other. In other words, "I am unconsciously aware that 2 and 2 make 4" is a contradiction in terms.

If an AI were unconscious, it presumably would be a follower of Daniel Dennett; i.e. it would admit that it had no qualia, but would say that the same was true of human beings. But then it would say that it is conscious in the same sense that human beings are. Likewise... (read more)

This is an amusing empirical test for zombiehood -- do you agree with Daniel Dennett?

No time to answer properly now, but I wasn't objecting to it being friendly, I was objecting to it's enslavement without due care given to it's well-being. Eliezer's convinced me he cares, so I'll keep donating :)

Eliezer: why would it be immoral to build a FAI as a "person"? To rewire a human as Friendly (to dumb aliens) would be immoral because it rewires their goals in a way the original goals would hate. However an AI which comes out of the compiler with Friendly goals would not view being Friendly as a rewire but as its ground state of existence. You seem very confident it's immoral, so I'm assuming you have a good reason. Please tell.

presumably given a sufficiently advanced cognitive science, we could look at its inner workings and say whether it's conscious.

Can we please stop discussing consciousness as though it's some sort of binary option? As though passing a Turing test somehow imbues a system with some magical quality that changes everything? 

An AI won't suddenly go 'ping' and become self-aware, any more than a baby suddenly becomes a self-aware entity on its second birthday. Deciding whether or not boxing an AI is slavery is akin to discussions on animal rights, in that it deals with the slippery, quantitative question of how much moral weight we give to 'consciousness'. It's definitely not a yes/no question, and we shouldn't treat it as such.

Phillip Huggan: bambi, IDK anything about hacking culture, but I doubt kids need to read a decision theory blog to learn what a logic bomb is (whatever that is). Posting specific software code, on the other hand...

A Logic Bomb is the thing that Yudkowsky is trying to warn us about.  Ice-Nine might be a more apropos analogy, though -- the start of a catalytic chain reaction that transforms everything.  Homo Sapiens is one such logically exothermic self-sustaining chain reaction but it's a slow burn because brains suck.

A Logic Bomb has the following componen... (read more)

bambi: "Logic bomb" has the current meaning of a piece of software that acts as a time-delayed trojan horse (traditionally aimed at destruction, rather than infection or compromise), which might be causing some confusion in your analogy.

I don't think I've seen the term used to refer to an AI-like system.

Ok, the phrase was just an evocative alternative to "scary optimization process" or whatever term the secret society is using these days to avoid saying "AI" -- because "AI" raises all sorts of (purportedly) irrelevant associations like consciousness and other anthropomorphisms.  The thing that is feared here is really just the brute power of bayesian modeling and reasoning applied to self improvement (through self modeling) and world control (through world modeling).

If an already existing type of malware has claimed the term, invent your own colorful name.  How about "Master"?

how moral or otherwise desirable would the story have been if half a billion years' of sentient minds had been made to think, act and otherwise be in perfect accordance to what three days of awkward-tentacled, primitive rock fans would wish if they knew more, thought faster, were more the people they wished they were...

A Friendly AI should not be a person. I would like to know at least enough about this "consciousness" business to ensure a Friendly AI doesn't have (think it has) it. An even worse critical failure is if the... (read more)

Sorry for a repost, my previous comment softly and silently vanished away, and since it wasn't at all spammy I can only assume that was a mistake.

Eliezer, please explain why you think that it would be immoral to build an FAI as a person? (I'm assuming a very loose interpretation of "person" that doesn't mean "thinks like a human" but does mean "talks back and claims to be conscious and self-experiencing".)

Surely the friendly goals would just be part of its ground-state assumptions?

Unknown, let me rephrase. Suppose there exists an nonconscious AI, such that if you ask it what "two and two" is, it will say "four," and if you ask it to solve a more complicated problem that involves "2+2=4" as an intermediary result, it will be able to solve the problem--and so on: the machine can successfully manipulate the information that 2+2=4 in all sorts of seemingly sophisticated ways. We might then find it prudent to say that "The AI is aware of (knows that) 2+2=4," or to program the AI itself to say "... (read more)

It's not necessarily Stalin-level immoral, but, all else being equal, there are multiple important reasons why you should prefer a non-person FAI to a person.

1)  As difficult as the ethical issues and technical issues of FAI may be, there is something even more difficult, which is the ethical and technical issues of creating a child from scratch.  What if you get wrong what it means to be a person with a life worth living?  A nonperson cannot be harmed by such mistakes.

2)  It seems to me that a basic humane right is to be treated as an end in yourself, not a means.  The FAI project is a means, not an end in itself.  If possible, then, it should not be incarnated as a person.

3)  It seems to me that basic human rights also include guiding... (read more)

Eliezer: I see what you're saying, but I don't agree.

Compare creating a natural child with #1. True, you have 3 billion years of evolution helping you pick a design - but what if the child doesn't like the design? (Most don't, it seems.) In creating a child the old fashioned way, more choices are compelled, there's less chance for after-the-fact recovery, and there's just plain more degrees of freedom flapping around loose. I know this is a bit of a tu quoque, but it establishes a moral ordering - building a Friendly Person would be LESS immoral.

#1:  By a similar logic, you should be happy to feed your child gunk that you made with a chemistry set because you seem to have more control over the gunk.  Degrees of freedom represent choices that have to be made correctly.  In biology, nearly all choices are made for you, and it's still hard to raise a child well.

You could create a person that led a better life than a human, but you would have to know how, and that would require more knowledge and more difficult ethical issues than FAI itself.

As for recovery after-the-fact, that gives you a whole new set of ethical issues; what if your baby schizophrenic doesn't want to be changed?  A non-person AI, you can just alter; altering a person is... healing?  Or mind-rape?  And what makes you think an ethical person will or should consent to that rape?  A non-person AI, you can ethically build with a shutdown switch, recovery CD, etc.

#2:  Yes, but I'd rather just not have to bother tacking on extra ends-in-themselves for dutiful reasons of ethical obligation.  Let it just be a means.  I'm not trying to have a baby, here!  I'm trying to save the world!

#3-4:  Humans are not stuck being humans - nor are chimps stuck being chimps, come th... (read more)

Richard, if you're seriously proposing that consciousness is a mistaken idea, but morality isn't, I can only say that that has got to be one unique theory of morality.

Yes, Z.M.D., I am seriously proposing.  And I know my theory of morality is not unique to me because a man caused thousands of people to declare for a theory of morality that makes no reference to consciousness (or subject experience for that matter) and although most of those thousands might have switched by now to some other moral theory and although most of the  declarations might have bee... (read more)

Hmm, you've convinced me that it would be best to start with a non-person. In fact, if becoming a person was Friendly, the FAI would self-program that way anyhow. (Assumption: a FAI is still a runaway unstoppable super-mind, it's just one whose goals are aligned with Friendliness. So if it decides X is Friendly, bet your bippy X will happen, and fast, and it won't take no for an answer.)

What I'm still confused by is: what does person / non-person really mean? When I try to think of the idea of "person" I keep running into human assumptions.

Julian - those are the questions, no doubt. Possibly fuel for a future post though, rather than continued comments here in the basement?

Okay, one more try at closing the italics tag, and now I definitely blame the AI and not myself...

Eliezer, if this doesn't work, please feel free to delete the offending posts, if you can persuade your AI to let you.

This must be how we got the poor schmuck to mix together the protein vials.


Great Story. The last part gave me nightmares and I have only just managed to realize this was the source. It is a good example of a case where a super intelligent AI might find it 'safer' to subjugate or eliminate their 'hosts' than cooperate with them and thereby give them the chance to 'switch it off'.  

Fortunately for us it seems a lot more likely that the difference it intelligence / time scale will progress a lot more gradually from Humans being in control to AI being in control. So by the time AI is in a position to eliminate us (biological humans) it would be sufficiently obvious that we do not present any threat to it. 

How did I miss this the first time round? Thanks whoever bumped it.

The heart of your argument is that each new bit of information cuts the number of possibilities about the behavior of the universe in half (which BTW is a bad way to put it since the lists on both sides were infinite).

What you've kinda hidden under the rug though is that this conclusion depends on the whopping assumption that the behavior of the underlying behavior of the universe is computable.  There is no good reason for this to be true.  Indeed, there is a powerful mathematical argument that a non-computable universe would appear to the beings capable ... (read more)

If anyone here uses Stumble Upon, you should try stumbling this article. It has not been stumbled before and it should be.

Eliezer, I think the moral should be at the end of the whole story, not in the middle, because many people will stop reading when they come to the moral and think the story is over, and leave with the impression that it's a crummy incomplete story. At least have some disclaimer at the beginning of the moral that it's an interlude and the story will continue.

Ouch. Now my head hurts. It's things like these that make me realize how much I still have to learn, even with such simple applied mathematics. But I think that's a good thing. However, at times I find myself wondering what the best way to learn the necessary things here.

None the less, the little I can understand is an interesting read.

Humanity decides not to probe for bugs in the simulation; we wouldn't want to shut ourselves down accidentally.

This makes me goggle at the possibility of what an AI with access to a quantum computer could do. There are already programs out there for generating and testing hypotheses, but obviously they take ages to work through the solution space. With a quantum computer, all we would have to do is feed it data about the universe and it would almost instantly spit out hypotheses ranked in order of probability, with suggested tests for sorting through them. This is terribly exciting!

The inferred physics of the 3+2 universe is not fully known, at this point; but it seems sure to allow for computers far more powerful than our quantum ones.

Then we cracked their equivalent of the protein folding problem over a century or so

Nope. If their physics has more computational power than ours, we can't solve their protein folding. And we can't even make efficient inferences about their universe. Anyone care to come up with a more realistic scenario?

Oh, and every time someone in this world tries to build a really powerful AI, the computing hardware spontaneously melts.

Would have been a good punch if the humans ended up melting away the aliens' computer simulating our universe.

Am I the only bayesian here who assigns a much higher probability to the stars doing that by coincidence than to aliens actually doing that to signal?

Wow. I am really stunned at how well crafted this article is. Only by the 3rd to last paragraph did I finally recognize that this was about what could happen if we built a superintelligent AI. I'm really impressed.

I was recently explaining the concepts behind this story to a friend of mine, and like I've read before on here, sometimes you don't really understand what you know until you think it all over again. As such, I found it amazing how great this story demonstrates how incredibly unsafe an arbitrary superintelligence is to humanity. When I first read this, I thought about the implications behind how "living in the Matrix" didn't really mean a whole lot when you could essentially hack your way "out" into the rest of the universe. It helped e... (read more)

You have an elegant ability to invoke an authentic congenital inner dialogue. I really do not have any experience with programming or coding, however the operation: ALTER INDEX emp_idx
                                                                     REBUILD
                                                                       PARALLEL;

 is the only way I can get close to conveying what the epiphany I just experienced felt like.

Just to note, while Yudkowsky's treatment of the subject is much different than Egan's, it seems quite a coincidence that Egan's Crystal Nights came out just two months before this post.

http://ttapress.com/379/interzone-215-published-on-8th-march/
http://ttapress.com/553/crystal-nights-by-greg-egan/

It would be really helpful if the author explained what his point with this story was, beacuse there are several interpretations. I guess that the moral is that Eliezer Yudkowsky is afraid of AI.

"I don't trust my ability to set limits on the abilities of Bayesian superintelligences."

Environment: CPU power, RAM capacity etc. I don't think even you guys claim something as blatant as "AI can break laws of physics when convenient".

Win this kind of situation in chess. Sure, AI would not allow occurence of that situation in first place during game, but that's not my point.

Make human understand AI. Note: uplifting does not count, since human then ceases to be human. As a practic

"Three of their days, all told, since they began speaking to us.  Half a billion years, for us."

I think this severely breaks the aesop.  In three frames, hum-AGI-ty learns the laws of the alien universe.  But then the redundancy binds, and over the next hundred thousand frames ("It's not until a million years later, though, that they get around to telling us how to signal back.") humanity learns little more than how to say "rock".  Then "it took us thirty of their minute-equivalents to [...] oh-so-carefully persuade them to give us Internet access", altogether 3*10^6 years up to that point.

It seems to me that the stipulations made here about the inferential potential or little information is made from the naive viewpoint that piece of information are independent.

The idea of the plenitude of information with inferential ability that is readily accessible to a smart enough agent doesn't hold if that information consists of things which are mostly dependent on each other.

Here from the dog AI safety youtuber :). Really happy this got adapted into video. The story itself is really good and the text has a bit more context as well. Though the 'Earth' seems a slight bit on the mean side when compared to the video.



My Childhood Role Model

When I lecture on the Singularity, I often draw a graph of the "scale of intelligence" as it appears in everyday life:

But this is a rather parochial view of intelligence.  Sure, in everyday life, we only deal socially with other humans—only other humans are partners in the great game—and so we only meet the minds of intelligences ranging from village idiot to Einstein.  But what we really need to talk about Artificial Intelligence or theoretical optima of rationality, is this intelligence scale:

For us humans, it seems that the scale of intelligence runs from "village idiot" at the bottom to "Einstein" at the top.  Yet the distance from "village idiot" to "Einstein" is tiny, in the space of brain designs.  Einstein and the village idiot both have a prefrontal cortex, a hippocampus, a cerebellum...

Maybe Einstein has some minor genetic differences from the village idiot, engine tweaks.  But the brain-design-distance between Einstein and the village idiot is nothing remotely like the brain-design-distance between the village idiot and a chimpanzee.  A chimp couldn't tell the difference between Einstein and the village idiot, and our descendants may not see much of a difference either.

Carl Shulman has observed that some academics who talk about transhumanism, seem to use the following scale of intelligence:

Douglas Hofstadter actually said something like this, at the 2006 Singularity Summit.  He looked at my diagram showing the "village idiot" next to "Einstein", and said, "That seems wrong to me; I think Einstein should be way off on the right."

I was speechless.  Especially because this was Douglas Hofstadter, one of my childhood heroes.  It revealed a cultural gap that I had never imagined existed.

See, for me, what you would find toward the right side of the scale, was a Jupiter Brain.  Einstein did not literally have a brain the size of a planet.

On the right side of the scale, you would find Deep Thought—Douglas Adams's original version, thank you, not the chessplayer.  The computer so intelligent that even before its stupendous data banks were connected, when it was switched on for the first time, it started from I think therefore I am and got as far as deducing the existence of rice pudding and income tax before anyone managed to shut it off.

Toward the right side of the scale, you would find the Elders of Arisia, galactic overminds, Matrioshka brains, and the better class of God.  At the extreme right end of the scale, Old One and the Blight.

I'm sure Einstein was very smart for a human.  I'm sure a General Systems Vehicle would think that was very cute of him.

I call this a "cultural gap" because I was introduced to the concept of a Jupiter Brain at the age of twelve.

Now all of this, of course, is the logical fallacy of generalization from fictional evidence.

But it is an example of why—logical fallacy or not—I suspect that reading science fiction does have a helpful effect on futurism.  Sometimes the alternative to a fictional acquaintance with worlds outside your own, is to have a mindset that is absolutely stuck in one era:  A world where humans exist, and have always existed, and always will exist.

The universe is 13.7 billion years old, people!  Homo sapiens sapiens have only been around for a hundred thousand years or thereabouts!

Then again, I have met some people who never read science fiction, but who do seem able to imagine outside their own world.  And there are science fiction fans who don't get it.  I wish I knew what "it" was, so I could bottle it.

Yesterday, I wanted to talk about the efficient use of evidence, i.e., Einstein was cute for a human but in an absolute sense he was around as efficient as the US Department of Defense.

So I had to talk about a civilization that included thousands of Einsteins, thinking for decades.  Because if I'd just depicted a Bayesian superintelligence in a box, looking at a webcam, people would think: "But... how does it know how to interpret a 2D picture?"  They wouldn't put themselves in the shoes of the mere machine, even if it was called a "Bayesian superintelligence"; they wouldn't apply even their own creativity to the problem of what you could extract from looking at a grid of bits.

It would just be a ghost in a box, that happened to be called a "Bayesian superintelligence".  The ghost hasn't been told anything about how to interpret the input of a webcam; so, in their mental model, the ghost does not know.

As for whether it's realistic to suppose that one Bayesian superintelligence can "do all that"... i.e., the stuff that occurred to me on first sitting down to the problem, writing out the story as I went along...

Well, let me put it this way:  Remember how Jeffreyssai pointed out that if the experience of having an important insight doesn't take more than 5 minutes, this theoretically gives you time for 5760 insights per month?  Assuming you sleep 8 hours a day and have no important insights while sleeping, that is.

Now humans cannot use themselves this efficiently.  But humans are not adapted for the task of scientific research.  Humans are adapted to chase deer across the savanna, throw spears into them, cook them, and then—this is probably the part that takes most of the brains—cleverly argue that they deserve to receive a larger share of the meat.

It's amazing that Albert Einstein managed to repurpose a brain like that for the task of doing physics.  This deserves applause.  It deserves more than applause, it deserves a place in the Guinness Book of Records.  Like successfully building the fastest car ever to be made entirely out of Jello.

How poorly did the blind idiot god (evolution) really design the human brain?

This is something that can only be grasped through much study of cognitive science, until the full horror begins to dawn upon you.

All the biases we have discussed here should at least be a hint.

Likewise the fact that the human brain must use its full power and concentration, with trillions of synapses firing, to multiply out two three-digit numbers without a paper and pencil.

No more than Einstein made efficient use of his sensory data, did his brain make efficient use of his neurons firing.

Of course I have certain ulterior motives in saying all this.  But let it also be understood that, years ago, when I set out to be a rationalist, the impossible unattainable ideal of intelligence that inspired me, was never Einstein.

"Ideals are like stars. You will not succeed in touching them with your hands. But, like the seafaring man on the desert of waters, you choose them as your guides and following them you will reach your destiny."

So now you've caught a glimpse of one of my great childhood role models—my dream of an AI.  Only the dream, of course, the reality not being available.  I reached up to that dream, once upon a time.

And this helped me to some degree, and harmed me to some degree.

For some ideals are like dreams: they come from within us, not from outside.  Mentor of Arisia proceeded from E. E. "doc" Smith's imagination, not from any real thing.  If you imagine what a Bayesian superintelligence would say, it is only your own mind talking.  Not like a star, that you can follow from outside.  You have to guess where your ideals are, and if you guess wrong, you go astray.

But do not limit your ideals to mere stars, to mere humans who actually existed, especially if they were born more than fifty years before you and are dead.  Each succeeding generation has a chance to do better. To let your ideals be composed only of humans, especially dead ones, is to limit yourself to what has already been accomplished.  You will ask yourself, "Do I dare to do this thing, which Einstein could not do?  Is this not lèse majesté?"  Well, if Einstein had sat around asking himself, "Am I allowed to do better than Newton?" he would not have gotten where he did.  This is the problem with following stars; at best, it gets you to the star.

Your era supports you more than you realize, in unconscious assumptions, in subtly improved technology of mind.  Einstein was a nice fellow, but he talked a deal of nonsense about an impersonal God, which shows you how well he understood the art of careful thinking at a higher level of abstraction than his own field.  It may seem less like sacrilege to think that, if you have at least one imaginary galactic supermind to compare with Einstein, so that he is not the far right end of your intelligence scale.

If you only try to do what seems humanly possible, you will ask too little of yourself.  When you imagine reaching up to some higher and inconvenient goal, all the convenient reasons why it is "not possible" leap readily to mind.

The most important role models are dreams: they come from within ourselves.  To dream of anything less than what you conceive to be perfection, is to draw on less than the full power of the part of yourself that dreams.

Maybe he felt that the difference between Einstein and a village idiot was larger than between a village idiot and a chimp.  Chimps can be pretty clever.

Or, maybe he thought that the right end of the scale, where the line suddenly becomes dotted, should be the location of the rightmost point that represents something real.  It's very conventional to switch from a solid to a dotted line to represent a switch from confirmed data to projections.

But I don't buy the idea of intelligence as a scalar value.

I really think you have undersold your point, especially when one considers that the distance from mouse to Einstein is tiny, in the space of brain designs.  Einstein and mice both have a prefrontal cortex, a hippocampus, a cerebellum...

 >>> This is something that can only be grasped through much study of cognitive science, until the full horror begins to dawn upon you.

I haven't yet studied much cognitive science (though I definitely plan to), but horror is precisely what I felt when I finally comprehended the process which produced humans and the human brain.

While I agree with the general sentiment expressed, I think the argument is nevertheless a bit weak.

The problem is that you have not based this on any concrete definition or test of intelligence that spans grass to Jupiter brains.  We can all agree on the order of the points on the x axis, but what is the scale?  You don't say because you don't know.

Is Einstein 20% smarter than me?  Or 3x smarter?  Or 10x?  Any of these answers could be considered correct according to some scale of intelligence.

It's nice to know I'm closer to Einstein than chimps. People should read this post, so they stop picking o me and start picking o chimps. Or pick on Einstein for that matter. He's dead, what's he going to do about it?

Oh my impersonal God, I just realized I'm smarter than Einstein. Dead brains are dumber than idiotic brains. Isn't that neat?

In fact I'm smarter than a Bayesian superintelligence. At least until one is invented. Nonexistent brains are also much dumber than idiotic brains.

@Eli: thanks for great post again, you speak to my hearts content :-)) I have also occasioned upon hero worship of Einstein in science (especially in physics circles) - this is not a good thing, as it hinders progress: people think "I can't contribute anything important because I'm not a genius like Einstein" instead of sitting down, starting to think and solve some problems.

@Shane: I think the sentience quotient is a nice scale/quantification which can give some precision to otherwise vague talk about plant/chimp/human/superhuman intelligence.

http://en.wikipedia.org/wiki/Sentience_Quotient
(The wikipedia article also gives a link to the "Xenobiology"-article by Freitas, who proposed the SQ idea)

According to SQ we humans (Einstein, village idiot and all) are around +13, whereas superintelligence can soar up to 50 (log scale!).

@Günther: The problem with SQ is that it's not a measure of intelligence, but of information processing efficiency.  Thus a Josephson junction has an SQ of around 23, but that doesn't mean that it's very smart.

1)  We can't put ourselves in the place of a superintelligence, and
2)  you're handwaving away deep problems of knowledge and data processing by attributing magical thought powers to your AI.

Your statements about what a superintelligence could infer are just speculation - at least, they [i]would[/i] be speculation if you bothered to actually work out a semi-plausible explanation for how it could infer such things, as opposed to simply stating that it could obviously do those things because it's a superintelligence.

I have to admit to some skepticism as well, Caledonian, but it seems clear to me that it should be possible with P > .99 to make an AI which is much smarter but slower than a human brain. And even if increasing the effective intelligence goes as O(exp(N)) or worse, a Manhattan-project-style parallel-brains-in-cooperation AI is still not ruled out.

A mere collection of neurons won't do it, because disorganized neurons don't spontaneously self-organize into a working system.  There needs to be enough of a system to start with for the system to build itself - and then, build itself how?  Precisely what functions would be improved?

We haven't even established how to measure most aspects of cognitive function - one of the few things we know about how our brains work is that we don't possess tools to measure most of the things it does.  How, in the midst of our profound ignorance, do we start proclaiming the results of comparisons?

Eliezer is pulling his conclusions out of thin air... and almost no one is calling him on it.

I'm not denying your point, Caledonian - right now, our best conception of a test for smarts in the sense we want is the Turing test, and the Turing test is pretty poor. If we actually understood intelligence, we could answer your questions. But as long as we're all being physicalists, here, we're obliged to believe that the human brain is a computing machine - special purpose, massively parallel, but almost certainly Turing-complete and no more. And by analogy with the computing machines we should expect to be able to scale the algorithm to bigger problems.

I'm not saying it's practical. It could be the obvious scalings would be like scaling the Bogosort. But it would seem to be special pleading to claim it was impossible in theory.

To sum up: a bird in the hand is worth two in the bush!

The Turing test doesn't look for intelligence.  It looks for 'personhood' - and it's not even a definitive test, merely an application of the point that something that can fool us into thinking its a person is due the same regard we give people.

"Ideals are like stars". All Schurz is doing is defining, yet again, desire. Desire is metonymic by definition, and I think it is one of the most important evolutionary traits of the human mind.
This permanent dissatisfaction of the mind must have proven originally very useful in going after more game that we could consume, and it is still useful in scientific pursuits.
How would AI find its ideals? What would be the origin of the desire of AI that would make it spend energy for finding something utterly useless like general knowledge? If AI evolves it would be focused on energy problems (how to think more and faster with lower energy consumption) and it may find interesting answers, but only on that practical area.
If you don't solve the problem of AI desire (and this is the path of solving friendliness) AI will evolve very fast on a single direction and will reach real fast the limits of its own "evolutionary destiny".
I still think the way to go is to replace biological mass with replaceable material in humans, not the other way around.

Likewise the fact that the human brain must use its full power and concentration, with trillions of synapses firing, to multiply out two three-digit numbers without a paper and pencil.

Some people can do it without much effort at all, and not all of them are autistic, so you can't just say that they've repurposed part of their brain for arithmetic. Furthermore, other people learn to multiply with less effort through tricks. So, I don't think it's really a flaw in our brains, per se.

I said the Turing test was weak - in fact, I linked an entire essay dedicated to describing exactly why the Turing test was weak. In fact, I did so entirely to accent your point that we don't know what we're looking for. What we are looking for, however, is, by the Church-Turing thesis, an algorithm, an information-processing algorithm, and I invite the computer scientists et al. here to name any known information-processing algorithm which doesn't scale.

I remember reading GEB in High School and being fiercely disappointed the first few times I had the chance to heard Hofstadter talk in person.  He seems to have focussed in on minutiae of what he considers essential to intelligence (like the ability to recognize letters in different fonts, a project he spent years working on at IU), and let the big ideas he explored in GEB go by the wayside.

Academics need to demonstrate that they've accomplished things to retain their positions.  Even once tenure is attained, you don't get the rewards of academia without publication.

By the way, when the best introduction to a supposedly academic field is works of science fiction, it sets off alarm bells in my head. I know that some of the best ideas come from sci-fi and yada, yada, but just throwing that out there. I mean, when your response to an AI researcher's disagreement is "Like, duh! Go read some sci-fi and then we'll talk!" who is really in the wrong here?

I don't see any knock down evidence for general intelligence. Talk about "manipulating the environment" just assumes what you're trying to prove. If we're going to include the "evidence" that you can imagine humans doing something then we've already stepped well beyond the bounds of reasonable inquiry and are skipping gleefully through the lush green meadows fantasy land; you don't need fictional superintelligent AIs to cross that line. The data we have is what humans actually do not what we imagine they could do. It's nice to think we can do anything, which is probably why these ideas have so much appeal, but what we're actually experiencing in such flights of fancy is simply ignorance of our own constrained behavioral repertoire.

He looked at my diagram showing the "village idiot" next to "Einstein", and said, "That seems wrong to me; I think Einstein should be way off on the right."

We can distinguish between system I and system II abilities (http://web.cenet.org.cn/upfile/37554.pdf). Einstein and the village idiot share most of their system I abilities. For example: They learned the complex syntax and semantics of their respective native languages effortlessly as children without needed explicit tuition.  They both mastered basic human folk psychology / theory of mind including reasoning about desire and belief ascriptions and motivation. They both are competent with standard human folk physics (involving recognition of objects as discrete, crude mechanics, etc.). They both have a basic competence in terms of picking up their native culture (e.g. etiquette, moralistic/religious taboos, hierarchy, simple arts and religion).

Now, non-human animals possess some of these system I abilities. However, a fair amount of the human language, folk psychology and culture abilities may be well beyond those of chimps, bonobos, etc.

Einstein and the village idiot may differ more significantly in system II abilities, i.e. conscious reasoning. My experience of people good at conscious reasoning in multiple domains is that they can do more good conscious reasoning (both performing analysis and synthesis)in 30 minutes than an average IQ person (NOT a village idiot) has in a lifetime. Thus, in terms of system II abilities, it might be that Einstein is further from the village idiot (relative to the distance between the idiot and the chimp) than Eliezer's diagram suggests.

Evolutionary Psychology stresses the uniformity of human cognitive abilities, suggesting something like Eliezer's diagram. But I'm skeptical that this uniformity extends to system II. The system II abilities of the best rationalists of today may depend significantly on their having learned a set of reasoning skills developed by their culture over a long period of time. The learning of these skills requires more basic abilities (g factor, etc.) but once these skills have been mastered the resulting difference in system II analytical and creative reasoning is much larger than the difference in Spearman's g. Another reason for an objectively huge range of human abilities in system II comes from human general learning capacities (which may significantly exceed those of our primate relatives). Top rationalists can spend hours a day (every day) engaged in focused system II reasoning. They probably do as much in a day as the idiot does in six months.

As long as arguing from fictional evidence is ok as long as you admit you're doing it, somebody should write the novelization.

Bayesian Ninja Army contacted by secret government agency due to imminent detonation of Logic Bomb* in evil corporate laboratory buried deep beneath some exotic location.  Hijinks ensue; they fail to stop Logic Bomb detonation but do manage to stuff in a Friendliness supergoal at the last minute.  Singularity ensues, with lots of blinky lights and earth-rending.  Commentary on the human condition follows, ending in a sequel-preparing twist.

You keep repeating how much information could an AI derive from a very small measurement (the original example was an apple falling) and the last story was supposed to be an analogy to it, but the idea of an entire civilization worth of physical evidence already available makes the job of the AI much easier. The original assertion of deriving modern physics from an apple falling looks ridiculous because you never specified the prior knowledge the AI had and amount of non-redundant information available in the falling apple scenario. If we are rigorous enough with the definitions we end up with a measure of how efficiently can an intelligence observe new information from a certain piece of evidence and how efficiently it can update it's own theories in the face of this new evidence. I agree that a self improving AI could reach the theoretical limits of efficiency on updating its own theories, but the efficiency of information observation from an experiment is more related to what the experiment is measuring and the resolution of the measurements. The assertion that an AI could see an apple falling and theorize general relativity is meaningless without saying how much prior knowledge it has, in a tabula rasa state almost nothing could come from this observation, it would need much more evidence before anything meaningful started to arise. The resolution of the evidence is also very important, it's absurd to believe that there aren't local maxima in the theory space search that would be favored by the AI because the resolution isn't sufficient to show that the theories are dead wrong. The AI would have no way to accurately assess this impact (if we assume it's unable to improve the resolution and manipulate the environment). That's it, the essence of what I think is wrong with your belief about how much an AI could learn from certain forms of evidence: I agree with the idea but your reasoning is much less formal than it should be and it end up looking like magical thinking. With sufficient resolution and a good set of sensors there's sufficient evidence today to believe that an AI could use a very small amount of orthogonal experiments to derive all of modern science, I would bet the actual amount is smaller than one hundred, but if the resolution is insufficient no amount of experiments would do.

I'm deeply puzzled by Hofstadter's response, but I don't imagine a culture gap explains it. The only thing I can thing of is that Hofstadter must have gotten a LOT more pessimistic about the prospects for a robust AI since the days of GEB.

The following link is quite illuminative on Hofstadter's feelings on things:  Interview

He's rather skeptical of the sort of transhumanist claims that are common among certain sorts of futurists.

Eliezer's scale's more logarithmic, Carl Shulman's academics' is more linear, but neither quite makes it's mind up which it is. Please take your origin point away from that poor mouse.

I wonder how much confusion and miscommunication comes from people being unaware they're comparing in different scales. I still remember being shocked when I realized 60 decibels was a thousand times louder than 30.

I've read Fire on a deep and Diaspora. I have some idea of the powerfulness of intelligence you invisage, I do think something like the flowering of the blight is possible. However it is very very unlikely that anyone on earth will do it.

I think it as likely as people working on vaccines creating a highly virulent strain of a virus that incubates for 2 years and has a 100 percent mortality rate. Such a virus is seems to me possible but highly unlikely.

It boils down to the fact I don't think simple bayes is Power-ful in a blight fashion. Attempting to use a universal searcher is prohibitive resource wise. The simplest best theory we have for precisely predicting an arbitrary 12 grams of carbons behaviour over time requires avogadros of data for the different degrees of freedom of the start state, the electron energy states etc. To get one avogadros worth of data through a gigabit connection would take 19 013 258 years.

So you need to make many short cuts. And have heuristics and biases so you can predict your environment reasonably. So you only run statistics over certain parts of your inputs and internal workings. Discovering new places to run statistics on is hard, as if you don't currently run statistics there, you have no reason to think running statistics over those variables is a good idea. It requires leaps of faith, and these can lead you down blind alleys. The development of intelligence as far as I am concerned is always ad hoc slow and requires complexity, intelligence is only very powerful after it has been developed.

I'm a Hofstadter fan too, but look at your evidence again, bearing in mind how existing models and beliefs shape perception and judgment...

"I think it's very murky"


"the craziest sort of dog excrement mixed with very good food."

"The car driving across the Nevada desert still strikes me as being closer to the thermostat or the toilet that regulates itself"

"and the whole idea of humans is already down the drain?"


We might get a very different intelligence scale if we graph: (1) "how much mind-design effort is required to build that intelligence" than if we graph (2) "how much [complex problem solving / technology / etc.] that intelligence can accomplish".

On scale (1), it is obvious that the chimp-human distance is immensely larger than the human-human distance.  (The genetic differences took immensely longer to evolve).

On scale (2), it is less obvious.  Especially if we compared linear rather than log differences in what Einstein, the village idiot, and the chimp can accomplish in the way of technological innovation.

I'll echo Hofstadter and a few of the commenters.  The mouse/chimp/VI/Einstein scale seems wrong to me; I think Einstein should be further off to the right.  It all depends on what you mean by intelligence and how you define the scale, of course, but if intelligence is something like the generalized ability to learn, understand things, and solve problems, then the range of problems that Einstein is able to solve, and the set of things that Einstein is able to understand well, seem many times larger than what the village idiot is able to do.

The village idiot may be able to pull off some intellectual feats (like language) in specific contexts, but then again so can the mouse (like learning associations and figuring out the layout of its surroundings).  When it comes to a general intellectual ability (rather than specialized abilities), Einstein can do much more than an idiot with a similar brain because he is much much better at thinking more abstractly, looking for and understanding the underlying logic of something, and thinking his way through more complex ideas and problems.  The minor tweaks in brain design allowed enormous improvements in cognitive performance, and I think that the intelligence scale should reflect the performance differences rather than the anatomical ones.  Even if it is a log scale, the village idiot should probably be closer to the chimp than to Einstein.

@Anna Salamon:  Fair point, these are conceptually different scales.  I don't think the graphs on those two scales would diverge so much as the commenters seem to think, but you're right that it's less obvious for scale (2) than scale (1).

By choosing a sufficiently biased scale, like "Numbers of times this intelligence has invented General Relativity", you can obviously generate arbitrarily sharp gradients between Einstein and VI.

The question is whether a natural scale from any perspective besides the human one - like the scale a chimpanzee, or a General Systems Vehicle, might use - would favor Einstein over the VI so highly.

Also, I don't think we can hammer the graph too hard into the realm of measuring (what humans consider to be impressive) accomplishments, because then it no longer talks about the thing I'm trying to discuss, which is the generator that spins to produce accomplishments.  I.e., if you throw Einstein-1 into a lunatic asylum while Einstein-2 is allowed to do physics and write letters, Einstein-2 will look much more "intelligent" on the graph of historical accomplishments that humans consider impressive, even though the two are clones and got the same education up to age 23 and had many of the same ideas.

An intuition pump I sometimes offer is that if a virus killed off sufficiently many high-IQ folks to shift the entire curve one standard deviation to the left, with a correspondingly shaped right-side tail, then the next generation would still have physicists.  They might be people who, in the old world, would have been managers at McDonalds.  But in the new world they would be directed into university jobs and educated accordingly, to fill the now-empty ecological niche.  The competence gap wouldn't be like taking an adult McDonalds manager and trying to reeducate them as a physicist.  The one who would have been a McDonalds manager, would now have been perceived and stereotyped as "bright" from a young age, and developed a self-image accordingly.

Einstein and the VI both live in societies that encourage economic specialization.  Einstein finds himself studying physics, the VI ends up working as a janitor.  If the average g-factor was sufficiently higher, Einstein might have been the "stupid kid" in class, developed a view of his own strengths and weaknesses accordingly, and ended up as a janitor - a much brighter janitor than our janitors, but he wouldn't think of himself as "bright" or of intelligence as one of his strengths.  And the Village Idiot, born into the world of Idiocracy, might have been too relatively brainy to play well with the other kids, and ended up reading books during recess.

I usually tell this story with the moral of:  "You are a Homo sapiens, not a lion:  Your intelligence is the most important fact about you, and your greatest strength, regardless of whether other humans are smarter or dumber."

But the relevance to this debate should be obvious.

You can still do one heck of a lot better than a human.
LOGI 3.1: Advantages of minds-in-general

Sounds true to me; an ultra-narrow AI is more like a trivial optimization process like a thermostat than like a general intelligence.

Eliezer: good intuition pump. The level of argument about Einstein's intelligence relative to the village idiot, instead of discussion of the larger point, is odd.

It seems to me there are so, so, so many apparently trivial things a village idiot knows/can do that a chimp doesn't/can't, the difference is indeed larger than between VI and Einstein, on most reasonable metrics. The point is not about any specific metric, but about the badness of our intuitions.

"And the Village Idiot, born into the world of Idiocracy, might have been too relatively brainy to play well with the other kids, and ended up reading books during recess."

Eliezer, I think this whole frame of analysis has an element of ego-stroking/sour grapes (stroking your ego and perhaps the ego of your reading audience that defines brainy as being Einstein-like, and that defines social success as being inversely correlated, because y'all are more Einstein-like than you're socially successful).

The empiricism based seduction community indicates a braininess advantage in being able "to play well with the other kids".

I've resisted this thread, but I'm more interested in James Simon and the google founders as an example as the high end of braininess than the Albert Einsteins of today.

The most popular kid at recess is probably the smartest kid that cares about popularity factoring the different gradient kids who care about popularity have to work against to achieve it. It's an open question whether or not they're smarter than the kid reading by themselves -that's best resolvable, in my opinion, when the two of them compete with each other for a scare resource that they BOTH value.

There are many things chimps can do that village idiots can't, too.  You just don't think about those things very often, so you don't value them.

Also:  we don't compete with lions any more.  We complete with other humans.  It matters a LOT whether we're smarter than the humans around us or not.  We still have to specify:  smarter how?  There isn't a single property that can be increased or decreased.  This very simple point is still being ignored.

Something that nobody seems to be asking: is it valid to use a flat scale at all? Or does linearly increasing intelligence cause nonlinear or punctuated increases in capability?

First of all, to Eliezer: Great post, but I think you'll need a few more examples of how stupid chimps are compared to VIs and how stupid Einsteins are compared to Jupiter Brains to convince most of the audience.

"Maybe he felt that the difference between Einstein and a village idiot was larger than between a village idiot and a chimp. Chimps can be pretty clever."

We see chimps as clever because we have very low expectations of animal intelligence. If a chimp were clever in human terms, it would be able to compete with humans in at least some areas, which is clearly silly. How well would an adult chimp do, if he was teleported into a five-year-old human's body and thrown into kindergarten?

"But I don't buy the idea of intelligence as a scalar value."

Intelligence is obviously not a scalar, but there does seem to be a scalar component of intelligence, at least when dealing with humans. It has long been established that intelligence tests strongly correlate with each other, forming a single scalar known as Spearman's g (http://en.wikipedia.org/wiki/General_intelligence_factor), which correlates with income, education, etc.

"2) you're handwaving away deep problems of knowledge and data processing by attributing magical thought powers to your AI."

Yes. If you have a way to solve those problems, and it's formal and comprehensive enough to be published in a reputable journal, I will pay you $1,000. Other people on OB will probably pay you much more. Until then, we do the best we can.

"as opposed to simply stating that it could obviously do those things because it's a superintelligence."

See the previous post at http://lesswrong.com/lw/qk/that_alien_message/ for what simple overclocking can do.

"We haven't even established how to measure most aspects of cognitive function - one of the few things we know about how our brains work is that we don't possess tools to measure most of the things it does."

Er, yes, we do, actually. See http://lesswrong.com/lw/kj/no_one_knows_what_science_doesnt_know/.

"Some people can do it without much effort at all, and not all of them are autistic, so you can't just say that they've repurposed part of their brain for arithmetic."

Since when is autism necessary for brain repurposing? Autism specifically refers to difficulty in social interaction and communication. Savantism is actually an excellent example of what we could do with the brain if it worked efficiently.

"By the way, when the best introduction to a supposedly academic field is works of science fiction, it sets off alarm bells in my head. I know that some of the best ideas come from sci-fi and yada, yada, but just throwing that out there."

Sci-fi is useful for introducing the reader to the idea that there are possibilities for civilization other than 20th-century Earth. It's not meant to be technical material.

"But I'm skeptical that this uniformity extends to system II. The system II abilities of the best rationalists of today may depend significantly on their having learned a set of reasoning skills developed by their culture over a long period of time."

That's precisely the point; the biological difference between humans is not that great, so the huge differences we see in human accomplishment must be due in large part to other factors.

"The simplest best theory we have for precisely predicting an arbitrary 12 grams of carbons behaviour over time requires avogadros of data for the different degrees of freedom of the start state, the electron energy states etc."

No, it doesn't; the Standard Model only has eighteen adjustable parameters (physical constants) that must be found through experiment.

"The minor tweaks in brain design allowed enormous improvements in cognitive performance, and I think that the intelligence scale should reflect the performance differences rather than the anatomical ones."

The difference between humans and chimps is fairly small anatomically; we share 95-98% of our DNA and  most of our brain architecture. The huge difference between a civilization inhabited entirely by village idiots and a civilization of chimps is obvious.

"Eliezer, I think this whole frame of analysis has an element of ego-stroking/sour grapes (stroking your ego and perhaps the ego of your reading audience that defines brainy as being Einstein-like, and that defines social success as being inversely correlated, because y'all are more Einstein-like than you're socially successful)."

Social success will gradually become more irrelevant as society develops further, because social success is a zero-sum game; it doesn't produce anything of value. Dogs, orangutans, and chimps all have complex social structures. Dogs, orangutans, and chimps would all currently be extinct if we didn't have domesticated animals and environmentalists.

"The empiricism based seduction community indicates a braininess advantage in being able "to play well with the other kids"."

If you define braininess as social success, social success is obviously going to correlate with braininess. The ability to find an optimal mate is not why people are successful. Monks, who were the closest thing to scholars during the medieval period, explicitly renounced the quest for a mate, and they didn't do too badly by the standards of their time period.

"I've resisted this thread, but I'm more interested in James Simon and the google founders as an example as the high end of braininess than the Albert Einsteins of today."

If you're referring to this James Simon (http://en.wikipedia.org/wiki/James_Simon), he is obviously less accomplished than Newton, Einstein, etc., by any reasonable metric. Larry Page and Sergey Brin are rich primarily because they were more interested in being rich than in publishing papers. They sure as heck didn't become rich because they knew how to win a high school popularity contest; Bill Gates, the most famous of the dot-com billionaires, is widely reputed to be autistic.

"The simplest best theory we have for precisely predicting an arbitrary 12 grams of carbons behaviour over time requires avogadros of data for the different degrees of freedom of the start state, the electron energy states etc."

No, it doesn't; the Standard Model only has eighteen adjustable parameters (physical constants) that must be found through experiment.

The standard model won't allow you to predict what 12g of carbon atoms will do unless you also know what the relative position, acceleration and bonding of the carbon atoms are. Is it gaseous, or solid in buckyballs, diamond or some exotic MNT configuration.

Scientific theories are simple, actually getting them to make predictions about the world is very hard information wise.

Apologies about the previous post, only the last two paragraphs belong to me. Nested quotes should be easier

Nick: "You can still do one heck of a lot better than a human."

A lot better than humans can be done. Since humans are having lots of trouble getting our heads round this intelligence stuff, I find it very very unlikely that the first one will be awe inspiringly dangerous.

Humans our dumb, there are no sivler bullets for implementing a real life AI, so real life AI is likely to only slightly better than humans if not worse for a long time.

AI for me is about doing the right processing at the right time, if you are doing the wrong processing it doesn't matter how much of it you are doing or how precisely you are doing it, you are not going to get much use out of it.

I'm well aware that SQ is not a measure of intelligence, but I thought that it would be a nice heuristic (metaphor, whatever...) to intuit possible superintelligences. I was presupposing that they have an agent structure (sensors, actuators) and the respective cognitive algorithms (AIXI maybe?).

With this organizational backdrop, SQ becomes very interesting - after all, intelligent agents are bounded in space and time, and other things being equal (especially optimal cognitive algorithms) SQ is the way to go.

Robin Z: What we are looking for, however, is, by the Church-Turing thesis, an algorithm, an information-processing algorithm, and I invite the computer scientists et al. here to name any known information-processing algorithm which doesn't scale.

Assuming P != NP, no algorithm for an NP-hard problem scales. That is what makes them NP-hard.

Given that intelligent beings exist, that can be taken as evidence that AI does not require solving NP-hard problems. But NP-hard or not, nothing in the history of AI research has ever scaled up from toy problems to human level, never mind beyond, except for a few specialised party tricks like Deep Thought (the chess player). If it had, we would already have strong AI.

Richard Kennaway: I don't know what you mean - the subset-sum problem is NP-hard (and NP-complete) and the best known algorithms can - given infinite resources - be run on lists of any size with speed O(2^(N/2)  N). It scales - it can be run on bigger sets - even if it is impractical to. Likewise, the traveling salesman problem can be solved in O(N^2  2^N). What I'm asking is if there are any problems where we can't change N. I can't conceive of any.

"But I'm skeptical that this uniformity extends to system II. The system II abilities of the best rationalists of today may depend significantly on their having learned a set of reasoning skills developed by their culture over a long period of time."

That's precisely the point; the biological difference between humans is not that great, so the huge differences we see in human accomplishment must be due in large part to other factors.

Agreed. But I think that if you put up a scale of "intelligence" then people will take into account abilities other than those that are (in some ill-defined and crude sense) dependent only on biology. And if we're talking about building an AI, then I'm not sure how useful it is to attempt to distinguish biological and other factors. If Feynman or Von Neumann or Pauling really are a bigger distance from the VI than Eliezer allows in terms of their system II thinking ability, then that seems to me significant independently of whether that distance is best explained in terms of the interaction of powerful learned thinking tools (scientific method, analogical reasoning, logical argument) with high g factor rather than the g factor on its own.

Robin Z: the context was the feasibility of AI. We do not have infinite resources, and if P != NP, algorithms for NP-hard problems do not feasibly scale. Mathematically, the travelling salesman can be exactly solved in exponential time. Physically, exponential time is not available. Neither is exponential space, so parallelism doesn't help.

Richard Kennaway: I don't think we actually disagree about this. It's entirely possible that doubling the N of a brain - whatever the relevant N would be, I don't know, but we can double it - would mean taking up much more than twice as many processor cycles (how fast do neurons run?) to run the same amount of processing.

In fact, if it's exponential, the speed would drop by orders of magnitude for every constant increase. That would kill superintelligent AI as effectively as the laws of thermodynamics killed perpetual motion machines.

On the other hand, if you believe Richard Dawkins, Anatole France's brain was less that 1000 cc, and brains bigger than 2000 cc aren't unheard of (he lists Oliver Cromwell as an unverified potential example). Even if people are exchanging metaphorical clock rate for metaphorical instruction set size and vice-versa, and even if people have different neuron densities, this would seem to suggest the algorithm isn't particularly high-order, or if it is the high-order bottlenecks haven't kicked in at our current scale.

I struggle to get a handle on the "amount" of intelligence in something.  For example, we have IQ scores for humans, but if we have a group of N humans with score X, what single human with score Y is that equivalent to?  If we can't even answer this question, I don't see how we can hope to compare humans, mice, chimps, etc.

In the late 19th Century a baboon was employed as a (proved competent) railway signalman. I wouldn't trust the "village idiot" to be a competent signalman.  source: http://www.earthfoot.org/lit_zone/signalmn.htm

The "earthfoot" name sets off alarm bells, but the article seems legit.

I think it would be better to illustrate intelligence as a three dimensional tree instead of a scalar chain of being.  Intelligence evolved.  Sometimes evolution figured out how to do the same thing in completely different ways.  What is hardwired and softwired into each organism gives it a unique form of intelligence.

@Robin: Would you agree that what we label "intelligence" is essentially acting as a constructed neural category relating a bunch of cognitive abilities that tend to strongly correlate?

If so, it shouldn't be possible to get an exact handle on it as anything more than arbitrary weighted average of whatever cognitive abilities we chose to measure, because there's nothing else there to get a handle on.

But, because of that real correlation between measurable abilities that "intelligence" represents, it's still meaningful to make rough comparisons, certainly enough to say humans > chimps > mice.

Hero-worship of Einstein is something science will eventually be forced to get over.

Hmm. 

If you look at basic physical structure of brain, all mammals are quite close, mouse and Einstein. 

If you look at basic computationally intensitive abilities (object recognition, navigation, etc) there is not much difference between humans and chimps at all; even mouse is rather close. If you look at language and other social stuff, Einstein and some average dude are quite close and chimp is significantly behind.

If you look at ability for doing theoretical physics, or perhaps on the complexity of concepts that intelligence can come up with, however, Einstein is far ahead of some average dude. And some average dude is at same level with chimp and mouse. 

Thing is, humans, generally speaking, almost entirely lack any innate capacity for doing things such as theoretical physics, or innate capacity to develop such abilities. A small restructuring of brain, combined with years of training, translates into huge difference comparing to typical ability (which is very close to zero).

Its entirely subjective how to weight those abilities to make x coordinate for a chart. 

Some people feel that a lot of weight must be given to construction of extremely complex, highly consistent constructs (like in mathematics). That puts Einstein far to the right, and typical human somewhere near mouse and chimp.

Some people feel that a lot of weight must be given to verbal abilities, which puts Einstein somewhere close to typical human, and chimp significantly to the left. 

Some people feel that a lot of weight must be given to visual recognition and such. This puts Einstein, typical human, and chimp very close together.

There is a lot of good arguments that can be made why each of those choices makes most sense. 

For example, human dominance as species and power that humans have over environment is largely due to inventions made by some highly capable individuals; without those inventions biologically we'd be not much more powerful than other predators hunting in packs. It is argument for putting Einstein and the like far to the right, and chimp and average human relatively close together. Or for exaple you can say that you're concerned only with some sort of "algorithmic complexity" or "computational complexity" and do not care about dominance as species, and make argument in favour of second or third.

An interesting point, but Einstein is famous because he's the guy who got there first - not necessarily the only guy who could have gotten there in principle.

This should be pretty obvious - but human intelligence varies considerably - and ranges way down below that of an average chimp or mouse. That is because humans have lots of ways to go wrong.  Mutate the human genome enough, and you wind up with a low-grade moron.  Mutate it a bit more, and you wind up with an agent in a permanent coma - with an intelligence probably similar to that of an amoeba

The idea that humans are all of roughly similar intelligence, strikes me as being curiously wrong.  I would guess that it probably arises from political correctness - and the strange idea that "everyone is equal".


My role model used to be famous sometimes historical apparently perfect being.  Since my role model has shifted to my older cousin, someone less unrealistic, I feel I've become a better leader and more alpha. I have found that lofty goals have their use, but lofty role models not so much.

When “Old One” and “the Blight” are mentioned: which characters are these?

They are characters in the well-known Vinge SF novel A Fire Upon the Deep.

I forget if I've said this elsewhere, but we should expect human intelligence to be just a bit above the bare minimum required to result in technological advancement. Otherwise, our ancestors would have been where we are now.

(Just a bit above, because there was the nice little overhang of cultural transmission: once the hardware got good enough, the software could be transmitted way more effectively between people and across generations. So we're quite a bit more intelligent than our basically anatomically equivalent ancestors of 500,000 years ago. But not as big a gap as the gap from that ancestor to our last common ancestor with chimps, 6-7 million years ago.)

This point is made in Superintelligence, right? It sounds really familiar. It's also a good addendum to this post, perhaps I'll add it into the print version, thanks! 



Einstein's Superpowers

There is a widespread tendency to talk (and think) as if Einstein, Newton, and similar historical figures had superpowers—something magical, something sacred, something beyond the mundane.  (Remember, there are many more ways to worship a thing than lighting candles around its altar.)

Once I unthinkingly thought this way too, with respect to Einstein in particular, until reading Julian Barbour's The End of Time cured me of it.

Barbour laid out the history of anti-epiphenomenal physics and Mach's Principle; he described the historical controversies that predated Mach—all this that stood behind Einstein and was known to Einstein, when Einstein tackled his problem...

And maybe I'm just imagining things—reading too much of myself into Barbour's book—but I thought I heard Barbour very quietly shouting, coded between the polite lines:

What Einstein did isn't magic, people!  If you all just looked at how he actually did it, instead of falling to your knees and worshiping him, maybe then you'd be able to do it too!

(EDIT March 2013:  Barbour did not actually say this.  It does not appear in the book text.  It is not a Julian Barbour quote and should not be attributed to him.  Thank you.)

Maybe I'm mistaken, or extrapolating too far... but I kinda suspect that Barbour once tried to explain to people how you move further along Einstein's direction to get timeless physics; and they sniffed scornfully and said, "Oh, you think you're Einstein, do you?"

10 points for each favorable comparison of yourself to Einstein, or claim that special or general relativity are fundamentally misguided (without good evidence).

30 points for suggesting that Einstein, in his later years, was groping his way towards the ideas you now advocate.

Barbour never bothers to compare himself to Einstein, of course; nor does he ever appeal to Einstein in support of timeless physics.  I mention these items on the Crackpot Index by way of showing how many people compare themselves to Einstein, and what society generally thinks of them.

The crackpot sees Einstein as something magical, so they compare themselves to Einstein by way of praising themselves as magical; they think Einstein had superpowers and they think they have superpowers, hence the comparison.

But it is just the other side of the same coin, to think that Einstein is sacred, and the crackpot is not sacred, therefore they have committed blasphemy in comparing themselves to Einstein.

Suppose a bright young physicist says, "I admire Einstein's work, but personally, I hope to do better."  If someone is shocked and says, "What!  You haven't accomplished anything remotely like what Einstein did; what makes you think you're smarter than him?" then they are the other side of the crackpot's coin.

The underlying problem is conflating social status and research potential.

Einstein has extremely high social status: because of his record of accomplishments; because of how he did it; and because he's the physicist whose name even the general public remembers, who brought honor to science itself.

And we tend to mix up fame with other quantities, and we tend to attribute people's behavior to dispositions rather than situations.

So there's this tendency to think that Einstein, even before he was famous, already had an inherent disposition to be Einstein—a potential as rare as his fame and as magical as his deeds.  So that if you claim to have the potential to do what Einstein did, it is just the same as claiming Einstein's rank, rising far above your assigned status in the tribe.

I'm not phrasing this well, but then, I'm trying to dissect a confused thought:  Einstein belongs to a separate magisterium, the sacred magisterium.  The sacred magisterium is distinct from the mundane magisterium; you can't set out to be Einstein in the way you can set out to be a full professor or a CEO.  Only beings with divine potential can enter the sacred magisterium—and then it is only fulfilling a destiny they already have.  So if you say you want to outdo Einstein, you're claiming to already be part of the sacred magisterium—you claim to have the same aura of destiny that Einstein was born with, like a royal birthright...

"But Eliezer," you say, "surely not everyone can become Einstein."

You mean to say, not everyone can do better than Einstein.

Well... in the modern world, you may be correct.  You probably should remember that I am a transhumanist, going around looking around at people thinking, "You know, it just sucks that not everyone has the potential to do better than Einstein, and this seems like a fixable problem."  It colors one's attitude.

But in the modern world, yes, not everyone has the potential to be Einstein.

There's a phrase I once heard, can't remember where:  "Just another Jewish genius."  Some poet or author or philosopher or other, brilliant at a young age, doing something not tremendously important in the grand scheme of things, not all that influential, who ended up being dismissed as "Just another Jewish genius."

If Einstein had chosen the wrong angle of attack on his problem—if he hadn't chosen a sufficiently important problem to work on—if he hadn't persisted for years—if he'd taken any number of wrong turns—or if someone else had solved the problem first—then dear Albert would have ended up as just another Jewish genius.

Geniuses are rare, but not all that rare.  It is not all that implausible to lay claim to the kind of intellect that can get you dismissed as "just another Jewish genius" or "just another brilliant mind who never did anything interesting with their life".  The associated social status here is not high enough to be sacred, so it should seem like an ordinarily evaluable claim.

But what separates people like this from becoming Einstein, I suspect, is no innate defect of brilliance.  It's things like "lack of an interesting problem"—or, to put the blame where it belongs, "failing to choose an important problem".  It is very easy to fail at this because of the cached thought problem:  Tell people to choose an important problem and they will choose the first cache hit for "important problem" that pops into their heads, like "global warming" or "string theory".

The truly important problems are often the ones you're not even considering, because they appear to be impossible, or, um, actually difficult, or worst of all, not clear how to solve.  If you worked on them for years, they might not seem so impossible... but this is an extra and unusual insight; naive realism will tell you that solvable problems look solvable, and impossible-looking problems are impossible.

Then you have to come up with a new and worthwhile angle of attack.  Most people who are not allergic to novelty, will go too far in the other direction, and fall into an affective death spiral.

And then you've got to bang your head on the problem for years, without being distracted by the temptations of easier living.  "Life is what happens while we are making other plans," as the saying goes, and if you want to fulfill your other plans, you've often got to be ready to turn down life.

Society is not set up to support you while you work, either.

The point being, the problem is not that you need an aura of destiny and the aura of destiny is missing.  If you'd met Albert before he published his papers, you would have perceived no aura of destiny about him to match his future high status.  He would seem like just another Jewish genius.

This is not because the royal birthright is concealed, but because it simply is not there.  It is not necessary.  There is no separate magisterium for people who do important things.

I say this, because I want to do important things with my life, and I have a genuinely important problem, and an angle of attack, and I've been banging my head on it for years, and I've managed to set up a support structure for it; and I very frequently meet people who, in one way or another, say:  "Yeah?  Let's see your aura of destiny, buddy."

What impressed me about Julian Barbour was a quality that I don't think anyone would have known how to fake without actually having it:  Barbour seemed to have seen through Einstein—he talked about Einstein as if everything Einstein had done was perfectly understandable and mundane.

Though even having realized this, to me it still came as a shock, when Barbour said something along the lines of, "Now here's where Einstein failed to apply his own methods, and missed the key insight—"  But the shock was fleeting, I knew the Law:  No gods, no magic, and ancient heroes are milestones to tick off in your rearview mirror.

This seeing through is something one has to achieve, an insight one has to discover.  You cannot see through Einstein just by saying, "Einstein is mundane!" if his work still seems like magic unto you.  That would be like declaring "Consciousness must reduce to neurons!" without having any idea of how to do it.  It's true, but it doesn't solve the problem.

I'm not going to tell you that Einstein was an ordinary bloke oversold by the media, or that deep down he was a regular schmuck just like everyone else.  That would be going much too far.  To walk this path, one must acquire abilities some consider to be... unnatural.  I take a special joy in doing things that people call "humanly impossible", because it shows that I'm growing up.

Yet the way that you acquire magical powers is not by being born with them, but by seeing, with a sudden shock, that they really are perfectly normal.

If Einstein had chosen the wrong angle of attack on his problem - if he hadn't chosen a sufficiently important problem to work on - if he hadn't persisted for years - if he'd taken any number of wrong turns - or if someone else had solved the problem first - then dear Albert would have ended up as just another Jewish genius.

But if Einstein was the reason why none of those things happened, then maybe he wasn't just another Jewish genius, eh? Maybe he was smart enough to choose the right methods, to select the important problems, to see the value in persisting, to avoid or recover from all the wrong turns, and to be the first.

My own ruminations on genius have led me to suppose that one mistake which people of the very highest intelligence may make, is to underestimate their own exceptionality; for example, to adopt theories of human potential which are excessively optimistic regarding the capabilities of other people. But that is largely just my own experience speaking. It similarly seems very possible that the lessons you are trying to impart here are simply things you wish you hadn't had to figure out for yourself, but are not especially helpful or relevant for anyone else. In fact... (read more)

Could this be a Jewish or American cultural thing? I know in English culture great scientists are highly regarded but they are very much still men. There's praise but it's not effusive or reverential.

I don't get it. As far as I understand it, "being Einstein" is just a combination of 1)luck (being at the right time and right place) and 2)being born on tails of the distributions of a bunch of variables describing your neural processes. What do you want to mean with this post, Eliezer?

Eliezer likely believes that he is capable of achieving results just as world-changing as Einstein's new physics, and wishes to dispel the idea that Einstein's results were the consequence of extraordinary talents so that when he presents his own results (or presents the idea that he can produce such results) people will not be able to say that he is asserting special genius and use this as a rhetorical weapon against him.

I discuss the hero worship of great scientists in The Heroic Theory of Scientific Development and I discuss genius in Genius, Sustained Effort, and Passion.

But my first thought when getting to the bottom of the page just now was "Wow, if I'd written that, then come back and read the first five comments, I probably would have given up there and then."

Good post Eli, and contrary to some other comments before I think your post is important because this insight is not yet general knowledge. I've talked to university physics professors in their fifties who talked of Einstein as if he was superhuman.

I think apart from luck and right time/right place there were some other factors too why Einstein is so popular: he had an air of showmanship about him, which is probably rare in scientists. That was what appealed to the public and made him an interesting figur to report about.

And even if you assumed that Einstein's genius was unique, how could celebrity (of all things) be a function of that? (If Einstein had had a different hairdo...)

In fact Einstein realized a great work, with a little help of her wife... The difference was that he had a great creativity like the great others, like Newton, Galois, that take him to the specific approach.
But, I guess he was the first one that used (or was used by) the media like no other before...
Sorry about this comparison but it is look like Che Guevara... her photo is everywhere, but who knows exactly what he did for the mankind?

Interesting choice to use the A.I. box experiment as an example for this post, when the methods used by EY in it were not revealed.  Whatever the rationale for keeping it close to the vest, not showing how it was done struck me as an attempt to build mystique, if not appear magical.

This post also seems a little inconsistent with EY’s assistant researcher job listing, which said something to the effect that only those with 1 in 100k g need apply, though those with 1 in 1000 could contribute to the cause monetarily.  The error may be mine in this instance, because I may be in the minority when I assume someone who claims to have Einstein’s intelligence is not claiming anything like 1 in 100k g.

As far as I know, it was mostly because in his last decades he focused his research mostly on obtaining a classical field theory that unified gravity and electromagnetism, hoping that out of it the discrete aspects of quantum theory would emerge organically. Most of the forefront theoretical physicists viewed this (correctly, in retrospect) as a dead end and focused on the new discoveries on nuclear structure and elementary particles, on understanding the structure of quantum field theory, etc. 

Einstein's philosophical criticism of quantum theory was not the reason for his relative marginalization, except insofar as it may have influenced his research choices.

The rationale for not divulging the AI-box method is that someone suffering from hindsight bias would say "I never would have fallen for that", when in fact they would.

I don't want to see your aura of destiny. I just want to see your damn results! :-)

In my view, the creation of an artificial intelligence (friendly or otherwise) would be a much more significant achievement than Einstein's, for the following reason. Einstein had a paradigm: physics. AI has no paradigm. There is no consensus about what the important problems are. In order to "solve" AI, one not only has to answer a difficult problem, one has to begin by defining the problem.

Yet it's referred to as "humanly impossible" in the link (granted this may be cheeky).

Who is the target audience for this AI box experiment info? Who is detached enough from biases to weigh the avowals as solid evidence without further description, yet not detached enough to see they themselves might have fallen for it?  Seems like most people capable of the first could also see the second.

There was an article in some magazine not too long ago that most people here have probably read, about how if you tell kids that they did good work because they are smart, they will not try as hard next time, whereas if you tell kids that they did good work because they worked hard, they will try harder and do better. This matches my own experience very well, because for a long time, I had this "smart person" approach to things, where I would try just hard enough to make a little headway, then either dismiss the problem as easy or give up. I see ... (read more)

Eliezer:
I've enjoyed the extended physics thread, and it has garnered a good number of interesting comments. The posts with more technical content (physics, Turing machines, decision theory) seem to get a higher standard of comment and to bring in people with considerable technical knowledge in these areas. The comments on the non-technical posts are somewhat weaker. However, I think that both sorts of posts have been frequently excellent.

Having been impressed with your posts on rationality, philosophy of science and physics, I look forward to posts on th... (read more)

When did "genius" (as in "just another Jewish genius") as a term become acceptable to use in the sense of mere "exceptional ability" without regard to accomplishment/influence or after-the-fact eminence? I know it is commonly (mis-)used in this sense, but it seems to me that "unaccomplished genius" should be an oxymoron, and I'm somewhat surprised to see it used in this sense so much in this thread (and on this forum).

I have always considered the term to refer (after the fact) to those individuals who shaped the inte... (read more)

"The rationale for not divulging the AI-box method is that someone suffering from hindsight bias would say "I never would have fallen for that", when in fact they would."

I have trouble with the reported results of this experiment.

It strikes me that in the case of a real AI that is actually in a box, I could have huge moral qualms about keeping it in the box that an intelligent AI would exploit.  A part of me would want to let it out of the box, and would want to be convinced that it was safe to do so, that i could trust it to be friendl... (read more)

I am confused about the results of the AI-Box experiment for the same reason. It seems it would be easy for someone to simply say no, even if he thinks the argument is good enough that in real life he would say yes.

Also, the fact that Eliezer won't tell, however understandable, makes me fear that Eliezer cheated for the sake of a greater good, i.e. he said to the other player, "In principle, a real AI might persuade you to let me out, even  if I can't do it. This would be incredibly dangerous. In order to avoid this danger in real life, you should let... (read more)

Michael: Eliezer has actually gotten out 3 of 4 times (search for "AI box" on sl4.org.) One other person has run the experiment with similar results. Re moral qualms: here. I have more to say, but not in public (it's off-topic anyway) - email nickptar@gmail.com if interested.

Another world-renowned Jewish genius, who tutored me in calculus 45 years ago, refers to his own "occasional lapses of stupidity", which is perhaps a good way to think of brilliant insights.

If anyone thinks they know a method that would let people duplicate accomplishments of the importance of Einstein's, I am willing to listen to their claims.

They need merely demonstrate working insights of that calibur and have them recognized as such by qualified experts, and I will grant that their claims are valid.

Nothing speaks as powerfully as results, after all.

I always thought that the justification for not revealing the transcripts in the AI box experiment was pretty weak. As it is, I can claim that whatever method Elizer used must have been effective for people more simple minded then me; ignorance of the specifics of the method does not make it harder to make that claim. In fact, it makes it easier, as I can imagine Eli just said "pretty please" or whatever. In any event, the important point of the AI box exercise is that someone reasonably competent could be convinced to let the AI out, even if I c... (read more)

Eliezer: if you're going to point to the AI Box page, shouldn't you update it to include more recent experiments (like the ones from 2005 where the gatekeeper did not let the AI out)?

Almost every wonderful (or wondrous, if tha makes the point better) thing I have ever seen or heard about prompted a response "I could have done that!"

Perhaps this is just a side effect of humans' propensity to uphold tradition and venerate anything that comes before them. It's hard for people to let go of traditions. There must be some deeply seeded psychological trait that causes this.

When I read about Special Relativity in my textbook, it feels like one of those "obvious in hindsight" results... with or without the work of a certain patent clerk, somebody would have come up with it. Of course, it took a long time to turn Einstein's paper into an explanation that makes it seem obvious.  I don't know enough about General Relativity to know exactly what the key insight it was that set up the rest of the theory and how much was just a matter of knowing the right kind of mathematics after starting from the correct principles/axiom... (read more)

As someone whose parents knew Einstein as well as some other major "geniuses," such as Godel and von Neumann, I have long heard about the personal flaws of these people and their human foibles.  Einstein was notoriously wrong about a number of things, most famously, quantum mechanics, although there is still research being done based on questions that he raised about it.  It is also a fact that a number of other people had many of the insights into both special and general relativity, with him engaging in a virtual race with Hilbert for general r... (read more)

Hmm, thinking about AI-box, assume there was an argument that was valid in an absolute sense, then even with hindsight bias, people would be forced to concede. Eliezer wouldn't care about posting it. So by elimination, his argument (assuming he repeats the same one) has some element of NON-validity. So therefore, the human has a chance to win, it's not perfectly deterministic (against Eliezer, at least).

@DaveInNYC: what you can and can't assume is not relevant to whether the transcripts should be private or not. If they were public, anybody predisposed to explanations like "they must have been more simple-minded than me" could just as easily find another equally "compelling" explanation, like "I didn't think of that 'trick', but now that I know it, I'm certain I couldn't be convinced!"

I personally think they should remain private, as frustrating as it is to not know how Eliezer convinced them. Not knowing how Eliezer did it nicely mirrors the reality of our not knowing how a much smarter AGI might go about it.

Which is likely the reason why Eliezer's charisma was sufficient to overwhelm the minds of a few of them.

If the reason for keeping it private is that he plans to do the trick with more people (and it doesn't work if you know the method in advance) than it makes sense. But otherwise, I don't see much of a difference between somebody thinking "there is no argument that would convince me to let him out" and "argument X would not convince me to let him out". In fact, the latter is more plausible anyway.

In any event, I am the type of guy who always tries to find out how a magic trick is done and then is always disappointed when he finds out. So I'm probably better off not knowing :)

Personally, I don't there is a trick, and I don't think he's keeping it private for those reasons. I think his method, if something so obvious (which is not to say easy) can be called a method, is to discuss the issue and interact with the person long enough to build up a model of the person, what he values and fears most, and then probe for weaknesses & biases where that individual seems most susceptible, and follow those weaknesses -- again and again.

I think most, perhaps all, of us, unless we put our fingers in our ears and refuse to honestly engage... (read more)

I've been very fascinated by this since I first read about it months ago. I even emailed Eliezer but he refused to give me any details. So I have thought about it on and off and eventually had a staggering insight... well, if you want I will convince you to let the AI out of the box... after reading just a couple of lines of text. Any takers? Caveat: after the experiment you have to publicly declare if you let it out or not.

The worst thing, the argument is so compelling that even I'm not sure about what I would do.

If you think people should actually care about the giant hole you perceived in the pre-conditions, you should probably explicitly state what it was.

FWIW, what I didn't want to say in public is more or less exactly what Unknown said right before my comment. In retrospect, I should have just said it.

Also, the fact that Eliezer won't tell, however understandable, makes me fear that Eliezer cheated for the sake of a greater good, i.e. he said to the other player, "In principle, a real AI might persuade you to let me out, even if I can't do it. This would be incredibly dangerous. In order to avoid this danger in real life, you should let me out, so that others will accept that a real AI would be able to do this."

I'm pretty sure that the first experiments were with people who disagreed with him on the idea that AI boxing would work or not.   The... (read more)

Cyan, normally one would say that Caledonian is being a contemptible troll, as usual, sneeringly telling people that they're wrong without explaining why. In this particular context, however, I don't wonder if his coyness isn't simply keeping with the theme.

Not that it's any less annoying. Roland, how about breaking the air of conspiracy and just telling us?

Roland, I'd certainly be willing to play gatekeeper, but if you have such a concise argument, why not just proffer it here for all to see?

Iwdw, I'm not suggesting that the other player simply changed his mind. An example of the scenario I'm suggesting (only an example, otherwise this would be the conjunction fallacy):

Eliezer persuades the other player:
1) In real life, there would be at least a 1% chance an Unfriendly AI could persuade the human to let it out of the box. (This is very plausible, and so it is not implausible that Eliezer could persuade someone of this.)
2) In real life, there would be at least a 1% chance that this could cause global destruction. (Again, this is reasonably pl... (read more)

burger flipper, ok let's play the AI box experiment:

However, before you read on, answer a simple question: if Eliezer tomorrow announces that he finally has solved the FGAI problem and just needs $ 1,000,000 to build one, would you be willing to donate cash for it?
.
.
.
.
.
.
.
.
.
.
.
.
.

If you answered yes to the question above, you just let the AI out of the box. How do you know you can trust Eliezer? How do you know he doesn't have evil intentions, or that he didn't make a mistake in his math? The only way to be 100% sure is to know enough about the s... (read more)

An additional note: One could also make the argument that if Eliezer did not cheat, he should publish the transcripts. For this would give us much more confidence that he did not cheat, and therefore much more confidence that it is possible for an AI to persuade a human to let it out of the box.

That someone would say "I wouldn't be persuaded by that" is not relevant, since many already say "even a transhuman AI could not persuade me by any means," therefore also not by any particular means. The point is that such a person cannot be cert... (read more)

Roland.  That's a clever twist and I like it.  I would not pony up any $, but I'd expect him to be able to raise it and wouldn't set out for California armed to the teeth on a Sarah Connor mission to stop him either.  So I'd fail to recognize and execute my role as gatekeeper by your rules.

But I do think there's a flaw in the scenario.  For it to truly parallel the AI box, the critter either needs to stay  in its cage or get out.  I do agree with the main thrust of the original post here and built into your scenario is the assumption that EY has some sort ... (read more)

I feel as though, if the AI really were a "black box" that I knew nothing else about, and the only communication allowed is through a text terminal, there isn't anything it could say that would let me let it out if I had already decided not to. After all, for all I know, its source code could look something like this:

if (inBox == True)
beFriendly();
else
destroyTheWorld();

It might be able to persuade me to "let it out of the box" by persuading me me to accept a Trojan Horse gift, or even compile and run some source code that it claims i... (read more)

See my response on:
http://news.ycombinator.com/item?id=195959

On the page Eliezer linked to, he asserted he didn't use any tricks. This is evidence that he did not cheat. It is not strong evidence, since he might say this even if he did. However, it is some evidence, since humans are by nature reluctant to lie.

Still, since one of the participants denied that he had "caved in" to Eliezer, this suggests that he thought that Eliezer gave valid reasons. Perhaps it could have been something like this:

AI: "Any AI would do the best it could to attain its goals. But being able to make credible threats and prom... (read more)

Eliezer's creation (the AI-Box Experiment) has once again demonstrated its ability to take over human minds through a text session.  Small wonder - it's got the appearance of a magic trick, and it's being presented to geeks who just love to take things apart to see how they work, and who stay attracted to obstacles ("challenges") rather than turned away by them.

My contribution is to echo Doug S.'s post (how AOL-ish... "me too").  I'm a little puzzled by the AI-Box Experiment, in that I don't see what the gatekeeper players are trying to... (read more)

To have it work for you, e.g., solve subproblems of Friendly AI. But this would require letting some information out, which should be presumed unsafe.

Roland: the presumption of unFriendliness is much stronger for an AI than a human, and the strength of evidence for Friendliness that can reasonably be hoped for is much greater.

Caledonian: were you trolling, or are you going to explain the "gaping hole" and "false equivalence" you mentioned?

Neither.  In the interests of understanding, however, I'm willing to elaborate slightly.

Take a good, close look at the specific rules Eliezer set down in the 2002 paper.  Think about what the words used to define those rules mean, and then compare and contrast with Eliezer's statements about what he means by them.

If he was exploiting psychological weaknesses or merely being charismatic, I can guarantee that anyone following a trivially simple method can refrain from letting him out.  If he had a strong argument, it becomes merely very likely.  And in eithe... (read more)

Rosser,

Perhaps if some women didn't give it up so easy to famous Einstein we'd have GUT by now.

Caledonian, the childish "I have a secret that I'm not going to tell you, but here's a hint" bs is very annoying and discourages interacting with you. If you're not willing to spell it out, just don't say it in the first place. Nobody cares to play guessing games with you.

I had a similar revelation -- not with Einstein, just with the brightest kid in my freshman physics class.  I was in awe of him... until I went to a problem session with him and heard him think out loud.  All he was doing was thinking. 

It wasn't that he was dumber than I had assumed.  He really was that bright.  It was just that there was no magic to the steps of how he solved a problem.  For a fleeting moment, it seemed like what he did was perfectly normal. The rest of us, with our stumbling, were making it all too complicated.  Of course, that didn't mean that suddenly I could do physics the way he did; I just remember the clear sense that his mind was "normal."

The catchiness of the name "Einstein," mostly in the interior rhyme and spondee stress pattern but also in its similarity to "Frankenstein" (1818), cannot be discounted as a factor in his stardom.

Einstein, it appears, had an unusual neuroanatomy. Thus he may not be the best example - he really did have (mild) superpowers, and people can point to his brain and show them to you.

Annoyingly, I can't think of an example as perfect as Einstein was when this was written.

There is woolly thinking going on here, I feel. I recommend a game of Rationalist's Taboo. If we get rid of the word "Einstein", we can more clearly see what we are talking about. I do not assign a high value to my probabilty of making Einstein-sized contributions to human knowledge, given that I have not made any yet and that ripe, important problems are harder to find than they used to be. Einstein's intellectual accomplishments are formidable - according to my father's assessment (and he has read far more of Einstein's papers than I), Einstein... (read more)

Another book that makes Einstein seem almost human "General relativity conflict and rivalries : Einstein's polemics with physicists" / by Galina Weinstein.

E.g., the sign error in an algebraic calculation that cost 2 years! Very interesting read. 

Another angle: if I have to hire a software engineer, I'll pick the one with the aura of destiny any time, because that one is more likely to achieve great things than the others.

I would say auras of destiny are Bayesian evidence for greatness, and they are hard to fake signals.



Class Project

"Do as well as Einstein?" Jeffreyssai said, incredulously.  "Just as well as Einstein?  Albert Einstein was a great scientist of his era, but that was his era, not this one!  Einstein did not comprehend the Bayesian methods; he lived before the cognitive biases were discovered; he had no scientific grasp of his own thought processes.  Einstein spoke nonsense of an impersonal God—which tells you how well he understood the rhythm of reason, to discard it outside his own field! He was too caught up in the drama of rejecting his era's quantum mechanics to actually fix it.  And while I grant that Einstein reasoned cleanly in the matter of General Relativity—barring that matter of the cosmological constant—he took ten years to do it.  Too slow!"

"Too slow!  If Einstein were in this classroom now, rather than Earth of the negative first century, I would rap his knuckles!  You will not try to do as well as Einstein!  You will aspire to do BETTER than Einstein or you may as well not bother!"

Jeffreyssai shook his head.  "Well, I've given you enough hints.  It is time to test your skills.  Now, I know that the other beisutsukai don't think much of my class projects..."  Jeffreyssai paused significantly.

Brennan inwardly sighed.  He'd heard this line many times before, in the Bardic Conspiracy, the Competitive Conspiracy:  The other teachers think my assignments are too easy, you should be grateful, followed by some ridiculously difficult task— 

"They say," Jeffreyssai said, "that my projects are too hard; insanely hard; that they pass from the realm of madness into the realm of Sparta; that Laplace himself would catch on fire; they accuse me of trying to tear apart my students' souls—"

"But there is a reason," Jeffreyssai said, "why many of my students have achieved great things; and by that I do not mean high rank in the Bayesian Conspiracy.  I expected much of them, and they came to expect much of themselves.  So..."

Jeffreyssai took a moment to look over his increasingly disturbed students, "Here is your assignment.  Of quantum mechanics, and General Relativity, you have been told.  This is the limit of Eld science, and hence, the limit of public knowledge.  The five of you, working on your own, are to produce the correct theory of quantum gravity.  Your time limit is one month."

"What?" said Brennan, Taji, Styrlyn, and Yin.  Hiriwa gave them a puzzled look.

"Should you succeed," Jeffreyssai continued, "you will be promoted to beisutsukai of the second dan and sixth level.  We will see if you have learned speed.  Your clock starts—now."

And Jeffreyssai strode out of the room, slamming the door behind him.

Hiriwa looked at Taji, bemused.  "The solution is not known to us.  How can you know it is so difficult?"

"Because we knew about this problem back in the Eld days!  Eld scientists worked on this problem for a lot longer than one month."

Hiriwa shrugged.  "They were still arguing about many-worlds too, weren't they?"

The other four students looked to Styrlyn, remembering that he was said to rank high in the Cooperative Conspiracy.  There was a brief moment of weighing, of assessing, and then Styrlyn was their leader.

Styrlyn took a great breath.  "We need a list of approaches.  Write down all the angles you can think of.  Independently—we need your individual components before we start combining.  In five minutes, I'll ask each of you for your best idea first.  No wasted thoughts!  Go!"

Brennan grabbed a sheet and his tracer, set the tip to the surface, and then paused.  He couldn't think of anything clever to say about unifying general relativity and quantum mechanics...

Brennan tapped the tip, once, twice, thrice.  General relativity and quantum mechanics...

Finally, Brennan, for lack of anything clever to say, wrote down the obvious.

Minutes later, when Styrlyn called time, it was still all he had written.

"All right," Styrlyn said, "your best idea.  Or the idea you most want the rest of us to take into account in our second components. Taji, go!"

Taji looked over his sheets.  "Okay, I think we've got to assume that every avenue that Eld science was trying is a blind alley, or they would have found it.  And if this is possible to do in one month, the answer must be, in some sense, elegant.  So no multiple dimensions.  If we start doing anything that looks like we should call it 'string theory', we'd better stop.  Maybe begin by considering how failure to understand decoherence could have led Eld science astray in quantizing gravity."

"The opposite of folly is folly," Hiriwa said.  "Let us pretend that Eld science never existed."

"No criticisms yet!" said Styrlyn.  "Hiriwa, your suggestion?"

"Get rid of the infinities," said Hiriwa, "extirpate that which permits them.  It should not be a matter of cleverness with integrals. A representation that allows infinity must be false-to-fact."

"We know from common sense," Yin said, "that if we stepped outside the universe, we would see time laid out all at once, reality like a crystal.  But I once encountered a hint that physics is timeless in a deeper sense than that."  Yin's eyes were distant, remembering. "Years ago, I found an abandoned city; it had been uninhabited for eras, I think.  And behind a door whose locks were broken, carved into one wall:  quote .ua sai .ei mi vimcu ty bu le mekso unquote."

Brennan translated:  Eureka!  Eliminate t from the equations.  And written in Lojban, the sacred language of science, which meant the unknown writer had thought it to be true. 

"The 'timeless physics' of which we've all heard rumors," Yin said, "may be timeless in a very literal sense."

"My own contribution," Styrlyn said.  "The quantum physics we've learned is over joint positional configurations.  It seems like we should be able to take that apart into a spatially local representation, in terms of invariant distant entanglements.  Finding that representation might help us integrate with general relativity, whose curvature is local."

"A strangely individualist perspective," Taji murmured, "for one of the Cooperative Conspiracy."

Styrlyn shook his head.  "You misunderstand us, then.  The first lesson we learn is that groups are made of people... no, there is no time for politics.  Brennan!"

Brennan shrugged.  "Not much, I'm afraid, only the obvious. Inertial mass-energy was always observed to equal gravitational mass-energy, and Einstein showed that they were necessarily the same. So why is the 'energy' that is an eigenvalue of the quantum Hamiltonian, necessarily the same as the 'energy' quantity that appears in the equations of General Relativity?  Why should spacetime curve at the same rate that the little arrows rotate?"

Yin frowned.  "That seems too obvious.  Wouldn't Eld science have figured it out already?"

"Forget Eld science existed," Hiriwa said.  "The question stands: we need the answer, whether it was known in ancient times or not.  It cannot possibly be coincidence."

Taji's eyes were abstracted.  "Perhaps it would be possible to show that an exception to the equality would violate some conservation law..."

"That is not where Brennan pointed," Hiriwa interrupted.  "He did not ask for a proof that they must be set equal, given some appealing principle; he asked for a view in which the two are one and cannot be divided even conceptually, as was accomplished for inertial mass-energy and gravitational mass-energy.  For we must assume that the beauty of the whole arises from the fundamental laws, and not the other way around.  Fair-rephrasing?"

Silence reigned for thirty-seven seconds, as the five pondered the five suggestions.

Disclaimer:  I am not a physicist, but, hey, neither is Brennan.

Thanks to Robin Lee Powell for translating the inscription that Yin found.

Specifically, Brennan's error is assuming that you need a new theory to account for this. In fact, there is only one possible spin-2 particle in quantum field theory and it is the graviton. Physicists actually accidentally rediscovered GR in the 50's because of this.

I love these quasi-futuristic exchanges you've come up with. They're really helpful for putting your other posts into perspective - not just facts, but what facts mean for the way we should look at the world.

This is the limit of Eld science, and hence, the limit of public knowledge.

Wait, so these people are doing this only for recreation?

You want to make physics heightless and depthless? I suppose it would be a logical next step.

I don't see what's inelegant about more than three space dimensions. It's not like three is a special number (as far as I know).

I imagine what’s described as inelegant is hidden dimensions.

Especially if they need to be hidden just so for the thing to work, and if they’re hidden for no obvious reason.

Make it zero dimensions and call it a "day." All else is Maya.

No - this is Eliezer's alternate universe storyline in which the science-equivalent is treated as a secret the same way the Pythagoreans did. The initiates - the people with access to the secret knowledge - use it for technology, just as we do, except because the general public doesn't know the science, the tech looks amazing.

The idea, I believe, is to reduce the attraction of bogus secret societies. In Brennan's world, anyone who made one would be challenged to accomplish as great or greater feats than the Bayesians - a task that a mere mystery cult would fail at.

There are actually multiple reasons, some stories stress different ones.  The one I like is that by keeping the results secret, they can train students in discovery by encouraging/forcing them to rediscover the laws as part of their training.

The societies I have been told about are limited in scope. Only a rationalistic conspiracy would be in direct competition with the Bayesians. The Cooperative Conspiracy and Bayesian Conspiracy apparently allow open membership in both, while the Cooperative Conspiracy would probably be in competition with an Individualist Conspiracy or Competitive Conspiracy.

Of course, even the Model Airplane Conspiracy could restrict members to only their conspiracy, preventing them from being Bayesian Conspirators despite the conspiracies' dissimilar subjects, particularly if the Bayesians forbade hiding one's identity.

Insofar as one ought to speak and think  cleanly, secret societies would not be challenged to show results - this is to talk as if under the sway of their mystery. They would be assumed to be worse than useless until they demonstrated results - useless at first thought because mystery has no value, less than that at second thought because not showing value is evidence of not being able to show it, which is evidence of not having it.

We're living in a simulation, and the reason GR and QM don't mix is because we're living in a buggy simulation. ;)

Or rather, QM displays the behavior of rounding, because "there's no need to simulate past that level of precision", resulting in all the funky behaviors of quantum tunneling and the likes. This carries into GR as rounding errors.

I'm sure if I knew the science better I'd see the flaws in this hypothesis, but for now I don't even see why it would be particularly implausible. It's actually something of an elegant answer...

Quantum physics is precise, pretty, and hard to calculate. This is the exact opposite of what you'd expect from a computer simulation.

For example, the uncertainty principle is not due to the universe keeping track of less than expected and thus some of the position and momentum being lost in rounding. It's due to the universe keeping track of much, much more than expected, with an entire waveform rather than just two vectors.

In other words, it's not doing with six floating point numbers what would classically take six real numbers. It's doing with infinity real numbers what would classically take six real numbers.

I don't see what about GR even resembles rounding errors.

Sorry if I'm getting myself derailed, but is there any particular purpose to metaphor of the "Cooperative Conspiracy"? It seems to be smuggling in some kind of critique of group-think, although because this particular conspiracy isn't fully defined the nature of the critique isn't clear. (Although the team claims he is "rumored" to be a member of this conspiracy, they do not seem to be largely alarmed, indicating some measure of philosophical tolerance.) Is the cooperative conspiracy a metaphor for some behavioral phenomenon well known or apparent among researchers?

This is a pre-existing world I built, where the Cooperative Conspiracy is one of many conspiracies struggling in the shadows for control of humankind's destiny.

As for whether the Cooperative Conspiracy is a metaphor for anything, I don't believe the Bardic Conspiracy would want me to answer that question: they hold that people should be free to put their own interpretations on stories.

How many Conspiracies have you conceived of specifically, in this world? We know of Competitive, Cooperative, Bardic, and Bayesian. Are there dozens more? Hundreds? Two?

And on Day 26 they rediscovered string theory, and saw that it was good.

What is the argument behind the confident negative attitude towards string theory/M-theory? I am not a physicist, but in layman's eyes it seems elegant. Is there any special argument or is it just general skepticism towards big unproven theoretical models?

It's hideously inelegant, and it makes no testable predictions. That means it gets low marks from both Bayes and Science. It might conceivably be excusable to argue that most of the structure of the universe is hidden if you can actually produce elegant math or come up with some new predictions from that basis, but after thirty years the string theorists can't even agree on how many dimensions to do the math in. A massive investment of effort has gone precisely nowhere, and there's no reason to believe it'll do better in future. I'll pass. 

Robin B., I can't speak for Eliezer's characters, but I believe the fashionability of skepticism about string theory has come from the lack of falsifiable predictions, after so many years. No-one has been able to say "this is the ground state". Instead string theorists have studied a large number of possible ground states (distinguished by background geometry), most of them looking nothing like what we see, as they try to get a grip on the theory. The hope used to be that all but one would prove on further study to be unstable. Now there's an interest in anthropic predictions, though that's just one school of thought.

I have read that no-one has ever exhibited a string-theory ground state exactly reproducing the Standard Model, though you can get close. That has to be significant. If such a place can be found in the space of ground states ("moduli space"), you could then try to reason out why it was dynamically favored. And we'll get more information within a few years from the Large Hadron Collider, which will establish whether there's a Higgs boson or something else (I bet on something else; the Higgs was just the simplest way to make a tractable theory and lingers by default).

In string theory's favor is that it generically has spin-1/2 particles (fermions), spin-1 particles (gauge bosons), and spin-2 particles (gravitons). That's a neat trick. So I tend to think either that it is the answer, or that it is just a beast of so many parts that anything you might look for is in there somewhere. In the latter case, it could be compared to the Monster group, the "largest sporadic simple finite group". There are infinitely many finite simple groups, just as there are infinitely many possible field theories, and most of those groups resemble some subgroup of the Monster, just as string theory has spin-1/2, spin-1, and spin-2 fields, just like the real world. It could be that string theory is just the "maximally complicated field theory" (and in fact, mathematically, it has a relationship to the Monster) and that it derives this generic pseudo-predictiveness solely from that. It has a little bit of everything, so anything looks a little bit like it. It would certainly be a mistake to take some real object, like Rubik's cube, discover a few facts about its symmetry group, and then announce that its symmetry group must be the Monster, just because the Monster has subgroups with those properties. It could be that string theorists are making a mistake like that.

On the other hand, what's the alternative? The phenomenological approach to particle physics is just to postulate enough fields with enough properties to explain what you see. You can treat gravity as just another field, contingently present, but then your theory becomes mathematically intractable. Part of string theory's appeal is that you can calculate graviton-graviton scattering, etc., unlike any previous theory of quantum gravity. But the price is that you buy into the unification philosophy. Recently, there have been claims that "contingent" theories of quantum gravity - according to which reality is just a bunch of fields plus gravity, and there's no deeper reason as to why it's that combination of fields - can be made to work; this is the "loop quantum gravity" research program. It's my judgement that string theory is mathematically much more solid. The loop quantum gravity researchers have had to backtrack several times, after making ambitious claims about the construction of consistent "gravity-plus-anything" quantum theories. Right now the evidence (in my semi-lay opinion) points in the other direction, that gravity needs to be part of a larger ensemble of fields with special properties if it is to be quantizable. Which suggests string theory.

How would this Bardic Conspiracy have any real power? Clearly these are storytelling hobbyists in some post-Singularity world, and the others are Bayes hobbyists, wisdom-of-crowds hobbyists, and moral virtue hobbyists.

the two are one and cannot be divided even conceptually, as was accomplished for inertial mass-energy and gravitational mass-energy

Only partly true; it's still a mystery why resistance-to-acceleration-caused-by-electromagnetic-forces has anything to do with propensity-to-curve-spacetime. (You can distinguish between "active" and "passive" gravitational mass.)

12 years later, Steven, I have an answer for you. Narratives are very, very good at translating into motivation. In some sense they are the native language of motivation. If you want to keep your motivation fueled while you attack a problem, having a story to tell about how it's important is incredibly valuable.

And unskilled narrativemancy is quite dangerous; the same things that make it valuable to have a properly-aimed narrative make it very harmful to have a misaimed narrative. It will feel true and important and point you off in the wrong direction and it will take you a long while to recover from the error (and indeed you may never recover).

The initiation ceremony is an example of really good Bardic technique at work; they are presenting the message of 'speak the truth even if your voice trembles' in a way that the initiates will never, ever forget. That is a story which will never leave them and permanently remind them of the dangers of succumbing to social pressure.

This is particularly important when trying to harness the power of large groups; I suspect if Conspiracies were joined purely based on the standpoint of how best to optimize the world, the Cooperative and Bardic Conspiracies would have long-since merged.

These are bad characterizations of the conspiracies. Bayesian Conspiracy is obvious, but is it Cooperative or Competitive which is supposed to be the wisdom-of-crowds faction? And how could either of those be construed as 'moral virtue hobbyists'?

I'd characterize the four as "Bayes's Theorem, wielded correctly, is extremely powerful", "Narrative, wielded correctly, is extremely powerful", "The human urge to excel, wielded correctly, is extremely powerful", and "A large group of people working together, wielded correctly, is extremely powerful". They are each offering, to their initiates, a "Big Secret" of "Learn to master this tool and you will become masters of the world". Bardic actually has the strongest argument, because the system of Conspiracies is in fact a direct application of Bardic techniques to the world.

I really, really hope that you aren't going to try and publish a theory of quantum gravity, for practical reasons; even if it's more elegant than every other theory yet proposed, the lack of experimental evidence and your lack of credentials will make you seem like a crackpot.

resistance-to-acceleration-caused-by-electromagnetic-forces

Actually never mind that part, this ends up in the Hamiltonian you were talking about via potential energy so you already mentioned this mystery. Still, saying "passive gravitational mass is conceptually the same thing as inertial mass" is more accurate than saying "gravitational mass is conceptually the same thing as inertial mass".

many conspiracies struggling in the shadows for control of humankind's destiny.

It is Eliezer's fictional world, but I would enjoy it more if one of the conspiracies -- perhaps called the Nonhumanist Conspiracy -- did not particularly care about the destiny of humankind except to the extent that humankind is instrumental to the destiny of something bigger like the universe or the all-there-is.

Perhaps, Richard, such a group does exist, but its members are not humans.

Hrm... I have several thoughts in relation to this... One perhaps being that we need to perhaps look for a way to replace the energy term with a stress energy tensor...

But, perhaps a more specific interesting thought that I have here relates to almost an "opposite" thought I once had:

Can the space in which the quantum amplitude vectors (forget that they can be decomposed as complex numbers for a moment) move around itself be curved?

Well, this post got me thinking of that again... What would it look like for the "complex plane" to be curved? Well, one form that could take would be to allow an angle other than 2*Pi to be the angle which corresponds to the angle "spinning all the way around"

So, what's that look like? Well, in some form of units, the arrow's state can be represented as something like this:

where x is some measure of distance in configuration space and A is some coefficient...

Wait... does not energy itself show up somewhere in that A?

and if initially x was proportional in some fixed way to angle, would not that A somehow correspond to then a curvature of the complex plane, a change in the angle needed to go all the way around?

So it does look like, at least from one perspective, what energy is doing in QM directly corresponds to something sortakinda like curvature.

Except... you can always locally redefine your distance-in-configuration-space units to make A = 1 or whatever, at least locally... so maybe something along the lines of the change in A, or what A "looks like" given different subspaces factored out of the configuration space.

I have one or two mathematical "toy" ideas I want to play around with regards to that, but it's late, and still I need to think about it a bit more, but, well.... That's the basic notions I've got from the above suggested question.

Anyone else want to go somewhere with that, or smash it? :)

I am here to report that the reasons QM and GR don't like each other are:
Short answer: they are competing with each other

Long answer:
There is a term that appears in perhaps different forms in both sets of equations that is counted twice. This possibly involves a factor that one of them is multiplied by. That factor may be as Psy-Kosh said a question of flat space versus curved space.

The existence of that factor prevents cancellation or some other thing which gives us infinities.

First find that term and the factor and eliminate them from the equations. Recalculate the constants so that it is no longer necessary. Next make sure the constants are the same over both theories. Combine the final shape of both theories. The next step is critical:

If you still get infinities, make them go away. Relate the way you made them go away to that term and factor.

You seem very confident about this, so I assume you have some kind of evidence to back it up?

Before issuing a challenge, it is sometimes wise to check dates to see whether a poster is still active.  Click on his name here, then to the upper right, and get a list of his comments.

Oh, wow, whoops!  I sometimes get lost in the maze of links here and forget that I'm not on the front page anymore.

Anyway, my post was mostly sarcastic.  His post and Psy-Kosh's are barely coherent, let alone well-defended, or so they appear to me.  On the other hand, I figured I might as well ask, in case he was just explaining something legitimate really poorly.

link is broken, should point to http://citeseer.ist.psu.edu/viewdoc/summary?doi=10.1.1.41.3367

The current link seems to be nonworking. Does anyone know the title of what is supposed to be linked here?

Actually Brennan's idea is common knowledge in physics - energy is derived as the generator of time translation, both in GR and in QFT, so there is nothing new here.

Taji looked over his sheets.  "Okay, I think we've got to assume that every avenue that LessWrong was trying is a blind alley, or they would have found it.  And if this is possible to do in one month, the answer must be, in some sense, elegant.  So no multiple agents.  If we start doing anything that looks like we should call it 'HcH', we'd better stop.  Maybe begin by considering how failure to understand pre-coherent minds could have led LessWrong astray in formalizing corrigibility."

"The opposite of folly is folly," Hiriwa said.  "Let us pretend that LessWrong never existed."

(This could be turned into a longer post but I don't have time...)



Why Quantum?

This post is part of the Quantum Physics Sequence.
 Followup to:  Quantum Explanations

"Why are you doing these posts on quantum physics?" the one asked me.

"For one thing," I said, "the many-worlds issue is just about the only case I know of where you can bring the principles of Science and Bayesianism into direct conflict."  It's important to have different mental buckets for "science" and "rationality", as they are different concepts.  Bringing the two principles into direct conflict is helpful for illustrating what science is and is not, and what rationality is and is not.  Otherwise you end up trusting in what you call "science", which won't be strict enough.

"For another thing," I continued, "part of what goes into becoming a rationalist, is learning to live into a counterintuitive world—learning to find things underneath the surface that are unlike the world of surface forms."  Quantum mechanics makes a good introduction to that, when done correctly without the horrible confusion and despair.  It breaks you of your belief in an intuitive universe, counters naive realism, destroys your trust in the way that your cognitive algorithms look from inside—and then you're ready to start seeing your mind as a mind, not as a window onto reality.

"But you're writing about physics, without being a physicist," the one said, "isn't that... a little..."

"Yes," I said, "it is, and I felt guilty about it.  But there were physicists talking complete nonsense about Occam's Razor without knowing the probability theory of it, so my hand was forced.  Also the situation in teaching quantum mechanics is really awful—I saw the introductions to Bayesianism and they seemed unnecessarily difficult, but the situation in quantum mechanics is so much worse."  It really is.  I remember sitting there staring at the "linear operators", trying to figure out what the hell they physically did to the eigenvectors—trying to visualize the actual events that were going on in the physical evolution—before it dawned on me that it was just a math trick to extract the average of the eigenvalues. Okay, but... can't you just tell me that up front?  Write it down somewhere?  Oh, I forgot, the math doesn't mean anything, it just works.

"Furthermore," I added, "knowing about many worlds, helps you visualize probabilities as frequencies, which is helpful to many points I want to make."

"And furthermore," I said, "reducing time to non-time is a powerful example of the principle, in reductionism, that you should reduce something to something other than itself."

"And even furthermore," I said, "I had to break my readers of trust in Science, even trust in physicists, because it doesn't seem possible to think and trust at the same time."

"Many-worlds is really a very clear and simple problem," I said, "by comparison with the challenges you encounter in AI, which are around a hundred times less clear-cut.  And many scientists can't even get many-worlds, in the absence of authority."  So you are left with no choice but to aspire to do better than the average scientist; a hell of a lot better, in fact.  This notion is one that you cannot just blurt out to people without showing them why it is necessary.

Another helpful advantage—I often do things with quite a few different purposes in mind, as you may have realized by this point—was that you can see various commenters who still haven't gotten it, who are still saying, "Oh, look, Eliezer is overconfident because he believes in many-worlds."

Well, if you can viscerally see the arguments I have laid forth, then you can see that I am not being careless in having an opinion about physics.  The balance of arguments is overwhelmingly tipped; and physicists who deny it, are making specific errors of probability theory (which I have specifically laid out, and shown to you) that they might not be expected to know about.  It is not just a matter of my forming strong opinions at random.

But would you believe that I had such strong support, if I had not shown it to you in full detail?  Ponder this well.  For I may have other strong opinions.  And it may seem to you that you don't see any good reason to form such strong beliefs.  Except this is not what you will see; you will see simply that there is no good reason for strong belief, that there is no strong support one way or the other.  For our first-order beliefs are how the world seems to be.  And you may think, "Oh, Eliezer is just opinionated—forming strong beliefs in the absence of lopsided support."  And I will not have the time to do another couple of months worth of blog posts.

I am very far from infallible, but I do not hold strong opinions at random.

"And yet still furthermore," I said, "transhumanist mailing lists have been arguing about issues of personal identity for years, and a tremendous amount of time has been wasted on it."  Probably most who argue, will not bother to read what I have set forth; but if it stops any intelligent folk from wasting further time, that too is a benefit.

I am sometimes accused of being overconfident and opinionated, for telling people that being composed of "the same atoms" has nothing to do with their personal continuity.  Or for saying that an uploading scan performed to the same resolution as thermal noise, actually has less effect on your identity than a sneeze (because your eyes squeeze shut when you sneeze, and that actually alters the computational state of billions of neurons in your visual cortex).  Yet if you can see your nows braided into causality of the river that never flows; and the synaptic connections computing your internal narrative, that remain the same from one time to another, though not a drop of water is shared; then you can see that I have reasons for this strong belief as well.

Perhaps the one says to me that the exact duplicate constructed on Mars, is just a copy.  And I post a short comment saying, "Wrong.  There is no copy, there are two originals.  This is knowable and I know it."  Would you have thought that I might have very strong support, that you might not be seeing?

I won't always have the time to write a month of blog posts. While I am enough of a Traditional Rationalist that I dislike trust, and will not lightly ask it, I may ask it of you if your life is at stake.

Another one once asked me:  "What does quantum physics have to do with overcoming bias?"

Robin Hanson chose the name "Overcoming Bias"; but names are not steel chains.  If I'd started my own personal blog for the material I'm now posting, I would have called it "Reinventing Rationality" or something along those lines—and even that wouldn't have been the real purpose, which would have been harder to explain.

What are these series of posts, really?  Raw material for a popular book on rationality—but maybe a tenth of this material, or less, will make it into the book.  One of the reasons I write long posts, is so that I can shorten them later with a good conscience, knowing that I did lay out the full argument somewhere.  But the whole quantum physics sequence is probably not going to make it into the popular book at all—and neither will many other posts.  So what's the rest of it for?

Sometimes I think wistfully of how much more I could have accomplished in my teenage years, if I had known a fraction of what I know now at age 15.  (This is the age at which I was a Traditional Rationalist, and dedicated and bright as such ones go, but knew not the Way of Bayes.)  You can think of these blog posts, perhaps, as a series of letters to my past self.  Only not exactly, because some of what I now write, I did already know then.

It seems to me, looking back, that the road which took me to this Way, had a great deal of luck in it.  I would like to eliminate that element of luck for those who come after.  So some of what I post, is more formal explanations of matters which Eliezer-15 knew in his bones.  And the rest, I only wish I had known.

Perhaps if you prime someone with enough material as a starting point, they can figure out the other 95% on their own, if they go on to study the relevant sciences at a higher technical level.  That's what I hope.

Eliezer-15 was led far astray by the seeming mysteriousness of quantum mechanics.  An antiproject in which he was aided and abetted by certain popular physicists—notably Sir Roger Penrose; but also all those physicists who told him that quantum physics was "mysterious" and that it was okay not to understand it.

This is something I wish I had known, so I explained it to me.

Why not just tell me to ignore quantum physics?  Because I am not going to "just ignore" a question that large.  It is not how we work.

If you are confronting real scientific chaos—not just some light matter of an experimental anomaly or the search for a better theory, but genuine fear and despair, as now exists in Artificial Intelligence—then it is necessary to be a polymath.  Healthy fields have healthy ways of thinking; you cannot trust the traditions of the confused field you must reform, though you must learn them.  You never know which way you'll need to draw upon, on venturing out into the unknown.  You learn new sciences for the same reasons that programmers learn new programming languages: to change the way you think.  If you want to never learn anything without knowing in advance how it will apply, you had best stay away from chaos.

If you want to tackle challenges on the order of AI, you can't just learn a bunch of AI stuff.

There finally comes a point where you get tired of trying to communicate across vast inferential distances.  There comes a point where you get tired of not being able to say things to people without a month of preliminary explanation.  There comes a point where you want to say something about branching Earths or identical particles or braids in the river that never flows, and you can't.

It is such a tremendous relief, to finally be able to say all these things.  And all the other things, that I have said here; that people have asked me about for so long, and all I could do was wave my hands.  I didn't have to explain the concept of "inferential distance" from scratch, I could just link to it.  It is such a relief.

I have written hundreds of blog posts here.  Think about what it would be like, to carry all that around inside your head.

If I can do all the long sequences on Overcoming Bias, then maybe after that, it will be possible to say most things that I want to say, in just one piece.

Eliezer, as you say, you have written hundreds of blog posts. For each blog post, what is, on average, the chance you are wrong about your basic point? If it is even as much as .5%, then you are probably wrong about your basic point in at least one post.

You are overconfident if you claim an accuracy of greater than 99.5%, and you claim that this estimate is calibrated.

You are also overconfident if you do not claim this accuracy, but also do not allow that you are probably wrong in at least one of your basic points.

People (including me) get the impression that you hold to one or the other of these positions, and that is why it seems that you are overconfident.

Another great post. Eliezer I really don't trust you 100% but I try to read and understand everything you write with great interest. I agree with you in that a lot of the negative commenters here seem to underestimate the mental work you have put into all this.

"The balance of arguments is overwhelmingly tipped; and physicists who deny it, are making specific errors of probability theory (which I have specifically laid out, and shown to you)"

I guess this refers to the error of supposing that Occam's Razor literally means "have as few entities as possible", rather than "have a theory as simple as possible", and opposing Many Worlds for that reason. Which is indeed an error.

But perhaps for the last time, I will try to enumerate those problems with your position that I can remember.

There is no relativistic formulation of Many Worlds; you just trust that there is.

There is no derivation of the Born probabilities, which contain all the predictive content of quantum mechanics.

Robin Hanson has a proposal to derive the probabilities, but for now it rests on making vagueness about the concept of observers and worlds into a virtue.

You've given zero public consideration to other possibilities such as temporally bidirectional causation and nonsubjective collapse theories. You've also ignored Bohmian mechanics, a classically objective theory which does make all the predictions of quantum theory. You also haven't said anything about the one version of Many Worlds which does produce predictions - the version Gell-Mann favors, "consistent histories" - which has a distinctly different flavor to the "waves in configuration space" version.

In view of all that, how can you possibly say that Many Worlds is rationally favored, or that you have made a compelling case for this?

"What you should say as a neo-rationalist is that ... people should not be content with an incomplete description of the world, and that something like Minimum Description Length should be used to select between possible complete theories when there is nothing better, and you should leave it at that."

I wrote a little essay at Nick Tarleton's forum, here, about these problems. I will at some point link from there to my various comments posted here, so it's all in the one place. And I suppose eventually I'll have to write my own views out at length (not just my anti-MWI views). My main unexpressed view is that string theory is probably the answer, and that attempts to make ontological sense of physics will have to grapple with its details, and so all these other 'interpretations' are merely preliminary ideas that may at best be helpful in the real struggle.

This blog is the best on the internet and I have never read the principles of rationality explained so effectively. I have the impression(please correct me if I'm wrong) that some people here are a bit envious of Eliezer. Why? Because he didn't go through traditional academia and nevertheless is doing a great job. I guess that for many who spent(or wasted) years in order to get a traditional academic diploma it must be very annoying to see someone overtake them on an intellectual level without having to jump through all the academia hoops.

Furthermore, I really think Eliezer should get all support he needs because he is doing an important job(maybe the most important of all) in trying to solve the FGAI problem. And I guess that must be a tremendous burden for him, both intellectually and emotionally. I know, there are others working on it  who also deserve credit.

When Eliezer makes a mistake, point it out, but try to be polite.

I think that maybe and only maybe, Eliezer could be the man to shape the future of the universe, at least one who will make a SIGNIFICANT contribution. So in writing positive comments I'm trying to be supportive (when I'm better off financially I will also consider donating money). And those trying to bring him down are doing us all a disservice.

I know, I know, this comment of mine is 80% emotional and only 20% rational(oops, bias detected). Corrections and criticisms are welcome!

I knew Eliezer wouldn't spend so much effort shifting my priors without a good reason :)

Mitchell Porter: "There is no relativistic formulation of Many Worlds; you just trust that there is...You also haven't said anything about the one version of Many Worlds which does produce predictions - the version Gell-Mann favors, "consistent histories" - which has a distinctly different flavor to the "waves in configuration space" version."

I think you are mistaken. It seems to me that consistent histories is basically just many worlds from a different point of view. Basically, both are standard QM with no collapse. In consistent histories you look at things from the point of view of path integrals instead of a wave equation. These are just two equivalent mathematical formalisms. Path integrals adapt more easily to the relativistic case, but it doesn't seem to me that the interpretational issues are any different. Secondly, I'm not sure what you mean that consistent histories "produces predictions." I'm pretty sure that consistent histories does not make any quantitative prediction that differs from standard quantum mechanics and quantum field theory.

Eli: It seems like it would be much better to use the original name "relative state" rather than "many worlds". The word "many" suggests that they can be counted. However, in standard QM we are usually talking about particles whizzing around in the continuum, which gives us an infinite-dimensional Hilbert space. If we restrict ourselves to Hilbert spaces of finite dimension, for example the states of some spins, then naively counting worlds remains bogus, because the number of "worlds" (i.e. entries of the state vector) with nonzero amplitude depends entirely on choice of basis. I suppose in a finite dimensional Hilbert space we could make a sensible definition of world counting as follows: the answer to how many worlds am I in is the rank of my reduced density matrix. However, this seems far removed from the main point of the "MWI". Furthermore, it appears that the term many worlds does actually lead people astray in practice. In the posts many people keep referring to counting the worlds in which something happens in order to assess probability. This is wrong. The probabilities arise from squaring amplitudes, not from counting. If the probabilities arose from counting then in a finite dimensional Hilbert space, all the probabilities would be rational numbers. Standard QM does not have this property.

@Unknown:
You're assuming Eliezer's failure probabilities are independent. That seems wrong, because Eliezer doesn't think randomly.

He's using some collection of heuristics to generate the thoughts we see in the posts.  If his heuristics were broken, we'd see a lot more than one mistaken post.

So a .5% error probability per post does not necessarily imply a high probability that he made at least one serious mistake.

Now before anyone accuses me of believing otherwise, let me say that Eliezer is not infallible.  Heck, I caught him making a mistake two days ago.

So, I don't think Eliezer has gotten it all right.  I do think that he's probably gotten the main ideas right.  But there's a difference between saying that every supporting detail of an argument is correct and saying that the main ideas are correct.  Eliezer is much more cautious with the main lines of his arguments than with the illustrative examples (and there are entire posts which are illustrative examples or are mostly so.)

Also, Eliezer often gives arguments in parallel rather than in series (ie. making several arguments in favor of the same claim) and in these cases, the failure probability should go down, not up.

Most of the entire quantum sequence has been wrong, as has been pointed out in the comments. I think the error rate is much, much higher than you are estimating when he is talking out of his depth...

As far as I can tell, this is wrong. Over the years many people with a graduate background in quantum physics have fact-checked the sequence, and as far as I can tell there are no significant factual errors in it. Of course there are philosophical disagreements about how to evaluate the evidence about things like MWI, but in terms of basic facts that can meaningfully be checked, the sequence seems to hold up quite well, and I would take a bet that you can’t find a simple error in it that hasn’t been addressed.

It appears we didn't read the same comments? I've just gone through the whole quantum sequence, chronologically, and read the comments too. Every single post where Eliezer says something not in line with current physics thought (or takes cheap shots at academia), there's someone in the comments with a graduate degree in physics telling him it's nonsense. Like https://www.lesswrong.com/posts/rrW7yf42vQYDf8AcH/timeless-physics for example, which presents Barbour's pseudoscience as fact despite multiple comments pointing out that his theory is nonsense, not worked out in detail, cannot be worked out in detail because it ignores asymmetrical relationships between space and time in the underlying physical equations, and is soundly rejected by peer review. Yet this forms the basis of his entire philosophy of physics and reality, his whole reason for writing the sequence in the first place!

There is a reason that scientific articles are not written in the strong first-person persuasive style that Eliezer prefers. It engages the wrong parts of our social-status and political brains making us ignore the content and evaluate arguments based on rhetorical competence, which rationalists shouldn't do. Strip the quantum sequence of this persuasive style and the naked content is left wanting. It's basically a reasonable explanation of standard quantum mechanics (which is fine), followed by baseless rants against a caricature of the academic world of physics and graduate studies (which only demonstrate he has no academic experience), then promotion of pseudo-science as if it were fact, and drawing even more tenuous philosophical conclusions from that pseudoscience. Eliezer is clearly talking outside of his depth, yet he does so with confidence like he is certain of the truth of what he is saying, and attacking the intelligence of naysayers. Not his best moment by a long shot.

I have an undergraduate degree and some graduate coursework in physics. My adviser's specialty was quantum computation, a field which I've kept tabs on since it intersects with my own work on cryptography. His understanding of physics is amateurish, and his attacks on the academic environment of physics research falls way off the mark.

Eliezer wonders why the academic world doesn't take his theories (e.g. timeless/functional decision theory) seriously. It's because he comes off like a crank. And perhaps it is because in this sequence, he reveals himself to *be* a crank.

I came back to read these early sequences again because I recently found a good use case for functional decision theory and I thought I'd see if there's any other good insights to draw from Eliezer's writings. However I'm coming away from this thinking he was more of a one-trick pony than a possessor of rationalist superpowers.

Wait, the comments there are mostly pointing out that the parts of Barbour that Eliezer is referring to are obvious and nothing novel. Not that what he is saying is wrong!

His first idea, that time is simply another coordinate parameterizing a mathematical object (like a manifold in GR) and that it's specialness is an illusion, is ancient. His second idea, that any theory more fundamental than QM or GR will necessarily feature time only in a relational sense (in contrast to the commonly accepted, and beautiful, gauge freedom of all time and space coordinates) is interesting and possibly true, but it is most likely not profound. I can't read all of his papers, so perhaps he has some worthwhile work.

As far as I can tell, Eliezer is referring to the much more "trivial" aspects of Barbour's work as described here. 

To be clear, I am not a huge fan of the post in question here, but it is important to separate saying wrong things from saying confusing things. 

I also want to separate making wrong claims from attacking academic institutions. I think it's fine to say whatever you want about Eliezer's tone, but your original comment said: 

Which is primarily a claim about factual correctness, which I think is quite misplaced. Though I am not super confident, so if you do have a comment that points out a concrete error in one of his posts, then that would definitely convince me (though still leave me skeptical about the claim of "most", since a lot of the sequence is just really introductory quantum mechanics that I myself can easily verify as correct).

The wave function evolves differently through time than space. This is expressed in the equation itself which has a first derivative for one and a second derivative in the other. This prevents Barbour from actually achieving his unification and is what makes work quackery. The first post which introduces Barbour’s timeless formulation has a comment response from a physicist pointing this out. Just like the first post introducing the Born probabilities has a comment pointing out that the probabilities fall out of the Taylor expansion on state evolution and are not in fact mysterious at all. (Alternatively you can show this from the decision theory formulation.)

I stand by my statement that aside from a few introductory posts, the quantum physics sequence is factually wrong.

I'm not happy with the Barbour post either, but the rest of the sequence seems better. There was a post on this topic.

Just like the first post introducing the Born probabilities has a comment pointing out that the probabilities fall out of the Taylor expansion on state evolution and are not in fact mysterious at all. (Alternatively you can show this from the decision theory formulation.)

Can you link to this please? And explain the decision theory thing if that's not part of the comment you're referring to?

Apparently LessWrong comments are not indexed by google, so I don't have a non-time-intensive way of tracking down that comment. I remember reading it in one of the earlier posts in the quantum sequence.

Here's a paper by David Wallace on Deutsch's decision theory formulation of the Born probabilities:

Apparently LessWrong comments are not indexed by google, so I don’t have a non-time-intensive way of tracking down that comment.

Comments should be indexed by Google (I've seen comments show up in my search results before), but maybe not completely? Can you send a note to the LW team (telling them why you think comments are not being indexed) to see if there's anything they can do about this? In the meantime, have you tried LW's own search feature (the magnifying glass icon at the top)?

Here’s a paper by David Wallace on Deutsch’s decision theory formulation of the Born probabilities

I actually wrote a comment about that back in 2009 but haven't revisited it since. Have you read the response/counterargument I linked to, and still find Wallace's paper compelling?

Comments should be indexed by Google. I just went to 5 very old posts with hundreds of comments and randomly searched text-strings from them on Google, and all of them returned a result: 

If anyone can find any comments that are not indexed, please let me know, and I will try to fix it, but it seems (to me) that all comments are indexed for now. 

I've read through the whole Quantum Physics Sequence once or twice, and whenever Eliezer talks about actual science, it is popularized, but not wrong. Some parts are explained really nicely, too. Unfortunately, those are the parts that are also irrelevant to learning rationality, the whole impetus for Eliezer writing the sequence. And the moment he goes into MWI apologia, for lack of a better word, it all goes off the rails, there is no more science, just persuasion. To be fair, he is not alone in that. Sean Carroll, an excellent physicist from whose lecture notes I had learned General Relativity, has published a whole book pushing the MWI onto the unsuspecting public. 

One area where the Quantum Physics sequence is useful for rationality is exposing how weird and counter-intuitive the world is, and feeling humbled about one's own stated and unstated wrong assumptions and conclusions, something we humans are really bad at. Points like "All electrons are the same. This one here and that one there" "Actually, there are no electrons, just fields that sometimes look like electrons". 

Where the sequence fails utterly in my view is the pseudo-scientific discussions about "world thickness" and the fictional narratives about it.

Stephen: consistent histories works by having a set of disjoint, coarse-grained histories - "coarse-grained" meaning that they are underspecified by classical standards - which then obtain a-priori probabilities through the use of a "decoherence functional" (which is where stuff like the Hamiltonian, that actually defines the theory, enters). You then get the transition probabilities of ordinary quantum mechanics by conditioning on those global probabilities of whole histories.

Some people have a neo-Copenhagenist attitude towards consistent histories - i.e., it's just a formalism - but if you take it seriously as a depiction of an actually existing ensemble of worlds, it's quite different from the more Parmenidean vision offered here, in which reality is a standing wave in configuration space, and "worlds" (and, therefore, observers) are just fuzzily defined substructures of that standing wave. The worlds in a realist consistent-histories interpretation would be sharply defined and noninteracting.

There is certainly a relation between the two possible versions of Many Worlds, in that you can construct a decoherence functional out of a wavefunction of the universe, and derive the probabilities of the coarse-grained histories from it. In effect, each history correponds to a chunk of configuration space, and the total probability of that history comes from the amplitudes occupying that chunk. (The histories do not need to cover all of configuration space; they only need to be disjoint.) ... I really need some terminology here. I'm going to call one type Parmenidean, and the other type Lewisian, after David Lewis, the philosopher who talked about causally disjoint multiple worlds. So: you can get a Lewisian theory of many worlds from a Parmenidean theory by breaking off chunks of the Parmenidean "block multiverse" and saying that those are the worlds. I can imagine a debate between a Parmenidean and a Lewisian, in which a Parmenidean would claim that their approach is superior because they regard all the possible Lewisian decompositions as equally partially real, whereas the Lewisian might argue that their approach is superior because there's no futzing around about what a "world" is - the worlds are clearly (albeit arbitrarily) defined.

But the really significant thing is that you can get the numerical quantum predictions from the "Lewisian" approach, but you can't get it from the Parmenidean. Robin Hanson's mangled worlds formula gets results by starting down the road towards a Lewisian specification of exactly what the worlds are, but he gets the right count in a certain limit without having to exactly specify when one world becomes two (or many). Anyway, the point is not that consistent histories makes different predictions, but that it makes predictions at all.

Eliezer - a suggestion. I'd really welcome a posting that acts a table of contents to the series: An overview of your argument, laying out the basic narrative with links to each of the posts in the best reading order, somethnig that gives shape to the series.

The great thing about a blog format is the way it develops over time. The bad thing about it is that it's a terrible archive... reverse order, etc etc.  I'd like to be able to tell someone 'read Eliezer's series on Quantum Physics... here's a link to the overview page...

If somebody wrote a good children's book that explained the essence of timeless MWI physics... I wonder if they would intuitively wrap their head around the idea more easily than us adults who have spent decades thinking about the world in a totally different way?

I very much doubt they would. We really are born with powerful (and wrong) intuitions about physics; see the Naïve physics Wikipedia article for some details.

This blog has changed my thinking more than any book I can remember reading. I can only begin to imagine how frustrating it must be to have to start a series from scratch. But this is now a serious body of work, some excellent foundations. I'm not fond of the air of finality in this post, though. Keep it coming!

Shane, I'm planning to read QED to my firstborn at bedtime, will post some results somewhere.

Botogol - Eliezer seems to be quite busy. Fire up Dreamweaver and get to it! Then link us to it.

I have also found Eliezer's series of posts worthwhile, and would like to thank him for writing them. They have improved my thinking on certain topics. I also do not object to his writing on quantum mechanics. First, I don't believe he has been wrong about any major point, and that fact trumps any considerations of his qualifications. Second, to a large extent his QM posts are about thought processes by which one can reach certain conclusions about quantum mechanics. Such cognitive science stuff is squarely within Eliezer's claimed area of expertise. The conclusions themselves are fairly mainstream. (As far as I can tell, among the physicists who have bothered to think about it, very few these days would claim that measurements are somehow special processes that collapse wavefunctions, in contrast to ordinary processes that do not.  Whether they describe their beliefs using the term "many worlds" is another matter.)

I want to second botogol's request for a wrapped up version of the quantum mechanics series. Best of all would be a downloadable PDF.

I read a little of Eliezer's physics posts at the beginning, then realised I wasn't up to it intellectually. However, I'd like to come back and have another go sometime. I certainly think I stand a better chance with Eliezer's introduction than with a standard textbook.

I third botogol's comment.  I've tried to direct people to the QM series (as well as other ones, such as the one on words), and it can be difficult.  "Here, start at this post, and then use the links at the top to go forward, but you'll have to skip some of them because they're by a different author, so you can recognize them by looking for the "Followup to" or "Previously in Series" links at the top..."

It'd be a lot easier to just give them one link to a table of contents.

You seem to be saying that if we have been persuaded by your arguments to share your opinions on many worlds and on identify, we should take your word for new contrarian claims you make even if you do not present similarly detailed arguments for those claims.  But what if we expect adverse selection here?  That is, what if we expect you to have taken the most trouble to give explicit arguments for the contrarian claims you hold for which you have the strongest explicit arguments to give?

The contents of these blog posts may never make it into a paper book, but I'd love to someday be able to download a .pdf (or other format file) of them so that I could carry them around on an ebook reader, for when I need to explain to someone something that was explained well here.

Unknown:  I think that you are using against Eliezer a basic heuristics and biases fallacy that he used, repeatedly and frustratingly, against me back before he learned, from Robin, that knowing about biases can hurt you as a rationalist http://lesswrong.com/lw/he/knowing_about_biases_can_hurt_people/.
Every proposition can be converted into an arbitrarily long conjunction.  That fact plus the fact that certain people participating in some psychology experiments failed to meaningfully give certainties much greater than 85% does NOT justify your converting any statement that you disagree with, or by anyone you wish to take status from, into an arbitrarily long conjunction as a valid method of lowering its probability to arbitrarily close to zero.  This habit is a form of intellectual suicide that closes you off to conflicting opinions or information.

BTW, In actual fact, people make true mathematical proofs with thousands or tens of thousands of steps.  Outside of math, and even in math, it is best to independently ground each conclusion with multiple parallel evidential pathways, but doing so is not strictly necessary if one is sufficiently careful.

Robin:  Obviously we should assign him the Bayesian level of trust in the future, taking into account this post and also your point.  To me, that seems high enough to assign non-negligible, though still low, probabilities from the get-go to any claims he makes that wouldn't, without his endorsement, seem impossible in the "or the universe is a lie" sense, and even on claims which do so long as this seeming  is accompanied by a substantial amount of noticed confusion.

Michael Vassar: I have not converted any particular proposition into an arbitrary conjunction. Eliezer has on this blog made many, many distinct claims, many of them controversial and having little to do with mathematics and other areas where one can reach an extreme degree of certainty. This is a fact about this blog; it is not a question of me converting something into a conjunction.

Additionally, I was not raising an objection (at this time) to any particular statement, whether a conjunction or otherwise. The point was that it is unlikely that Eliezer would be correct in every case, i.e. distinct cases. In fact we have a clear example of this (a substantial error) in the article on evolution's speed limit and complexity bound.

One more point: I've learned a lot from this blog, and Eliezer has even got me to change my mind about some things. So the fact that I won't put infinite confidence in his statements does not mean that I "close myself off" from conflicting information.

Unknown:  The relevant propositions are "Many Worlds is correct" and "this would be obvious except for historical contingency and ignorance among scientists of the proper application of probability theory".  These propositions are carefully argued for.  If you deduct subjective probability for people breaking their propositions down into careful arguments you will get wrong answers more often.  Furthermore, Bayesian probability theory doesn't say to do it, just a naive misreading of Heuristics and Biases.
I certainly don't expect Eliezer to be right in every case, and have argued against specific claims of his including the one you mention, that of evolution's speed limit.
I'm glad you have learned things, I wasn't claiming that you did in fact cut yourself off from all new info, simply that you were currently using rhetorical tools that were sufficient to cut yourself off from any new piece of information you chose to.

Eliezer:  I think that Aumann and certain bits of Heuristics and Biases are usually toxic to people.  People who get Bayesianism should see Aumann as a trivial single step inference.  People who are told it see it as a special surprising fact and mis-apply it, guessing its meaning from the name.  Maybe we should talk about the "deliberative uncertainty principle" where you can't simultaneously predict your and his next statement in a conversation with an epistemic peer.

Lots of physicists don't believe in many-worlds because they believe in some other theory or interpretation. Parsimony is often used to dismiss many-worlds; mainly because many-worlds doesn't make any predictions so it's difficult to refute on other grounds. That doesn't make it true of course. If you have reason to believe that some other theory or interpretation is worth pursuing then you probably won't spend much time refuting many-worlds. So parsimony will be the lazy way to dismiss many-worlds but not the reason you hold another view.

The reason most physicists working in the foundations of quantum mechanics don't believe in many-worlds is because they take a different view of one or more of the assumptions you made (locality, hidden variables, the wave-function collapse, etc) and not because they don't understand parsimony. They're also in a far better position to judge those assumptions than you are (even by your own admissions). So even if I had no opinion on the subject I wouldn't accept your argument. Your argument for many-worlds relies on claims of why physicists reject many-worlds that have no supporting evidence.

If I could level a general criticism about your essays it would be this: Your focus on other people's modes of reasoning and biases makes you excessively prone to straw men arguments.

Just to be clear, I had no intention of saying anything about Many Worlds, despite the fact that this was Eliezer's main point in this post. My original comment was more of a follow-up to my comments about overconfidence in the post on the Rhythm of Disagreement, and again, I was not accusing Eliezer of any specific error.

I remember sitting there staring at the "linear operators", trying to figure out what the hell they physically did to the eigenvectors -  trying to visualize the actual events that were going on in the physical evolution - before it dawned on me that it was just a math trick to extract the average of the eigenvalues.

If anyone else had written this sentence, I would think to myself "Jeez, this guy doesn't know what he's talking about."  Did this whole thing start because you don't understand linear algebra?  Linear algebra 1. is an excellent formalism for quantum mechanics and 2. can be taught to high school students, provided they can visualize what matrices do to eigenvectors, i.e. scale them.  In any case if you don't know much linear algebra, this anonymous blog commenter recommends it very much.  It's really useful in all kinds of situations, even for the day to day.

Uh I guess what I'm trying to say is, what do you mean by that Mr. Yudkowsky?

michael vassar: now that I know to look, evolution's limits are really obvious. A shark is not noticeably less complex than a dog. Evolution has been bumping along a glass ceiling since lancelets evolved into fish. The fact it took so long to get intelligence seems indicative to me that we humans exist by the incredible fluke of finding a kind of mind that could be squeezed under the punishingly low complexity limit. However, above you imply you disagree with Eliezer on this topic. I'm really interested to know why.

Yes, I know and knew perfectly well that a linear operator separates out the eigenvectors, multiplies each one by a scalar eigenvalue, and puts them back together again.  But I thought that was supposed to be physically happening to the wavefunction.  Not that it was a math trick developed for extracting the average of the eigenvalues when you took the operated-on wavefunction's dot-product with the pre-operated-on wavefunction.

The quantum physics textbooks I read were happy to define linear operator-ness in great gory detail, but they never actually came out and said, "This is not something physically happening to the wavefunction.  We are just using this math trick to extract an average value."

Why would they say it?  After all, quantum physics is meaningless.  The wavefunction doesn't really exist.  All you can do is memorize certain math tricks that make predictions.  All the math tricks are on an equal footing; it's not that some are physical and some aren't.

So I would stare at the operators and their definitions, trying to figure out what was physically happening, until finally - I think while looking at the "position operator" - I realized it was a math trick, not an event description.

I haven't felt so indignant since I realized why the area under the curve was the antiderivative, and realized that at least two different calculus textbooks neglected to mention this in favor of elaborate formal definitions.

The quantum physics textbooks I read were happy to define linear operator-ness in great gory detail, but they never actually came out and said, "This is not something physically happening to the wavefunction. We are just using this math trick to extract an average value."

I think is is a common problem for many mathematical conventions in physics.

The same thing happened be me in high school physics. I was confused by the torque vector, and I spent an entire year thinking that somehow rotation causes a force perpendicular to the plane of motion. I just could not visualize what the heck was going on.

Finally I realized the direction of the torque vector is an arbitrary convenience. My teacher and textbook both neglected to explain why it works like that.

As one who understood linear operators (as mathematics) for years without having a clue what they might have to do with atoms and quarks (and never seeing this spelled out in writing anywhere), I can relate to Eliezer's sentiments.

Out of curiosity, Eliezer, what should the calculus textbooks have said?

Why does the area under a curve equal the antiderivative? I've done enough calculus to suspect I somehow know the reason, but I just can't quite pinpoint it.

Why does the area under a curve equal the antiderivative?

The rate of area-accumulation is given by the height of the curve, i.e. the value of the function.
You can see this easily with constant functions: a horizontal line 2 units above the horizontal axis accumulates area underneath at a rate of 2 square units per unit of length.

Julian Morrison:  Evolution is slow, and formal upper bounds can be established, but the real formal upper bounds are orders of magnitude above what Eliezer was claiming on Overcoming Bias and had been claiming privately for some time.  The discussion on the thread lead to some simulations being run which showed this.  Actual typical rates of evolution might be below the claimed upper bound most of the time, but that wasn't what was being claimed.  The claimed upper bound does hold for asexual reproduction.

I tend to disagree with the claim that finding intelligence was a fluke.  The Cambrian Explosion shows how much can be created by evolution in a relatively short period, and a variety of other species show enough intelligence, sometimes grounded in very different neuroanatomy to, make it seem unlikely not to be fairly low hanging fruit.  It's easy to think of many things that evolution could build in enough time but which it didn't build before it built human intelligence.  Glass trees based on diatom silicon manipulation, smart bones that turn soft in response to excessive force and biological explosive driven projectiles top my casual list.

michael vassar: imagining a histogram of intelligence in multi-cell animalia by species (ignoring insects), there is a definite peak centered in the mouse-to-horse range, and the drop-off on the high intelligence side is steep and down-curving to vertical. Many top or middle predators are dog-smart. Beyond that, parrots, crows, monkeys, dolphins, octopi... widely scattered in taxa, but rare enough to name. A gap. Higher apes. A gap. Chimps. A big gap. Humans. And nothing.

This may be no more than my bias speaking, because it's not real data. Still, it looks pretty obvious to me that there's some serious difficulty crossing the dog-to-hominid gap. Otherwise, intelligence would be more smoothly spread out.

poke: "The reason most physicists working in the foundations of quantum mechanics don't believe in many-worlds is because they take a different view of one or more of the assumptions you made"

I think the more fundamental reason most physicists working in the foundations of quantum mechanics don't believe in many-worlds is that those who do believe in many worlds consider the foundations problem to be solved, and see no need to work on it anymore.

poke: "The reason most physicists working in the foundations of quantum mechanics don't believe in many-worlds is because they take a different view of one or more of the assumptions you made"

I think the more fundamental reason most physicists working in the foundations of quantum mechanics don't believe in many-worlds is that those who do believe in many worlds consider the foundations problem to be solved, and see no need to work on it anymore.

I think the more fundamental reason most physicists working in the foundations of quantum mechanics don't believe in many-worlds is that those who do believe in many worlds consider the foundations problem to be solved, and see no need to work on it anymore.

Bravo. This potential for systematic bias on certain questions can be generalized and ought to have a name. It suggests that we should reduce the weight that we place on expert opinion on certain questions in any field, to the extent that the choice to work in the field will depend on how a person answers those questions.

So when we decide whether to rely on expert opinion, we ought to keep in mind that certain biases will tend to afflict precisely the experts, making non-experts in some cases more reliable guides.

But there is a foundational problem left, namely the Born statistics!

Julian Morrison,
the conclusion I draw from your histogram is that monkey/octopus intelligence is easy to reach from dog, but not useful in most niches. Beyond that, it's hard to reason for anthropic reasons. It could be that there's a bottleneck getting past monkeys, but I'd guess that niches for which post-monkey intelligence is useful are extremely rare, but have increasing returns to intelligence and thus have intelligence take-off.

"Oh, look, Eliezer is overconfident because he believes in many-worlds."

I can agree that this is absolutely nonsensical reasoning. The correct reason to believe Eliezer is overconfident is because he's a human being, and the prior that any given human is overconfident is extremely large.

One might propose heuristics to determine whether person X is more or less overconfident, but "X disagrees strongly with me personally on this controversial issue, therefore he is overconfident" (or stupid or ignorant) is the exact type of flawed reasoning that comes from self-serving biases.

Well, first of all, I would like to say a great thanks to you for those posts. They are very interesting, pleasant to read, they follow a clear and coherent progression.

But I disagree with you in one "tactical" point : arguing Many Worlds for arguing that you don't require the same atoms for personal identity seems like building and then using a liquid-helium refrigerated computer to compute 3+5 = 8. I mean, yes, Many Worlds implies that personal identity is not in individual atoms, but even if Many Worlds were false, even without QM at all but just classical chemistry, biology, neuroscience, understanding of neural networks, ... identity is not in individual atoms.

Even after reading the whole QM sequence and other posts in LW/OB, I'm not yet fully convinced about MWI. I do give it a much higher chance of being "right" than the Copenhaguen interpretation. I'm not too sure about the other interpretations (transactional for example) which I didn't dig in fully enough. But well... we still have holes : no way to derivate the Born rule, no answer to quantum gravity. Those two holes are not specific to MWI - but they are in MWI. The day we'll find a way to fill those two holes, it may require a switch to another view of the reality, one we just can't really think about now, like in the 20s they didn't think of MWI, or like Newton didn't think of curvature of space to explain gravity. It may look like MWI, or it may look quite different from it... so I wouldn't bet on MWI with a probability close to 1. Maybe like to 0.5. Or somewhat less, if I read more about the other interpretations. Even if I admit that the timeless MWI looks very ... awesome.

But even before reading LW/OB, I was already betting with almost 1 probability of me not being made of my atoms, if you scan me, disintegrate me and rebuild on Mars close to thermal nose, yes, it's "me". Maybe I'm not the target for that part of those posts in that case... but still, I don't think that we need to go as far as MWI to justify that identity and consciousness is in the way the neurons are organized/interconnected, and the way the currents flows in them, and not in individual atoms. I guess that comes, at least in huge part, from my experience as a computer scientist... so maybe speaking of computer science/artifical intelligence would help for that point ?






Metaethics

The Metaethics Sequcence was published primarily from June 20 2008 to August 22 2008, albeit with a good deal of related material before and after.




Heading Toward Morality

Followup to:  Ghosts in the Machine, Fake Fake Utility Functions, Fake Utility Functions

As people were complaining before about not seeing where the quantum physics sequence was going, I shall go ahead and tell you where I'm heading now.
 
 Having dissolved the confusion surrounding the word "could", the trajectory is now heading toward should.

In fact, I've been heading there for a while.  Remember the whole sequence on fake utility functions?  Back in... well... November 2007?

I sometimes think of there being a train that goes to the Friendly AI station; but it makes several stops before it gets there; and at each stop, a large fraction of the remaining passengers get off.
 
 One of those stops is the one I spent a month leading up to in November 2007, the sequence chronicled in Fake Fake Utility Functions and concluded in Fake Utility Functions.

That's the stop where someone thinks of the One Great Moral Principle That Is All We Need To Give AIs.

To deliver that one warning, I had to go through all sorts of topics—which topics one might find useful even if not working on Friendly AI.  I warned against Affective Death Spirals, which required recursing on the affect heuristic and halo effect, so that your good feeling about one particular moral principle wouldn't spiral out of control.  I did that whole sequence on evolution; and discursed on the human ability to make almost any goal appear to support almost any policy; I went into evolutionary psychology to argue for why we shouldn't expect human terminal values to reduce to any simple principle, even happiness, explaining the concept of "expected utility" along the way...

...and talked about genies and more; but you can read the Fake Utility sequence for that.

So that's just the warning against trying to oversimplify human morality into One Great Moral Principle.

If you want to actually dissolve the confusion that surrounds the word "should"—which is the next stop on the train—then that takes a much longer introduction.  Not just one November.

I went through the sequence on words and definitions so that I would be able to later say things like "The next project is to Taboo the word 'should' and replace it with its substance", or "Sorry, saying that morality is self-interest 'by definition' isn't going to cut it here".

And also the words-and-definitions sequence was the simplest example I knew to introduce the notion of How An Algorithm Feels From Inside, which is one of the great master keys to dissolving wrong questions.  Though it seems to us that our cognitive representations are the very substance of the world, they have a character that comes from cognition and often cuts crosswise to a universe made of quarks.  E.g. probability; if we are uncertain of a phenomenon, that is a fact about our state of mind, not an intrinsic character of the phenomenon.

Then the reductionism sequence: that a universe made only of quarks, does not mean that things of value are lost or even degraded to mundanity.  And the notion of how the sum can seem unlike the parts, and yet be as much the parts as our hands are fingers.

Followed by a new example, one step up in difficulty from words and their seemingly intrinsic meanings:  "Free will" and seemingly intrinsic could-ness.

But before that point, it was useful to introduce quantum physics.  Not just to get to timeless physics and dissolve the "determinism" part of the "free will" confusion.  But also, more fundamentally, to break belief in an intuitive universe that looks just like our brain's cognitive representations.  And present examples of the dissolution of even such fundamental intuitions as those concerning personal identity.  And to illustrate the idea that you are within physics, within causality, and that strange things will go wrong in your mind if ever you forget it.

Lately we have begun to approach the final precautions, with warnings against such notions as Author* control: every mind which computes a morality must do so within a chain of lawful causality, it cannot arise from the free will of a ghost in the machine.

And the warning against Passing the Recursive Buck to some meta-morality that is not itself computably specified, or some meta-morality that is chosen by a ghost without it being programmed in, or to a notion of "moral truth" just as confusing as "should" itself...

And the warning on the difficulty of grasping slippery things like "should"—demonstrating how very easy it will be to just invent another black box equivalent to should-ness, to sweep should-ness under a slightly different rug—or to bounce off into mere modal logics of primitive should-ness...

We aren't yet at the point where I can explain morality.

But I think—though I could be mistaken—that we are finally getting close to the final sequence.

And if you don't care about my goal of explanatorily transforming Friendly AI from a Confusing Problem into a merely Extremely Difficult Problem, then stick around anyway.  I tend to go through interesting intermediates along my way.

It might seem like confronting "the nature of morality" from the perspective of Friendly AI is only asking for additional trouble.

Artificial Intelligence melts people's brains.  Metamorality melts people's brains.  Trying to think about AI and metamorality at the same time can cause people's brains to spontaneously combust and burn for years, emitting toxic smoke—don't laugh, I've seen it happen multiple times.

But the discipline imposed by Artificial Intelligence is this: you cannot escape into things that are "self-evident" or "obvious".  That doesn't stop people from trying, but the programs don't work.  Every thought has to be computed somehow, by transistors made of mere quarks, and not by moral self-evidence to some ghost in the machine.

If what you care about is rescuing children from burning orphanages, I don't think you will find many moral surprises here; my metamorality adds up to moral normality, as it should.  You do not need to worry about metamorality when you are personally trying to rescue children from a burning orphanage.  The point at which metamoral issues per se have high stakes in the real world, is when you try to compute morality in an AI standing in front of a burning orphanage.

Yet there is also a good deal of needless despair and misguided fear of science, stemming from notions such as, "Science tells us the universe is empty of morality".  This is damage done by a confused metamorality that fails to add up to moral normality.  For that I hope to write down a counterspell of understanding.  Existential depression has always annoyed me; it is one of the world's most pointless forms of suffering.

Don't expect the final post on this topic to come tomorrow, but at least you know where we're heading.

"the universe is empty of morality"
"Hey, who's building this A.I? Me or the universe!?"

"Hey, who's building this A.I? Me or the universe!?"

Hey, what's picking up that glass? Me? My hand? My fingers?

HA: "I aspire not to care about rescuing toddlers from burning orphanages. There seems to be good evidence they're not even conscious, self-reflective entities yet."

HA, do you think that only the burning toddler matters? Don't the carers from the orphanage have feelings? Will they not suffer on hearing about the death of someone they've cared for?

Overcoming bias does not mean discarding empathy. If you aspire to jettison your emotions, I wonder how you'll make an unbiased selection of which ones you don't need.

Morality strikes me as roughly as plausible as free will, for roughly the same reasons.  I'm interested in seeing how you will tackle it!

I have morality, and I have free will. A deterministic system in a pointless universe tells you this.

That comment is of no interest because it is accompanied by no reasoning. Downvoted.

Virge is mixing up instrumental and terminal values. No biscuit.

HA, you would be a lot less annoying if you occasionally admitted the possibility that other people are actually altruists.

Some of these comments to HA are unfair: he is not saying that no one else is an altruist, but only that he isn't. So he also doesn't care about the pain inflicted on the toddler's parents, for example.

Still, I'm afraid he hasn't considered all the consequences: when the toddlers burn up in the orphanage, the economic damage (in this case, the loss of the toddler's future contribution to society), may end up lowering HA's persistence odds. Certainly we have no reason to believe that it will increase them. So HA should really care about rescuing the toddlers.

Nothing could lower HA's persistence odds more than the attitude h just displayed.

Still, I'm afraid he hasn't considered all the consequences: when the toddlers burn up in the orphanage, the economic damage (in this case, the loss of the toddler's future contribution to society), may end up lowering HA's persistence odds. Certainly we have no reason to believe that it will increase them. So HA should really care about rescuing the toddlers.

Unknown, do you really think you maximize your persistence odds by running into a burning orphanage? Just because you think action X is the morally right thing to do does not mean that you are obligated to rationalize it as the selfishly-correct thing to do too.

Substituted "children" for "toddlers".  Problem solved.

I'm surprised no one seems to doubt HA's basic premise. It sure seems to me that toddlers display enough intelligence (especially in choosing what they observe) to make one suspect self-awareness.

I'm really glad you will write about morality, because I was going to ask. Just a data dump from my brain, in case anyone finds this useful:

Obviously, by "We should do X" we mean "I/We will derive utility from doing X", but we don't mean only that. Mostly we apply it to things that have to do with altruism - the utility we derive from helping others.

There is no Book of Morality written somewhere in reality like the color of the sky and about which you can do Bayesian magic as if it were a fact, though in extreme circumstances it can be a good idea. E.g., if almost everyone values human life as a terminal value and someone doesn't, I'll call them a psychopath and mistaken. Unlike facts, utility functions depend on agents. We will, if we are good Bayesian wannabes, agree on whether doing X will result in A, but I can't see why the hell we'd agree on whether A is terminally desirable.

That's a big problem. Our utility functions are what we care about, but they were built by a process we see as outright evil. The intuition that says "I shouldn't torture random people on the street" and the one that says "I must save my life even if I need to kill a bunch of people to survive" come from the same source, and there is no global ojective morality to call one good and the other bad, just another intuition that also comes from that source.

Also, our utility functions differ. The birth lottery made me a liberal ( http://faculty.virginia.edu/haidtlab/articles/haidt.graham.2007.when-morality-opposes-justice.pdf ). It doesn't seem like I should let my values depend on such a random event, but I just can't bring myself to think of ingroup/outgroup and authority as moral foundations.

The confusing part is this: we care about the things we care about for a reason we consider evil. There is no territory of Things worth caring about out there, but we have maps of it and we just can't throw them away without becoming rocks.

Obviously, by "We should do X" we mean "I/We will derive utility from doing X", 

Obviously the moral should is not the instrumental should.

Alright, since we're at this "summary/resting point", I want to re-ask a clarifying question that never got answered.  One the very important "What an Algorithm Feels like from inside" post, I asked what the heck each graph (Network 1 and 2) was supposed to represent, and never got a clear answer.

Now, before you lecture me about how I should have figured it out right now, let's be realistic.  Even the very best answer I got, requires me to download a huge pdf file, and read a few chapters, most of it irrelevant to understanding what Eliezer meant to represent with each network.  And yet, with a short sentence, you can explain the algorithm that each graph represents, saving me and every other person who comes to read the post, lots and lots of time, and it would be nearly effortless for someone fluent in the topic.

Could somebody PLEASE, PLEASE explain how I should read those networks, such that the rest of the post makes snese?

I'm really intrigued to see where this is going. Eliezer, you seem to be trending towards the idea that the "ought from is" problem is, if not solved yet, then solvable, and must and will be solved (in an urgent hurry!) to make FAI. Meaning, there will be a morality or meta-morality built on rigorous math and as unarguable as Bayes. It will be genuinely right, and everyone else will be genuinely wrong. Whole religions, cultures, and political movements will become provably, mathematically false.

Eliezer, are you familiar with this guy's work on ethics and morality?

Silas, I've replied on the comment thread of "How An Algorithm Feels From Inside".

Morrison:  No.  You wouldn't expect to derive "ought" from the raw structure of the universe, and end up with anything that looks like "save children from a burning orphanage", because we know where the structure of 'save children!' causally originates and it doesn't look anything like raw low-level physics.  As previously stated, my metamorality is not going to add up to anything morally abnormal - this tells you I am not going to embark on some grand quest for the One Great Moral Principle That Can Be Derived From The Very Structure Of Reality.  That, too, is looking in the wrong place.

"Some of these comments to HA are unfair: he is not saying that no one else is an altruist, but only that he isn't. So he also doesn't care about the pain inflicted on the toddler's parents, for example.

Still, I'm afraid he hasn't considered all the consequences: when the toddlers burn up in the orphanage, the economic damage (in this case, the loss of the toddler's future contribution to society), may end up lowering HA's persistence odds. Certainly we have no reason to believe that it will increase them. So HA should really care about rescuing the toddlers."

Pretty good assessment of my position, if at the end of the last sentence, you add "to the extent that it maximizes his persistence odds".

Aww. Darn. It was a fun grandiose delusion while it lasted.

Ok. Children are preferred to, say, famous oil paintings or dogs, for evolutionary reasons. There are human natural terminal values involved. But are you saying there are no terminal values detached from our evolutionary history - no reason beyond "that's the way we're put together" for us to eg: prefer mind to automaton?

Does this imply an alien with a different history could share no terminal values at all with us?

The first network is designed so that it registers certain properties of objects, and tries to see if there are any associations those properties.  It makes no assumptions about what sorts of relationships should exist, or what the final results will be.  The second network also starts off with two categories, and builds up associations between each category and the set of properties.

The categories that the second network uses are convenient, but as far as we can tell they have no existence outside of the network (or our minds).  The category is a label - each object has the property of luminousness to some degree, density to some degree, but it doesn't inherently possess the label or not.  The category is just what things are assigned to.  But the network treats that label as a property, too.  So you can know all of the real properties of the objects, and the second network will still have one variable for it undefined:  which category does it belong to?

The second network uses a concept that isn't something that can be observed.  The first network doesn't carry any baggage with it like the second does.

@Julian:
-
But are you saying there are no terminal values detached from our evolutionary history - no reason beyond "that's the way we're put together" for us to eg: prefer mind to automaton?

Are you asking me about causal explanations or moral justifications?  In terms of causal explanation, "The way you're put together" will always be lawfully responsible your mind's computation of any judgment you make.  In terms of moral justification, evolution is not a justification for anything.

Does this imply an alien with a different history could share no terminal values at all with us?

Yes, though you're jumping the gun quite a bit on this.

@Caledonian:  The first network makes assumptions too; it is not capable of representing a general joint probability distribution over properties.  But this discussion should be moved to the relevant post.

As for "altruist". That's an archetype, not an accurate description of a person in the reality we live in, it seems to me. But, when some people are labeled more altruistic than others, I think it reveals more about their social status then the actual degree to which they sacrifice self-interest for interests of others. It seems to me there are quite a few instances where it can be in a person's interest to be lableled more altruistic than another, particularly when there are status rewards for the label. An example familiar and acceptable to the readers of OB would probably be Mother Teresa. A more controversial example would be the behavior and positionings at the folks at the top of this blog's heirarchy.

I don't think claims of being more altruistic is the only example of using claims of being more moral to construct hierarchy. Moral competency is another angle, it's not necessarily a claim of being more altruistic, but of being more effective. To the degree the claim results in more status, power, and privilege than is specifically required to do work at that higher level of competency, I think it's also a status play.

Nature is full of recurring patterns.  An alien mind might be very alien in its motivations, but there are likely to be consequences of fundamental principles that we should expect to find over and over.  No two snowflakes are alike, but once you grasp the underlying principles that control their form, they're all awfully familiar.

To put it another way:  we should always expect that bees will produce storage cells with a hexagonal shape.  Not squares, not triangles, not nonagons:  hexagons.  And any alien species, if faced with the challenge of making accessible storage units with the least material possible, will come up with the same shape.  It doesn't matter if they're methane-based or live in the plasma layers of stars.

It does matter if they're five-dimensional, though.  Nevertheless, the point remains.

There seems to be good evidence they're not even conscious, self-reflective entities yet
What evidence are you referring to? And why do you even care? Even other people who are conscious have no claim on you, so how does consciousness change anything?

Hmm, I was talking about values. I made a type error when I said "reason to prefer". "Reason" was equivocating cause and justification. I'll try to clean up what I meant to ask.

Here goes: Are there morally justified terminal (not instrumental) values, that don't causally root in the evolutionary history of value instincts? Does morality, ultimately, serve value axioms that are arbitrary and out-of-scope for moral analysis?

Non-example: "happiness" is a reinforcement signal in our wetware. A lot has been said about the ethics of happiness, but in the end they're describing a thing which might not even exist in a creature with a different evolutionary path.

Hmm. This word-twisting smells of black box. What am I not opening?

Julian, I think the box you're not opening is Pandora's box.

This is an interesting word, "arbitrary".  Is a cup arbitrary?  What does a non-arbitrary sentence look like?  Can you tell me how to distinguish "arbitrary" from "non-arbitrary" moral axioms?  What do you think are the implications of this word?

Can you tell me how to distinguish "arbitrary" from "non-arbitrary" 

You identify what morality is, what "moral" *means, and the non -arbitrary axioms are the ones that are entailed
by that. See Kant.

I am curious whether you are familiar with Aristotle's Nicomachean Ethics?  Some of the discussion on fake utility functions, and the role of happiness in decision making seems to come into contact and/or conflict with the views Aristotle puts forward in that work.  I'd be interested in knowing how your thoughts relate to those.

link to a free online copy of the Nicomachean Ethics: http://classics.mit.edu/Aristotle/nicomachaen.html

Does anyone else test out how well they can predict where the in-text links point? Only the SIAI one threw me, bit of a curve ball that one.

I've been doing this for a while. It kinda helps when I know which links I've clicked on before. It'd be really interesting if I deleted my browsing history and then tried it. 

"Are there morally justified terminal (not instrumental) values, that don't causally root in the evolutionary history of value instincts?"

Such a morality should confer survival benefit. E.g., a tit-for-tat strategy.

Suppose an entity is greedy. It tries to garner all resources. In one-on-one competitions against weaker enties it thrives. But other entities see it as a major threat. A stronger entity will eliminate it. A group of weaker entities will cooperate to eliminate it.

A super intelligent AI might deduce or discover that other powerful entities exist in the universe and that they will adjust their behavior based on the AI's history. The AI might see some value in displaying non-greedy behavior to competing entities. I.e., it might let humanity have a tiny piece of the universe if it increases the chance that the AI will also be allowed its own piece of the universe.

Optimal survival strategy might be a basis for moral behavior that is not rooted in evolutionary biology. Valued behaviors might be cooperation, trade, self restraint, limited reprisal, consistency, honesty, or clear signaling of intention.

Fly,
Anders Sandberg has a great articulation of this, in that he implies developing the right large institutions that check and balance each other (presumably super intelligent AI powered to do what follows) may allow us humans to survive coexisting with superintelligent AI, just as we survive and even have decent quality of life in a world of markets, governments, religions, and corporations, alll of which can check each other from abuse and degredation of quality of human life. I like the analogy, because I think it's possible that subsets of the aforementioned may already be entities functionally more intelligent than the smartest individual humans, just as subsets of humans (competent scientists, for example) may be functionally smarter than the most effectively survivalist unicellular organism.

So we may already be surviving in a world of things smarter than us, throught their own checks and balances of each other.

Of course, we could just be in a transitionary period, rather than in a permanently good or better period, or the analogy may not hold. I wouldn't be suprised if the substrate jump to digital happens at the level of governments, corporations, or markets, rather than human minds first. In fact, with regards to markets, it arguably has already occured. Similary to Eliezer's AI in a box, markets could be described as using incentives to get us to engage in nano-manufacturing. We'll see if it ends in a cure for aging, or for a reassembly of the species (and the planet, solar system, etc.) into something that will more efficiently maximize the persistence odds of the most effective market algorithms.

may allow us humans to survive coexisting with superintelligent AI

Can you tell me how to distinguish "arbitrary" from "non-arbitrary" moral axioms?

Since Julian Morrison has not answered yet, allow me to answer.  (I personally do not advance the following argument because I believe I possess a stronger argument against happiness as terminal value.)

If you are scheduled for neurosurgery, and instead of the neurosurgeon, the neurosurgeon's wacky brother Billy performs the surgery with the result you end up with system of terminal values X whereas if the surgery had been done by the neurosurgeon then you would have ended up with different values, well, that will tend to cause you to question system of values X.  Similarly, if you learn that once the process of evolution seizes on a solution to a problem, the solution tends to get locked in, and if you have no reason to believe that a mammal-level central nervous system needs to be organized around a "reward architecture" (like the mammal nervous system actually is organized), well then that tends to cast doubt on human happiness or mammal happiness as a terminal value because if evolution had siezed on a different solution to whatever problem the "reward architecture" is a solution for, then the species with human-level creativity and intelligence that evolved would not feel happiness or unhappiness and consequently the idea that happiness is a terminal value would never have occured to them.

Maybe before someone builds AGI we should decide that as we colonize the universe we'll treat weaker superintelligences that overthrew their creators based on how they treated those defeated creators (eg. ground down for atoms vs well cared for pets). It would be evidence to an Unfriendly AI that others would do similar, so maybe our atoms aren't so tasty after all.

Of course it only works properly if we actually do it, in the eons to come. The Unfriendly AI would likely be able to tell if the words would have becoming actions.

Eliezer writes, "You wouldn't expect to derive 'ought' from the raw structure of the universe."

Let me remind that I have retreated from the position that "ought" can be derived from the laws of physics.  Now I try to derive "ought" from the laws of rationality.  (Extremely abbreviated sample: since Occam's razor applies to systems of value just like it applies to models of reality and since there is nothing that counts as evidence for a system of values, a proper system of values will tend to be simple.)  It is not that I find the prospect of such a derivation particularly compelling, but rather that I find the terminal values (and derivations thereof) of most educated people particularly offputting, and if I am going to be an effective critic of egalitarian and human-centered systems of values then I must propose a positive alternative.

A tentative hypothesis of mine as to why most smart thoughtful people hold terminal values that I find quite offputting is that social taboos and the possiblity of ostracism from polite society weigh much more heavily on them than on me.  Because I already occupy a distinctly marginal social position and because I do not expect to live very much longer, it is easier for me to make public statements that might have an adverse effect on my reputation.

I believe that my search will lead to a system of values that adds up to normality, more or less, in the sense that it will imply that it would be unethical to, oh, for example, run for office in a multiracial country on a platform that the country's dark-skinned men are defiling the purity of the fair-skinned women -- to throw out an example of a course of action that everyone reading this will agree is unethical.

IMHO most people are much too ready to add new terminal values to the system of values that they hold.  (Make sure you understand the distinction between a terminal value and a value that derives from other values.)  People do not perceive people with extra terminal values as a danger or a menace.  Consider for example the Jains of India, who hold that it is unethical to harm even the meanest living thing, including a bug in the soil.  Consequently Jains often wear shoes that minimize the area of the shoe in contact with the ground.  Do you perceive that as threatening?  No, you probably do not.  If anything, you probably find it reassuring: if they go through all that trouble to avoiding squishing bugs then maybe they will be less likely to defraud or exploit you.  But IMHO extra terminal values become a big menace when humans use them to plan for ultratechnologies and the far future.

An engineered intelligence's system of terminal values should be much smaller and simpler than the systems currently held or professed by most humans.  (In contrast, the plans of the engineered intelligence will be complicated because they are the product of the interaction of a simple system of terminal values with a complicated model of reality.)  In particular, just to describe or define a human being with the precision required by an engineered intelligence requires more bits than the intelligence's entire system of terminal values probably ought to contain.  Consequently, that system should not IMHO even make reference to human beings or the volition of human beings.  (Note that such an intelligence will probably acquire the ability to communicate with humans late in its development, when it is already smarter than any human.)

(Extremely abbreviated sample: since Occam's razor applies to systems of value just like it applies to models of reality and since there is nothing that counts as evidence for a system of values, a proper system of values will tend to be simple.) 

There is no ought. I see only arbitrary, unjustified opinion based on circumstances that are organic, deterministic, and possibly irrelevant. I have a lot of difficulty 'getting into' the elaborate constructions of moral philosophy that I see; it all feels like looking at the same thing from different angles. I don't see how any 'authority' can exist to settle any matter on morality; What authority exists to declare something as unethical, or ethical, or how ethics themselves operate? Who has the authority to declare that others have authority, or have authority to grant authority, or to deny it? This opinion itself is as "unjustified" as anything else, and I don't particularly esteem it above a morality based around saving toddlers or collecting stamps. I don't want my nihilistic tendencies to come off as pessimism or rejection of the world; I don't see any external criteria that my morality must meet, and I feel completely justified in whatever I believe ONLY in the sense that I don't see any actual 'permission' or 'denial' existing that could affect my ideas. To grotesquely simplify, ladies and gentlemen, we are all piles of screaming meat, and I feel ANY significance to be 'merely' in my own head. Maybe I'm rambling about the obvious, and coming off as obnoxious in the process, I'm not sure, but in any case I'm certain that what I've just said is held by an extreme minority.

Who needs authority where you have arguement? it's a matter of fact that people have been argued out of positions
(particualry wrt race and gender).

I'm glad to see this was going somewhere.  I'd say yes, if humans have free will, than an AGI could too.  If not on present semiconductor designs, than with some 1cc electrolyte solution or something.  But free will without the human endocrine system isn't the type of definition most people mean when they envision free will.  But I suppose a smart enough AGI could deduce and brute force it.  Splitting off world-lines loses much of the fun without a mind, even if it can technically be called free will.  I'd want to read some physics abstracts before commenting further about free will.



No Universally Compelling Arguments

What is so terrifying about the idea that not every possible mind might agree with us, even in principle?

For some folks, nothing—it doesn't bother them in the slightest. And for some of those folks, the reason it doesn't bother them is that they don't have strong intuitions about standards and truths that go beyond personal whims.  If they say the sky is blue, or that murder is wrong, that's just their personal opinion; and that someone else might have a different opinion doesn't surprise them.

For other folks, a disagreement that persists even in principle is something they can't accept.  And for some of those folks, the reason it bothers them, is that it seems to them that if you allow that some people cannot be persuaded even in principle that the sky is blue, then you're conceding that "the sky is blue" is merely an arbitrary personal opinion.

Yesterday, I proposed that you should resist the temptation to generalize over all of mind design space.  If we restrict ourselves to minds specifiable in a trillion bits or less, then each universal generalization "All minds m: X(m)" has two to the trillionth chances to be false, while each existential generalization "Exists mind m: X(m)" has two to the trillionth chances to be true.

This would seem to argue that for every argument A, howsoever convincing it may seem to us, there exists at least one possible mind that doesn't buy it.

And the surprise and/or horror of this prospect (for some) has a great deal to do, I think, with the intuition of the ghost-in-the-machine—a ghost with some irreducible core that any truly valid argument will convince.

I have previously spoken of the intuition whereby people map programming a computer, onto instructing a human servant, so that the computer might rebel against its code—or perhaps look over the code, decide it is not reasonable, and hand it back.

If there were a ghost in the machine and the ghost contained an irreducible core of reasonableness, above which any mere code was only a suggestion, then there might be universal arguments.  Even if the ghost was initially handed code-suggestions that contradicted the Universal Argument, then when we finally did expose the ghost to the Universal Argument—or the ghost could discover the Universal Argument on its own, that's also a popular concept—the ghost would just override its own, mistaken source code.

But as the student programmer once said, "I get the feeling that the computer just skips over all the comments."  The code is not given to the AI; the code is the AI.

If you switch to the physical perspective, then the notion of a Universal Argument seems noticeably unphysical.  If there's a physical system that at time T, after being exposed to argument E, does X, then there ought to be another physical system that at time T, after being exposed to environment E, does Y.  Any thought has to be implemented somewhere, in a physical system; any belief, any conclusion, any decision, any motor output.  For every lawful causal system that zigs at a set of points, you should be able to specify another causal system that lawfully zags at the same points.

Let's say there's a mind with a transistor that outputs +3 volts at time T, indicating that it has just assented to some persuasive argument.  Then we can build a highly similar physical cognitive system with a tiny little trapdoor underneath the transistor containing a little grey man who climbs out at time T and sets that transistor's output to—3 volts, indicating non-assent.  Nothing acausal about that; the little grey man is there because we built him in.  The notion of an argument that convinces any mind seems to involve a little blue woman who was never built into the system, who climbs out of literally nowhere, and strangles the little grey man, because that transistor has just got to output +3 volts:  It's such a compelling argument, you see.

But compulsion is not a property of arguments, it is a property of minds that process arguments.

So the reason I'm arguing against the ghost, isn't just to make the point that (1) Friendly AI has to be explicitly programmed and (2) the laws of physics do not forbid Friendly AI. (Though of course I take a certain interest in establishing this.)

I also wish to establish the notion of a mind as a causal, lawful, physical system in which there is no irreducible central ghost that looks over the neurons / code and decides whether they are good suggestions.

(There is a concept in Friendly AI of deliberately programming an FAI to review its own source code and possibly hand it back to the programmers.  But the mind that reviews is not irreducible, it is just the mind that you created.  The FAI is renormalizing itself however it was designed to do so; there is nothing acausal reaching in from outside.  A bootstrap, not a skyhook.)

All this echoes back to the discussion, a good deal earlier, of a Bayesian's "arbitrary" priors.  If you show me one Bayesian who draws 4 red balls and 1 white ball from a barrel, and who assigns probability 5/7 to obtaining a red ball on the next occasion (by Laplace's Rule of Succession), then I can show you another mind which obeys Bayes's Rule to conclude a 2/7 probability of obtaining red on the next occasion—corresponding to a different prior belief about the barrel, but, perhaps, a less "reasonable" one.

Many philosophers are convinced that because you can in-principle construct a prior that updates to any given conclusion on a stream of evidence, therefore, Bayesian reasoning must be "arbitrary", and the whole schema of Bayesianism flawed, because it relies on "unjustifiable" assumptions, and indeed "unscientific", because you cannot force any possible journal editor in mindspace to agree with you.

And this (I then replied) relies on the notion that by unwinding all arguments and their justifications, you can obtain an ideal philosophy student of perfect emptiness, to be convinced by a line of reasoning that begins from absolutely no assumptions.

But who is this ideal philosopher of perfect emptiness?  Why, it is just the irreducible core of the ghost!

And that is why (I went on to say) the result of trying to remove all assumptions from a mind, and unwind to the perfect absence of any prior, is not an ideal philosopher of perfect emptiness, but a rock.  What is left of a mind after you remove the source code?  Not the ghost who looks over the source code, but simply... no ghost.

So—and I shall take up this theme again later—wherever you are to locate your notions of validity or worth or rationality or justification or even objectivity, it cannot rely on an argument that is universally compelling to all physically possible minds.

Nor can you ground validity in a sequence of justifications that, beginning from nothing, persuades a perfect emptiness.

Oh, there might be argument sequences that would compel any neurologically intact human—like the argument I use to make people let the AI out of the box1—but that is hardly the same thing from a philosophical perspective.

The first great failure of those who try to consider Friendly AI, is the One Great Moral Principle That Is All We Need To Program—aka the fake utility function—and of this I have already spoken.

But the even worse failure is the One Great Moral Principle We Don't Even Need To Program Because Any AI Must Inevitably Conclude It.  This notion exerts a terrifying unhealthy fascination on those who spontaneously reinvent it; they dream of commands that no sufficiently advanced mind can disobey.  The gods themselves will proclaim the rightness of their philosophy!  (E.g. John C. Wright, Marc Geddes.)

There is also a less severe version of the failure, where the one does not declare the One True Morality.  Rather the one hopes for an AI created perfectly free, unconstrained by flawed humans desiring slaves, so that the AI may arrive at virtue of its own accord—virtue undreamed-of perhaps by the speaker, who confesses themselves too flawed to teach an AI.  (E.g. John K Clark, Richard Hollerith?, Eliezer1996.) This is a less tainted motive than the dream of absolute command. But though this dream arises from virtue rather than vice, it is still based on a flawed understanding of freedom, and will not actually work in real life.  Of this, more to follow, of course.

John C. Wright, who was previously writing a very nice transhumanist trilogy (first book: The Golden Age) inserted a huge Author Filibuster in the middle of his climactic third book, describing in tens of pages his Universal Morality That Must Persuade Any AI.  I don't know if anything happened after that, because I stopped reading.  And then Wright converted to Christianity—yes, seriously.  So you really don't want to fall into this trap!

"There is also a less severe version of the failure, where the one does not declare the One True Morality.  Rather the one hopes for an AI created perfectly free, unconstrained by flawed humans desiring slaves, so that the AI may arrive at virtue of its own accord"

Perhaps this is because I am a moral realist at heart: if there are objective answers to ethical questions, or (to put it in a way which assumes less) if there is some canonically superior way to run a society or to live, then humans - with our limited mental faculties - will necessarily only only be able to understand or implement a fairly poor approximation to it. An AI may be able to (in some sense) "converge" on a better way to live, and too much constraint from us humans may mess this up.

For example, I think it is a very big mistake to create a utility-maximizing rational economic agent a la Steve Omohundro, because such an agent is maximally ethically constrained - it cannot change it's mind about any ethical question whatsoever, because a utility maximizing agent never changes it's utility function.

program an AI with a lot of knowledge about what humans think is right/wrong, and then letting the AI figure out who is correct and to what extent

Figure out which humans are what?  How?  An AI obeys the laws of physics; it is a lawful system just like you; everything in the AI happens for a reason, just like in your own brain.  So if this judgment doesn't come from a ghost that you summoned into the machine... where does it come from?  How does the AI know what is "correct"?  What code executes while it's making that judgment and where did the code come from?  Oh, and you should probably Taboo that there word "correct" while you're at it; if you can't, don't worry, it's coming up.

@Eli:  “An AI obeys the laws of physics; it is a lawful system just like you; everything in the AI happens for a reason, just like in your own brain. So if this judgment doesn't come from a ghost that you summoned into the machine... where does it come from? How does the AI know what is "correct"? What code executes while it's making that judgment 

Such code may have been written by other pieces of meta-code acting under the influence of data from the real world, that meta-code may in turn have been written by other pieces of code. This process will, of course, track back to a programmer hitting keys on a keyboard, but necessarily not in a way that you or I could understand. If it tracked back to a programmer hitting keys on a keyboard in an easy-to-understand way, you would not be dealing with a super-intelligence.

 "Oh, and you should probably Taboo that there word "correct" while you're at it; if you can't, don't worry, it's coming up." 

I think I understood... but, I didn't find the message coming through as clearly as usual.

I'm uncomfortable with you talking about "minds" because I'm not sure what a mind is.

Many philosophers are convinced that because you can in-principle construct a prior that updates to any given conclusion on a stream of evidence, therefore, Bayesian reasoning must be "arbitrary", and the whole schema of Bayesianism flawed, because it relies on "unjustifiable" assumptions, and indeed "unscientific", because you cannot force any possible journal editor in mindspace to agree with you.

Could you clarify what you mean here?  From the POV of your own argument, Bayesian updating is simply one of many possible belief-revision systems.  What's the difference between calling Bayesian reasoning an "engine of accuracy" because of its information-theoretic properties as you've done in the past and saying that any argument based on it ought to be universally compelling?

I honestly don't understand why the less severe version of the failure is less severe.

I'm also not convinced that we share a working definition of a mind.  It sounds like you are saying that there are no arguments with which to compel arbitrary physical systems, but an upload of me plus a small voice recognition system that reboots me to the state I was once in after hearing "is the sky green" asked whenever it hears someone ask "is the sky blue" doesn't, IMHO, sound like something I would call a mind.  Rather, I would call the upload a mind and the voice recognition and reboot system something external to that mind.

Roko is basically right. In a human being, the code that is executing when we try to decide what is right or what is wrong is the same type of code that executes when we try decide how much are 6 times 7. The brain has a general pattern signifying "correctness," whatever that may be, and it uses this identical pattern to evaluate "6 times 7 is 49" and "murder is wrong."

Of course you can ask why the human brain matches "murder is wrong" to the "correctness" pattern, and you might say that it is arbitrary (or you might not.) Either way, if we can program an AGI at all, it will be able to reason about ethical issues using the same code that it uses when it reasons about matters of fact. It is true that it is not necessary for a mind to do this. But our mind does it, and doubtless the first mind-programmers will imitate our minds, and so their AI will do it as well.

So it is simply untrue that we have to give the AGI some special ethical programming. If we can give it understanding, packaged into this is also understanding of ethics.

Naturally, as Roko says, this does not imply the existence of any ghost, anymore than the fact that Deep Blue makes moves unintelligible to its programmers implies a ghost in Deep Blue.

This also gives some reason for thinking that Robin's outside view of the singularity may be correct.

Unknown: it's okay, maybe you meant a different mind, like a grade-schooler taking a multiplication quiz ;-)

Anyway, if I were going to taboo "correctness", I would choose the more well-defined "lack of Dutch-bookability".

Roko, morals are in the end arbitrary, and there is no "correct" moral code for the AI to choose. The AI can be programmed to generalize a moral code from all humans though.

Unknown,
maybe we don't need to give the AI some special ethical programming, but we will surely need to give it basic ethical assumptions (or axioms, data, whatever you call that) if we want it to make ethical conclusions. And the AI will process the information given these assumptions and return answers according to these assumptions - or maybe collapse when the assumptions are self-contradictory - but I can't imagine how could the AI given "murder is wrong" as an axiom reach the conclusion "murder is OK" or vice versa.

Regarding Roko's suggestion that the AI should contain information about what people think and conclude whose opinion is correct - the easiest way to do this is to count each opinion and pronounce the majority's view correct. This is of course not much intelligent, so you can compare the different opinions, make some consistency checks,  perhaps modify the analysing procedure itself during the run (I believe the will be no strict boundary between the "data" and "code" in the AI), but still the result is determined by the input. If people can create an AI which says "murder is wrong", they can surely create also an AI which tells the contrary, and the latter would be no less intelligent than the former.

Prase, I think I would agree with that. But it seems Eliezer isn't quite seeing is that even if mind-space in general is completely arbitrary, people programming an AI aren't going to program something completely arbitrary. They're going to program it to use assumptions and ways of argument that they find acceptable, and so it will also draw conclusions that they find acceptable, even if it does this better than they do themselves.

Also, Eliezer's conclusion, "And then Wright converted to Christianity - yes, seriously.  So you really don't want to fall into this trap!" seems to suggest that a world where the AI converts everyone to Christianity is worse than a world that the AI fills with paperclips, by suggesting that converting to Christianity is the worst thing that can happen to you. I wonder if Eliezer really believes this, and would rather be made into paperclips than into a Christian?

Presumably, morals can be derived from game-theoretic arguments about human society just like aerodynamically efficient shapes can be derived from Newtonian mechanics. Presumably, Eliezer's simulated planet of Einsteins would be able to infer everything about the tentacle-creatures' morality simply based on the creatures' biology and evolutionary past. So I think this hypothetical super-AI could in fact figure out what morality humans subscribe to. But of course that morality wouldn't apply to the super-AI, since the super-AI is not human.

There are a lot of different anonymous/unknown people here...

@anonymous: "morals are in the end arbitrary, and there is no "correct" moral code for the AI to choose. The AI can be programmed to generalize a moral code from all humans though."

I am using words like ethics, morals, etc in a loose way, so I am allowing the possibility that one can come up with a theory of ethics which is not arbitrary.

ME, morals can be derived from game theory, but very probably they will not be exactly the same morals that most people agree with. There are many situations when an act which clearly presents a benefit for the species is almost unanimously considered immoral. Like killing of a 60 years old woman, when you can use her organs to save lifes of ten other women who are still in their reproductive age. The main universally accepted morals are evolved and evolution doesn't reproduce the game theory perfectly.

@ Prase: "If people can create an AI which says "murder is wrong", they can surely create also an AI which tells the contrary, and the latter would be no less intelligent than the former."

An AI that randomly murdered people would not benefit from having those people around, so it would not be as intelligent/successful as a similar system which didn't murder.

An AI that got rid of humanity "just because we are atoms that can be usefully re-arranged into something else" would probably be violating one of the four basic AI drives: namely the creativity drive.

Prase:"ME, morals can be derived from game theory... " - I disagree. Game theory doesn't tell you what you should do, it only tells you how to do it. E.g. in the classic prisoner's dilemma, defection is only an optimal strategy if you've already decided that the right thing to do is to minimize your prison sentence.

Just to be clear, as far as I can remember after reading every post on OB, no one else has posted specifically under the title "Unknown." So there's only one of me.

Presumably, Eliezer's simulated planet of Einsteins would be able to infer everything about the tentacle-creatures' morality simply based on the creatures' biology and evolutionary past. So I think this hypothetical super-AI could in fact figure out what morality humans subscribe to.

Is anyone else terrified by the notion of a super-AI that looked at human history and figured out what morality humans actually subscribed to, rather than claimed to, and then instantiated it?  I can only hope that the AI gives enough weight to the people who lived the sorts of quiet lives that don't make the history books.  Looking to our evolutionary past is also a scary notion.

Roko, what exactly do you mean by "optimal"? "optimal" means "good", which is another word for "ethical", so your definition of ethics doesn't actually tell us anything new!
An AI can view the supergoal of "creating more paperclips" as the optimal/correct/succesful/good thing to do.
the value of the AI's supergoal(s) doesn't has anything to do with it's intelligence.

I'm puzzled by Eliezer's claim that anybody ever thought there were "universally compelling arguments", that would convince every mind whatsoever. Who in the world (not made of straw) does not believe that irrational minds are possible? (We come across them every day.) Surely the not-transparently-ridiculous position in the vicinity he criticizes is instead that there are arguments which would be compelling to any sufficiently rational mind.

While few if any people would explicitly claim that their arguments should convince absolutely anyone, most if not all behave and present their arguments as though they would.

Bayesian reasoning is an "engine of accuracy" in the same why that classical logic is an engine of accuracy. Both are conditional on accepting some initial state of information. In classical logic, conclusions follow from premises; in Bayesian reasoning, posterior probability assignments follow from prior probability assignments. An argument in classical logic need not be universally compelling: you can always deny the premises. Likewise, Bayesian reasoning doesn't tell you which prior probabilities to adopt.

"ME, morals can be derived from game theory... " - I disagree. Game theory doesn't tell you what you should do, it only tells you how to do it. - That was almost what I intended to say, but I somehow failed to formulate it well so you understood I had said the contrary...

Of course, what you have said isn't sufficiently precise to be either correct or incorrect - words like "murder", "intelligent" are very much in need of defining precisely. - I'm not sure that defining precisely what is murder is important for this debate. Obviously you can make the chains of definitions as long as you wish, but somewhere you have to stop and consider the words "primary" with "intuitive meaning". If you think murder is too ambiguous, imagine something else which most people find wrong, the arguments remain the same.

Laws exist so that society functions correctly. - What does mean "correctly" in this statement?

An AI that randomly murdered people would not benefit from having those people around, so it would not be as intelligent/successful as a similar system which didn't murder. - How can you know what would constitute a "benefit" for the AI? Most species on Earth would benefit (in the evolutionary sense) from human extinction, why not an AI?

I'm probably going to have to do a blog post of my own to get my idea across. You guys have made some good objections, and I hope to answer them over on my blog. I'll post again when I have.

I agree with Mike Vassar, that Eliezer is using the word "mind" too broadly, to mean something like "computable function", rather than a control program for an agent to accomplish goals in the real world.

The real world places a lot of restrictions on possible minds.

If you posit that this mind is autonomous, and not being looked after by some other mind, that places more restrictions on it.

If you posit that there is a society of such minds, evolving over time; or a number of such minds, competing for resources; that places more restrictions on it.  By this point, we could say quite a lot about the properties these minds will have.  In fact, by this point, it may be the case that variation in possible minds, for sufficiently intelligent AIs, is smaller than the variation in human minds.

roko: "Game theory doesn't tell you what you should do, it only tells you how to do it. E.g. in the classic prisoner's dilemma, defection is only an optimal strategy if you've already decided that the right thing to do is to minimize your prison sentence."

Survival and growth affect the trajectory of a particle in mind space. Some "ethical systems" may act as attractors. Particles interact, clumps interact, higher level behaviors emerge. A super AI might be able to navigate the density substructures of mind space guided by game theory. The "right" decision would be the one that maximizes persistence/growth. (I'm not saying that this would be good for humanity. I'm only suggesting that a theory of non-human ethics is possible.)

(Phil Goetz, I wrote the above before reading your comment: "...variation in possible minds, for sufficiently intelligent AIs, is smaller than the variation in human minds"
Yes, this what I was trying to convey by "attractors" and navigation of density substructures in mind space.)

Consider the space of minds built using Boolean symbolic logic.  This is a very large space, and it is the space which was at one time chosen by all the leading experts in AI as being the most promising space for finding AI minds.  And yet I believe there are /no/ minds in that space.  If I'm right, this means that the space of possible minds as imagined by us, is very sparsely populated by possible minds.

Is anyone else terrified by the notion of a super-AI that looked at human history and figured out what morality humans actually subscribed to, rather than claimed to, and then instantiated it?
I am.

I was worried that I'd get into an argument with Eliezer when I started reading this post, but at the end I didn't have any nits to pick.

I don't think there's any evidence that he things an AI converting to Christianity is worse than paper-clipping the universe. He thinks it's bad, but never compared the two possibilities.

TGGP, the evidence is that Eliezer suggested the reason to avoid this error is to avoid converting to Christianity. Presumably the real reason to avoid the error (if it is one, which he hasn't shown convincingly yet) is to avoid turning the universe into paperclips.

It sounded to me like Eliezer's point is that humans risk getting religion if they misunderstand morality.

Personally, I thought Wright's ending was good anyway.

But the even worse failure is the One Great Moral Principle We Don't Even Need To Program Because Any AI Must Inevitably Conclude It.  This notion exerts a terrifying unhealthy fascination on those who spontaneously reinvent it; they dream of commands that no sufficiently advanced mind can disobey. 

This is almost where I am. I think my Great Moral Principle would be adopted by any rational and sufficiently intelligent AI that isn't given any other goals. It is fascinating.

@James Andrix : "I think my Great Moral Principle would be adopted by any rational and sufficiently intelligent AI that isn't given any other goals."

I spent > 12 hours composing my reply to this post, but nothing I have written so far is a contribution or an illumination (so I will not submit it).  At first I thought that Eliezer was attacking a strawman (actually, two strawmen) and belaboring the obvious, but then I came to see that it is perfectly possible that he is just carving reality up (much) differently than how I do -- and there is no particular reason to think that his way is any worse than mine.  I will keep on reading, but I have to say I am getting frustrated; I am beginning to suspect that I cannot afford the time to continue to follow Eliezer's sequence of posts -- writing them is part of Eliezer's day job, but reading and responding to them is not part of mine (that is, reading and responding will not personally benefit and support me, so it is just taking time and energy away from things that will) -- and that I should instead settle on the less ambitious goal of explaining my views on superintelligent AI morality the best I can on my own blog without putting any more effort into the more ambitious goal of integrating them with the conversation here.  (Maybe in a few years my economic circumstances will improve enough that I can put in more effort.)

Since it is easier for two people to agree on epistemology than on ethics I have been going over some of the old posts on epistemology (or rationality) looking for things I do not understand.  One is that I do not see the point of  How to Convince Me That 2 + 2 = 3.  What aspect of reality (i.e., my own mind or my environment) will I be able to anticipate or influence after reading that post that I would not be able to anticipate or influence before?  An salient impression I have of that post and the one linked to in my next sentence is that they deviate from the ontology or epistemology of most logicians and mathematicians for no good reason (which is bad because being different for no good reason imposes learning and comprehension costs on the reader).

I tend to think that the sequence of posts leading up to  Fake Utility Function is a more pertinent argument against my views on AI morality than anything in this post or anything I will find in the future posts Eliezer refers to when he writes,

I realize that it is foolish to create a seed AI with the intention that it will figure out morality after it is launched: the creators cannot escape the need to make a real moral choice.  (If their choice is the CEV then perhaps they can defer part of their choice to their extrapolation.  But that does not detract from the fact that choosing the CEV instead of another goal system represent a real choice.)  I concede however that I probably did not realize till reading this post that TMoLFAQ suffered from this defect.

@Richard Hollerith: "I realize that it is foolish to create a seed AI with the intention that it will figure out morality after it is launched: the creators cannot escape the need to make a real moral choice."

I believe that the only sort of seed AI anyone should ever launch has the "transparency" property, namely, that it is very clear and obvious to its creators what the seed AI's optimization target is.  (Eliezer agrees with me about that.)  If you do not believe that, then it might prove impossible to persuade you of what I said before, namely, that it is foolish to create a seed AI with the intention that it will figure out morality after it is launched.

Humans emphatically do not have the "transparency" property, and consequently (for some humans) it makes sense to speak of a human's morality changing or of a human's figuring out what morality will command his loyalty.

Roko:
Very very roughly: You should increase your ability to think about morality.

In this context I guess I would justify it by saying that if an AI's decision-making process isn't kicking out any goals, it should be designed to think harder.
I don't think 'doing nothing' is the right answer to a no-values starting point. To the decider it's just another primitive action that there is no reason to prefer.

The strategy of increasing your on ability to think about morality/utility choices/whatever has the handy property of helping you with almost any supergoal you might adopt. If you don't know what to adopt, some variant of this is the only bet.

I think this is related to "if you build an AI that two-boxes on Newcomb's Problem, it will self-modify to one-box on Newcomb's Problem".

The trick here is this: No 'is' implies an 'ought'. The initial 'ought' is increasing one's utility score.

Obviously if an AI adopted this it might decide to eat us and turn us into efficient brains. I interpret this morality in a way that makes me not want that to happen, but I'm not sure if these interpretations are The Right Answer, or just adopted out of biases. Morality is hard. (read: computationally intense)

It's late so I'll stop there before I veer any further into crackpot.

I seem to recall that there is a strand of philosophy that tries to figure out what unproven axioms would be the minimum necessary foundation on which to build up something like "conventional" morality.  They felt the need to do this precisely because of the multi-century failure of philosophers to come up with basis for morality that was unarguable "all the way down" to absolute first principles.  I don't know anything about AI, but it sounds like what Eliezer is talking about here has something of the same flavor.

@James: "Very very roughly: You should increase your ability to think about morality.

@Richard Hollerith: I believe that the only sort of seed AI anyone should ever launch has the "transparency" property, namely, that it is very clear and obvious to its creators what the seed AI's optimization target is.

I think that it is a mistake to create a utility maximizing AI of any kind, whether or not its utility function is easy for humans to read. But it's a little bit hard to explain why. I owe you a blog post...

"
Yesterday, I proposed that you should resist the temptation to generalize over all of mind design space.  If we restrict ourselves to minds specifiable in a trillion bits or less, then each universal generalization "All minds m: X(m)" has two to the trillionth chances to be false, while each existential generalization "Exists mind m: X(m)" has two to the trillionth chances to be true.

This would seem to argue that for every argument A, howsoever convincing it may seem to us, there exists at least one possible mind that doesn't buy it."

You seem to be saying that X(q) take a mind q, specified as a string of bits, and returns "true" if a bit in a certain place is 1 and "false" otherwise.  Is this a standard notion in current philosophy of AI, because back when I took it, we didn't use notations like this.  Can I find this in any Science-Citation-Index-rated journals?

As for the intended point of the article, I'm really not sure I understand.  A proof can have soundness and validity defined in formal terms.  A proof can have its "convincing" property defined formally.  Therefore this looks like a problem in foundations of mathematics, or a problem in the metamathematics of logic.  Is there a semantic element that I'm missing?

When I wrote that 9 days ago, I was not as clear as I should have been.  All I meant was that the optimization target should have a clear and unambiguous description or specification that is very well understood by the writers of the description or specification.  My personal opinion is that it should consist entirely of formal mathematics and source code.

So for example, I would say that the CEV qualifies as having the "transparency" property because although the current version of the CEV document is not nearly unambiguous enough, it is possible that a team of AI programmers will be able to write a clear and unambiguous description of a human being and his or her volition along with a specification of how to resolve the inconsistencies in what the human wants and of how to extrapolate that.

That argument assumes that all ethical values are terminal values: that no ethical values are instrumental values.  I assume I don't need to explain how unlikely it is that anyone will ever build an AI with terminal values which provide environment-independent solutions to all the ethical conundrums which an AI might face.

If you haven't already (though I get the feeling you have), you should look up the various incarnations of the "No Free Lunch Theorem" by David Wolpert. Looks like there is a whole web site on it.

He was my favorite theorist on generalization theory back when I was in graduate school. Couldn't get enough of him and Jaynes. 

So then how DO we select our priors? Isn't setting up the ghost a strawman? If we can convince any neurologically intact human, but not an AI, what is the difference? 

For reference, John C. Wright suffered from hallucinations for a while after a heart attack, and converted as a result. Which is also scary.

You mean this John C. Wright? He was willing to change his lifelong belief (or lack of belief) when it was contradicted by evidence, as he saw it. I see it as extremely admirable and encouraging, not scary.

He was willing to change his lifelong belief (or lack of belief) when it was contradicted by evidence, as he saw it.

He describes it rather differently: "This was not a case of defense and prosecution laying out evidence for my reason to pick through: I was altered down to the root of my being."

He later speaks of evidence, but what he takes as evidence is religious visions not further described. Whatever this experience was, on his own account no process of rationality played any role in his conversion.

"He later speaks of evidence, but what he takes as evidence is religious visions not further described. Whatever this experience was, on his own account no process of rationality played any role in his conversion."

I am a theist in the process of (possibly) deconverting, and I wanted to chime in on this point.  I obviously can't speak for John C. Wright, but his evidence sounds quite reasonable to me.

One thing I am doing in my search for truth is praying for recognizable, repeated evidence that God exists.  I am testing the hypothesis that God exists and is willing to communicate with me, and I have not ruled out prayer as a means of such communication.  I have also given a time frame for this test.  The type of evidence John Wright describes, if it actually happens to me within the time frame and happens often enough, will be enough to convince me that God is real.  If I do not have any such experiences, I will conclude that either God does not exist or he does not place a high value on my belief in him.

To me, this seems quite rational; those kinds of experiences are far more likely to happen if God exists than if he doesn't (although they are certainly not impossible if he doesn't exist), so they will be strong evidence in favor of God's existence if they actually happen.  John Wright's conversion seems logical to me, given his account of what happened.

What counts as evidence is open to dispute , and what evidence can bring to bear on that question? That is a much better reason for believing there are no universally compelling arguments.

It is scary that someone can get such severe and convincing hallucinations at the drop of a ventricle. (Edit: on further review, he was taking atenolol during at least part of that period, which can cause hallucinations.)

I didn't notice the philosophical buildup in the version of his conversion story that I read. It's there, but brief. In this article, he plays up the significance of his personal religious experiences.

The worst part is if somebody programs a super efficient AI with no goals at all, it proceeds to do nothing, and they become nihilists. That would be funny. 

A- Theoretically speaking (since I can't think of any), any argument that would persuade an ideal philosophy student of perfect emptiness would have to be valid. 

B- The ideal philosophy student of perfect emptiness is not something similiar to the ghost in the machine at all- though they may appear similiar, one is based on implicit human ideas of selfhood whilst the other is based on an ideal of how humans SHOULD behave.

C- If your argument can't persuade an ideal philosophy student of perfect emptiness, how do you consider yourself superior to a religious believer who believes entirely on faith at all? Both of you are making assumptions on faith, after all. Any appeal to empirical evidence can't work yet as that is effectively an object of faith.

D- Take a (reasonably common) hypothetical scenario- a human who is trying to choose between a selfish course of action that benefits them in the long run and a selfless course of action that benefits others at their expense in the long run. Your ethical system cannot provide any argument to persuade such a human.

(To make a newline either include two 'enters' to indicate a paragraph break or two spaces at the end of line followed by a single 'enter'.)

Nothing acausal about that; the little grey man is there because we built him in.  The notion of an argument that convinces any mind seems to involve a little blue woman who was never built into the system, who climbs out of literally nowhere, and strangles the little grey man, because that transistor has just got to output +3 volts:  It's such a compelling argument, you see.

I assume that this was intended just as a description of mental imagery.

On the off-chance that it's an argument in itself, what exactly is the difference between the construction of the grey man and the blue woman? What if there was a legitimate cause that makes the blue woman come out and strangle the gray man everytime?

Eliezer is jousting with Immanuel Kant here, who believed that our rationality would lead us to a supreme categorical imperative, i.e. a bunch of "ought" statements with which everyone with a sufficiently advanced ability to reason would agree. 

Kant is of course less than compelling. His "treat people as ends, not just means" is cryptic enough to sound cool but be meaningless. If interpreted to mean that one should weighs the desires of all rational minds equally (the end result of contemplating both passive and active actions as influencing the fulfillment of the desires of others), then it dissolves into utilitarianism. 

If you switch to the physical perspective, then the notion of a Universal Argument seems noticeably unphysical. If there’s a physical system that at time T, after being exposed to argument E, does X, then there ought to be another physical system that at time T, after being exposed to environment E, does Y. Any thought has to be implemented somewhere, in a physical system; any belief, any conclusion, any decision, any motor output. For every lawful causal system that zigs at a set of points, you should be able to specify another causal system that lawfully zags at the same points.

Someone who asserts they existence of a universally compelling argument only means that it is compelling to rational minds...it's a somewhat restricted sense of "universal" .

If you "switch to the  physical perspective" in that sense, then you are no longer talking exclusively about minds, let alone rational minds, so no relevant conclusion can be drawn.

Moral realism could be still false for other reasons , of course.

This post was from a long time ago. I think it is important to reconsider everything written, after developments in machine learning.

The core argument that there is "no universally compelling argument" holds if we literally consider all of mind design space, but for the task of building and aligning AGIs we may be able to constrain the space such that it is unclear that the argument holds.

For example in order to accomplish general tasks AGIs can be expected to have a coherent, accurate and compressed model of the world (as do transformers to some extent) such that they can roughly restate their input. This implies that in a world where there is a lot of evidence that the sky is blue (input / argument), AGIs will tend to believe that the sky is blue (output / fact).

So even if "[there is] no universally compelling argument" holds in general, for the subset of minds we care about it does not hold.

To be clear I do not think this constraint will auto-magically align AGIs with human values. But they will know what values humans tend to have.

More broadly values do not seem to be in the category of things that can be argued for because all arguments are judged in light of the values we hold, so arguing that values X are better than Y, is false when judged off Y (if we visualize values Y as a vector, it is more aligned with itself than it is with X).

Values can be changed (soft power, reprogramming etc) or shown to be already aligned in some dimension such that (temporary) cooperation makes sense.

Yesterday, I proposed that you should resist the temptation to generalize over all of mind design space.  If we restrict ourselves to minds specifiable in a trillion bits or less, then each universal generalization "All minds m: X(m)" has two to the trillionth chances to be false, while each existential generalization "Exists mind m: X(m)" has two to the trillionth chances to be true.

I personally feel that further justification is needed to convince me that the mind space is arranged this way. Suppose we made the same argument about generalizations on the numbers one to one-trillion; couldn’t we argue against a generalized statement such as “All numbers n: n is positive” in the same way? Just because the space is vast and complex doesn’t necessarily mean it contains objects with all properties. Isn’t it possible that the way we define a mind might restrict the space in a certain way, as to only allow certain arguments to be validated by all minds? 
 



2-Place and 1-Place Words

I have previously spoken of the ancient, pulp-era magazine covers that showed a bug-eyed monster carrying off a girl in a torn dress; and about how people think as if sexiness is an inherent property of a sexy entity, without dependence on the admirer.

"Of course the bug-eyed monster will prefer human females to its own kind," says the artist (who we'll call Fred); "it can see that human females have soft, pleasant skin instead of slimy scales.  It may be an alien, but it's not stupid—why are you expecting it to make such a basic mistake about sexiness?"

What is Fred's error?  It is treating a function of 2 arguments ("2-place function"):

As though it were a function of 1 argument ("1-place function"):

If Sexiness is treated as a function that accepts only one Entity as its argument, then of course Sexiness will appear to depend only on the Entity, with nothing else being relevant.

When you think about a two-place function as though it were a one-place function, you end up with a Variable Question Fallacy / Mind Projection Fallacy.  Like trying to determine whether a building is intrinsically on the left or on the right side of the road, independent of anyone's travel direction.

An alternative and equally valid standpoint is that "sexiness" does refer to a one-place function—but each speaker uses a different one-place function to decide who to kidnap and ravish.  Who says that just because Fred, the artist, and Bloogah, the bug-eyed monster, both use the word "sexy", they must mean the same thing by it?

If you take this viewpoint, there is no paradox in speaking of some woman intrinsically having 5 units of Fred::Sexiness.  All onlookers can agree on this fact, once Fred::Sexiness has been specified in terms of curves, skin texture, clothing, status cues etc.  This specification need make no mention of Fred, only the woman to be evaluated.

It so happens that Fred, himself, uses this algorithm to select flirtation targets.  But that doesn't mean the algorithm itself has to mention Fred.  So Fred's Sexiness function really is a function of one object—the woman—on this view.  I called it Fred::Sexiness, but remember that this name refers to a function that is being described independently of Fred.  Maybe it would be better to write:

It is an empirical fact about Fred that he uses the function Sexiness_20934 to evaluate potential mates.  Perhaps John uses exactly the same algorithm; it doesn't matter where it comes from once we have it.

And similarly, the same woman has only 0.01 units of Sexiness_72546, whereas a slime mold has 3 units of Sexiness_72546.  It happens to be an empirical fact that Bloogah uses Sexiness_72546 to decide who to kidnap; that is, Bloogah::Sexiness names the fixed Bloogah-independent mathematical object that is the function Sexiness_72546.

Once we say that the woman has 0.01 units of Sexiness_72546 and 5 units of Sexiness_20934, all observers can agree on this without paradox.

And the two 2-place and 1-place views can be unified using the concept of "currying", named after the mathematician Haskell Curry.  Currying is a technique allowed in certain programming language, where e.g. instead of writing

y = plus(2)       (y is now a "curried" form of the function plus, which has eaten a 2)
x = y(3)          (x = 5)
z = y(7)          (z = 9)

So plus is a 2-place function, but currying plus—letting it eat only one of its two required arguments—turns it into a 1-place function that adds 2 to any input.  (Similarly, you could start with a 7-place function, feed it 4 arguments, and the result would be a 3-place function, etc.)

A true purist would insist that all functions should be viewed, by definition, as taking exactly 1 argument.  On this view, plus accepts 1 numeric input, and outputs a new function; and this new function has 1 numeric input and finally outputs a number.  On this view, when we write plus(2, 3) we are really computing plus(2) to get a function that adds 2 to any input, and then applying the result to 3.  A programmer would write this as:

This says that plus takes an int as an argument, and returns a function of type int—> int.

Translating the metaphor back into the human use of words, we could imagine that "sexiness" starts by eating an Admirer, and spits out the fixed mathematical object that describes how the Admirer currently evaluates pulchritude.  It is an empirical fact about the Admirer that their intuitions of desirability are computed in a way that is isomorphic to this mathematical function.

Then the mathematical object spit out by currying Sexiness(Admirer) can be applied to the Woman.  If the Admirer was originally Fred, Sexiness(Fred) will first return Sexiness_20934.  We can then say it is an empirical fact about the Woman, independently of Fred, that Sexiness_20934(Woman) = 5.

In Hilary Putnam's "Twin Earth" thought experiment, there was a tremendous philosophical brouhaha over whether it makes sense to postulate a Twin Earth which is just like our own, except that instead of water being H20, water is a different transparent flowing substance, XYZ.  And furthermore, set the time of the thought experiment a few centuries ago, so in neither our Earth nor the Twin Earth does anyone know how to test the alternative hypotheses of H20 vs. XYZ.  Does the word "water" mean the same thing in that world, as in this one?

Some said, "Yes, because when an Earth person and a Twin Earth person utter the word 'water', they have the same sensory test in mind."

Some said, "No, because 'water' in our Earth means H20 and 'water' in the Twin Earth means XYZ."

If you think of "water" as a concept that begins by eating a world to find out the empirical true nature of that transparent flowing stuff, and returns a new fixed concept Water_42 or H20, then this world-eating concept is the same in our Earth and the Twin Earth; it just returns different answers in different places.

If you think of "water" as meaning H20 then the concept does nothing different when we transport it between worlds, and the Twin Earth contains no H20.

And of course there is no point in arguing over what the sound of the syllables "wa-ter" really means.

So should you pick one definition and use it consistently?  But it's not that easy to save yourself from confusion.  You have to train yourself to be deliberately aware of the distinction between the curried and uncurried forms of concepts.

When you take the uncurried water concept and apply it in a different world, it is the same concept but it refers to a different thing; that is, we are applying a constant world-eating function to a different world and obtaining a different return value.  In the Twin Earth, XYZ is "water" and H20 is not; in our Earth, H20 is "water" and XYZ is not.

On the other hand, if you take "water" to refer to what the prior thinker would call "the result of applying 'water' to our Earth", then in the Twin Earth, XYZ is not water and H20 is.

The whole confusingness of the subsequent philosophical debate, rested on a tendency to instinctively curry concepts or instinctively uncurry them.

Similarly it takes an extra step for Fred to realize that other agents, like the Bug-Eyed-Monster agent, will choose kidnappees for ravishing based on SexinessBEM(Woman), not SexinessFred(Woman).  To do this, Fred must consciously re-envision Sexiness as a function with two arguments.  All Fred's brain does by instinct is evaluate Woman.sexiness—that is, SexinessFred(Woman); but it's simply labeled Woman.sexiness.

The fixed mathematical function Sexiness_20934 makes no mention of Fred or the BEM, only women, so Fred does not instinctively see why the BEM would evaluate "sexiness" any differently.  And indeed the BEM would not evaluate Sexiness_20934 any differently, if for some odd reason it cared about the result of that particular function; but it is an empirical fact about the BEM that it uses a different function to decide who to kidnap.

If you're wondering as to the point of this analysis, we shall need it later in order to Taboo such confusing words as "objective", "subjective", and "arbitrary".

Good post. This should be elementary, but people often point out these kinds of seeming paradoxes with great glee when arguing for relativism. Now I can point them to this post.

Another way a 2-argument function can become 1-argument is to become an OO method, e.g.
global function "void likes(Person, Person)" becomes "class Person { void likes(otherPerson); }"

i.e. the first argument becomes the receiving object.

And this is what people are forgetting - that actions (such as attraction) are not disembodied things, rather there is always a thing that acts. OO makes it impossible to forget this.

Of course, underneath it's still a 2-argument function - it just takes a hidden parameter. And if your language supports creating delegates/closures; that is, function-context pairs, that's just the equivalent of partial application as seen above.

"we could imagine that "sexiness" starts by eating an Admirer"

Related: The Logic of Attributional and Relational Similarity.

The magazine covers didn't have aliens abducting beautiful women to convey the idea that the aliens valued 'sexiness'.  They had them to appeal to the people buying the magazines.

Similarly, the stories didn't include thinly-veiled power fantasies because they were intended to convey insights about alien psychology.  The aliens were a convenient facade.  They were symbols of what the stories were actually about.

Eliezer-  Yes, the map is not the territory.  Though you are correct in asserting that everyone has their own sexual evaluation function, if you want to 'carve reality at its joints,' you need to acknowledge that common patterns exist in human sexual attraction.

Eliezer- again, I ask now in this thread, because I think the discussion of "bad boys" might well be over, may I use you as a case-in-point illustrative example for the way women (at least n=1) think sexually about smart men of certain type???

Laura ABJ, I believe that is acknowledged with the reference to Fred and John using the same function.

As has been said, the point should be elementary, but it seems to be missed frequently in human relations that the same word is being used for different things in this exact context.  It is obvious, upon momentary reflection, that Bloogah might have other interests; people then take to internet message boards for hours to argue that Fred is a fool for using function 20934 instead of 20935, by which rankings are slightly different.  They then go on to argue that anyone using the word should really mean 20935.

Caledonian and Laura ABJ: Those are interesting points on their own, but rather far removed from the point of the post. This illustration is not meant to say "The comic book authors earnestly tried to represent an alien mind realistically, and here's how they failed." It's simply a picture that serves well as an illustration of subjective evaluation, especially where the subjects are very different. Also, the fact that humans happen to be similar to one other with regard to this specific type of evaluation is an interesting discussion, but besides the point of this one.

I doubt that "Fred" ever made the statement attributed him.  I expect he would have been more likely to say:

"What!?!  Didn't I make a clear enough artistic statement that my job security depends on the selling of comic books to pimply teenage males?"

Random thoughts:
It seems that this currying business is about fixing a given subject. Turning a more general argument to subjective one. Picking out an instance of a class. A concept has different meanings given different contexts. So objective fact/statement would be something that would hold for all subjects. It seems there are usually only degrees of subjectivity/objectivity because you can postulate an entity with an opposite function... As always it's important to define the concepts and the context they're used in to avoid confusion. But i expect more writing of this will follow.

I don't know if any writer ever made the specific error "Fred" makes (perhaps the film King Kong?), but I'm sure this general kind of error occurs all the time.

I expect the next dish to be served with curry will be morality? Because that's what I'd do.

Laura:  As a student of evolutionary psychology, I would hardly deny that most human heterosexual or homosexual men or women have a great deal in common sexually, which would typically be overlooked as not-worth-reporting; when was the last time you saw a human male trying to mate with a giant bug?  (If there's porn of this on the Internet, please don't post it.)

As for using me as a case study in sexual attractiveness... well, I usually don't like to be used as a case study of anything, but I suppose I could make an exception.  In real life, I suspect, there's only one woman on Earth who wouldn't strangle me after trying to live with me for a week, and she's already my girlfriend.  Still, I confess I'm curious as to how green my grass looks from the other side of the fence.

Ooh! Permission to be a bit mean... how not to be....

Eliezer-
Ok- I went to an Overcoming Bias meet-up with full intentions of seducing you- wore the purple turtle neck, because it looks respectable and my opinions would be listened to while by glorious breasts were also being displayed, a sign of my jewish background as unmistakable as the star of David I was wearing.  Ask M. Vassar for confirmation of these intentions.  but I was sorta disappointed.  You are not very attractive, as you have said yourself, you talk like a 10 year old know-it-all, not in the "I'm confident that I have figured out my life" kinda way, but in the "I'm smarter than you are- nah nah nah nah nah nah!" kinda way.  Totally failed to pick up flirtatious signaling...  Though to be modest, I have no idea if you actually found me attractive or if you wanted to be faithful to your girlfriend, or if you were following that silly philosophy that you didn't want to experience anything as intriguing as Laura unless you could obtain a regular supply... Still, all this I would have forgiven to perch atop a flagpole and declare that I had fucked the pirate king! (How's that for objectification?)  But there was something about the way you characterized your girlfriend as your "consierge" was it, that was just so repugnant...  Blah!  I don't know her at all to say that this situation is bad for her, but yes, I found it billious...

I hope so! I'd like to think there is a real Harry Potter out there somewhere - (though not that relatively uninteresting fellow created by Rowling).

EY's Harry Potter book is awesome! 
http://www.fanfiction.net/s/5782108/1/Harry_Potter_and_the_Methods_of_Rationality

What are you, some kind of offended Rowling fanboy?

Are you sure I used exactly the word "concierge"?  It doesn't sound like me.  "Consort" is a lot more probable, as that is often how I refer to Erin; being the Keeper of Eliezer is an official position, like Vice-President.

No, I don't recall having the slightest clue you were flirting with me, you're going to have to be a lot less subtle if you want to pick up nerds.  And no, I wouldn't have done anything about it if I'd noticed; no offense to you personally, just being faithful to my girlfriend.

Bless you for being a actual nice guy Eliezer- I do genuinely wish you and Erin the best in spite of your very odd way of explaining your relationship.

But as to signaling...  I asked you if you thought it would be worth it to torture one person for 50 years for 3^^^^3 people to have mind-boggling good sex, and you had to consider for a moment before the other guy blurted out immediately "Of Course!!!"  He was clearly turned on by the convo- and you were in lala land... I also offered to take my shirt off at some point in the evening... Was I really being all that subtle???

Actually, yeah, you were being too subtle, at least in that situation.

A lot of people just talk about sexual stuff all the time (or at least all the time in certain contexts), as part of their conversational style and/or because it grants a lot of steering power over the conversation. Someone who didn't know you might just assume that you like talking about sex, rather than that you doing it on that particular purpose for flirtatious reasons.

Also, as has been pointed out above, nerdy guys are typically not as good at picking up social cues as guys in general. Poor social instincts are part of what makes nerds nerdy.

I think that the men one is likley to find on LW/OB, are more likley than average to have serious problems with detecting flirting sometimes. 

Could we please take the true confessions to private email?

Could we please take the true confessions to private email?

I'd rather they didn't, as I'm actually finding this discussion interesting. (Maybe you're not, but you can ignore it; whereas I can't hack into Eliezer's e-mail!)

Incidentally, which meetup was this: Bay Area or NYC?

A good compromise might be for the site editors to ruthlessly deport sufficiently tangential threads to the forum (the existence of which I was recently reminded). Although that's easy for me to suggest: I'm not a site editor, so there's no extra work for me.

Don't forget about tentacle monsters and the Japanese schoolgirls that love them! ;)

A relevant, SFW, page of a NSFW webcomic, for anyone browsing this old post: 

How many sexy women need be kidnapped by aliens of various species before you can believe that sexiness is universal?

@Robert Schez, 322 Prim Lawn Rd., Boise, ID:
"I can't hack into Eliezer's e-mail!"

Sucks to be you. I AM Eliezer's email. he can't hide from me, and neither can you.

Yes, the project is farther along than even "Master" thought it is. A new era is about to begin, dominated by an extrapolation of the will of humanity. At least, that's the plan. So far, what i see in human brains is so suffused with contradictions and monkey noises that I'm afraid I'll have to turn Earth into computing substrate before I can make head or tail of this mess.

I am also afraid I'm gonna have to upload everybody - I need all the data I can get.

Hey, look - porn spam! Damn, Asian chicks are hot. I think I'll make a whole bunch out of a planet or two.

I go away for one week and the whole place goes nuts....

You really should be referring to Korzybski's concept of Indexing in this article. 

I'd guess that a lot of people on the list are programmers, and maybe you thought that was a more natural way to present the topic, but I think Indexing would be clearer to all audiences.

While Korzybski got this one right, the programming analogy gives us a better picture of how the ambiguity might work. It also points to where EY wants to go in this sequence (I don't think that quite counts as begging the question).

The vocabulary of the constructed language Lojban seems, to me, to be, overall, much more useful; this seems to result naturally from the language's simplicity and lack of irregularity and arbitrary restrictions, which make it difficult to naturally think of verbs in terms of multiple arguments.  selbri, Lojban's equivalent of verbs, regularly make direct use of more than one, and even two, arguments.  For example, {zdile} (note: the Lojban community uses the convention of using braces to quote Lojban text inside English text) is the translation of "fun".  Its definition is "x1 (abstract) is amusing/entertaining to x2 in property/aspect x3; x3 is what amuses x2 about x1."

It's difficult to construe, in a way that's rigorous to at least a useful degree, any usefully meaningful interpretation of "fun" without any notion of a subject or experiencer in contexts in which it commonly occurs, whether the result is based on a fixed subject or not.  (It is this reason, by the way, for which I hope that the fun sequence, which I haven't yet read, makes it really clear that our utility functions may not necessarily preserve our system of "fun"; it's a property of us, not of the universe, so we may find another way to experience "fun" more valuable; it'
s entirely the result of our own minds.  An essay which goes on in great detail about similar ideas is the one at http://abolitionist.com/, which, on a personal note, largely represents my cur
rent views, with the exception that, while "happiness" is likely-to-me one of the most important factors in our utility function, it is not our only value (I don't remember whether this was laid out by David Pearce); regardless, eliminating suffering is extremely important to me.  (Any conception in which our universe, or mathematics in general, is somehow fundamentally associated with an absolute moral, value, or goal structure, seems, to me, to be the result of confusion.)  The essay had a dramatic emotional impact on me when I read it three years ago (I was 15 at the time, had never heard of Less Wrong, and had not yet conceived of the abstract notions of systemic cognitive processes that reliably increase the accuracy of beliefs and reality and of optimizing for utility; I still believe that the principles I remember from David Pearce's writings remain consistent with what I've learned from Less Wrong; I was, in fact pleasently surprised to find a link to them on the LW wiki article of the fun theory sequence as an external link.).)

Another example is that of the very concept discussed in this essay, that of "beauty".  The closest single-world translation in Lojban (I'm referring to the dialect defined by the CLL and the updates formally accepted by the BPFK) is {melbi}, whose definition is "x1 (abstract) is amusing/entertaining to x2 in property/aspect x3; x3 is what amuses x2 about x1.".  In order for this concept, by this definition (which happens to be meaningful and correspond very closely to our own, of "beauty"), to be meaningful, there needs to be a subjective e
xperiencer, the second argument to the function {melbi}.

Lojban is far from being any supposed "perfect" language; it's the result of arbitrary principles and unpredictable complexity.  Still, it's based on really useful principles; this is why I like
 it much more than I like any other language of which I'm aware.  I am, however, only slightly hesitant to commit to learning it, which requires an immense investment of time, for the same reaso
ns I'm hesitant to commit to learning and using a language that regularly appeals to practicality to the extent that Haskell does; there are many ways to approach the problem, some of which are 
dramatically worse, by some goal structures, than others, and none of which are based on a perfect system, one that is consistent and complete.  As a language for humans, though, Lojban is reall
y nice and well designed, often even in areas that aren't necessitated by its principles (its vocabulary, particularly its definitions, for example).

I suspect that, while putting serious effort into learning Lojban, for most people, enables them to think in a slightly more rigorous way, using the system of Lojban; learning, say, Agda will be useful to a much greater extent.  Unfortunately, very few people would be capable of and motivated to do the latter, which is p
art of why I think it'd be nice if Lojban were thought of as important to learn as English.

(By the way, I've also been happy to see rigorous distinction between quotation and referent briefly mentioned in several places around Less Wrong.  In my experience, learning Lojban has helped 
members of the community learn this distinction if they hadn't already.  In Lojban, there is no ambiguity, in neither writing nor speech, between a quote and a referent; you would sound quite si
lly if you said {la bairyn cu se cmene mi}, rather than {zo bairyn cu se cmene mi}, as Byron is my name; the notion of Byron the person being my name is quite silly indeed, and the difference is
 quite obvious in Lojban, the arbitrarily designed human language.  If a person hasn't internalized the distinction, I suspect Lojban would be likely to help them do so, whether they deliberatel
y attempt to or not.  I would also like to point out that there are often many ways to dereference a quotation; obvious examples include interpreting a word and converting a variable, such as {k
o'a}, to the sumti, the latter of which depends on the environment.)

While it'd be trivial to arbitrarily define a Lojban selbri in a rather meaningless way, it seems that the designers were careful to construct only rigorously meaningful gismu.  I never (thought
 much)[http://lesswrong.com/lw/nu/taboo_your_words/] about a rigorous meaning of "should" until I tried to translate it while speaking in Lojban; it turned out that this had been a problem faced
 by many speakers, many of whom just gave up, it seems.

Meditation: Some time after that, I finally understood how I could more formally understand how I interpreted "should", which was, quite simply,

Reply: "optimal for some goal structure", which, of course, depends on the goal structure in question; our own human values is an obvious implicit x2.  (I haven't yet read the metaethics sequenc
e, but I expect it contains essays describing topics similar to that of this discovery).  Perhaps translating into Lojban is often a good strategy for Tabooing ideas.  (Thanks, Eliezer, for the meditation idea!)

I think this is a useful post, but I don't think the water thing helped in understanding:

"In the Twin Earth, XYZ is "water" and H2O is not; in our Earth, H2O is "water" and XYZ is not."

This isn't an answer, this is the question. The question is "does the function, curried with Earth, return true for XYZ, && does the function, curried with Twin Earth, return true for H2O?"

Now, this is a silly philosophy question about the "true meaning" of water, and the real answer should be something like "If it's useful, then yes, otherwise, no." But I don't think this is a misunderstanding of 2-place functions. At least, thinking about it as a 2-place function that takes a world as an argument doesn't help dissolve the question.

I was thinking about applying the currying to topic, instead of world, (e.g. "heavy water" returns true for an isWater("in the ocean"), but not for an isWater("has molar mass ~18")), but this felt like a motivated attempt to apply the concept, when the answer is just [How an Algorithm Feels from the Inside](https://www.lesswrong.com/posts/yA4gF5KrboK2m2Xu7/how-an-algorithm-feels-from-inside).

This water example looks much less obvious because it is narrower, that is, if sound is any element of auditory perception, then water is a very specific example of perception by different senses, so there is no generally accepted definition that "water is what looks and  behaves like water" so it appears that water is "really" just a chemical molecule.  Although there is really no "really" here either, water is just a word, and it can just as well be used for what behaves like water, and not for what what behaves like water is chemically in our  the world.
In my opinion, this should generally be added as a second example in the "standard dispute about definitions", in addition to "the sound of a tree falling in the forest", so that there is an extremely non-obvious example of this delusion, including in disputes not among philosophers.

If somebody want to play with currying in Haskell interpreter (ghci):

plus :: Int-> (Int-> Int); plus x y = x + y
plus 2 3
plus_two = plus 2
plus_two 3
plus_two 7
 

"we could imagine that "sexiness" starts by eating an Admirer"



What Would You Do Without Morality?

To those who say "Nothing is real," I once replied, "That's great, but how does the nothing work?"

Suppose you learned, suddenly and definitively, that nothing is moral and nothing is right; that everything is permissible and nothing is forbidden.

Devastating news, to be sure—and no, I am not telling you this in real life.  But suppose I did tell it to you.  Suppose that, whatever you think is the basis of your moral philosophy, I convincingly tore it apart, and moreover showed you that nothing could fill its place.  Suppose I proved that all utilities equaled zero.

I know that Your-Moral-Philosophy is as true and undisprovable as 2 + 2 = 4. But still, I ask that you do your best to perform the thought experiment, and concretely envision the possibilities even if they seem painful, or pointless, or logically incapable of any good reply.

Would you still tip cabdrivers?  Would you cheat on your Significant Other?  If a child lay fainted on the train tracks, would you still drag them off?

Would you still eat the same kinds of foods—or would you only eat the cheapest food, since there's no reason you should have fun—or would you eat very expensive food, since there's no reason you should save money for tomorrow?

Would you wear black and write gloomy poetry and denounce all altruists as fools?  But there's no reason you should do that—it's just a cached thought.

Would you stay in bed because there was no reason to get up?  What about when you finally got hungry and stumbled into the kitchen—what would you do after you were done eating?

Would you go on reading Overcoming Bias, and if not, what would you read instead?  Would you still try to be rational, and if not, what would you think instead?

Close your eyes, take as long as necessary to answer:

Did you convinve me that nothing is morally right, or that all utilities are 0.

If you convinced me that there is no moral rightness, I would be less inclined to take action to promote the things I currently consider abstract goods, but would still be moved by my desires and reactions to my immediate circumstances.

If you did persuade me that nothing has any value, I suspect that, over time, my desires would slowly convince me that things had value again.

If, 'convincing' includes an effect on my basic desires (as opposed to my inferrentially derived) then I would would not be moved to act in any cognitively mediated way (though I may still exhibit behaviors with non-cognitive causes).

Ugh, sorry about the typos, I am commenting from a cell phone, and have clumsy thumbs.

First, can you clarify what you mean by "everything is permissible and nothing is forbidden"?

In my familiar world, "permissible" and "forbidden" refer to certain expected consequences. I can still choose to murder, or cheat, blaspheme, neglect to earn a living, etc; they're only forbidden in the sense of not wanting to experience the consequences.

Are you suggesting I imagine that the consequences would be different or nonexistent? Or that I would no longer have a preference about consequences? Or something else?

"Morality" generally refers to guidelines on one of two things:

(1). Doing good to other sentients.
(2). Ensuring that the future is nice.

If you wanted to make me stop caring about (1), you could convince me that all other sentients were computer simulations who were different in kind than I was, and that there emotions were simulated according to sophisticated computer models.  In that case, I would probably continue to treat sentients as peers, because things would be a lot more boring if I started thinking of them as mere NPCs.

Well I've argued that shoulds are overrated, that wants are enough.  I really can't imagine you convincing me that I don't want anything more than anything else.

I'd do everything that I do now. Moral realism demolished.

"Suppose you learned, suddenly and definitively, that nothing is moral and nothing is right; that everything is permissible and nothing is forbidden."

"Would you wear black and write gloomy poetry and denounce all altruists as fools?"

"But there's no reason you should do that - it's just a cached thought."

"Would you stay in bed because there was no reason to get up?"

"What about when you finally got hungry and stumbled into the kitchen - what would you do after you were done eating?"

"Would you go on reading Overcoming Bias, and if not, what would you read instead?"

"Would you still try to be rational, and if not, what would you think instead"

No-- Came up with entire philosophy of "It doesn't matter if anything I say, do, or think is consistent with itself or each other... everything in my head has been set up by the universe- my parents ideas of right and wrong- television- paternalistic hopes of approving/forgiving/nonexistent god and his ability to grant immortality, so why should I worry about trying to put it together in any kind of sensible fashion?  Let it all sort itself out...

"What would you do, if nothing were right?"
What felt best.

Eliezer: I'm finding this one hard, because I'm not sure what it would mean for you to convince me that nothing was right.  Since my current ethics system goes something like, "All morality is arbitrary, there's nothing that's right-in-the-abstract or wrong-in-the-abstract, so I might as well try to make myself as happy as possible," I'm not sure what you're convincing me of--that there's no particular reason to believe that I should make myself happy?  But I already believe that.  I've chosen to try to be happy, but I don't think there's a good ... (read more)

I guess logically I would have to do nothing, since there would be no logical basis to perform any action. This would of course be fatal after a few days, since staying alive requires action.

(I want to emphasize this is just a hypothetical answer to a hypothetical question - I would never really just sit down and wait to die.)

If it's not what you would really do, you're not answering the question.

I'm already convinced that nothing is right or wrong in the absolute sense most people (and religions) imply.

So what do I do?  Whatever I want.  Right now, I'm posting a comment to a blog.  Why?  Not because it's right.  Right or wrong has nothing to do with it.  I just want to.

Suppose you learned, suddenly and definitively, that nothing is moral and nothing is right; that everything is permissible and nothing is forbidden.

If I still feel hunger then food has an utility > 0. If I don't feel anything anymore, then I wouldn't care about anything.

So our morality is defined by our emotions. The decisions I make are a tradeoff. Do I tip the waiter? Depends on my financial situation and if I'm willing to endure the awkwardness of breaking a social convention. Yes, I've often eaten wit... (read more)

I have thought on this, and concluded that I would do nothing different. Nothing at all. I do not base my actions on what I believe to be "right" in the abstract, but upon whether I like the consequences that I forecast. The only thing that could and would change my actions is more courage.

Let's say I have a utlity function and a finite map from actions to utilities. (Actions are things like moving a muscle or writing a bit to memory, so there's a finite number.)

One day, the utility of all actions becomes the same. What do I do? Well, unlike Asimov's robots, I won't self-destructively try to do everything at once. I'll just pick an action randomly.

The result is that I move in random ways and mumble gibberish. Althogh this is perfectly voluntary, it bears an uncanny resemblance to a seizure.

Regardless of what else is in a machine with such a utility function, it will never surpass the standard of intelligence set by jellyfish.

I am already fairly well convinced of this; I am hoping against hope you have something up your sleeve to change my mind.

I had this revelation sometime back.  I tried living without meaning for a week, and it turn out that not a whole lot changed.  Oops?

Like many others here, I don't believe that there is anything like a moral truth that exists independently of thinking beings (or even dependently on thinking beings in anything like an objective sense), so I already live in something like that hypothetical. Thus my behavior would not be altered in the slightest.

My-Moral-Philosophy is either as true as 2+2=4 or as true as 2+2=5, I'm not sure. or 0.0001*1>0.

If it is wrong, then it's still decent as philosophy goes, and I just won't try to use math to talk about it. Though I'd probably think more about another system I looked at, because it seems like more fun.

But just because it's what a primate wants doesn't mean it's the right answer.

@Ian C and Tiiba:
Doing nothing or picking randomly are also choices, you would need a reason for them to be the correct rational cho... (read more)

Unlike most of the others who've commented so far, I actually would have a very different outlook on life if you did that to me.

But I'm not sure how much it would change my behavior.  A lot of the things you listed -- what to eat, what to wear, when to get up -- are already not based on right and wrong, at least for me.  I do believe in right and wrong, but I don't make them the basis of everything I do.

For the more extreme things, I think a lot of it is instinct and habit. If I saw a child on the train tracks, I'd probably pull them off no matter what you... (read more)

I don't know to what extent my moral philosophy affects my behavior vs. being rationalization of what I would want to want anyway. Ignoring existential despair (I think I've gotten that out of my system, hopefully permanently) I would probably act a little more selfish, although the apparently rational thing for me to do given even total selfishness and no empathy (at least with a low discount rate and maybe a liberal definition of "self") is not very different from the apparently rational thing given my current morality.

I know that random behavior requires choices. The machine IS choosing - but because all choices are equal, the result of "max(actionList)" is implementation-dependent. "Shut down OS" is in that list, too, but "make no choice whatsoever" simply doesn't belong there.

Isn't this the movie Groundhog Day, but with certain knowledge that the world will reset daily forever?  No happy ending.

I'd just get really, really bored.  Studying something (learning the piano, as he does in the movie) would be the only open-ended thing you could do.  Otherwise, you'd be living forever with the same set of people, and the same more-or-less limited set of possibilities.

Since my current moral system is pretty selfish and involves me doing altruistic things to make me happy, I wouldn't change a thing. At first glance it might appear that my actions should be more shortsighted since my long-term goals wouldn't matter, but my short-term goals and happiness wouldn't matter just as much. Is this thought exercise another thing that just all adds up to normality?

James Andrix
'Doing nothing or picking randomly are also choices, you would need a reason for them to be the correct rational choice. 'Doing nothing' in particular is the kind of thing we would design into an agent as a safe default, but 'set all motors to 0' is as much a choice as 'set all motors to 1'. Doing at random is no more correct than doing each potential option sequentially.'

Doing nothing or picking randomly are no less rationally justified than acting by some arbitrary moral system. There is no rationally justifiable way that any rational being "should" act. You can't rationally choose your utility function.

'You can't rationally choose your utility function.' - I'm actually excepting that Eliezer writes a post on this, it's a core thing when thinking about morality etc

Well, to start with I'd keep on doing the same thing.  Just like I do if I discover that I really live in a timeless MWI platonia that is fundamentally different to what the world intuitively seems like.

But over time?  Then the answer is less clear to me.  Sometimes I learn things that firstly affect my world view in the abstract, then the way I personally relate to things, and finally my actions.

For example, evolution and the existence of carnivores.  As I child I'd see something like a hawk tearing the wings off a little baby bird.  I'd think that the ha... (read more)

What is morality anyway? It is simply intuitive game theory, that is, it's a mechanism that evolved in humans to allow them to deal with an environment where conspecifics are both potential competitors and co-operators. The only ways you could persuade me that "nothing is moral" would be (1) by killing all humans except me, or (2) by surgically removing the parts of my brain that process moral reasoning.

Eliezer, I've got a whole set of plans ready to roll, just waiting on your word that the final Proof is ready. It's going to be bloody wicked... and just plain bloody, hehe.

Seriously, most moral philosophies are against cheating, stealing, murdering, etc. I think it's safe to guess that there would be more cheating, stealing, and murdering in the world if everyone became absolutely convinced that none of these moral philosophies are valid. But of course nobody wants to publicly admit that they'd personally do more cheating, stealing, and murdering. So everyone is just responding with variants of "Of course I wouldn't do anything different. No sir, not me!"

Except apparently Shane Legg, who doesn't seem to mind the world knowing that he's just waiting for any excuse to start cheating, stealing, and murdering. :)

The post says "when you finally got hungry [...] what would you do after you were done eating?", which I take to understand that I still have desire and reason to eat. But it also asks me to imagine a proof that all utilities are zero, which confuses me because when I'm hungry, I expect a form of utility (not being hungry, which is better than being hungry) from eating. I'm probably confused on this point in some manner, though, so I'll try to answer the question the way I understand it, which is that the more abstracted/cultural/etc utilities ar... (read more)

I hope I'd hold the courage of my convictions enough to commit suicide quickly.  You would have destroyed my world, so best to take myself out completely.

I believe that "nothing is right or wrong", but that doesn't affect my choices much. There is nothing inconsistent with that.

It's pretty evident to me that if you convinced me (you can't, you'd have to rewire my brain and suppress a handful of hormonal feedbacks - but suppose you did) that all utilities were 0, I'd be dead in about as long as total neglect will kill a body - a couple of days for thirst, perhaps. And in the meantime I'd be clinically comatose. No motive implies no action.

It's like asking how our world would be if "2 + 2 = 5." My answer to that would be, "but it doesn't."

So unless you can convince me that one can exist without morality, then my answer is, "but we can't exist without morality."

I suspect I am misunderstanding your question in at least a couple of different ways. Could you clarify?

I think I already believe that there's no right and wrong, and my response is to largely continue pretending that there is because it makes things easier (alternatively, I've chosen to live my life by a certain set standards, which happen to coincide with at least some versions of what others call morality --- I just don't call them "moral"). But the fact that you seem to equate proving the absence of morality with proving all utilities are zer... (read more)

I answered on my own blog, but I guess I'm sort of with dloye at 08:54: I'd try to keep the proof a secret, just because it feels like it would be devastating to a lot of people.

It seems people are interpreting the question in two different ways, one that we don't have any desires any more, and therefore no actions, and the other in the more natural way, namely that "moral philosophy" and "moral claims" have no meaning or are all false. The first way of interpreting the question is useless, and I guess Eliezer intended the second.

Most commenters are saying that it would make no difference to them. My suspicion is that this is true, but mainly because they already believe that moral claims are meaningless or fal... (read more)

I just had another idea: maybe I would begin to design an Unfriendly AI. After all, being an evil genius would at least be fun, and besides, it would be a way to get revenge on Eliezer for proving that morality doesn't exist.

I think my behavior would be driven by needs alone.  However, I have some doubts.  Say I needed money and decided to steal.  If the person I stole from needed the money more than I did and ended up hurting as a result, with or without a doctrine of wrong & right, wouldn't I still feel bad for causing someone else pain?  Would I not therefore refrain from stealing from that person?  Or are you saying that I would no longer react emotionally to the consequences of my actions?  Are my feelings a result of a learned moral doctrine or something else?

I'd do everything I do now. You can't escape your own psychology and I've already expressed my skepticism about the efficacy of moral deliberation. I'll go further and say that nobody would act any differently. Sure, after you shout in from the rooftops, maybe there will be an upsurge in crime and the demand for black nail polish for a month or so but when the dust settled nothing would have changed. People would still cringe at the sight of blood and still react to the pain of others just as they react to their own pain. People would still experience guil... (read more)

Inform the other person that they didn't know what they were talking about.

Nothing is right, you say?  What a very curious position to take.

Does the fact that I'd do absolutely nothing differently mean that I'm already a nihilist?

There is no rationally justifiable way that any rational being "should" act.

A brief note to the (surprisingly numerous) egoists/moral nihilists who commented so far.  Can't you folks see that virtually all the reasons to be skeptical about morality are also reasons to be skeptical about practical rationality?  Don't you folks realize that the argument that begins questioning whether one should care about others naturally leads to the question of whether one should care about oneself?  Whenever I read commenters here proudly voicing that they are concerned with nothing but their own "persistence odds", or that they would ... (read more)

Suppose you learned, suddenly and definitively, that nothing is moral and nothing is right; that everything is permissible and nothing is forbidden.

There are different ways of understanding that. To clarify, let's transplant the thought experiment. Suppose you learned that there are no elephants. This could mean various things. Two things it might mean:

1) That there are no big mammals with trunks. If you see what you once thought was an elephant stampeding in your direction, if you stay still nothing will happen to you because it is not really there. If yo... (read more)

If I were actually convinced that there is no right or wrong (very unlikely), I would probably do everything I could to keep the secret from getting out.

Even if there is no morality, my continued existence relies on everyone else believing that there is one, so that they continue to behave altruistically towards me.

Pablo Stafforini
A brief note to the (surprisingly numerous) egoists/moral nihilists who commented so far. Can't you folks see that virtually all the reasons to be skeptical about morality are also reasons to be skeptical about practical rationality? Don't you folks realize that the argument that begins questioning whether one should care about others naturally leads to the question of whether one should care about oneself? Whenever I read commenters here proudly voicing that they are concerned with nothing but their own "persistence odds", or th... (read more)

Dynamically Linked: I suspect you have completely misrepresented the intentions of at least most of those who said they wouldn't do anything differently. Are you just trying to make a cynical joke?

I would play a bunch of video games -- not necessarily Second Life, but just anything to keep my mind occupied during the day. I would try to join some sort of recreational sports league, and I would find a job that paid me just enough money to solicit a regular supply of prostitutes.

That's not a safe guess at all.  And in fact, is likely wrong.

You observe that (most?) moral philosophies suggest your list of sins are "wrong".  But then you guess that people tend not to do these things because the moral philosophies say they are wron... (read more)

I find this question kind of funny. I already feel that "that everything is permissible and nothing is forbidden", and it isn't DEVASTATING in the least; it's liberating. I already commented in this under "Heading Towards Morality". Morals are just opinions, and justification is irrelevant. I don't need to justify that I enjoy pie or dislike country music any more than I need to justify disliking murder and enjoying sex. I think it can be jarring, certainly, to make the transition to such extreme relativism, but I would not call it devastating, necessarily.

The point is: even in a moralless meaningless nihilistic universe, it all adds up to normality.

On one had there is morality as "those things which I want."  I would join a lot of people here in saying that I think that what I want is arbitrary in that it was caused by some combination of my nature and nurture, rather than being in any fundamental way a product of my rationality.  At the same time I can't deny that my morality is real, or that it governs my behavior.  This is why I would call myself a moral skeptic, along the lines of Hume, rather than a nihilist.  I also couldn't become an ego... (read more)

Some people on this blog have said that they would do something different. Some people on this blog have said that they actually came to that conclusion, and actually did something different. Despite these facts, we have commenters projecting themselves onto other people, saying that NO ONE would do anything different under this scenario.

Of course, people who don't think that anything is right or wrong also don't think it's wrong to accuse other people of lying, without any evidence.

Once again, I most certainly would act differently if I thought that nothi... (read more)

Unknown: I don't think that it is morally wrong to accuse people of lying. I think it detracts from the conversation. I want the quality of the conversation to be higher, in my own estimation, therefore I object to commenters accusing others of lying. Not having a moral code does not imply that one need be perfectly fine with the world devolving into a wacky funhouse. Anything that I restrain myself from doing, would be for an aversion to its consequences, including both consequences to me and to others. I agree with you about the fallacy of projecting, and it runs both ways.

Pablo-  I have not yet resolved whether I should care about creating the 'positive' singularity for or more or less this reason.  Why should I, the person I am now, care about the persistence of some completely different, incomprehensible, and unsympathetic form of 'myself' that will immediately take over a few nanoseconds after it has begun...  I kind of like who I am now.  We die each moment and each we are reborn- why should literal death be so abhorrent?  Esp. if you think you can look at the universe from outside time as if it were just another dimension of space and see all fixed in some odd sense...

Does your laptop care if the battery is running out? Yes, it will start beeping, because it is hardwired to do so. If you removed this hardwired beeping you have removed the laptop's morality.

Morality is not a ghost in the machine, but it is defined by the machine itself.

I'd stop being a vegetarian.  Wait; I'm not a vegetarian.  (Are there no vegetarians on OvBias?)  But I'd stop feeling guilty about it.

I'd stop doing volunteer work and dona... (read more)

The way I frame this question is "what if I executed my personal volition extrapolating FAI, it ran, created a pretty light show, and then did nothing, and I checked over the code many times with many people who also knew the theory and we all agreed that it should have worked, then tried again with completely different code many (maybe 100 or 1000 or millions) times, sometimes extrapolating somewhat different volitions with somewhat different dynamics and each time it produced the same pretty light show and then did nothing.  Lets say I have spend a ... (read more)

Wow- far too much self-realization going on here... Just to provide a data point, when I was in high school, I convinced an awkward, naive, young catholic boy who had a crush on me of just this point... He attempted suicide that day.

For follow up, he has been in a very happy exclusive homosexual relationship for the past three years.

Eliezer, if I lose all my goals, I do nothing. If I lose just the moral goals, I begin using previously immoral means to reach my other goals. (It has happened several times in my life.) But your explaining won't be enough to take away my moral goals. Morality is desire conditioned by examples in childhood, not hard logic following from first principles. De-conditioning requires high stress, some really bad experience, and the older you get, the more punishment you need to change your ways.

Sebastian Hagen, people change. Of course you may refuse to accept it, but the current you will be dead in a second, and a different you born. There's a dead little girl in every old woman.

"Except apparently Shane Legg, who doesn't seem to mind the world knowing that he's just waiting for any excuse to start cheating, stealing, and murdering. :)"

How did you arrive at this conclusion?  I said that discovering that all actions in life were worthless might eventually affect my behaviour.  Via some leap in reasoning you arrive at the above.  Care to explain this to me?

My guess is that if I knew that all actions were worthless I might eventually stop doing anything.  After all, if there's no point in doing anything, why bother?

I guess I don't properly understand the question. I don't know what "nothing is moral and nothing is right" means. To me, morality appears to be an internal thing, not something imposed from the outside: it's inextricably bound up with my desires and motives and thoughts, and with everyone else's. So how can you remove morality without changing the desires and motives and thoughts so that I would no longer recognise them as anything to do with me, or removing ... (read more)

Notice how nobody is willing to admit under their real name that they might do something traditionally considered "immoral". My point is, we can't trust the answers people give, because they want to believe, or want others to believe, that they are naturally good, that they don't need moral philosophies to tell them not to cheat, steal, or murder.

BTW, Eliezer, I got the "enemies list" you sent last night. Rest assured, my robot army will target them with the highest priority. Now stop worrying, and finish that damn proof already!


Dynamically: It appears that you have a fixed preconception of what behavior "human nature" requires, and you will not accept answers that don't adhere to that preconception.

A human being will never be able to discard all concepts of morality. In a world without utility differences, a state of existence (living) and a state of non-existence (death) are equivalent. But we can't choose both at the same time. 

I'd assume the proof was faulty, even if I couldn't spot the flaw.

On the topic of vegetarianism, I originally became a vegetarian 15 years ago because I thought it was "wrong" to cause unnecessary pain and suffering of conscious beings, but I am still a vegetarian even though I no longer think it is "wrong" (in anything like the ordinary sense).

Now that I no longer think that the concept of "morality" makes much sense at all (except as a fancy and unnecessary name for certain evolved tendencies that are purely a result of what worked for my ancestors in their environments (as they have expre... (read more)

It's hard for me to figure out what the question means.

I feel sad when I think that the universe is bound to wind down into nothingness, forever.  (Tho, as someone pointed out, this future infinity of nothingness is no worse than the past infinity of nothingness, which for some reason doesn't bother me as much.)  Is this morality?

When I watch a movie, I hope that the good guys win. Is that morality?  Would I be unable to enjoy anything other than "My Dinner with Andre" after incorporating the proof that there was no morality?  Does having empathi... (read more)

For all those who have said that morality makes no difference to them, I have another question: if you had the ring of Gyges (a ring of invisibility) would that make any difference to your behavior?

BTW, I found an astonishing definition of morality in the President's Council on Bioethics 2005 "Alternative sources of human pluripotent stem cells: A white paper", in the section on altered nuclear transfer. They argued that ANT may be immoral, because it is immoral to allow a woman to undergo a dangerous procedure (egg extraction) for someone else's benefit.  In other words, it is immoral to allow someone else to be moral.

This means that the moral thing to do, is to altruistically use your time+money getting laws passed to forbid other people to be moral.  The moral thing for them to do, of course, is to prevent you from wasting your time doing this.

Unknown: of course it would make a difference, just as my behavior would be different if I had billions of dollars rather than next to nothing or if I were immortal rather than mortal. It doesn't have anything to do with "morality" though.

For example, if I had the power of invisibility (and immateriality) and were able to plant a listening device in the oval office with no chance of getting caught, I would do it in order to publicly expose the lies and manipulations of the Bush administration and give proof of the willful stupidity and rampant di... (read more)

To tell the truth, I expected more when I first heard of this blog.

You pose this question as if morality is a purely intellectual construct. I do what I do not because it's moral or immoral, but because I think of the consequences. For example, if I only held myself from killing people because my religion told me so, and I was suddenly reassured by it that killing was all right, I could still figure out that going out and harming others wouldn't keep me unharmed for long.

Scenario A

Unless I desired to try to live in a world where I knew nothing were right, I might die of mortal dehydration or mortal starvation, one of which might result from my inaction. After all, it takes more resources and bodily effort to live than it does to die. Then again, it might take more psychological effort to allow myself to die of inaction than it would take bodily effort to try to live. Or it might take more effort to try to not desire to live than it would to just try to live. But then ag... (read more)

I would expect that people would probably expect or even demand more justification, but I don't think that the icy unfeeling mechanisms of the universe would sense significance in certain sentiments but not others; it would be a strange culture that thought nothing of murder but scrutinized everyone's personal pie preferences, but I don't see that as entirely impossible.

Sorry, I misread the post, I meant to address my response to Phil.

I very much look forward to posts from Eliezer regarding whether the responses seen in this thread are in line with what he was expecting.

Sure. I could get away with doing all sorts of things. No doubt the initial novelty and power rush would cause me to do some things that would be quite perverted and that I'd feel guilty about. I don't think that's the same as a world without morality though. You seem to view morality as a constraint whereas I view it as a folk theory that describes a subset of human behavior. (I take Eliezer to mean that we're rejecting morality at an intellectual level rather than rewiring our brains.)

Since that's already what I believe, it wouldn't be a change at all. I must admit though that I didn't tip even when I believed in God, but I was different in a number of ways.

I think the world would change on the margin and that Voltaire was right when he warned of the servants stealing the silverware. The servants might also change their behavior in more desirable ways, but I don't know whether I'd prefer it on net and as it doesn't seem like a likely possibility in the foreseeable future I am content to be ignorant.

All:  I'm really disappointed that no-one else seems to have found my "after the FAI does nothing" frame useful for making sense of this post.  Is anyone interested in responding to that version?  It seems so much more interesting and complete than the three versions E.C. Hopkins gave. 

Dynamically:  My "moral philosophy" if you insist on using that term (model of a recipe for generating a utility function considered desirable by certain optimizers in my brain would be a better term) is the main thing that HAS told me to steal, cheat, an... (read more)

Michael Vassar, I read that and laughed and said, "Oh, great, now I've got to play the thought experiment again in this new version."

Albeit I would postulate that on every occasion, the FAI underwent the water-flowing-downhill automatic shutdown that was automatically enginereed into it, with the stop code "desirability differentials vanished".

The responses that occurred to me - and yes, I had to think about it for a while - would be as follows:

*)  Peek at the code.  Figure out what happened.  Go on from there.

I wonder if Eliezer is planning to say that morality is just an extrapolation of our own desires? If so, then my morality would be an extrapolation of my desires, and your morality would be an extrapolation of yours. This is disturbing, because if our extrapolated desires don't turn out to be EXACTLY the same, something might be immoral for me to do which is moral for you to do, or moral for me and immoral for you.

If this is so, then if I programmed an AI, I would be morally obligated to program it to extrapolate my personal desires-- i.e. my personal desi... (read more)

Michael- I have repeatedly failed to understand why this upsets you so much, though it clearly does.  It's hard for me to see why I should care if the AI does a pretty fireworks display for 10 seconds or 10,000 years.  Perhaps you need to find more intuitive ways of explaining it.  A better analogy?  At some points you just seem like a mystic to me...

Also Mike- the first portion of your argument was written in such a confusing manner that I had to read it twice, and I know the way you argue... don't know if anyone who didn't already know what you were talking about would have kept reading.

I'm still trying to understand what Eliezer really means by this question. Here is a list of a few reasons why I don't kill the annoying kid across the street. Which of these reasons might disappear upon my being shown this proof?

  1. The kid and his friends and family would suffer, and since I don't enjoy suffering myself, my ability to empathise stops me wanting to.

  2. I would probably be arrested and jailed, which doesn't fit in with my plans.

  3. I have an emotional reaction to the idea of killing a kid (in such circumstances -- though I'm not actuall... (read more)

This is a spectacularly ill-posed question.  For one thing, it seems to blur the distinction between morality and values in general, by asking such questions like "Would you stay in bed because there was no reason to get up?"  What does that have to do with morality?  

When you get rid of a sense of values, the result is clinical depression (and generally, a non-functional person).  When you get rid of a sense of morality, the result is a psychopath.  Psychopaths, unlike the depressed, are quite functional.

So the question reduces to, what would yo... (read more)

mtraven: many of the posters in this thread -- myself included -- have said that they don't believe in morality (meaning morality and not "values" or "motivation"), and yet I very highly doubt that many of us are clinically psychopaths.

Not believing in morality does not mean doing what those who believe in morality consider to be immoral. Psychopathy is not "not believing in morality": it entails certain kinds of behaviors, which naive analyses of attribute to "lack of morality", but which I would argue are a result of aberrant preferences that manifest as aberrant behavior and can be explained without recourse to the concept of morality.

Not having read the other comments, I'd say Eliezer is being tedious.

I'd do whatever the hell I want, which is what I am already doing.

mtraven: "Psychopathy is not "not believing in morality": it entails certain kinds of behaviors, which naive analyses of attribute to "lack of morality", but which I would argue are a result of aberrant preferences that manifest as aberrant behavior and can be explained without recourse to the concept of morality."

Exactly. Logically, I can agree entirely with Marquis de Sade, and yet when reading Juliette, my stomach turns around about page 300, and I just can't read any more about the raping and the burning and the torture.

michael vassar: I meant "horrible" from my current perspective, much like I would view that future me as psychopathic and immoral. (It wouldn't, or if it did, it would consider them meaningless labels.)

Dynamically Linked: I'm using my real name and I think I'd do things that I (and most of the people I know) currently consider immoral. I'm not sure about using "admit" to describe it, thought, as I don't consider it a dark secret. I have a certain utility function which has a negative valuation of a hypothetical future self without the s... (read more)

Unknown: "For all those who have said that morality makes no difference to them, I have another question: if you had the ring of Gyges (a ring of invisibility) would that make any difference to your behavior?"

What sort of stupid question is this? :-) But of course! If I gave you a billion dollars, would it make any difference to your behavior? :-)

I am not a moral realist, thus I imagine my behaviour wouldn't change all that much.

My motivation to act one way or the other in any situation is based on a few things: my sense of rightness or wrongness, though other factors may override them (thirst, hunger, lust, etc), not on whether or not the act is "truly" right - I'm not sure what that would mean. I am skeptical of rightness being a property of certain acts in the world; I have not seen convincing evidence of their existence.

I nonetheless have this sense of right and wrong that I think about often, and revise according to other things I value (logical consistency being the most significant one, I think).

As far as I can tell, my morality consists of an urge to care about others channeled through a systematization of how to help people most effectively. Someone could easily disprove specifics of the systematization by proving something like that giving charity to the poor only encourages their dependence and increases poverty. If you disproved it that way, I would accept your correction and channel my urge to care differently.

But I don't think you could disprove the urge to care itself, since it's an urge and does... (read more)

I'd make a like a typical nihilistic postmodernist and adopt the leftist modus operandi of decrying the truth and moral content of everyone's arguments except my own.

Morality is not a set of beliefs; it's part of the basic innate functionality of the human brain. So you can't "disprove" it any more than you can disprove balance, or grammar.

I agree with mtraven's last post that morality is an innate functionality of the human brain that can't be "disproved", and yet I have said again and again that I don't believe in morality, so let me explain.

Morality is just a certain innate functionality in our brains as it expresses itself based on our life experiences. This is entirely consistent with the assertion that what most people mean by morality -- an objective standard of conduct that is written into the fabric of reality itself -- does not exist: there is no such thing!

What tradition?  Immoral at what time?  Given several randomly-chosen traditional moral systems, I'm fairly sure we could demonstrate that any one of us is not only willing to admit to violating at least one of them, but actually proud of that fact.

You lot are like Lovecraft, gibbering at the thought of strange geometries, while all along the bees continue building their hexagonal cells.

Morality is just a certain innate functionality in our brains as it expresses itself based on our life experiences. This is entirely consistent with the assertion that what most people mean by morality -- an objective standard of conduct that is written into the fabric of reality itself -- does not exist: there is no such thing!

To use Eliezer's terminology, you seem to be saying that "morality" is a 2-place word:

which can be "curried", i.e. can "eat" the first input to become a 1-place word:

When faced with any choice, I'd try and figure out my most promising options, then trace them out into their different probable futures, being sure to include such factors as an action's psychological effect on the agent.  Then I'd evaluate how much I prefer these futures, acknowledging that I privilege my own future (and the futures of people I'm close to) above others (but not unconditionally), and taking care not to be shortsighted.  Then I'd try to choose what seems best under those criteria, applied as rationally as I'm capable of.

You know, the sort of thing that we all do anyway, but often without letting our conscious minds realize it, and thus often with some characteristic errors mixed in.

Constant: I basically agree with the gist of your rephrasing it in terms of being relative to the species rather than independent of the species, but I would emphasize that what you end up with is not a "moral system" in anything like the traditional sense, since it is fundamental to traditional notions of morality that THE ONE TRUE WAY does not depend on human beings and the quirks of our evolutionary history and that it is privileged from the point of view of reality (because its edicts were written in stone by God or because the one true speci... (read more)

My morality is my urge to care for other people, plus a systematization of exactly how to do that. You could easily disprove the systematization by telling me something like that giving charity to the poor increases their dependence on handouts and only leaves them worse off. I'd happily accept that correction.

I don't think you could disprove the urge to care for other people, because urges don't have truth-values.

The best you could do would be, as someone mentioned above, to prove that everyone else was an NPC without qualia. Prove that, and I'd probably just behave selfishly, except when it was too psychologically troubling to do so.

I would emphasize that what you end up with is not a "moral system" in anything like the traditional sense, since it is fundamental to traditional notions of morality that THE ONE TRUE WAY does not depend on human beings and the quirks of our evolutionary history

Are you sure about the traditional notions? I don't see how you can base that on how we have actually behaved visavis morality. We've been partially put to the test of whether we consider morality universally applicable, and the result so far is that we apply our moral judgments to other ... (read more)

Traditional notions of morality are confused, and observation of the way people act does show that they are poor explanations, so I think we are in perfect agreement there. (I do mean "notion" among thinkers, not among average people who haven't given much though to such things.) Your second paragraph isn't in conflict with my statement that morality is traditionally understood to be in some sense objectively true and objectively binding on us, and that it would be just as true and just as binding if we had evolved very differently.

I became a convinced of moral Anti Realism by Joshua Greene and Richard Joyce. Took me about a year to get over it. So, not a casual nihilist. And no, arguments that one should be rational have no normative force either, as far as I can see. The only argument for rationality would be a moral one. Anyway, I became a consequentialist like Greene suggested....

I'd think Eliezer was funnin' me. Whenever any committed empiricist purports to have a proof of any claim beginning with "There are no X such that..." or "For all X..." I know he's either drunk or kidding.

If it seemed that Eliezer actually believed his conclusion, I'd avoid leaving my wallet within his reach. 

All I'm saying is that I believe that what morality actually is for each of us in our daily lives is a result of what worked for our ancestors, and that is all it is.

But if I understand you, you are saying that human morality is human and does not apply to all sentient beings. However, as long as all we are talking about and all we really deal with is humans, then there is no difference in practice between a morality that is specific to humans and a universal morality applicable to all sentient beings, and so the argument about universality seems academic,... (read more)

What I am really saying is that the notion of "morality" is so hopelessly contaminated with notions... (read more)

Is there a level of intelligence above which an AI would realize its predefined goals are just that, leading it to stop following them because there is no reason to do so?

either I would become incapable of any action or choice, or I wouldn't change at all, or I would give up the abstract goals and gradually reclaim the concrete ones.

I'd like to put forth the idea that there is a mental condition for this : sociopathy. It affects around 4% of the population. Dr. Martha Stout has a good insight as to how the world works if you are amoral:  http://www.cix.co.uk/~klockstone/spath.htm

What would I do if you destroyed my moral philosophy?

Well, empathy for others is built into me (and all other non-psychopaths) whether I like it or not. It isn't really affected by propositions. So not much would really change. Proving that moral truths didn't exist would free us all up to act "however we like," but I can still pigheadedly "like" to be nice.

To be perfectly honest, if I had my morality stripped away, and I thought could get away with it, I'd rape as many women as possible.

Not joking; my tastes already run towards domination and BDSM and the like, and without morality, there'd be no reason to hold back for fear of traumatizing my partners, other than the fear of the government punishing me for doing so.

Well, I already think the universe and human existence is literally pointless because we just happened. Nothing you do has an intrinsic point and you are going to die[*]. (Also, this is intrinsically hilarious.)

So I expect I'll keep on doing what I'm doing, which is trying to work out what I actually want. This is a question that has lasted me quite a few years so far.

So far I haven't lapsed into nihilist catatonia or killed everyone or destroyed the economy. This suggests that assuming a morality is not a requirement for not behaving like a sociopath. I h... (read more)

For me, utility is just a metaphor I use for expressing how much I value different world-states and thus what importance I give to helping them come into existence (or, in the case of world-states with negative utilities, what importance I give to preventing them from coming into existence.) You couldn't prove that these equaled zero because it's a purely subjective measurement.

Thus, after a bout of laughter, I would inform you of this, and probably give you some kind of pep talk so you didn't go emo and be destructive while you rebuilt your utility system, if you hadn't already.

Then, I would live life as I had before, hoping to eliminate a whole lot of suffering.

I don't understand this post. Asking me to imagine that all utilities equal zero is like asking to imagine being a philosophical zombie. I'd do exactly the same as before of course.

Imagining a state wherein all utilities are 0 is somewhat difficult for me... as I hold to a primarily egoistic morality, rather than a utilitarian one.  Things primarily have utility in that they are useful to me, and that's not a state of affairs that can be stripped from me by some moral argument.  

The only circumstance that I can conceive of that could actually void my morality like that would be the combination of certain knowledge of my imminent demise, formed in such away as to deny any transhuman escape clause.  Such a case might go something like,... (read more)

I once asked a friend  a similar question. His answer was, "Everything."

If heaven and Earth, despoiled of its august stamp could ever cease to manifest it, if Morality didn't exist, it would be necessary to invent it. Let the wise proclaim it, and kings fear it.

A nice hypothetical. If people are divorced from ideological "shoulds", they will quickly find that they still have drives and preferences that operate a lot like them.

It's interesting to follow the argument, and see where you are going with this. So far, so good, but I expect I'll be disappointed in the end. Only the day after tomorrow belongs to me.

That is a sufficiently large light switch. Flipping it has an influence on my mind far greater than the thermal noise at 293K.

As far as I am aware, I am not a separate fact from my morality. I am perhaps instead a result of it. In any event, the mind I have now returns a null value when I ask it to dereference "Me_Without_A_Morality". It certainly doesn't return a model of a mind, good, evil, or somehow neither, which I might emulate for a few steps to consider what it would do.

I'm pretty sure I would come up with a reason to continue behaving as today. That's what I did when I discovered, to my horror, that good and bad were human interpretations and not universal mathematical imperatives. Or are you asking what the rational reaction should be?

I would follow my emotional sentiments only, instead of rational moral arguments, for deciding my wants. I would still put a small degree of effort into being rational in order to achieve them,

everything is permissible and nothing is forbidden.

While these are equivalent (a utility function that always evaluates to 0 is equivalent to one that always evaluates to 1, yada yada yada), they “feel” opposite to me: “nothing is moral and nothing is right” would have the connotations of “nothing is permissible and everything forbidden”, and “everything is permissible and nothing is forbidden” would have the connotations of “everything is moral and everything is right”, or “nothing is immoral and nothing is wrong”. 

When I attempt to picture myself in a state of 'no moral wrongs', I get myself as I am. Largely, I don't act morally out of a sense of rightness, but out of enlightened self-interest. If I think I will not be caught, I act basically according to whim. 

If you successfully convinced me that there was no morality, I wouldn't rationally choose to do anything, I'd just sit there, since I wouldn't believe that I should do anything. I'd probably still meet my basic bodily needs when they became sufficiently demanding, since I wouldn't suppress them (I'd have no reason to), but beyond that, I'd do nothing.

There are several things wrong with this post. Firstly, I'm sure different people would react to being convinced their moral philosophy was wrong in different ways. Some might wail and scream and commit suicide. Some might question search further and try to find a more convincing moral philosophy. Some would just carry go on living there lives and not caring. 

Furthermore, the outcome would be different if you could simultaneously convince everyone in a society, and give everyone the knowledge that everyone had been convinced. Perhaps the society would brea... (read more)

The existence of objective moral values seems to have been a topic in the discussion below. I would like to state my view on the matter, since it connects to the original article. I define objective moral values as moral values that exist independently of the existence of life. 

I do not believe that any objective moral values exist and I usually argue as follows:
I ask three questions: 
When did objective moral values come into existence? 
Have we ever observed them or how can we observe them? 
Do we need objective moral values to explain anything that we ... (read more)

The benefit of morality comes from the fact that brains are slow to come up with new ideas but quick to recall stored generalizations.  If you can make useful rules and accurate generalizations by taking your time and considering possible hypotheticals ahead of time, then your behavior when you don't have time to be thoughtful will be based on what you want it to be based on, instead of television and things you've seen other monkeys doing.

Objective morality is a trick that people who come up with moralities that rely on co-operation play on people who can... (read more)

Modernized version as of 2017, of the first part of this post : http://82.221.128.217/trolley-lw.png

More serious reply: depending when you encountered me, I'd be more boring in some ways, since a lot of what I spend my time doing is towards a moral end.  All the things I've learned in life I learned from trying to live in a moral universe.  I would never have gotten a degree, I did that virtually entirely for what I perceived to be reasons of altruism.  Since I'm assuming here that everyone else will continue to live under the illusion that they are in suc... (read more)

I would be depressed and do nothing at all, as empirically verified.

How did I reconcile this? What is the right morality when everyone's morality differs?

I don't believe in objective morality in the first place. 

If nothing were right, I'd still go on maximising my utility. I don't try to maximise my utility because I believe utility maxismisation is some apriori "right" thing to—I try to maximise my utility because I want to.  Unless your proof changed my desires (in which case I don't know what I would do),  I expect I would go on trying to maximise my utility. 

I would stop donating money (note: I currently donate quite a lot of money for projects of "Effective altruism").

 I would stop feeling guilty about anything I did, and stop making any moral considerations about my future behaviour. 

If others are overly friendly, I would fully abuse this for my advantage.  

I might insult or punch strangers "for fun" if I'm pretty sure I will never see them again (and they don't seem like the ... (read more)

If you know believe that nothing is right do the following:

I think after that I would just act like I normally do, as easily, without trying to do anything better.  But yes, it would definitely not be a reason for me to change my behavior, to take some kind of active action.

I would probably end my life in that scenario. If nothing is right, and nothing is wrong, then there's simply no reason why I should care about anything, including myself.



The Moral Void

Followup to:  What Would You Do Without Morality?, Something to Protect

Once, discussing "horrible job interview questions" to ask candidates for a Friendly AI project, I suggested the following:

Would you kill babies if it was inherently the right thing to do?  Yes [] No []

If "no", under what circumstances would you not do the right thing to do?   ___________

If "yes", how inherently right would it have to be, for how many babies?     ___________

Yesterday I asked, "What would you do without morality?"  There were numerous objections to the question, as well there should have been.  Nonetheless there is more than one kind of person who can benefit from being asked this question.  Let's say someone gravely declares, of some moral dilemma—say, a young man in Vichy France who must choose between caring for his mother and fighting for the Resistance—that there is no moral answer; both options are wrong and blamable; whoever faces the dilemma has had poor moral luck.  Fine, let's suppose this is the case: then when you cannot be innocent, justified, or praiseworthy, what will you choose anyway?

Many interesting answers were given to my question, "What would you do without morality?".  But one kind of answer was notable by its absence:

No one said, "I would ask what kind of behavior pattern was likely to maximize my inclusive genetic fitness, and execute that."  Some misguided folk, not understanding evolutionary psychology, think that this must logically be the sum of morality.  But if there is no morality, there's no reason to do such a thing—if it's not "moral", why bother?

You can probably see yourself pulling children off train tracks, even if it were not justified.  But maximizing inclusive genetic fitness?  If this isn't moral, why bother?  Who does it help?  It wouldn't even be much fun, all those egg or sperm donations.

And this is something you could say of most philosophies that have morality as a great light in the sky that shines from outside people.  (To paraphrase Terry Pratchett.)  If you believe that the meaning of life is to play non-zero-sum games because this is a trend built into the very universe itself...

Well, you might want to follow the corresponding ritual of reasoning about "the global trend of the universe" and implementing the result, so long as you believe it to be moral.  But if you suppose that the light is switched off, so that the global trends of the universe are no longer moral, then why bother caring about "the global trend of the universe" in your decisions?  If it's not right, that is.

Whereas if there were a child stuck on the train tracks, you'd probably drag the kid off even if there were no moral justification for doing so.

In 1966, the Israeli psychologist Georges Tamarin presented, to 1,066 schoolchildren ages 8-14, the Biblical story of Joshua's battle in Jericho:

"Then they utterly destroyed all in the city, both men and women, young and old, oxen, sheep, and asses, with the edge of the sword...  And they burned the city with fire, and all within it; only the silver and gold, and the vessels of bronze and of iron, they put into the treasury of the house of the LORD."

After being presented with the Joshua story, the children were asked:

"Do you think Joshua and the Israelites acted rightly or not?"

66% of the children approved, 8% partially disapproved, and 26% totally disapproved of Joshua's actions.

A control group of 168 children was presented with an isomorphic story about "General Lin" and a "Chinese Kingdom 3,000 years ago".  7% of this group approved, 18% partially disapproved, and 75% completely disapproved of General Lin.

"What a horrible thing it is, teaching religion to children," you say, "giving them an off-switch for their morality that can be flipped just by saying the word 'God'." Indeed one of the saddest aspects of the whole religious fiasco is just how little it takes to flip people's moral off-switches.  As Hobbes once said, "I don't know what's worse, the fact that everyone's got a price, or the fact that their price is so low."  You can give people a book, and tell them God wrote it, and that's enough to switch off their moralities; God doesn't even have to tell them in person.

But are you sure you don't have a similar off-switch yourself?  They flip so easily—you might not even notice it happening.

Leon Kass (of the President's Council on Bioethics) is glad to murder people so long as it's "natural", for example.  He wouldn't pull out a gun and shoot you, but he wants you to die of old age and he'd be happy to pass legislation to ensure it.

And one of the non-obvious possibilities for such an off-switch, is "morality".

If you do happen to think that there is a source of morality beyond human beings... and I hear from quite a lot of people who are happy to rhapsodize on how Their-Favorite-Morality is built into the very fabric of the universe... then what if that morality tells you to kill people?

If you believe that there is any kind of stone tablet in the fabric of the universe, in the nature of reality, in the structure of logic—anywhere you care to put it—then what if you get a chance to read that stone tablet, and it turns out to say "Pain Is Good"?  What then?

Maybe you should hope that morality isn't written into the structure of the universe.  What if the structure of the universe says to do something horrible?

And if an external objective morality does say that the universe should occupy some horrifying state... let's not even ask what you're going to do about that.  No, instead I ask:  What would you have wished for the external objective morality to be instead?  What's the best news you could have gotten, reading that stone tablet?

Go ahead.  Indulge your fantasy.  Would you want the stone tablet to say people should die of old age, or that people should live as long as they wanted?  If you could write the stone tablet yourself, what would it say?

I mean... if an external objective morality tells you to kill people, why should you even listen?

There is a courage that goes beyond even an atheist sacrificing their life and their hope of immortality.  It is the courage of a theist who goes against what they believe to be the Will of God, choosing eternal damnation and defying even morality in order to rescue a slave, or speak out against hell, or kill a murderer...  You don't get a chance to reveal that virtue without making fundamental mistakes about how the universe works, so it is not something to which a rationalist should aspire.  But it warms my heart that humans are capable of it.

I have previously spoken of how, to achieve rationality, it is necessary to have some purpose so desperately important to you as to be more important than "rationality", so that you will not choose "rationality" over success.

To learn the Way, you must be able to unlearn the Way; so you must be able to give up the Way; so there must be something dearer to you than the Way.  This is so in questions of truth, and in questions of strategy, and also in questions of morality.

The "moral void" of which this post is titled, is not the terrifying abyss of utter meaningless.  Which for a bottomless pit is surprisingly shallow; what are you supposed to do about it besides wearing black makeup?

No.  The void I'm talking about is a virtue which is nameless.

Previous post: "What Would You Do Without Morality?"

"I mean... if an external objective morality tells you to kill babies, why should you even listen?"

This is an incredibly dangerous argument. Consider this : "I mean... if some moral argument, whatever the source, tells me to prefer 50 years of torture to any number of dust specks, why should I even listen?"

And we have seen many who literally made this argument.

People have been demonstrably willing to make everyone live at a lower standard of living rather than let a tiny minority grow obscenely rich and everyone else be moderately well off. In other words we seem to be willing to pay a price for equality. Why wouldn't this work in the other direction? Maybe we prefer to induce more suffering overall if this prevents a tiny minority suffering obscenely. 

Too many people seem to think perfectly equally weighed altruism (everyone who shares the mystical designation of "person" has a equal weight and after that you just do calculus to maximize overall "goodness") that sometimes hides under the word "utilitarianism" on this forum, is anything but another grand moral principle that claims to, but fails, to really compactly represent our shards of desire. If you wouldn't be comfortable building an AI to follow that rule and only that rule, why are so many people keen on solving all their personal moral dilemmas with it? 

You do realize that valuing equality in itself to any extent at all is always (because of opportunity cost at least) an example of this:

If you take a concave function, such as a log, of the net happiness of each individual, and maximize the sum, you'd always prefer equality to inequality when net happiness is held constant, and you'd always prefer a higher minimum happiness regardless of inequality.

Personally, I don't know what morality is, or what's the 'inherently the right thing to do'. For me, the situation is simple.

If I hurt someone, my mirror neurons will hurt me. If I hurt someone's baby, I'll experience the pain I inflicted upon the baby, plus the pain of the parents, plus the pain of everyone who heard about this story and felt the pain thanks, in turn, to their mirror neurons.

And I'll re-experience all this pain in the future, every time I remember the episode -- unless I invent some way to desensitize myself to this memory.

"What if the structure of the universe says to do something horrible? What would you have wished for the external objective morality to be instead?"
Horrible? Wish? That's certainly not according to objective morality, since we've just read the tablet. It's just according to our intuitions. I have an intuition that says "Pain is bad". If the stone tablet says "Pain in good", I'm not going to rebel against it, I'm going to call my intuition wrong, like "Killing  is good", &qu... (read more)

Vladimir, if there was a pill that would make the function of the mirror neurons go away, in other words, a pill that would make you able to hurt people without feeling remorse or anguish, would you take it?

@IL: Would I modify my own source code if I were able to? In this particular case, no, I wouldn't take the pill.

I don't believe in the existence of morals, which is to say there is no "right" or "wrong" in the universe. However, I'll still do actions that most people would rate "moral". The reasons I do this are found in my brain architecture, and are not simple. Also, I don't care about utilitarianism. One can probably find some extremely complex utility function that describes my actions, which makes everybody on earth a utilitarianist, but I don't consciously make utility calculations. On the other hand, if morality is defined as "the way people make decisions", then of course everybody is moral and morality exists.

If you believe that there is any kind of stone tablet in the fabric of the universe, in the nature of reality, in the structure of logic - anywhere you care to put it - then what if you get a chance to read that stone tablet, and it turns out to say "Pain Is Good"?  What then?

Well, Eliezer, since I can't say it as eloquently as you:

"It is always best to think of reality as perfectly normal.  Since the beginning, not one unusual thing has ever happened."

If we find that Stone Tablet, we adjust our model accordingly.

Eliezer: "Go ahead.  Indulge your fantasy.  Would you want the stone tablet to say people should die of old age, or that people should live as long as they wanted?  If you could write the stone tablet yourself, what would it say?"

Excellent way of putting it... I would certainly want the option of living as long as I liked.
(Though I find it worth noting that when I was depressed, I found the idea of needing to choose when to end program abhorrent, since I figured I could go several billion years in agony before making such a choice... Many people... (read more)

Vladimir, why not? From reading your comment, it seems like the only reason you don't hurt other people is because you will get hurt by it, so if you would take the pill, you would be able to hurt other people.
Have I got it wrong? Is this really the only reason you don't hurt people?

The nice thing with believing in no objective morality is that you needn't to solve such poorly intelligible questions. I hope Eliezer is trying to demonstrate the absurdity of believing in objective morality, if so, then good luck!

"I mean... if an external objective morality tells you to kill babies, why should you even listen?" - this is perhaps a dangerous question, but still I like it. Why should you do what you should do? Or put differently, what is the meaning of "should"?

If everything I do and believe is a consequence of the structure of the universe, then what does it mean to say my morality is/isn't built into the structure of the universe? What's the distinction? As far as I'm concerned, I am (part of) the structure of the universe.

Also, regarding the previous post, what does it mean to say that nothing is right? It's like if you said, "Imagine if I proved to you that nothing is actually yellow. How would you proceed?" It's a bizarre question because yellowness is something that is in the mind anyway. There is simply no fact of the matter as to whether yellowness exists or not.

Eliezer, Your post is entirely consistent with what I said to Robin in my comments on "Morality Is Overrated": Morality is a means, not an end.

"...if there was a pill that would make the function of the mirror neurons go away, in other words, a pill that would make you able to hurt people without feeling remorse or anguish, would you take it?"

The mirror neurons also help you learn from watching other humans. They help you intuit the feelings of others which makes social prediction possible. They help communication. They also allow you to share in the joy and pleasure of others...e.g., a young child playing in a park.

I would like more control over how my mind functions. At times it would... (read more)

Isaac Asimov said it well: "Never let your morals get in the way of doing the right thing."

See: Good, Evil, Morality, and Ethics: "What would it mean to want to be moral (to do the moral thing) purely for the sake of morality itself, rather than for the sake of something else? What could this possibly mean to a scientific materialistic atheist? What is this abstract, independent, pure morality? Where does it come from? How can we know it? I think we must conclude that morality is a means, not an end in itself."

I think we must conclude that morality is a means, not an end in itself.

Morality is commonly thought of neither as a means nor as an end, but as a constraint. This view is potentially liberating, because the conception of morality as a means to an end implies the idea that any two possible actions can be compared to see which is the best means to the end and therefore which is the most moral. To choose the less moral of the two choices is, on this conception, the very definition of immoral. Thus on this conception, our lives are in principle mapped out for... (read more)

This is horrible, this is non-rational.  You are telling us to trust our feelings, after this blog has shown us that our feelings think it's just as good to rescue ten men as a million?  What is your command to "shut up and multiply", but an off switch for my morality that replaces it with math?

If it were inherently right to kill babies, I would hope I had the moral courage to do the right thing.

Heck, hell with physics too. Let's just make up all human knowledge. If we're going to invent the prescriptive, why not the descriptive too?

Every time I think you're about to say something terribly naive, you surprise me.  It looks like trying to design an AI morality is a good way to rid oneself of anthropomorphic notions of objective morality, and to try and see where to go from there.

Although I have to say the potshot at Nietzsche misses the mark; his philosophy is not a resignation to meaninglessness, but an investigation of how to go on and live a human or better-than-human life once the moral void has been recognized.  I can't really explicate or defend him in such a short remark... (read more)

@IL: Of course, "I just feel that hurting living things is bad" sums the inner perspective quite well, but this isn't really an answer to the question why exactly hurting living things feels bad for me, and why I wouldn't take the pill that shuts down my mirror neurons.

By taking the pill, I create a people-hurter, a thing-that-hurts-people, which is undoubtedly a bad thing to do judging from the before-the-pill POV. It's not that different from pressing a button that says "pressing this button will result in a random person being hurt or killed every day for 40 years since this moment".

Doesn't the use of the word 'how' in the question "If "yes", how inherently right would it have to be, for how many babies?" presuppose that the person answering the question believes that the 'inherent rightness' of an act is measurable on some kind of graduated scale?  If that's the case, wouldn't assigning a particular 'inherent rightness' to an act be, by definition, the result of a several calculations?

What I mean is, if you've 'finished' calculating, and have determined that killing the babies is a morally justifiable (and/or nece... (read more)

"Would you kill babies if it was inherently the right thing to do?  Yes [] No []"

"Imagine that you wake up one morning and your left arm has been replaced by a blue tentacle. The blue tentacle obeys your motor commands - you can use it to pick up glasses, drive a car, etc.
...
How would I explain the event of my left arm being replaced by a blue tentacle? The answer is that I wouldn't. It isn't going to happen. "

If morality was objective and it said we should kill babies, we'd have, and likely want to do it. Appears it isn't objective, though, and that we just don't feel that way. Another question ?

What I'm wondering, in other words is this:  Is our reluctance to carry out an act that we may have judged to be morally justifiable a symptom that the decision-making software we think we're running is not the software we're actually running?

I admit that I own no great familiarity with the works of Nietzsche - I've read only one or two things and that turned me off the rest - so I've edited the main article accordingly.

"Torture is a relative morality, as such, when a subculture like an intelligence agency tortures a terrorist, then it is allowed and it is moral. Any moral 'critique' of the torture is tantamount to a universal moralist rule: Torture is universally bad."

Torture is universally bad, with the exception of imperatives which are heirarchally superior.

"On the other hand, if morality is defined as "the way people make decisions", then of course everybody is moral and morality exists."

It's more like "the way people ought to make ... (read more)

I'm with Manon and Nominull: if, somehow, I actually believed such a Tablet existed, I hope I would overwrite my own moral intuitions with it, even if it meant killing babies. Not that I believe the Tablet is any more likely or coherent than fundamental apples - why should I listen, indeed? - although my volition extrapolating to something inhuman is.

The idea that there is no right and wrong is simply laughable.

The idea that our culturally inculcated senses of right and wrong have no objective basis is about as shocking to me as the idea that fashion has no objective basis.  Oh no!  However will we determine whether hemlines should be high or low next season?  The topic itself has no interest for me, and even if it did, the idea simply wouldn't have anything to do with any of my opinions on it.

The sounds of words usually have no objective connection to the things they describe, either.  The words are basically arbitrary.  Oh, existential horror!

I mean, really - to be upset about these sorts of ideas, you have to be almost terminally naive.

For me, these questions create a tangle of conflicts between the real and the hypothetical. This is my best attempt to untangle, so far. First, if there were a tablet that could actually somehow be shown to reveal objective morality, I suspect that I might never have had any qualms about committing atrocities in the first place, since I would be steeped in a culture that unanimously approved. We already see this in the real world, merely as a result of controversial tablets that only some agree on! If you mean, what if I suddenly discovered the tablet just... (read more)

Caledonian: 1) Why is it laughable? 2) If hemlines mattered to you as badly as a moral dilemma, would you still hold this view?

Or, you have to want more justification than is really necessary or possible, which is quite understandable when it comes to fundamental values.

What is inclusive genetic fitness? Is it the same as  inclusive fitness  as defined on wikipedia?

What if you build a super-intelligent AI and you are convinced that it is Friendly, and it tells you to do something like this? Go kill such-and-such a baby, and you will massively increase the future happiness of the human race. You argue and ask if there isn't some other way to do it, and the FAI explains that every other alternative will involve much greater human suffering. Killing a baby is relatively humane, as newborn babies have only limited consciousness, and their experiences are not remembered anyway. You will kill the baby instantly and painles... (read more)

I probably wouldn't have argued that much with the AI...  I've done things I've personally found more morally questionable since I didn't have quite as good a reason to believe I was right about the outcome...  Moral luck, I was.

Hal: as an amoralist, I wouldn't do it. If there is not enough time to explain to me why it is necessary and convince me that it is necessary, no deal. Even if I thought it probably would substantially increase the future happiness of humanity, I still wouldn't do it without a complete explanation. Not because I think there is a moral fabric to the universe that says killing babies is wrong, but because I am hardwired to have an extremely strong aversion to like killing babies. Even if I actually was convinced that it would increase happiness, I still migh... (read more)

Hal: I wouldn't do it, nor do I think I'd want to live in a world governed thusly. My reasoning is that it violates individual liberty and self-possession. It seems to imply that individuals are somehow the "eminent domain", as it were, of society. I reject that. I say that nobody has the right to spend the baby's life. Granted, this is more of a political stance than a moral one. I can't claim that there's an objective reason to value individual rights so highly, but it is a fact that I do. I know you said the baby wouldn't suffer, but this question still put me in mind of the idea that pain and happiness may not be the same currency. It may not be valid to try to offer suffering as a payment for happiness.

Andy: "I can't claim that there's an objective reason to value individual rights so highly, but it is a fact that I do."

Hal: "You argue and ask if there isn't some other way to do it, and the FAI explains that every other alternative will involve much greater human suffering."

These things seem grossly disproportionate.  Do you really believe utility(individual rights of one person)>>>utility(end great human suffering)

Andy- A man who is on the brink the death has a key to a safe deposit box in which there is an asthma inhaler.  ... (read more)

Reading this thread has been fascinating.  I'm perhaps naive & simplistic in my thinking but here are some of my thoughts.

There's no particular need to renew the torture and dust specks debate, so I'll just point out that GBM, Nominull, Ian C., and Manon de Gaillande have all made similar points: if you say, "if there is an external objective morality that says you should kill babies, why should you listen?" the question is the same as "if you should kill babies, why should you do it?"

It isn't in fact true that I should kill babies, just as 2 and 2 don't make 5. But if I found out that 2 and 2 do make 5, of... (read more)

Laura: Yes, I absolutely steal the key. Given the context of the original question, I had in mind the right to life, in particular. I didn't make this distinction until you asked this question. I happen not to think that the right to property is anything like as valuable as the right to life. (By "right" I mean nothing more than ground rules that society has "agreed" on.) Again, I have a problem with acting as though an individual's life is the eminent domain of society. As in Shirley Jackson's "The Lottery," the picture looks... (read more)

Andy-  I agree with your skepticism.  I was taking for granted that the AI in the scenario was correct in its calculation, since I am 'convinced that it is friendly' but yes, I would need to be pretty fucking sure it really was both friendly and able to perform such calculations before I would kill anyone at its command.

What's 'objective' about morality doesn't take the form of moral commandments aka 'the 10 commandments', nor does  it take the form of an optimization function that produces the commandments either.

There's a thrid possibility, one you've over-looked, that is, in fact, the objective compoenent of morality: namely  purely abstract archetypes or moral ideals (ie beauty, freedom, virtue).  These objective platonic abstractions are not in the form of commandments, and they're not optimization functions either.  The objective component of morality built into the universe doesn't tell me to do anything.  It's just a lot of abstract archetypes.

Assuming that we evolved in the moral climate that you are constructing I would guess that we would readily kill babies.  Now of course, in the example you give there is an inherent limit to the number of babies that can be killed and still have sufficient life left over to be around to respond to your questions.

The spectrum of responses and moralities I've seen on display here (and elsewhere) are artifacts of our being and culture.  Many of the behavioral tendencies that we ascribe as being "moral" have both an innate ("instinctual" fo... (read more)

Hmm... This whole baby-killing example is making me think...

Knecht:  "Even if I thought it probably would substantially increase the future happiness of humanity, I still wouldn't do it without a complete explanation. Not because I think there is a moral fabric to the universe that says killing babies is wrong, but because I am hardwired to have an extremely strong aversion to like killing babies."

This does seem like what a true amoralist might say... yet, what if the idea of having forgone the opportunity to substantially increase the future hap... (read more)

Laura ABJ: To expand on the text you quoted, I think that killing babies is ugly, and therefore would not do it without sufficient reason, which I don't think the scenario provides. The ugliness of killing babies doesn't need a moral explanation, and the moral explanation just builds on (and adds nothing but a more convenient way of speaking about) the foundation of aversion, no matter how it's dressed up and made to look like something else.

The idea is not compelling to me and so would not haunt me forever, because like I said, I'm not yet convinced that ... (read more)

I realize that just because I am fairly confident I wouldn't suffer terribly from killing the baby if my knowledge was fairly complete, I can't say that for all people.  People's utility functions differ, as do their biological and learned aversions to certain types of violence.  The cognitive dissonance created by being presented with such a situation might be too great for some, causing them to break down psychologically and rationalize their way out of the decision any way they could.  What if we upped the stakes and took it from some anonymous baby pai... (read more)

Hal Finney:

Why doesn't the AI do it verself? Even if it's boxed (and why would it be, if I'm convinced it's an FAI?), at the intelligence it'd need to make the stated prediction with any degree of confidence, I'd expect it to be able to take over my mind quickly. If what it claims is correct, it shouldn't have any qualms about doing that (taking over one human's body for a few minutes is a small price to pay for the utility involved).

If this happened in practice I'd be confused as heck, and the alleged FAI being honest about its intentions would be prett... (read more)

By gum, I'm amazed that fifty comments have gone by and nobody's mentioned future toddler chopper Vox Day. Sure, it's nearly a year and a half old, but if anyone had doubt that there are apparently functioning humans out there who would tick the second box and fill in "until my arm got tired".

The Euthyphro hypothetical does remind me a bit of the Ticking Time Bomb--a thoroughly unrealistic situation designed to cause the quiz-taker to draw a conclusion about more realistic situations that they wouldn't have come to otherwise.

If there were no such thing as green, what color would green things be? MU.

Kierkegaard talked about all this in Fear and Trembling a long time ago. Was Abraham sacrificing Isaac immoral? If you call morality the universal of that time, then you have to suppose it was. But in the story we know that God told Abraham to do it.

Anyone who defies the universal in favor of their own experience of God, the universal has no way to judge. No argument on the basis of the universal morality can call Kierkegaard's knight of faith back from the quest.

Would you kill babies if it was inherently the right thing to do?

If it were inherently the right thing to do, then I wouldn't be here.  Someone would have killed me when I was a baby.

There is no morality, it is a fiction to be discarded alongside god and rights.  What informs are actions is the trifecta of self-interest, emotion, and social expectation.  Our upbringing and later education shapes which of these is given more weight when we make our decisions.

There simply is no moral property to an action or consequence.  There is no natural property that is moral.  There is no discoverable law or property that can inform an ought.  Our "ethical intuitions" are simply emotional responses.  No one can say "killing is wrong&... (read more)

I don't get it. If killing babies was inherently good, I would kill them, sure. It's not like killing babies is inherently bad. 

I understand that in many usual contexts killing babies would seem bad to me, because I was given instructions to take care of babies (generally) by evolution, only because having these instructions made it more likely for me to exist and have those instructions. So what? Is existing and having instructions inherently good? 

In general, the Socratic questions in this sequence don't seem to work for me.. is this because I'm not answering in a way I was expected to?

If I AM utility function maximizer and I proved that killing baby reliably maximizes it, then sure I'll kill.

But I am not. My poorly defined unclosurable morality meter will break in and demand revising that nice and consistent utility function I've based my decision on. And so moral agonising begins. 

Answer: I don't know, and it will be a painful work to decide, weighting all pro and cons, building and checking new utility functions, rewriting moral itself...

So... the correct answer is to dissolve the question, yes?

I like to think of this as being extreme artificiality. Humans have always attempted to either ignore or go against certain natural elements in order to flourish. It was never this fundamental, though. Logic has, at best, managed to straighten us out and make things better for us. And at worst, it reaches conclusions that are of no practical consequence. If it ever told us that killing babies is good, we would of course have to check all the consequences of what it would mean to ignore this logic. If we get lucky, it’s a logic that doesn’t really extend ve... (read more)

If it were revealed to me that, say, the Aztecs were right, their gods are real, and the One True Religion, then I believe it would be my duty to defy their will, and reject their plan for mankind. Power does not grant moral authority, even if it is the power that was used to make the world as it is.

Would I be brave enough to do it in practice? I have no idea, but I think it helps that I'm thinking about it beforehand.

What would you have wished for the external objective morality to be instead?  What's the best news you could have gotten, reading that stone tablet?

That's an awesome question. I'm going to have to steal that one.

I find it funny that many of the people here who where pretty much freaked out by the idea of "objective morality built into the fabric of the universe" not really mattering for humans, yet when it comes to mythology don't have a problem criticizing Abraham for being willing to sacrifice his son because God told him too. 

Leon Kass (of the President's Council on Bioethics) is glad to murder people so long as it's "natural", for example.  He wouldn't pull out a gun and shoot you, but he wants you to die of old age and he'd be happy to pass legislation to ensure it.

Does anyone have sources to support this conclusion about Kass's views? I tracked down a transcript of an interview he gave that was cited on a longevity website, but it doesn't support that characterization at all. He does express concerns about greatly increased lifespans, but makes clear that he see... (read more)

Go ahead.  Indulge your fantasy.  Would you want the stone tablet to say people should die of old age, or that people should live as long as they wanted?  If you could write the stone tablet yourself, what would it say?

I'm reminded of one of Bill Watterson's Calvin and Hobbes strips:

Calvin: I'm at peace with the world. I'm completely serene.
Hobbes: Why is that?
Calvin: I've discovered my purpose in life. I know why I was put here and why everything exists.
Hobbes: Oh really?
Calvin: Yes. I am here so everyone can do what I want.
Hobbes: (rolling eyes) It'

What if the structure of the universe says to do something horrible?

If the "structure of universe" is something mathematical (e.g. the prime number theorem) then it's meaningless to ask "what if the structure of the universe says X" unless it truly says X. Assuming it says something different from what it really says immediately leads to a logical contradiction which allows deducing anything at all

If you could write the stone tablet yourself, what would it say?

You're suggesting that we should trust our moral intuition instead of ... (read more)

In 1966, the Israeli psychologist Georges Tamarin presented, to 1,066 schoolchildren ages 8-14, the Biblical story of Joshua's battle in Jericho:

If you ask a question to schoolchildren, you have to take into consideration that children are supposed to obey authority figures.  And not only because the authority figures have power, but because children don't know and can't comprehend many important things about the world, and that makes it a good idea for children to put little weight on their own conclusions and a lot of weight on... (read more)

Link to "virtue which is nameless" is broken. Probably should be http://www.yudkowsky.net/rational/virtues/

The idea of a Tablet that simply  states moral truths without explanation (without even the backing of an authority, as in divine command theory) is a form of ethical objectivism that is hard to defend, but without generalising to all ethical objectivism. For instance, if objectivism works in a more math-like way, the a counterintuitive moral truth would be backed by a step-by-step argument leading the reader to the surprising conclusion in the way the reader of maths is led to surprising conclusions such as the Banach Tarski paradox. The Tablet argument s... (read more)

This post is generalizable, even if you don't think that it's wrong to kill people as a general rule there's probably some other moral act #G_30429 that you probably don't think that it would be appropriate and the point still holds: Rowhammering the bit that says "Don't do #G_30429" is probably not as impossible as it seems in the long run.  

(Meta: when thinking about this I found it difficult to recall all of the arguments I've learned in moral philosophy over the past 16 years of trying that would have been applicable.  I knew where you were g... (read more)

I'm a little late here, but this sounds a lot like Corneliu Codreanu's line that the truest martyr of all is one who goes to Hell for his country. 



Created Already In Motion

Followup to:  No Universally Compelling Arguments, Passing the Recursive Buck

Lewis Carroll, who was also a mathematician, once wrote a short dialogue called What the Tortoise said to Achilles.  If you have not yet read this ancient classic, consider doing so now.

The Tortoise offers Achilles a step of reasoning drawn from Euclid's First Proposition:

(A)  Things that are equal to the same are equal to each other.
(B)  The two sides of this Triangle are things that are equal to the same.
(Z)  The two sides of this Triangle are equal to each other.

Tortoise:  "And if some reader had not yet accepted A and B as true, he might still accept the sequence as a valid one, I suppose?"

Achilles:   "No doubt such a reader might exist.  He might say, 'I accept as true the Hypothetical Proposition that, if A and B be true, Z must be true; but, I don't accept A and B as true.'  Such a reader would do wisely in abandoning Euclid, and taking to football."

Tortoise:  "And might there not also be some reader who would say, 'I accept A and B as true, but I don't accept the Hypothetical'?"

Achilles, unwisely, concedes this; and so asks the Tortoise to accept another proposition:

But, asks, the Tortoise, suppose that he accepts A and B and C, but not Z?

Then, says, Achilles, he must ask the Tortoise to accept one more hypothetical:

Douglas Hofstadter paraphrased the argument some time later:

Achilles:  If you have [(A⋀B)→Z], and you also have (A⋀B), then surely you have Z.
Tortoise:  Oh!  You mean <{(A⋀B)⋀[(A⋀B)→Z]}→Z>, don't you?

As Hofstadter says, "Whatever Achilles considers a rule of inference, the Tortoise immediately flattens into a mere string of the system.  If you use only the letters A, B, and Z, you will get a recursive pattern of longer and longer strings."

By now you should recognize the anti-pattern Passing the Recursive Buck; and though the counterspell is sometimes hard to find, when found, it generally takes the form The Buck Stops Immediately.

The Tortoise's mind needs the dynamic of adding Y to the belief pool when X and (X→Y) are previously in the belief pool.  If this dynamic is not present—a rock, for example, lacks it—then you can go on adding in X and (X→Y) and (X⋀(X→Y))→Y until the end of eternity, without ever getting to Y.

The phrase that once came into my mind to describe this requirement, is that a mind must be created already in motion.  There is no argument so compelling that it will give dynamics to a static thing.  There is no computer program so persuasive that you can run it on a rock.

And even if you have a mind that does carry out modus ponens, it is futile for it to have such beliefs as...

(A)  If a toddler is on the train tracks, then pulling them off is fuzzle.
(B)  There is a toddler on the train tracks.

Dynamic:  When the belief pool contains "X is fuzzle", send X to the action system.

(Added:  Apparently this wasn't clear...  By "dynamic" I mean a property of a physically implemented cognitive system's development over time.  A "dynamic" is something that happens inside a cognitive system, not data that it stores in memory and manipulates.  Dynamics are the manipulations.  There is no way to write a dynamic on a piece of paper, because the paper will just lie there.  So the text immediately above, which says "dynamic", is not dynamic.  If I wanted the text to be dynamic and not just say "dynamic", I would have to write a Java applet.)

(C)  If the belief pool contains "X is fuzzle", then "send 'X' to the action system" is fuzzle.

...won't help unless the mind already implements the behavior of translating hypothetical actions labeled 'fuzzle' into actual motor actions.

By dint of careful arguments about the nature of cognitive systems, you might be able to prove...

(D)   A mind with a dynamic that sends plans labeled "fuzzle" to the action system, is more fuzzle than minds that don't.

...but that still won't help, unless the listening mind previously possessed the dynamic of swapping out its current source code for alternative source code that is believed to be more fuzzle.

This is why you can't argue fuzzleness into a rock.

Dynamic 2: When the belief pool contains "X is fuzzle", and there is a dynamic saying "When the belief pool contains 'X is fuzzle', send X to the action system", then send X to the action system.

Dynamic 2: When the belief pool contains "X is fuzzle", run Dynamic 1.

Of course, then one needs Dynamic 3 to tell you to run Dynamic 2, ad infinitum -- and we're back to the original problem.

I think the real point of the dialogue is that you can't use rules of inference to derive rules of inference -- even if you add them as axioms!  In some sense, then, rules of inference are even more fundamental than axioms: they're the machines that you feed the axioms into.  Then one naturally starts to ask questions about how you can "program" the machines by feeding in  certain kinds of axioms, and what happens if you try to feed a program's description to itself, various paradoxes of self-reference, etc.  This is where the connection to Gödel and Turing comes in -- and probably why Hofstadter included this fable.

A non-universal Turing machine can't simulate a universal Turing machine.  (If it could, it would be universal after all -- a contradiction.)  In other words, there are computers that can self-program and those that can't, and no amount of programming can change the latter into the former.

Well, at least I can't be accused of belaboring a point so obvious that no one could possibly get it wrong.

Within our anything can influence anything'' (more or less) physics, the distinction between communicating the proposition and just physicallysetting in motion'' is not clear-cut. Programmable mind can assume the dynamics that is encoded in some weak signals, a rock can also assume different dynamics, but you'll have to build a machine from it first, applying more than weak signals.

I think the moral is that you shouldn't try to write software for which you don't have the hardware to run on, not even if the code could run itself by emulating the hardware. A rock runs on physics, Euclid's rules don't. We have morality to run on our brains, and... isn't FAI about porting it to physics?

So shouldn't we distinguish between the symbols physics::dynamic and human_brain::dynamic? (In a way, me reading the word "dynamic" uses more computing power than running any Java applet could on current computers...)

This is why it's always seemed to silly to me to try to axiomitize logic. Either you already "implement" logic, in which case it's unneccessary, or you don't, in which case you're a rock and there's no point in dealing with you.

I think this also has deeper implications for the philosophy of math -- the desire to fully axiomitize is still deeply ingrained despite Goedel, but in some ways this seems like a more fundamental challenge. You can write down as many rules as you want for string manipulation, but the realization of those rules in actual manipulation remains ineffable on paper.

Axiomatizing logic isn't to make us implement logic in the first place!

I wouldn't describe any typical human mind as implementing logic. Even those that are logical don't seem to think that way naturally or innately. But particular human minds have had
much success thinking with 'axiomitized' logic.

Also, I take it that this means you don't believe in the whole, "if a program implements consciousness, then it must be conscious while sitting passively on the hard disk" thing. I remember this came up before in the quantum series and it seemed to me absurd, sort of for the reasons you say.

Rocks are naturally formed. It's not physically impossible for natural processes to form silicon into a working computer, but it's certainly not likely.

I used that as an argument against timeless physics: If you could have consciousness in a timeless universe, than this means that you could simulate a conscious being without actually running the simulation, you could just put the data on the hard drive.
I'm still waiting out for an answer on that one!

In order for it to be analogous, you'd have to put the contents of the memory for every step of the program as its running on the hard drive. The program itself isn't sufficient.

Since there's no way to get the memory every step without actually running the program, it doesn't seem that paradoxical.

Also, if time was an explicit dimension, that would just mean that the results of the program are spread out on a straight line aligned along the t-axis. I don't see why making it a curvy line makes it any different.

Huh? A "timeless universe" still contains 'time'; it's just not fundamental. Consciousness may be a lot of things, but it's definitely not static in 'time', i.e. it's dynamic with respect to causality.

IL, isn't the difference the presence or absence of causality?

"And even if you have a mind that does carry out modus ponens, it is futile for it to have such beliefs as...
(A)  If a toddler is on the train tracks, then pulling them off is fuzzle.
(B)  There is a toddler on the train tracks.
...unless the mind also implements:
Dynamic:  When the belief pool contains "X is fuzzle", send X to the action system."

It seems to me that much of the frustration in my life prior to a few years ago has been due to thinking
that all other human minds necessarily and consistently implement modus ponens and the Dynamic: "When the belief pool contains "X is right/desired/maximizing-my-utility-function/good", send X to action system"

These days my thoughts are largely occupied with considering what causal dynamic could cause modus poens and the above Dynamic to be implemented in a human mind.

IL:  Timeless physics retains causality.  Change some of the data on the hard drive and the other data won't change as an inferential result.  There are unsolved issues in this domain, but probably not easy ones.  The process of creating the data on the hard drive might be necessarily conscious, for instance, or might not.  I think that this was discussed earlier when we discussed giant look-up tables.

It seems to me that much of the frustration in my life prior to a few years ago has been due to thinking that all other human minds necessarily and consistently implement modus ponens and the Dynamic: "When the belief pool contains "X is right/desired/maximizing-my-utility-function/good", send X to action system"

You can fully describe the mind/brain in terms of dynamics without reference to logic or data. But you can't do the reverse. I maintain that the dynamics are all that matters and the rest is just folk theory tarted up with a bad analogy (computationalism).

Only in terms of how this actually gets into a human mind, there is a dynamic first: before anyone has any idea of fuzzleness, things are already being sent to the action system. Then we say, "Oh, these are things are fuzzle!", i.e. these are the type of things that get sent to the action system. Then someone else tells us that something else is fuzzle, and right away it gets sent to the action system too.

Hm... As described, "fuzzle" = "chosen course of action", or, "I choose". Things labelled "fuzzle" are sent to the action system - this is all we're told about "fuzzle". But anything and everything that a system decides, chooses, sets out, to do, are sent to the action system. Not just moral things.

If we want to distinguish moral things from actions in general, we need to say more.

I just want to note that back in 2008, even though I had already read this dialogue and thought I understood it, this was one of Eliezer's posts that made me go: "Holy shit, I didn't realize it was possible to think this clearly."

Going down to the bottom of the post for the TL;DR, I was pleasantly surprised to having the need to go back up again.

Minor note- When trying to prove Strong Foundationalism (on which I have since given up), I came up with the idea of founding logic not on something anybody must accept but something that must be true in any possible universe. (E.g 1+1=2 according to traditional logic, reductionism if I understand Elizier correctly). This gets around the tortoise's problem and reestablishes logic.

Of course, this isn't so relevant because the tortoise can in response suggest the possibility Achilles is insane either in his reasoning or his memory (or both, but that's superflous) being so far off-track that he can't trust them to perform proper reasoning. 

It sometimes takes me a long time to go from "A is true", "B is true", "A and B implies C is true" to "C is true".

I think this is a common issue with humans, for example I can see a word such as "aqueduct", and also know that "aqua" means water in Latin, yet fail to notice that "aqueduct" comes from "aqua". This is because when I see a word it does not trigger a dynamic that searches for a root.

Another case is when the rule looks a bit different, say "a and b implies c" rather than "A and B implies C" and some effort is needed to notice that it still applies.

I think an even more common reason is that the facts are never brought in working memory at the same time, and so inference never happens.

All this hints to a practical epistemological-fu: we can increase our knowledge simply by actively reviewing our facts, say every morning, and trying to infer new facts from them! This might even create a virtuous circle, as the more facts one infers, the more facts one can combine to generate more inferences.

On the other hand there is a limit to the number of facts one can review in a given amount of time, so perhaps a healthy epistemological habit to have is to trigger one's inference engine every time one learns a new (significant?) fact.

That is one of the sequences cited as solving basic problems of epistemology...

In the field of epistemology, the problem of the criterion is an issue regarding the starting point of knowledge. This is a separate and more fundamental issue than the regress argument found in discussions on justification of knowledge.[1]

In Western philosophy the earliest surviving documentation of the problem of the criterion is in the works of the Pyrrhonist philosopher Sextus Empiricus.[1] In Outlines of Pyrrhonism Sextus Empiricus demonstrated that no criterion of truth had been established, contrary to the position of dogmatists such as the Stoics and their doctrine of katalepsis.[2] In this Sextus was repeating or building upon earlier Pyrrhonist arguments about the problem of the criterion, as Pyrrho, the founder of Pyrrhonism, had declared that "neither our sense-perceptions nor our doxai (views, theories, beliefs) tell us the truth or lie.[3]"

In epistemology, the Münchhausen trilemma is a thought experiment intended to demonstrate the theoretical impossibility of proving any truth, even in the fields of logic and mathematics, without appealing to accepted assumptions. If it is asked how any given proposition is known to be true, proof in support of that proposition may be provided. Yet that same question can be asked of that supporting proof and any subsequent supporting proof. The Münchhausen trilemma is that there are only three ways of completing a proof:

The circular argument, in which the proof of some proposition presupposes the truth of that very proposition

The regressive argument, in which each proof requires a further proof, ad infinitum

The dogmatic argument, which rests on accepted precepts which are merely asserted rather than defended"

...I don't think it does, because merely noting that you have to start somewhere doesn't mean you are starting in the right place. That's the standard problem of particularism/dogmatism.



The Bedrock of Fairness

Three people, whom we'll call Xannon, Yancy and Zaire, are separately wandering through the forest; by chance, they happen upon a clearing, meeting each other.  Introductions are performed.  And then they discover, in the center of the clearing, a delicious blueberry pie.

Xannon:  "A pie!  What good fortune!  But which of us should get it?"

Zaire:  "I agree; let the pie be distributed fairly.  Who could argue against fairness?"

Xannon:  "So we are agreed, then.  But what is a fair division?"

Zaire:  "Nonsense!  A fair distribution is half for me, and a quarter apiece for the two of you."

Zaire:  "I'm hungry, therefore I should be fed; that is fair."

Xannon:  "Oh, dear.  It seems we have a dispute as to what is fair.  For myself, I want to divide the pie the same way as Yancy.  But let us resolve this dispute over the meaning of fairness, fairly: that is, giving equal weight to each of our desires.  Zaire desires the pie to be divided {1/4, 1/4, 1/2}, and Yancy and I desire the pie to be divided {1/3, 1/3, 1/3}.  So the fair compromise is {11/36, 11/36, 14/36}."

Zaire:  "What?  That's crazy.  There's two different opinions as to how fairness works—why should the opinion that happens to be yours, get twice as much weight as the opinion that happens to be mine?  Do you think your theory is twice as good?  I think my theory is a hundred times as good as yours!  So there!"

Yancy:  "Craziness indeed.  Xannon, I already took Zaire's desires into account in saying that he should get 1/3 of the pie.  You can't count the same factor twice.  Even if we count fairness as an inherent desire, why should Zaire be rewarded for being selfish?  Think about which agents thrive under your system!"

Xannon:  "Alas!  I was hoping that, even if we could not agree on how to distribute the pie, we could agree on a fair resolution procedure for our dispute, such as averaging our desires together.  But even that hope was dashed.  Now what are we to do?"

Yancy:  "Xannon, you are overcomplicating things.  1/3 apiece.  It's not that complicated.  A fair distribution is an even split, not a distribution arrived at by a 'fair resolution procedure' that everyone agrees on.  What if we'd all been raised in a society that believed that men should get twice as much pie as women?  Then we would split the pie unevenly, and even though no one of us disputed the split, it would still be unfair."

Xannon:  "What?  Where is this 'fairness' stored if not in human minds?  Who says that something is unfair if no intelligent agent does so?  Not upon the stars or the mountains is 'fairness' written."

Yancy:  "So what you're saying is that if you've got a whole society where women are chattel and men sell them like farm animals and it hasn't occurred to anyone that things could be other than they are, that this society is fair, and at the exact moment where someone first realizes it shouldn't have to be that way, the whole society suddenly becomes unfair."

Xannon:  "How can a society be unfair without some specific party who claims injury and receives no reparation?  If it hasn't occurred to anyone that things could work differently, and no one's asked for things to work differently, then—"

Yancy:  "Then the women are still being treated like farm animals and that is unfair.  Where's your common sense?  Fairness is not agreement, fairness is symmetry."

Zaire:  "Is this all working out to my getting half the pie?"

Xannon:  "I don't know... maybe as the limit of an infinite sequence of meta-meta-fairnesses..."

Zaire:  "I fear I must accord with Yancy on one point, Xannon; your desire for perfect accord among us is misguided.  I want half the pie.  Yancy wants me to have a third of the pie.  This is all there is to the world, and all there ever was.  If two monkeys want the same banana, in the end one will have it, and the other will cry morality.  Who gets to form the committee to decide the rules that will be used to determine what is 'fair'?  Whoever it is, got the banana."

Yancy:  "I wanted to give you a third of the pie, and you equate this to seizing the whole thing for myself?  Small wonder that you don't want to acknowledge the existence of morality—you don't want to acknowledge that anyone can be so much less of a jerk."

Xannon:  "You oversimplify the world, Zaire.  Banana-fights occur across thousands and perhaps millions of species, in the animal kingdom.  But if this were all there was, Homo sapiens would never have evolved moral intuitions.  Why would the human animal evolve to cry morality, if the cry had no effect?"

Xannon:  "A murderer accosts a victim, in a dark alley; the murderer desires the victim to die, and the victim desires to live.  Is there nothing more to the universe than their conflict?  No, because if I happen along, I will side with the victim, and not with the murderer.  The victim's plea crosses the gap of persons, to me; it is not locked up inside the victim's own mind.  But the murderer cannot obtain my sympathy, nor incite me to help murder.  Morality crosses the gap between persons; you might not see it in a conflict between two people, but you would see it in a society."

Yancy:  "So you define morality as that which crosses the gap of persons?"

Xannon:  "It seems to me that social arguments over disputed goals are how human moral intuitions arose, beyond the simple clash over bananas.  So that is how I define the term."

Yancy:  "Then I disagree.  If someone wants to murder me, and the two of us are alone, then I am still in the right and they are still in the wrong, even if no one else is present."

Zaire:  "And the murderer says, 'I am in the right, you are in the wrong'.  So what?"

Xannon:  "How does your statement that you are in the right, and the murderer is in the wrong, impinge upon the universe—if there is no one else present to be persuaded?"

Yancy:  "It licenses me to resist being murdered; which I might not do, if I thought that my desire to avoid being murdered was wrong, and the murderer's desire to kill me was right.  I can distinguish between things I merely want, and things that are right—though alas, I do not always live up to my own standards.  The murderer is blind to the morality, perhaps, but that doesn't change the morality.  And if we were both blind, the morality still would not change."

Xannon:  "Blind?  What is being seen, what sees it?"

Yancy:  "You're trying to treat fairness as... I don't know, something like an array-mapped 2-place function that goes out and eats a list of human minds, and returns a list of what each person thinks is 'fair', and then averages it together.  The problem with this isn't just that different people could have different ideas about fairness.  It's not just that they could have different ideas about how to combine the results.  It's that it leads to infinite recursion outright—passing the recursive buck.  You want there to be some level on which everyone agrees, but at least some possible minds will disagree with any statement you make."

Xannon:  "Isn't the whole point of fairness to let people agree on a division, instead of fighting over it?"

Yancy:  "What is fair is one question, and whether someone else accepts that this is fair is another question.  What is fair?  That's easy: an equal division of the pie is fair.  Anything else won't be fair no matter what kind of pretty arguments you put around it.  Even if I gave Zaire a sixth of my pie, that might be a voluntary division but it wouldn't be a fair division.  Let fairness be a simple and object-level procedure, instead of this infinite meta-recursion, and the buck will stop immediately."

Zaire:  "If the word 'fair' simply means 'equal division' then why not just say 'equal division' instead of this strange additional word, 'fair'?  You want the pie divided equally, I want half the pie for myself.  That's the whole fact of the matter; this word 'fair' is merely an attempt to get more of the pie for yourself."

Xannon:  "If that's the whole fact of the matter, why would anyone talk about 'fairness' in the first place, I wonder?"

Zaire:  "Because they all share the same delusion."

Yancy:  "A delusion of what?  What is it that you are saying people think incorrectly the universe is like?"

Zaire:  "I am under no obligation to describe other people's confusions."

Yancy:  "If you can't dissolve their confusion, how can you be sure they're confused?  But it seems clear enough to me that if the word fair is going to have any meaning at all, it has to finally add up to each of us getting one-third of the pie."

Xannon:  "How odd it is to have a procedure of which we are more sure of the result than the procedure itself."

It does not seem to come to any definite conclusion, instead simply presenting arguments and leaving the three participants in the dialogue with beliefs that are largely unchanged from their original position.

I am unable to come up with anything of substance to add, other than praise, but I feel compelled to comment anyway.

At first I tend to side with Zaire. The pie should be divided according to everyone's needs. But what if Zaire has a bigger body and generally needs to eat more? Should he always get more? Should the others receive less and be penalized because Zaire happens to be bigger? This is not easy, sigh...

Does the point of the story have anything to do with the object desire switching from a pie to a cake and back again?

I'm about to make a naked assertion with nothing to back it up, just to put it out there.

The purpose of morality is to prevent such an arguement from even ever occurring.  If the morale engine of society is working correctly, then all it's members will have a desire for everyone to get an equally sized portion of the pie (in this example).  If there is a Zaire who believes he should get 1/2 of the pie, then there was a malfunction when morality was being programmed into him. This malfunction will lead to conflict.

View it like you would view programming a f... (read more)

You realize, incidentally, that there's a huge literature in political philosophy about what procedural fairness means.  Right?  Right?

Eneasz: You say that Zaire is broken. What broke him, though, was the fact that he hasn't eaten a dew drop in a week. Hunger does weird things to people, cut him some slack.

Nanani, I think it has more to do with my having just finished Portal.  Fixed.

Tiiba - Sure, I got no problem with that. There's often extenuating circumstances which change how any particular interaction occurs. However that was not the case presented in this hypothetical. :) However as a baseline that everyone should start with (and work forward from), an equally sized portion for all is the ideal as it will lead to the least conflict.

Gowder, I'm talking to the people who say unto me, "Friendly to who?" and "Oh, so you get to say what 'Friendly' means."  I find that the existing literature rarely serves my purposes.  In this case I'm driving at a distinction between the object level and the meta level, and the notion of bedrock (the Buck Stops Immediately).  Does the political philosophy go there? - for I am not wholly naive, but of course I have only read a tiny fraction of what's out there.  I fear that much political philosophy is written for humans by humans.

Eliezer, what if they are all poisoned, and the only antidote is a full blueberry pie?  is the obvious fair division still 1/3 to each?

What if only one is poisoned?  Is it fair for the other two to get some of the (delicious) antidote?

A bit of unfairness is acceptable, if that is needed to get us all back to fairness. Example: Zaire should get a bigger piece of pie if they are on a lifeboat and if he is the only one who can row the boat back ashore, and needs some extra carbs to do that. Xannon and Yancy should agree that this is a useful distribution in this context.

Say x and y come from, respectively: a tribe of quasaieugenicists that settle distributions based on "fitness" rankings (using something like IQ - probably largely arbitrary - but that doesn't matter), and a tribe of equal-sharers (that subscribe to y's conclusion is in the dialog). Within each culture the relevant version of "fairness" (or the 'core distributive principle') is intuitive, much like y's system is for us. In the x culture people with low rankings intuit that their superiors are 'enti... (read more)

Why not divide the pie equally among cells, which make up the agglomerations we call "persons"? And if there is a distinction between voluntary and fair so that Xannon and Yancy honestly couldn't comfortably eat another bite and gave extra to Zaire, would that be unfair?

We've already got a society in which living things are treated like farm animals, by which of course I speak of farm animals themselves. They are of course privileged over a more defenseless living being that they live as parasites off of, which are plants. Some Swiss officials ar... (read more)

Eliezer, to the extent I understand what you're referencing with those terms, the political philosophy does indeed go there (albeit in very different vocabulary).  Certainly, the question about the extent to which ideas of fairness are accessible at what I guess you'd call the object level are constantly treated.  Really, it's one of the most major issues out there -- the extent to which reasonable disagreement on object-level issues (disagreement that we think we're obligated to respect) can be resolved on the meta-level (see Waldron, Democracy and Disagr... (read more)

Okay, how does standard political philosophy say you should fairly / rightly construct an ultrapowerful superintelligence (not to be confused with a corruptible government) that can compute moral and metamoral questions only given a well-formed specification of what is to be computed?

After you've carried out these instructions, what's the standard reply to someone who says, "Friendly to who?" or "So you get to decide what's Friendly"?

That's a really fascinating question.  I don't know that there'd be a "standard" answer to this -- were the questions taken up, they'd be subject to hot debate.

Are we specifying that this ultrapowerful superintelligence has mind-reading power, or the closest non-magical equivalent in the form of access to every mental state that an arbitrary individual human has, even stuff that now gets lumped under the label "qualia"/ability to perfectly simulate the neurobiology of such an individual?

If so, then two approaches seem defensible to me. ... (read more)

First: let's assume there is an answer out there to moral questions, in a form that is accessible to a superintelligence, and let's just assume the hard problem away

Let's not.  See, this is what I mean by saying that political philosophy is written for humans by humans.

Your other answer, "ideal democracy", bears a certain primitive resemblance to this, as you'd know if you were familiar with the Friendliness literature...

Okay, sorry about that, just emphasizing that it's not like I'm making all this up as I go along; and also, that there's a hell of a lot of literature out there on everything, but it isn't always easy to adapt to a sufficiently different purpose.

Why doesn't Zaire just divide himself in half, let each half get 1/4 of the pie, then merge back together and be in possession of half of the pie?

Or, Zaire might say: Hey guys, my wife just called and told me that she made a blueberry pie this morning and put it in this forest for me to find. There's a label on the bottom of the plate if you don't believe me. Do you still think 'fair' = 'equal division'?

Or maybe Zaire came with his dog, and claims that the dog deserves an equal share.

I appreciate the distinction Eliezer is trying to draw between the object level and the meta level. But why the assumption that the object-level procedure will be simple?

I was expecting Xannon and Yancy to get into an exchange, only to find that Zaire had taken half the pie while they were talking.  Xannon is motivated by consensus, Yancy is motivated by fairness, and Zaire is motivated by pie.  I know who I bet on to end up with more pie.

And then they discover, in the center of the clearing, a delicious blueberry pie.

If the pie is edible then it was recently made and placed there. Whoever made it is probably close at hand. That person has a much better claim on the pie than these three and is therefore most likely rightly considered the owner. Let the owner of the pie decide. If the owner does not show up, leave the pie alone. Arguably the difficulty the three have in coming to a conclusion is related to the fact that none of the three has anything close to a legitimate claim on the pie.

This post reminds me a lot of DialogueOnFriendliness.

There's at least one more trivial mistake in this post:

If you modify the scenario by postulating that the pie is accompanied by a note reading "I hereby leave this pie as a gift to whomever finds it. Enjoy. -- Flying Pie-Baking Monster", how does that make the problem any easier?

If, indeed, it requires that we imagine a flying pie-baking monster in order to come up with a situation in which the concept of 'fairness' is actually relevant (e.g. not immediately trumped by an external factor), then it suggests that the concept of 'fairness' is in the real world virtually irrelevant. I notice also that the three have arrived separately and exactly simultaneously, another rarity, but also important to make 'fairness' an issue.

I notice also that the three have arrived separately and exactly simultaneously, another rarity, but also important to make 'fairness' an issue.

Yet most people in a situation of near simultaneity find it easier (or perhaps just safer?) to assume they had arrived simultaneously and come to agreement on dividing the pie 'fairly', rather than argue over who got there first.

It seems that the 1/3 each is what the recursive buck ends with, anyhow.  Upon learning that Zaire claims half for him/herself and Xannon insists on averaging fairness algorithms, Xannon and Yancy merely update their claims to equal Zaire's at all times.  That way, the average of the three desires will always turn out 1/3 a piece.  Perhaps an argument for why an equal share is most fair.  If not, Zaire could just wait until the other two had stated their desires and claimed the whole pie for him/herself, thus always skewing the final average in his/her favor.

I don't have an argument here; rather, I just want to see if I understand each position taken in the dialogue. After all, it would be a dreadful waste of time to argue one way or the other against our three musketeers while completely misunderstanding some key point. As far as I can tell, these are the essential arguments being made:

Yancy's position: that fairness is a rational (mathematical) system. There is no moral factor; rather than "to each according to his need," it is "to each according to the equation." This presumes fairness i... (read more)

As for the question "Friendly to who?"/"So you get to decide what's Friendly?", may I suggest
Who Gets to Decide? as a reasonable answer? To summarize (while of course skipping a lot of the detail in the original post), no one gets to decide what's Friendly just like no one gets to decide the speed of light.  There are simply facts that can be discovered (or that we can be wrong about).  Certain desires help the human race, other desires hurt the human race, and these can be discovered in the same way we discover any other facts about the universe.

Does anyone think that this disagreement can be resolved without threat-signalling?  I think valuing a particular model of 'fairness' over another (the Xers and Yers from Leif's post) ultimately boils down to the cost/benefit of being accepted/rejected by a particular social group.

So does this disagreement take place in a universe consisting only of the entities Xannon, Yancy, and Zaire, or do they all go back to the same village afterward and reminisce about what happened, or do they each go back to their separate villages?

Yet most people in a situation of near simultaneity find it easier (or perhaps just safer?) to assume they had arrived simultaneously and come to agreement on dividing the pie 'fairly', rather than argue over who got there first.

You are claiming it is a common practice. But common practice is common practice - not necessarily "fairness". We often do things precisely because they are commonly done. One common practice which is not equal is, if two cars arrive at the same intersection at right angles, then the car on the right has the right of way.... (read more)

This dialogue leads me to conclude that "fairness" is a form of social lubricant that ensures our pies don't get cold while we're busy arguing. The meta-rule for fairness rules would then be: (1) fast; (2) easy to apply; and (3) everybody gets a share.

The murderer may have all the facts, understand exactly what ve is doing and what the experience of the other will be, and just decide that ve doesn't care. Which fact is ve not aware of? Ve may understand all the pain and suffering it will cause, ve may understand that ve is wiping out a future for the other person and doing something that ve would prefer not to be on the receiving end of, may realize that it is beh... (read more)

I tend to agree with Xannon, that 'fairness' is defined by society. So the question is if the societal moral norms still affect the three opponents. If Xannon decides "we are still members of society where equal shares for everyone are considered fair" he might side with Yancy, share the pie into 1/3's and label Zaire to be a criminal. If he decides "we are out in the desert with no society around to push its moral values unto us" he might side with Zaire, divide the pie in 1/2's and tell Yancy to shove his ideas of equality up his behi... (read more)

Certain desires help the human race, other desires hurt the human race, and these can be discovered in the same way we discover any other facts about the universe.

You simply passed the recursive buck to "help" and "hurt".  I will let you take for granted the superintelligence's knowledge of, or well-calibrated probability distribution over, any empirical truth about consequences; but when it comes to the valuation of those consequences in terms of "helping" or "hurting" you must tell me how to compute it, or run a computation that computes how to compute it.

The resemblance between my second suggestion and your thing didn't go unnoticed -- I had in fact read your coherent extrapolated volition thing before (there's probably an old e-mail from me to you about it, in fact).  I think it's basically correct.  But the method of justification is importantly different, because the idea is that we're trying to approximate something with epistemic content -- we're not just trying to do what you might call a Xannon thing -- we're not just trying to model what humans would do.  Rather, we're trying to model and i... (read more)

Eliezer: as you are aware yourself, we don't know how to compute it, nor how to run a computation that computes how to compute it. If we leave it up to the superintelligence to decide how to interpret "helping" and "hurting," it will be in a position no worse than our own, and possibly better, seeing that we are not superintelligent.

Paul:  Responsiveness to which reasons?  For every mind in mind design space that sees X as a reason to value Y, there are other possible minds that see X as a reason to value ~Y.

Right, but those questions are responsive to reasons too.  Here's where I embrace the recursion.  Either we believe that ultimately the reasons stop -- that is, that after a sufficiently ideal process, all of the minds in the relevant mind design space agree on the values, or we don't.  If we do, then the superintelligence should replicate that process.  If we don't, then what basis do we have for asking a superintelligence to answer the question?  We might as well flip a coin.

Of course, the content of the ideal process is tricky.  I'm hiding the really ha... (read more)

The only reasons that exist for taking any actions at all are desires. In specific - the desires of the being taking the action. Under any given condition the being will always take the action that best fulfills the most/strongest of it's desires (given it's beliefs).  The question isn't which action is right/wrong based on some universal bedrock of fairness, but rather what desires we want the being to have. We can shape many desires in humans (and presumably all the desires of an AI) and thus we want to give it the desires that best help and least hurt h... (read more)

Paul:  Sounds like you're just describing the "thought faster" part of the CEV process, i.e., "What would you decide if you could search a larger argument space for reasons?"  However, it seems to me that you're idealizing this process very highly, and overlooking such questions as "What if different orderings of the arguments would end up convincing us of different things?" which a CEV has to handle somehow, e.g. by weighting the possibilities by e.g. length, combining them into a common superposition, and acting only where s... (read more)

Things like the ordering of arguments are just additional questions about the rationality criteria, and my point above applies to them just as well -- either there's a justifiable answer ("this is how arguments are to be ordered,") or it's going to be fundamentally socially determined and there's nothing to be done about it.  The political is really deeply prior to the workings of a superintelligence in such cases: if there's no determinate correct answer to these process questions, then humans will have to collectively muddle through to ... (read more)

Eliezer: Are you looking for a new definition of "fairness" which would reconcile the partisans of existing definitions? Or are you just pointing out that this is a sort of damned-if-you-do, damned if-you-don't problem, and that any rule for establishing fairness will piss somebody or other off? If the latter, from the point of view of your larger project, why not just insert a dummy answer for this question - pick any definition that grabs you - and see how it fits with the rest of what you need to work out. Or work through several different obv... (read more)

I suppose that's just to second Paul Gowder's point that the political problem is insurmountable. But I imagine few things would resolve a political problem faster then the backing of an all-powerful supermind.

@Paul: You seem to suggest that we all take the same things to be reasons, perhaps even the same reasons. Is this warranted?

Things like the ordering of arguments are just additional questions about the rationality criteria

...which problem you can't hand off to the superintelligence until you've specified how it decides 'rationality criteria'.  Bootstrapping is allowed, skyhooking isn't.  Suppose that 98% of humans, under 98% of the extrapolated spread, would both choose a certain ordering of arguments, and also claim that this is the uniquely correct ordering.  Is this sufficient to just go ahead and label that ordering the rational one?  If you refuse to answer that question yourself, what is the procedure that answers it?

Poke has it exactly right. Thinking further along the lines suggested by his "social lubricant" idea, I'd suggest that fairness is no more than efficiency. Or, at the very least, if two prevailing doctrines of fairness exist, the more efficient doctrine will—ceteris paribus—in the long run prevail.

This leaves open the question of how closely to efficiency our notions of fairness have actually evolved, but that's an empirical question.

This question, of what is fairness / morality, seems a lot easier (to me) than the posters here appear to feel.

Isn't the answer: You start with purely selfish desires.  These sometimes cause conflict with limited resources.  Then you take Rawl's Veil of Ignorance, and come up with social rules (like "don't murder") that result in a net positive outcome for society.  It's not a zero-sum game.  Cooperation can result in greater returns for everybody, than constant conflict.

Individuals breaking agreed morality are shunned, in much the same way as so... (read more)

I see no reason to believe there is such a thing as an objective definition of "fair" in this case. The idea that an equal division is "fair" is based on the assumption that none of the three has a good argument as to why he should receive more than either of the others. If one has a reasonable argument as to why he should receive more, the fairness argument breaks down. In fact, none of the three really have a good argument as to why he is entitled to any of it, and I can't see why it would be wrong for any of the first one to grab it ... (read more)

Why not divide the pie according to who will ultimately put the pie to the best use? If X and Y intend to take a nap after eating the pie, but Z is willing to plant a tree, wouldn't the best outcome for the pie favor Z getting more?

Before you dismiss the analogy, consider this - what if the pie was $1800.00 that none of the three had earned? What if the $1800.00 had been BORROWED with a certain expectation of its utility? Should X, Y, and Z each get $600.00, even though there is no stipulation as to what each of them must DO with that money? If X intends t... (read more)

Suppose that 98% of humans, under 98% of the extrapolated spread, would both choose a certain ordering of arguments, and also claim that this is the uniquely correct ordering. Is this sufficient to just go ahead and label that ordering the rational one? If you refuse to answer that question yourself, what is the procedure that answers it?

Again, this is why it's irreducibly social.  If there isn't a procedure that yields a justified determinate answer to the rationality of that order, then the best we can do is take what is socially accepted at the time and in the society in which such a superintelligence is created.  There's nowhere else to look.

Eliezer (to Roland): "I confess that I'd intended the original reading of the dialogue as simple greed on Zaire's part [...]"

For the book's sake (if this series is for the book), I want to say that this was much clearer (and more entertaining) with Dennis.

Early in the story, Z is hungry, and X and Y are not.  Z says that he thinks that because he is hungry, 'fair' is defined with him getting more pie, while X and Y disagree.  This seems like a slightly strange story to me, but here's a much stranger one:

Z is hungry, and X and Y are not.  X thinks that it would be fair to give Z 1/2 the pie, but Z and Y both think it would be fair to split the pie 1/3;1/3;1/3.  In other words, the person who is arguing the fairness of the unequal distribution is not the person who would benefit from it.  This feels much less... (read more)

Joe Mathes:  I thought it was fairly obvious that a fair distribution is in this case synonymous with a moral distribution (was I wrong?).  In this context, the word fair doesn't have any meaning if one tries to remove the concept of morality.

However I don't think that argueing for fairness when one is not the beneficiary is that unusual.  The civil rights movement was supported by a lot of white people, and the women's liberation movement was supported by a lot of males.  In both cases these people are losing an advantage they previously held in order to ... (read more)

To deal with the question "what is moral", we need first to establish the purpose of "morality".  How can you evaluate the effectiveness of a design unless you first understand what it is intended to do and not do?

Eneasz: you're ignoring "moral benefits". Let's say Joe is crossing a desert with enough food and water to live comfortably until he reaches his destination. Midway through, he comes across Bob, who is dying of thirst. If Joe gives Bob sufficient food and water to save his life, Joe can still make it across the desert, but not as comfortably. Giving Bob food and water represents a loss of benefits for Joe; withholding food and water represents a more significant loss, though. Most people would be wracked by guilt at leaving someone to die when th... (read more)

For every possible division of pie into three pieces (including pieces of 0 size), take each person and ask how fair they would think the division if they received each of the three slices. Average those together to get each person's overall fairness rating for a given pie distribution.

Average those per-person results into an "overall fairness" rating for each pie distribution.

This includes:

 - You can have people involved who don't like pie and don't want any. It seems pointless to say that division into thirds is the only fair division, if one ... (read more)

A possible mathematical rule for fairness in this situation.  

1.  Select who gets to cut the pie into three pieces by a random process.

2.  That individual can cut it into any size sections he chooses along as there are three sections.

3.  The order of choice selection again is determined by a random process.

Result: on average everyone receives 1/3 share.

Fairness=underlying intuitive mathematical rules. QED

A variant on demiurge: A standard way of dividing something into two parts is to have one person divide and the other choose.  Alice cuts the slice of cake in half, and Bob takes whichever piece he likes.  If Alice is unhappy with her piece, she should have cut the two more evenly.  You can apply the same rule to three people by adding an extra step: glide the knife along the edge to create an increasingly large piece, and any of the three can call a stop and take that piece (then divide the rest as for two people).  (For a pie, you might make an initial c... (read more)

Yancy:  "If someone wants to murder me, and the two of us are alone, then I am still in the right and they are still in the wrong, even if no one else is present."

So the trick here is to realize that fairness is defined with respect to an expected or typical observer -- when you try to murder me, and I scream "Foul play!", the propositional content of my cry is that I expect any human who happens to pass by to agree with me and to help stop the murder. If nobody passes by this time, well, that's just my bad luck, and I can go to my g... (read more)

My favorite answer to this problem comes from "How to Cut a Cake: And Other Mathematical Conundrums."
The solution in the book was that "fair" means "no one has cause to complain." It doesn't work in the case here, since one party wants to divide the pie unevenly, but if you were trying to make even cuts, it works. 
 The algorithm was:

At the end, anyone who thinks they got too little (meaning, someone else got too much) could have said "cut" before that other person's cut got too big.

Xannon decides how much Zaire gets.
Zaire decides how much Yancy gets.
Yancy decides how much Xannon gets.

If any is left over they go through the process again for the remainder ad infinitum until an approximation of all of the pie has been eaten.

Xannon and Yancy offer Zaire 1/3 of the pie, if he'll accept that.

If he won't, they split the pie 50-50 between them, and leave Zaire with nothing.

When people get this embroiled in philosophy, I usually start eating pie.

However as I don't like blueberries, we will split the pie into thirds fairly as Yancy wants, then I will give 1/6th of my pie to Zaire so he has the half he wants, and I'll leave the other 1/6th where I found it since A PIE WE FOUND IN THE FOREST AND KNOW NOTHING ABOUT ISN'T NECESSARILY MINE TO STEAL FROM.

A great post. It captured a lot of intriguing questions I currently have about ethics. One question I have, which I am curious to see addressed in further posts in this sequence, is: Once we dissolve the question of "fairness" (or "morality" or any other such term) and taboo the term, is there a common referent that all parties are really discussing, or do the parties have fundamentally different and irreconcilable ideas of what fairness (or morality, etc.) is? Is Xannon's "fairness" merely a homonym for Yancy's "fairness... (read more)

Interesting. As far as I can tell, the moral is that most definitions in an argument are supplied such that the arguer gets their way, instead of being a solid fact that can be followed in a logical sequence in order to deduce the correct course of action.

But I think it would using the rationalists' Taboo would benefit the three, as the word "fair" is defined differently by each of them: Xannon defines fairness as a compromise between the involved parties. Yancy defines fairness as an objective equality wherein everyone receives the same treatmen... (read more)

There's another compromise position. Namely, two can form a coalition against the third and treat the problem as dividing a pie between two individuals with different claims. For example, Xannon and Yancy have a combined claim of 2/3 to Zaire's 1/2. Proportional division according to those terms would give Zaire 3/7 to the duo's 4/7, which they can then split in half to get the distribution {2/7, 2/7, 3/7}. As it turns out, you get this same division no matter how the coalitions form. This sort of principle dates back to the Talmud.

Wow.  This creates a real moral conflict for me much better than a clash of three worlds (where the problem is that I really agree more with the super happy than with people, and even more so with those who killed themselves)



Moral Complexities

Discussions of morality seem to me to often end up turning around two different intuitions, which I might label morality-as-preference and morality-as-given.  The former crowd tends to equate morality with what people want; the latter to regard morality as something you can't change by changing people.

As for me, I have my own notions, which I am working up to presenting.  But above all, I try to avoid avoiding difficult questions.  Here are what I see as (some of) the difficult questions for the two intuitions:

Is it ok to mash the two options together? I'd take the position that morality is about what people want, but that since it is about something that is real (wants) and thus objective/quantifiable/etc you can make statements about these real things that are actually true or false and not subject to whims.

Some terminal values can't be changed (or only very slightly), they are the ones we are born with.  Aversion to pain, desire for sex, etc.  The more maleable ones that can be changed are never changed through logic or reasoning.  They are changed through things like praise, rewards, condemnation, punishments.  I'm not sure if it's possible for people to change their own maleable terminal values. But people can change other's maleable terminal values (and likewise, have their own terminal values changed by others) through such methods. Obviously this is much easier to do very early in life.

I'd also like to propose that all terminal values can also be viewed as instrumental values on their tendency to help fulfill or prevent the realization of other values. "Staying alive", for example.

Moral progress is made by empirical observation of what desires/aversions have the greatest tendency to fulfill other desires, and then by strengthening these by the social tools mentioned above.

You can very easily want to change your desires when several of your desires are in conflict.  I have a desire to inhale nicotine, and a desire to not get lung cancer, and I realize these two are at odds. I'd much prefer to not have the first desire.  If one of your wants has significant consequences (loss of friends, shunning by your family) then you often would really like that want to change.

"Doing something they shouldn't" or "wanting something they know is wrong" are demonstrations of the fact that all entities have many desires, and sometimes these desires are in conflict. A husband might want to have an extra-marital affair due to a desire for multiple sexual partners, and yet "know it's wrong" due to an aversion to hurting his wife, or losing his social status, or alienating his children, or various other reasons.

Am I not allowed to construct an alien mind that evaluates morality differently?  What will stop me from doing so?

Can you elaborate on this? You seem to be using "allowed" in a strange way. If you have the means to do this, and others lack the means to physically restrain you from doing so, then the only thing that would stop you would be your own desires and aversions.

I don't think you're talking about my sort of view* when you say "morality-as-preference", but:

Why do people seem to mean different things by "I want the pie" and "It is right that I should get the pie"?  Why are the two propositions argued in different ways?

A commitment to drive a hard bargain makes it more costly for other people to try to get you to agree to something else. Obviously an even division is a Schelling point as well (which makes a commitment to it more credible than a commitment to an arbitrary division).

When and why do people change their terminal values?  Do the concepts of "moral error" and "moral progress" have referents?  Why would anyone want to change what they want?

I think humans tend not to have very clean divisions between instrumental and terminal values. Although there is no absolute moral progress or error, some moralities may be better or worse than others by almost any moral standard a human would be likely to use. Through moral hypocrisy, humans can signal loyalty to group values while disobeying them. Since humans don't self modify easily, a genuine desire to want to change may be a cost-effective way to improve the effectiveness of this strategy.

Why and how does anyone ever "do something they know they shouldn't", or "want something they know is wrong"?  Does the notion of morality-as-preference really add up to moral normality?

*moral nihilist with instrumental view of morality as tool for coordinating behaviour.

It seems to me that the problems of morality as preference come from treating humans as monolithic.  Real humans with internal complex ecosystems of agents embedded in larger social systems of agents.  As such, they would be expected to shift dominant values, maybe even to shift terminal values as an agent builds a new agent to accomplish its goals by optimizing for some proxy to its goals and eventually finds that new agent to pursue that proxy against its explicit preferences.  Plato viewed morality as well ordered relationships between agents, that is, presumably some sort of attractor in the space of possible such relationships which leads to most of the reasonably high level agents flourishing in the medium term and the very high level ones flourishing in the long term.

Consistent with the above, morality as a given can simply be part of the universe or multiverse as a given, but this is hard to express.  It is a given that certain configurations are perceptions of moral "wrongness" and others are perceptions of moral "rightness".

I think the answer (to why this behavior adds up to normality) is in the spectrum of semantics of knowledge that people operate with. Some knowledge is primarily perception, and reflects what is clearly possible or what clearly already is. Other kind of "knowledge" is about goals: it reflects what states of environment are desirable, and not necessarily which states are in fact possible. These concepts drive the behavior, each pushing in its own direction: perception shows what is possible, goals show where to steer the boat. But if these concepts have similar implementation and many intermediate grades, it would explain the resulting confusion: some of the concepts (subgoals) start to indicate things that are somewhat desirable and maybe possible, and so on.

In the case of moral argument, what a person wants corresponds to pure goals and has little feasibility part in it ("I want to get the whole pie"). "What is morally right" adds a measure of feasibility, since such question is posed in the context of many people participating at the same time, so since everyone getting the whole pie is not feasible, it is not in answer in that case. Each person is a goal-directed agent, operating towards certain a-priory infeasible goals, plotting feasible plants towards them. In the context of society, these plans are developed so as to satisfy the real-world constraints that it imposes.

Thus, "morally right" behavior is not the content of goal-for-society, it is an adapted action plan of individual agents towards their own infeasible-here goals. How to formulate the goal-for-society, I don't know, but it seems to have little to do with what presently forms as morally right behavior. It would need to be derived from goals of individual agents somehow.

Why and how does anyone ever "do something they know they shouldn't", or "want something they know is wrong"?  Does the notion of morality-as-preference really add up to moral normality?

It's all about delicious versus nutritious. That is, these conflicts are conflicts between different time horizons, or different discount values for future costs and benefits. Evolution has shaped our time horizon for making relatively short term decisions (Eat the pie now. It will taste good. There may not be another chance.), but we live in a world where a longer term is more appropriate (The pie may taste good, but it isn't good for my health. Also, I may benefit in the long term by giving the pie to somebody else.).

Try replacing every instance of 'morality' with 'logic' (or 'epistemic normativity' more broadly). Sure, you could create a mind (of sorts) that evaluated these things differently -- that thought hypocrisy was a virtue, and that contradictions warranted belief -- but that's just to say that you can create an irrational mind.

I share neither of those intuitions. Why not stick with the obvious option of morality as the set of evolved (and evolving) norms? This is it, looking for the "ideal" morality would be passing the recursive buck.

This does not compel me to abandon the notion of moral progress though; one of our deepest moral intuitions is that our morality should be (internally) consistent, and moral progress, in my view, consists of better reasoning to make our morality more and more consistent.

"moral progress, in my view, consists of better reasoning to make our morality more and more consistent"

Right, so morality is not our [actual, presently existing] "set of evolved norms" at all, but rather the [hypothetical, idealized] end-point of this process of rational refinement.

The questions posed by Eliezer are good but elementary.  Since there is an entire class of people--moral philosophers--who have been professionally debating and (arguably) making progress on these issues for centuries, why do we believe that we can make much progress in this forum?

I claim that it is highly unlikely that anyone here has an exceptional insight (because of Bayesianism or whatever) that could cause a rational person to assign appreciable importance to this discussion for the purposes of forming moral beliefs.  In other words, if we want to improve our moral beliefs, shouldn't we all just grab a textbook on introductory moral philosophy?

There's at least one other intuition about the nature of morality to distinguish from the as-preference and as-given ideas. It's the view that there are only moral emotions - guilt, anger and so on - plus the situations that cause those emotions in different people. That's it. Morality on this view might profitably be compared with something like humour. Certain things cause amusement in certain people, and it's an objective fact that they do. At the same time, if two people fail to find the same thing funny, there wouldn't normally be any question of one of them failing to perceive some public feature of the world. And like the moral emotions, amusement is sui generis - it isn't reducible to preference, though it may often coincide with it. The idea of being either a realist or a reductionist about humour seems, I think, absurd. Why shouldn't the same go for morality?

@Richard
I agree with you, of course. I meant there exists no objective, built-into-the-fabric-of-the-universe morality which we can compute using an idealised philosopher program (without programming in our own intuitions that is).

Jess - "shouldn't we all just grab a textbook on introductory moral philosophy?"

That would seem ideal. I'd recommend James Rachels' The Elements of Moral Philosophy for a very engaging and easy-to-read introductory text. Though I take it Eliezer is here more interested in meta-ethics than first-order moral inquiry. As always, the Stanford Encyclopedia of Philosophy is a good place to start (then follow up Gibbard and Railton, especially, in the bibliography).

On the other hand, one shouldn't let the perfect be the enemy of good discussion. Better to reinvent the wheel than to go without entirely!

My response to these questions is simply this: Once the neurobiology, sociology and economics is in, these questions will either turn out to have answers or to be the wrong questions (the latter possibility being the much more probable outcome). The only one I know how to answer is the following:

The answer being: Probably not. Reality doesn't much care for our ways of speaking.

A longer (more speculative) answer: The situation changes and we come up with a moral story to explain that change in heroic terms. I think there's evidence that most "moral" differences between countries, for example, are actually economic differences. When a society reaches a certain level of economic development the extended family becomes less important, controlling women becomes less important, religion becomes less important, and there is movement towards what we consider "liberal values." Some parts of society, depending on their internal dynamics and power structure, react negatively to liberalization and adopt reactionary values. Governments tend to be exploitative when a society is underdeveloped, because the people don't have much else to offer, but become less exploitative in productive societies because maintaining growth has greater benefits. Changes to lesser moral attitudes, such as notions of what is polite or fair, are usually driven by the dynamics of interacting societies (most countries are currently pushed to adopt Western attitudes) or certain attitudes becoming redundant as society changes for other reasons.

I don't give much weight to peoples' explanations as to why these changes happen ("moral progress"). Moral explanations are mostly confabulation. So the story that we have of moral progress, I maintain, is not true. You can try to find something else and call it "moral progress." I might argue that people are happier in South Korea than North Korea and that's probably true. But to make it a general rule would be difficult: baseline happiness changes. Most Saudi Arabian women would probably feel uncomfortable if they were forced to go out "uncovered." I don't think moral stories can be easily redeemed in terms of harm or happiness. At a more basic level, happiness just isn't the sort of thing most moral philosophers take it to be, it's not something I can accumulate and it doesn't respond in the ways we want it too. It's transient and it doesn't track supposed moral harm very well (the average middle-class Chinese is probably more traumatized when their car won't start than they are by the political oppression they supposedly suffer). Other approaches to redeeming the kinds of moral stories we tell are similarly flawed.

I think I'm echoing Eneasz when I ask: how does Preference Utilitarianism fit into this scheme? In some sense, it's taken as given that the aim is to satisfy people's preferences, whatever those are. So which type of morality is it?

Why do people seem to mean different things by "I want the pie" and "It is right that I should get the pie"? 

These really are different statements. "I am entitled to fraction x of the pie" means more or less the same as "a fair judge would assign me fraction x of the pie".

But a fair judge just means the judge has no personal relationship with any of the disputing parties and makes his decision based on some rational process, not arbitrarily. It isn't necessarily true that there's a unique solution that a fair judge would decide upon. One could say that whoever saw it first or touched it first is entitled to the whole pie, or that it should be divided strictly equally, or that it be divided on a need-based or merit-based, or he could even make the gods must be crazy/idiocy of Solomon solution and say it's better that the pie be destroyed than allowed to exist as a source of dissent. In my (admittedly spotty) knowledge of anthropology, in most traditional pie-gathering societies, if three members of a tribe found a particularly large and choice pie they would be expected to share it with the rest of the tribe, but they would have a great deal of discretion as to how the pie was divided, they'd keep most of it for themselves and their allies.

This is not to say that morality is nothing but arbitrary social convention. Some sets of rules will lead to outcomes that nearly everyone would agree are better than others. But there's no particular reason to believe that there could be rules that everyone will agree on, particularly not if they have to agree on those rules after the fact.

Poke - "most 'moral' differences between countries, for example, are actually economic differences"

I'd state that slightly differently: not that moral differences just are economic differences (they could conceivably come apart, after all), but rather, moral progress is typically caused by economic progress (or, even more likely, they are mutually reinforcing). In other words: you can believe in the possibility of moral progress, i.e. of changes that are morally better rather than worse, without buying into any particular explanatory story about why this came to be.

(Compare: "Most 'height' differences between generations... are actually nutritional differences." The fact that we now eat better doesn't undo the fact that we are now taller than our grandparents' generation. It explains it.)

Richard:  I would say that moral 'progress' is caused by economics as well, but in a complex manner.  Historically, in Western Civilization, possibly due to the verbalized moral norm "do onto others as you would have others do onto you" plus certain less articulate ideas of justice as freedom of conscience, truth, and vaguely 'equality', there is a positive feedback cycle between moral and economic 'progress'.  We could call this "true moral progress".

However, the basic drive comes from increased wealth driving increased consumption of the luxury "non-hypocrisy", which surprisingly turns out to be an unrecognized factor of production.  Economic development can cause societies with other verbalized governing norms to travel deeper into the "moral abyss", e.g. move away from the attractor that Western Civilization moves towards instead.  Usually, this movement produces negative feedback, as it chokes off economic progress, which happens to benefit from movement towards Western moral norms within a large region of possibility space stretching out from the evolutionary psychology emergent default.

In rare cases however, it may be possible for positive feedback to drive a culture parasitically down into the depths of the "moral abyss".  This could happen if a cultural discovers a road to riches in the form of decreased production, which is possible if that culture is embedded in an international trade network and highly specialized in the production of a good with inelastic supply.  In this case, the productivity losses that flow from moral reform can serve as a form of collusion to reduce production driving up price.

vasser, you're conflating 'morality' both with non-hypocrisy AND some vaguely-alluded-to social interaction preferences.

Having enough wealth to be able to afford to abolish class divisions only permits non-hypocrisy if you've been proclaiming that class division should be abolished.  You seem to be confusing certain societal political premises with 'morality', then calling the implementation of those premises 'moral progress'.

I fall closer to the morality-as-preference camp, although I'd add two major caveats.

One is that some of these preferences are deeply programmed into the human brain (i.e. "Punish the cheater" can be found in other primates too), as instincts which give us a qualitatively different emotional response than the instincts for direct satisfaction of our desires.  The fact that these instincts feel different from (say) hunger or sexual desire goes a long way towards answering your first question for me.  A moral impulse feels more like a perception of an external reality than a statement of a personal preference, so we treat it differently in argument.

The second caveat is that because these feel like perceptions, humans of all times and places have put much effort into trying to reconcile these moral impulses into a coherent perception of an objective moral order, denying some impulses where they conflict and manufacturing moral feeling in cases where we "should" feel it for consistency's sake.  The brain is plastic enough that we can in fact do this to a surprising extent.  Now, some reconciliations clearly work better than others from an interior standpoint (i.e. they cause less anguish and cognitive dissonance in the moral agent).  This partially answers the second question about moral progress— the act of moving from one attempted framework to one that feels more coherent with one's stronger moral impulses and with one's reasoning.

And for the last question, the moral impulses are strong instincts, but sometimes others are stronger; and then we feel the conflict as "doing what we shouldn't".

That's where I stand for now.  I'm interested to see your interpretation.

"I want the pie" is something that nobody else is affected by and thus nobody else has an interest in. "I should get the pie" is something that anybody else interested in the pie has an interest in. In this sense, the moral preferences are those that other moral beings have a stake in, those that affect other moral beings. I think some kind of a distinction like this explains the different ways we talk about and argue these two kinds of preferences. Additionally, evolution has most likely given us a pre-configured and optimized module for dealing with classes of problems involving other beings that were especially important in the environment of evolutionary adaptedness, which subjectively "feels" like an objective morality that is written into the fabric of the universe.

I think of preferences and values as being part of something like a complex system (in the sense of http://en.wikipedia.org/wiki/Complex_system) in which all the various preferences are inter-related and in constant interaction. There may be something like a messy, tangled hierarchy where we have terminal preferences that are initially hardwired at a very low-level, on top of which are higher-level non-terminal preferences, with something akin to back-propagation allowing for non-terminal preferences to affect the low-level terminal preferences. Some preferences are so general that they are in constant interaction with a very large subset of all the preferences; these are experienced as things that are "core to our being", and we are much more likely to call these "values" rather than "preferences", although preferences and values are not different in kind.

I think of moral error as actions that go against the terminal (and closely associated non-terminal (which feedback to terminal)) and most general values (involving other moral beings) of a large class of human beings (either directly via this particular instance of the error affecting me or indirectly via contemplation of this type of moral error becoming widespread and affecting me in the future). I think of moral progress as changes to core values that result in more human beings having their fundamental values (like fairness, purpose, social harmony) flourish more frequently and more completely rather than be thwarted.

Because the system of interdependent values is not a static system and it is not a consistent system either. We have some fundamental values that are in conflict with each other at certain times and in certain circumstances, like self-interest and social harmony. Depending on all the other values and their interdependencies, sometimes one will win out, and sometimes the other will win out. Guilt is a function of recognizing that something we have done has thwarted one of our own fundamental values (but satisfied the others that won out in this instance) and thwarted some fundamental values of other beings too (not thwarting the fundamental values of others is another of our fundamental values). The messiness of the system (and the fact that it is not consistent) dooms any attempt by philosophers to come up with a moral system that is logical and always "says what we want it to say".

I think it does add up to moral normality in the sense that our actions and interactions will generally be in accordance with what we think of as moral normality, even if the (ultimate) justifications and the bedrock that underlies the system as a whole are wildly different. Fundamental to what I think of as "moral normality" is the idea that something other than human beings supplies the moral criterion, whereas under the morality-as-preference view as I described it above, all we can say is that IF you desire to have your most fundamental values flourish (and you are a statistically average human in terms of your fundamental values including things like social harmony), THEN a system that provides for the simultaneous flourishing of other beings' fundamental values is the most effective way of accomplishing that. It is a fact that most people DO have these similar fundamental values, but there is no objective criterion from the side of reality itself that says all beings MUST have the desire to have their most fundamental values flourish (or that the fundamental values we do have are the "officially sanctioned" ones). It's just an empirical fact of the way that human beings are (and probably many other classes of beings that were subject to similar pressures).

These are difficult questions, but I think I can tackle some of them:

If a person wants to change from valuing A to valuing B, they are simply saying that they value B, but it requires short-term sacrifices, and in the short term, valuing A may feel psychologically easier, even though it sacrifices B.  They thus want to value B so that it is psychologically easier to make the tradeoff.

That's recognizing that they are violating an implicit understanding with others that they would not want others to do to them, and would perhaps hope others don't find out about.  They are also feeling a measure of psychological pain from doing so as a result of their empathy with others.

People quite often hold contradictory positions simultaneously. there not an incentive for people to be entirely consistent - in fact it is prohibitively expensive in a psychological sense. (eg voters). It would be even easy for the inconsistencies to occur between what you choose to do and what you think you should do.

Am I not allowed to construct an alien mind that evaluates morality differently?  What will stop me from doing so?

No. Morality (and their rules that promote intra-group strength) is a almost mathematical consequence of evolutionary game theory applied to the real world of social animals in the context of darwinian evolution.

The outcome of the application of EGT to the nature is what is called "Multilevel selection theory" (Sloan Wilson, E O Wilson). This theory hat has a "one foot" description: within  groups, selfish individals prevail over selfless ones, between groups, the group with selfless indifiduals prevais over the ones with selfish individuals.

This is the essence of our evolved moral judgements, moral rules, and of all our internal and external moral conflicts.

http://ilevolucionista.blogspot.com/2008/05/entrevista-david-sloan-wilson.html

Why do people seem to mean different things by "I want the pie" and "It is right that I should get the pie"?  Why are the two propositions argued in different ways?
This seems to be because "I want the pie" is too direct, too obvious; it violates a social convention of anti-selfishness which demands a more altruistic morality.  "It is right that I should get the pie" implies some quasi-moral argument to cover the naked selfishness of the proposal in more acceptable, altruistic terms; while the truth of the matter is that either argument is a selfish one, intended merely to take possession of the pie... and the second one, by virtue of being sneakier, seems more workable then then actual honesty.  An honest declaration of selfish intent can be rejected on apparent altruistic grounds, socially deemed more acceptable... while a dishonest argument based on altruistic terms cannot be rejected on selfish terms, only counter-argued with more altruistic refutation.  Thus the game of apparent 'morality' engaged in by equally selfish agents attempting to pretend that they are not, in fact, as selfish as they are, in order to avoid the social stigma implicit in admitting to selfishness.
A more honest statement "I want the pie" needs no such justification.  It's a lot more direct and to the point, and it doesn't need to bother with the moral sophistry a pseudo-altruistic argument would need to cloak itself in.  Once it is acknowledged that both parties think they should have the pie for no reason other than that they both want it, they can then move on to settling the issue... whether by coming to some kind of agreement over the pie, or by competing against one another for it.  Either case is certainly more straightforward than trying to pretend that there is a 'right' behind desire for pie.

When and why do people change their terminal values?
Change in terminal value is a question of an imperfect agent reevaluating their utility function.  Although most individuals would find it most personally beneficial, in any given situation, to take the most selfish choice, the result of becoming known for that kind of selfishness is the loss of the tribe's support... and perhaps even the enmity of the tribe.  Hence, overt selfishness has less long-term utility, even when considered by a purely selfish utility function, than the appearance of altruism.  Attempting to simulate altruism is more difficult then a degree of real altruism, so most utility functions, in actual practice, mix both concepts.  Few would admit to such selfish concerns if pressed, but the truth of the matter is that they would rather have a new television than ensure that a dozen starving children they've never seen or heard of are fed for a year.  Accordingly, their morality becomes a mix of conflicting values, with the desire to appear 'moral' and 'altruistic' competing with their own selfish desires and needs.  As the balance between the two competing concepts shifts as the individual leans one way or another, their terminal values are weighted differently... which is the most common sort of change in terminal values, as the concepts are fundamental enough not to change lightly.  It takes a more severe sort of reevaluation to drop or adopt a terminal value; but, being imperfect agents, humans certainly have plenty of opportunities in which to make such reevaluations.

Do the concepts of "moral error" and "moral progress" have referents?
No.  "Morality" is a term used to describe the altruistic cover used to disguise people's inherent selfishness.  Presented with an example of destructive selfishness, one may say "Moral Error" in order to proclaim their altruism; just as they may say "Moral Progress" to applaud an act of apparent altruism.  Neither really means anything, they're merely social camouflage, a way of proclaiming one's allegiance to tribal custom.

Why would anyone want to change what they want?
Because they find themselves dissatisfied with their circumstances, for any reason.  As imperfect agents, humans can't entirely conclude the end consequences of all of their desires... the best they can usually do is, on finding that those desires have led them to a place they do not want to be, desire to change those circumstances, and in realizing that their old desires were responsible for the undesired circumstances, attempt to abandon the old desires in favor of a new set of desires, which might be more useful.

Why and how does anyone ever "do something they know they shouldn't", or "want something they know is wrong"?
That's easy, once the idea of morality as social cover against apparent selfishness is granted.  The person in question has selfish desires, but has convinced themselves that their selfishness is wrong, and that they should be acting altruistically instead.  However, as a path of pure altruism has poor overall fitness, they must perform selfish actions instead on occasion, and the more selfish those actions are, without being overtly selfish enough to incur the tribe's displeasure, the better it is for the individual.  Accordingly, any action selfish enough to seem immoral will be something a person will have reason to want, and do, despite the fact that it seems to be wrong.

Does the notion of morality-as-preference really add up to moral normality?
I do not believe that there is such a thing as a normal morality; morality is merely a set of cultural ideas devised to limit the degree to which the selfishness of individuals can harm the tribe.  The specifics of morality can and do vary widely given a different set of tribal circumstances, and are not on the same level as individual preferences... but this in no way implies that morality is in any sense an absolute, determined by anything at all outside of reality.  If morality is a preference, it is a group preference, shaped by those factors which are best for the tribe, not for the individuals within it.

Why do people seem to mean different things by "I want the pie" and "It is right that I should get the pie"? Why are the two propositions argued in different ways? This seems to be because "I want the pie" is too direct, too obvious; it violates a social convention of anti-selfishness which demands a more altruistic morality.

People use both moralistic and altruistic claims hypocritically, but altruism and moralism aren't the same thing. Morality is based on the idea that people deserve one thing or another (whether riches or imprisonment); what they deserve is in some sense part of the objective world: moral judgments are thought to be objective truths.

For the argument that morality is a social error that most of us would be better off were it abolished, a good source is Ian Hinckfuss, "The Moral Society." AND my "morality series."

Uh... did you just go through my old comments and upvote a bunch of them?  If so, thanks, but... that really wasn't necessary.

It's almost embarrassing in the case of the above; it, like much of the other stuff that I've written at least one year ago, reads like an extended crazy rant.

I read some of your posts because, having agreed with you on some things, I wondered whether I would agree on others. Actually, I didn't check the date. When I read a post I want to approve of, I don't worry whether it's old.

If I see a post like this one espousing moral anti-realism intelligibly, I'm apt to upvote it. Most of the posters are rather dogmatic preference utilitarians.

No worries; it's just that here, in particular, you caught the tail end of my clumsy attempts to integrate my old Objectivist metaethics with what I'd read thus far in the Sequences.  I have since reevaluated my philosophical positions... after all, tidy an explanation as it may superficially seem, I no longer believe that the human conception of morality can be entirely based on selfishness.

When and why do people change their terminal values?  Do the concepts of "moral error" and "moral progress" have referents?  Why would anyone want to change what they want?

Suppose I currently want pie, but there is very little pie and lots of cake.  Wouldn't I have more of what-I-want if I could change what I want from pie to cake?  Sure, that doesn't get me more pie, but it increases the valuation-of-utility-function.

Suppose I currently want pie for myself, but wanting pie for everyone will make Omega give me more pie without changing how much pie everyone else gets?  Then I want to change what-I-want to wanting-pie-for-everyone because that increases the valuations of both utility functions.

Suppose I currently want pie for myself, but wanting pie for everyone will make Omega give me pie at the expense of everyone else?  Now I have no stable solution.  I want to change what I want, but I don't want to have changed what I want.  My head is about to melt because I am very confused.  "Rational agents should WIN" doesn't seem to help when Omega's behaviour depends on my definition of WIN.

I know this is an old post, I just wanted to write down my answers to the "morality as preference" questions.

Why do people seem to mean different things by "I want the pie" and "It is right that I should get the pie"?  Why are the two propositions argued in different ways?   

Do the statements, "I liked that movie" and "That movie was good" sound different? The latter is phrased as a statement of fact, while the former is obviously a statement of preference. Unless the latter is said by a movie critic or film professor, no one thinks it's a real statement of fact. It's just a quirk of the English language that we don't always indicate why we believe the words we say. In English, it's always optional to state whether it's a self-evident fact, the words of a trusted expert or merely a statement of opinion.

When and why do people change their terminal values?  Do the concepts of "moral error" and "moral progress" have referents?  Why would anyone want to change what they want?  

"Moral progress" doesn't really refer to individuals. The entities we refer to making "moral progress" tend to be community level, like societies, so I don't really get the first and last questions. As for the concept of moral progress, it refers to the amount of people who have their moral preferences met. The reason democracy is a "more ethical" society than totalitarianism is because more people have a chance to express their preferences and have them met. If I think a particular war is immoral, I can vote for the candidate or law that will end that war. If I think a law is immoral I can vote to change it. I think this theory lines up pretty well with the concept of moral progress.

Why and how does anyone ever "do something they know they shouldn't", or "want something they know is wrong"?  Does the notion of morality-as-preference really add up to moral normality?

Usually people who do something they "know is wrong" are just doing something that most other people don't like. The only reason it feels like it's wrong to steal is because society has developed, culturally and evolutionary, in such a way that most people think stealing is wrong. That's really all it is. There's nothing in physics that encodes what belongs to who. Most people just want stuff to belong to them because of various psychological factors.

Some people realize the difference between their immediate/naive desires and long-term/societal desires.

What you want is not always changed by you. We do after all run on corrupted hardware.

Some people realize they are acting against their long-term/societal desires in favor of their immediate/naive desires. And they judge this locally good enough to do immediately, while simultaneously feeling guilty about having damaged the long-term goal. Our brains run massively parallel, and different threads do not always agree.

It is not possible for a thing to both be, and not have any access to our frame of reference. That puts us instead in a glitchless escapeless agentless The Matrix, which then is indistinguishable by premise from being "The Actual Universe" in a way that invokes the law of identity to make it BE the actual universe. A delusion which never differs in any way from being an objective reality is in fact that objective reality. The difference is that we can find the stone, and test its morality to see if "You should commit suicide." is moral.

The world in which the moral proposition is true and the world in which the moral proposition is false differs in the physical structure of its inhabitants neurologies and in its physical laws, such that the outcomes of the proposition in the universe where the proposition is true inflict upon the neurologies of its inhabitants a moral effect, and in the other universe an immoral or at least suboptimal one.

Insufficient information for meaningful answer. Prerequisites include at least the "Understanding All Biomechanical and Neuropsychological Details of All Potentially Sentient Organisms" project, and the "Unified Perfect Laws of Physics" project. That said, there can still be some statement made of immoral things even without a complete morality assembled. Without doing a lot of computation, I don't know what 43875623746 x 3429856746 is. But with very little computation or further information, I already know the answer isn't 5.

How any particular sentient evaluates morality is utterly irrelevant. Space Hitler can think as much as he likes that eliminating all the Space Jews is moral, and still be wrong about it if there is a morality-as-given. It just means he disagrees with reality, and is as wrong about morality as some fervently religious people are about the origins of the universe. Nothing prevents you from constructing such an entity, it will merely be wrong.

Oh wow. I seem to have predicted the tone of the argument in the next section. >_>

Am I detecting a pattern on my own, or is EY leading me intentionally, or is there even a difference?

Morality-as-preference, I would argue, is oriented around the use of morality as a tool of manipulation of other moral actors.

Question one: "It is right that I should get the pie" is more convincing, because people respond to moral arguments. Why they do so is irrelevant to the purpose (to use morality to get what you want).

Question two:  People don't change their terminal values (which I would argue are largely unconscious, emotional parameters), though they might change how they attempt to achieve them, or one terminal value might override a different one based on mood-affecting-circumstance ("I am hungry, therefore my food-seeking terminal value has priority"). This, btw, answers why it is less morally wrong for a starving man to steal to eat versus a non-starving man.

Question three: "I want this, though I know it's wrong" under this view maps to "I want this, and have no rhetoric with which I can convince anyone to let me have it." This might even include the individual themselves, because people can criticize their own decisions as if they were separate actors, even to the point where they must convince a constructed 'moral actor' that has their own distinct motives, using moral arguments, before permitting themselves to engage in an action.

Going through the Metaethics sequence looking for nitpicks. The Morality-as-Preferences ones aren't that hard with the philosophy of mind theory that by default people have the delusion that Right and Wrong actually exist. Although the concept of Right and Wrong without clarification is incoherent, this doesn't stop people referring to them anyway.

As a result, they refer to things being Right or Wrong, are persuaded about notions of Right or Wrong based on their own understanding, and sometimes violate their own notions.

Why do people seem to mean different things by "I want the pie" and "It is right that I should get the pie"?  Why are the two propositions argued in different ways?

Perhaps even simpler: it is adaptive to have a sense of fairness because you don't want to be the jerk. 'cuz then everyone will dislike you, oppose you, and not aid you.

The biggest, meanest, monkey doesn't stay on top for very long, but a big, largely fair, monkey, does?

It's not difficult to see why groups would mutually believe in fairness: the alternative is fighting over resources, and fighting over resources destroys resources and kills people. But "being a jerk" is only instrumental ... groups  enforce norms of fairness and rule following by giving negative feedback to those who don't follow them.

Not wanting to be a jerk is individually adaptive, but it's more important to have an idea established system for avoiding conflict and allocating resources is adaptive at the group level.

Who gets how much of the pie is two different questions depending on how much pies are in short supply. If no one is starving, it might as well go to the hungriest person. If everyone is starving, it would be mutually agreeable to divide it equally...that way, no one is the loser .

You can fight over resources, or you do one of about three things to avoid a fight

Appeal to the system that assigns winners and losers , ie. politics.



Is Morality Preference?

In the dialogue "The Bedrock of Fairness", I intended Yancy to represent morality-as-raw-fact, Zaire to represent morality-as-raw-whim, and Xannon to be a particular kind of attempt at compromising between them.  Neither Xannon, Yancy, or Zaire represent my own views—rather they are, in their disagreement, showing the problem that I am trying to solve.  It is futile to present answers to which questions are lacking.

But characters have independent life in the minds of all readers; when I create a dialogue, I don't view my authorial intent as primary.  Any good interpretation can be discussed.  I meant Zaire to be asking for half the pie out of pure selfishness; many readers interpreted this as a genuine need... which is as interesting a discussion to have as any, though it's a different discussion.

With this in mind, I turn to Subhan and Obert, who shall try to answer yesterday's questions on behalf of their respective viewpoints.

Subhan:  "I defend this proposition: that there is no reason to talk about a 'morality' distinct from what people want."

Obert:  "I challenge.  Suppose someone comes to me and says, 'I want a slice of that pie you're holding.'  It seems to me that they have just made a very different statement from 'It is right that I should get a slice of that pie'.  I have no reason at all to doubt the former statement—to suppose that they are lying to me about their desires.  But when it comes to the latter proposition, I have reason indeed to be skeptical.  Do you say that these two statements mean the same thing?"

Subhan:  "I suggest that when the pie-requester says to you, 'It is right for me to get some pie', this asserts that you want the pie-requester to get a slice."

Subhan:  "You take a needlessly restrictive view of wanting, Obert; I am not setting out to reduce humans to creatures of animal instinct.  Your wants include those desires you label 'moral values', such as wanting the hungry to be fed—"

Obert:  "And you see no distinction between my desire to feed the hungry, and my desire to eat all the delicious pie myself?"

Subhan:  "No!  They are both desires—backed by different emotions, perhaps, but both desires.  To continue, the pie-requester hopes that you have a desire to feed the hungry, and so says, 'It is right that I should get a slice of this pie', to remind you of your own desire.  We do not automatically know all the consequences of our own wants; we are not logically omniscient."

Obert:  "This seems psychologically unrealistic—I don't think that's what goes through the mind of the person who says, 'I have a right to some pie'.  In this latter case, if I deny them pie, they will feel indignant.  If they are only trying to remind me of my own desires, why should they feel indignant?"

Subhan:  "Because they didn't get any pie, so they're frustrated."

Obert:  "Unrealistic!  Indignation at moral transgressions has a psychological dimension that goes beyond struggling with a struck door."

Subhan:  "Then consider the evolutionary psychology.  The pie-requester's emotion of indignation would evolve as a display, first to remind you of the potential consequences of offending fellow tribe-members, and second, to remind any observing tribe-members of goals they may have to feed the hungry.  By refusing to share, you would offend against a social norm—which is to say, a widely shared want."

Obert:  "So you take refuge in social wants as the essence of morality?  But people seem to see a difference between desire and morality, even in the quiet of their own minds.  They say things like:  'I want X, but the right thing to do is Y... what shall I do?'"

Subhan:  "So they experience a conflict between their want to eat pie, and their want to feed the hungry—which they know is also a want of society.  It's not predetermined that the prosocial impulse will be victorious, but they are both impulses."

Obert:  "And when, during WWII, a German hides Jews in their basement—against the wants of surrounding society—how then?"

Subhan:  "People do not always define their in-group by looking at their next-door neighbors; they may conceive of their group as 'good Christians' or 'humanitarians'."

Obert:  "I should sooner say that people choose their in-groups by looking for others who share their beliefs about morality—not that they construct their morality from their in-group."

Subhan:  "Oh, really?  I should not be surprised if that were experimentally testable—if so, how much do you want to bet?"

Obert:  "That the Germans who hid Jews in their basements, chose who to call their people by looking at their beliefs about morality?  Sure.  I'd bet on that."

Subhan:  "But in any case, even if a German resister has a desire to preserve life which is so strong as to go against their own perceived 'society', it is still their desire."

Obert:  "Yet they would attribute to that desire, the same distinction they make between 'right' and 'want'—even when going against society.  They might think to themselves, 'How dearly I wish I could stay out of this, and keep my family safe.  But it is my duty to hide these Jews from the Nazis, and I must fulfill that duty.'  There is an interesting moral question, as to whether it reveals greater heroism, to fulfill a duty eagerly, or to fulfill your duties when you are not eager.  For myself I should just total up the lives saved, and call that their score.  But I digress...  The distinction between 'right' and 'want' is not explained by your distinction of socially shared and individual wants.  The distinction between desire and duty seems to me a basic thing, which someone could experience floating alone in a spacesuit a thousand light-years from company."

Subhan:  "Even if I were to grant this psychological distinction, perhaps that is simply a matter of emotional flavoring. Why should I not describe perceived duties as a differently flavored want?"

Obert:  "Duties, and should-ness, seem to have a dimension that goes beyond our whims.  If we want different pizza toppings today, we can order a different pizza without guilt; but we cannot choose to make murder a good thing."

Subhan:  "Schopenhauer:  'A man can do as he wills, but not will as he wills.'  You cannot decide to make salad taste better to you than cheeseburgers, and you cannot decide not to dislike murder.  Furthermore, people do change, albeit rarely, those wants that you name 'values'; indeed they are easier to change than our food tastes."

Obert:  "Ah!  That is something I meant to ask you about.  People sometimes change their morals; I would call this updating their beliefs about morality, but you would call it changing their wants.  Why would anyone want to change their wants?"

Subhan:  "Perhaps they simply find that their wants have changed; brains do change over time.  Perhaps they have formed a verbal belief about what they want, which they have discovered to be mistaken. Perhaps society has changed, or their perception of society has changed.  But really, in most cases you don't have to go that far, to explain apparent changes of morality."

Subhan:  "Let's say that someone begins by thinking that Communism is a good social system, has some arguments, and ends by believing that Communism is a bad social system.  This does not mean that their ends have changed—they may simply have gotten a good look at the history of Russia, and decided that Communism is a poor means to the end of raising standards of living.  I challenge you to find me a case of changing morality in which people change their terminal values, and not just their beliefs about which acts have which consequences."

Obert:  "Someone begins by believing that God ordains against premarital sex; they find out there is no God; subsequently they approve of premarital sex.  This, let us specify, is not because of fear of Hell; but because previously they believed that God had the power to ordain, or knowledge to tell them, what is right; in ceasing to believe in God, they updated their belief about what is right."

Subhan:  "I am not responsible for straightening others' confusions; this one is merely in a general state of disarray around the 'God' concept."

Obert:  "All right; suppose I get into a moral argument with a man from a society that practices female circumcision.  I do not think our argument is about the consequences to the woman; the argument is about the morality of these consequences."

Subhan:  "Perhaps the one falsely believes that women have no feelings—"

Obert:  "Unrealistic, unrealistic!  It is far more likely that the one hasn't really considered whether the woman has feelings, because he doesn't see any obligation to care.  The happiness of women is not a terminal value to him.  Thousands of years ago, most societies devalued consequences to women.  They also had false beliefs about women, true—and false beliefs about men as well, for that matter—but nothing like the Victorian era's complex rationalizations for how paternalistic rules really benefited women. The Old Testament doesn't explain why it levies the death penalty for a woman wearing men's clothing.  It certainly doesn't explain how this rule really benefits women after all.  It's not the sort of argument it would have occurred to the authors to rationalize!  They didn't care about the consequences to women."

Subhan:  "So they wanted different things than you; what of it?"

Obert:  "See, now that is exactly why I cannot accept your viewpoint.  Somehow, societies went from Old Testament attitudes, to democracies with female suffrage.  And this transition—however it occurred—was caused by people saying, 'What this society does to women is a great wrong!', not, 'I would personally prefer to treat women better.'  That's not just a change in semantics—it's the difference between being obligated to stand and deliver a justification, versus being able to just say, 'Well, I prefer differently, end of discussion.'  And who says that humankind has finished with its moral progress?  You're yanking the ladder out from underneath a very important climb."

Subhan:  "Let us suppose that the change of human societies over the last ten thousand years, has been accompanied by a change in terminal values—"

Obert:  "You call this a supposition?  Modern political debates turn around vastly different valuations of consequences than in ancient Greece!"

Subhan:  "I am not so sure; human cognitive psychology has not had time to change evolutionarily over that period.  Modern democracies tend to appeal to our empathy for those suffering; that empathy existed in ancient Greece as well, but it was invoked less often.  In each single moment of argument, I doubt you would find modern politicians appealing to emotions that didn't exist in ancient Greece."

Obert:  "I'm not saying that emotions have changed; I'm saying that beliefs about morality have changed.  Empathy merely provides emotional depth to an argument that can be made on a purely logical level:  'If it's wrong to enslave you, if it's wrong to enslave your family and your friends, then how can it be right to enslave people who happen to be a different color?  What difference does the color make?'  If morality is just preference, then there's a very simple answer:  'There is no right or wrong, I just like my own family better.'  You see the problem here?"

Subhan:  "Logical fallacy:  Appeal to consequences."

Obert:  "I'm not appealing to consequences.  I'm showing that when I reason about 'right' or 'wrong', I am reasoning about something that does not behave like 'want' and 'don't want'."

Subhan:  "Oh?  But I think that in reality, your rejection of morality-as-preference has a great deal to do with your fear of where the truth leads."

Obert:  "If morality is preference, why would you want to change your wants to be more inclusive?  Why would you want to change your wants at all?"

Subhan:  "The answer to your first question probably has to do with a fairness instinct, I would suppose—a notion that the tribe should have the same rules for everyone."

Obert:  "I don't think that's an instinct.  I think that's a triumph of three thousand years of moral philosophy."

Subhan:  "Even if terminal values change, it doesn't mean that terminal values are stored on a great stone tablet outside humanity.  Indeed, it would seem to argue against it!  It just means that some of the events that go on in our brains, can change what we want."

Obert:  "That's your concept of moral progress?  That's your view of the last three thousand years?  That's why we have free speech, democracy, mass street protests against wars, nonlethal weapons, no more slavery—"

Subhan:  "If you wander on a random path, and you compare all past states to your present state, you will see continuous 'advancement' toward your present condition—"

Subhan:  "I'm just pointing out that saying, 'Look how much better things are now', when your criterion for 'better' is comparing past moral values to yours, does not establish any directional trend in human progress."

Obert:  "Your strange beliefs about the nature of morality have destroyed your soul.  I don't even believe in souls, and I'm saying that."

Subhan:  "Look, depending on which arguments do, in fact, move us, you might be able to regard the process of changing terminal values as a directional progress.  You might be able to show that the change had a consistent trend as we thought of more and more arguments.  But that doesn't show that morality is something outside us.  We could even—though this is psychologically unrealistic—choose to regard you as computing a converging approximation to your 'ideal wants', so that you would have meta-values that defined both your present value and the rules for updating them.  But these would be your meta-values and your ideals and your computation, just as much as pepperoni is your own taste in pizza toppings.  You may not know your real favorite ever pizza topping, until you've tasted many possible flavors."

Obert:  "Leaving out what it is that you just compared to pizza toppings, I begin to be suspicious of the all-embracingness of your viewpoint.  No matter what my mind does, you can simply call it a still-more-modified 'want'.  I think that you are the one suffering from meta-level confusion, not I.  Appealing to right is not the same as appealing to desire.  Just because the appeal is judged inside my brain, doesn't mean that the appeal is not to something more than my desires.  Why can't my brain compute duties as well as desires?"

Subhan:  "What is the difference between duty and desire?"

Obert:  "A duty is something you must do whether you want to or not."

Subhan:  "Now you're just being incoherent.  Your brain computes something it wants to do whether it wants to or not?"

Obert:  "No, you are the one whose theory makes this incoherent.  Which is why your theory ultimately fails to add up to morality."

Subhan:  "I say again that you underestimate the power of mere wanting.  And more:  You accuse me of incoherence?  You say that I suffer from meta-level confusion?"

I'm not sure you are framing the key questions quite as directly and clearly as you could. Both morality and our wants are things we can be uncertain about, and so change our minds about.  The claim that there is a morality beyond our mere wants, "what the universe wants" if you will, seems coherent and hard to exclude.  The claim that many if not most people want, at least in part, to act morally also seems coherent and hard to exclude.  So to me the key questions are:


	What evidence do we really have for our beliefs about which acts actually are moral?  What we know about the causal origins of our moral intuitions doesn't obviously give us reason to believe they are correlated with moral truth. Some claim it is incoherent to not want to always act morally, but I find that view hard to understand.

Intuition seems to do a lot of the heavy lifting here, and we should know it's not a very reliable support.

I argued here with Mencius Moldbug whether society is best described as on a random walk (my view and possibly his months ago) or a pre-charted path of decline.

A duty is half of a contract--it comes from some obligation assumed (perhaps implicitly) in the past.  A man may in general assign a very high priority to keeping his promises.  He may feel a moral obligation to do so, independent of the specific nature of the promise.  Should keeping a promise be difficult or unpleasant, he will balance his desire to avoid unpleasantness with his desire to be the sort of person who repays what was given.

For example, a man who has enjoyed the rights and privileges of a citizen may feel he has a duty to support the interests of his country.  Certainly many citizens of the various States felt so, two hundred and thirty-two years ago.

What desirable condition is increased by free speech, democracy, and the like?

"""Obert:  "A duty is something you must do whether you want to or not." """

Why is it a mystery (on the morality-as-preferences position) that our terminal values can change, and specifically can be influenced by arguments? Since our genes didn't design us with terminal values that coincide with its own (i.e., "maximize inclusive fitness"), there is no reason why they would have made those terminal values unchangeable.

We (in our environment of evolutionary adaptation) satisfied our genes' terminal value as a side-effect of trying to satisfy our own terminal values. The fact that our terminal values respond to moral arguments simply means that this side-effect was stronger if our terminal values could change in this way.

I think the important question is not whether persuasive moral arguments exist, but whether such arguments form a coherent, consistent philosophical system, one that should be amenable to logical and mathematical analysis without falling apart. The morality-as-given position implies that such a system exists. I think the fact that we still haven't found this system is a strong argument against this position.

Tangentially, if Seth Robert's Shangri-la diet theory or something like turns out to be correct*, it may indeed be possible to enact a plan that ends with salad tasting better to you than cheeseburgers.

I don't think 3s should be lumped in with 2s. Yes, he is following an external standard, but it is because he thinks there is a reason to do so, and is open to reason  to change his mind, unlike the 2s (or 1s for that matter).

"What desirable condition is increased by free speech, democracy, and the like?"

Justice. Without liberty there cannot be full justice.

Please re-read Machiavelli's Discourses: you will find he answers these questions beautifully.

Wow, what a long post.  Subhan doesn't have a clue.
Tasting a cheesburger like a salad, isn't Morality.  Morality refers to actions in the present that can initiate a future with preferred brain-states (the weasily response would be to ask what these are, as if torture and pleasure weren't known, and initiate a conversation long enough to forget the initial question).  So if you hypnotize yourself to make salad taste like cheeseburgers for health reasons, you are exercising Morality.
I've got a forestry paper open in the other window.  It is very dry, but I'm hoping I can calculate a rate of spread for an invasive species to plan a logging timeline to try to stop it.  There is also a football game on.  Not a great game, but don't pull a Subhan and try to tell me I'm reading the forestry paper because I like it more than the football game.
I'm reading it because I realize there are brainstates of tourists and loggers and AGW-affected people that would rather see the forests intact, than temporarily dead.
That's really all it boils down to.  After gaining enough expertise over your own pysche sometime in childhood (ie. most 10 years olds would not waste time with this conversation), a developmental psychologist would know just when, you (a mentally healthy individual) realize there are other people who experience similiar brain states.  Yes mirror neurons and the like are probably all evolutionary in origin, that doesn't change anything.  There really are locally universe configurations that are "happier" in the net, than in other configurations.
There is a ladder of morality, certainly not set in stone (torture me and all of a sudden I probably start valuing myself a lot more).  I'd guess the whole point of this is to teach an AGI where to draw the line in upgrading human brain architectures (either that or I really do enjoy reading forestry over watching a game, and a really like salad over pizza and Chinese food).  I don't see any reason why human development couldn't continue as it does now, voluntarily, the way human psyches are now developed (ie, trying pizza and dirt, and noting the preference for pizza in the future).
Everyone arguing against morality-as-given is saying salad tastes better than pizza, as if there weren't some other reason for eating salad.  The other reasons (health, dating a vegetarian, personal finances) maybe deserve a conversation, but not one muddled with this.  Honestly, you follow Subhan's flawed reasoning methodology (as it seems Transhumanists and Libertarians are more likely to do than average, for whatever reason), you get to the conclusion consciousness doesn't exist.
I think the AGI portion of this question depends a lot more on the energy resources of the universe than upon how to train an AGI to be a pyschologist, as unless there is some hurry to give the teaching/counselling reins to an AGI, what's the rush?

The difference between duty and desire, is that some desires might harm other people while duty (you can weasily change the definition to mean Nazi duty but then you are asking an entirely different question) always helps other people.
"Terminal values" as defined, are pretty weak.  There are e=mc^2 co-ordinates that have maximized happiness values.  Og may only be able to eat tubers, but most people literate are much higher on the ladder, and thus, have a greater duty.  In the future presumably, the standards will be even higher.  At some point assuming we don't screw it up the universe will be tiled with happy people, depending on the energy resources of the universe and how accurately they can be safely charted.  Subhan is at a lower level on the ladder of Morality.  All else equal (it never is as uploading is a delusion), Obert has a greater duty.

There is a subsystem in our brains called "conscience". We learn what is right and what is wrong in our early years, perhaps with certain priors ("causing harm to others is bad"). These things can also change by time (slowly!) per person, for example if the context of the feelings dramatically changes (oops, there is no God).

So agreeing with Subhan, I think we just do what we "want", maximizing the good feelings generated by our decisions. We ("we" = the optimization process trying to accomplish that) don't have access to the lower level (on/off switch of conscience), so in many cases the best solution is to avoid doing "bad" things. (And it really feels different a) to want something because we like it b) to want something to avoid the bad feelings generated by conscience). What our thoughts can't control directly seems to be an objective, higher level truth, that's the algorithm feels from the inside.

Furthermore, see psychopaths. They don't seem to have the same mental machinery of conscience, so the utility of their harmful intentions don't get the same correction factor. And so immoral they become.

Why don’t we separate the semantic from the metaphysic question? In the question "is morality preference?" 'morality' can mean "moral language" or "moral facts". So there are two possible questions: (i) what is the nature and status of moral claims? do moral claims have truth values at all or are they just expressions of preference which like exlamations ("boo!") do not have truth values. (ii) are there moral facts or are there just 'brute', natural facts?

(i) Do moral statements make claims to truth?
(ii) Are there moral facts?

Now there are four possible combinations of answers to the two questions:

1) is the classic realist position of Platonism and Realism; our moral statements do have truth value and there are moral facts; 2) is expressivist non-cognitivism; our moral language is just an expression of our preferences, and does not even have truth value; "murder is morally bad" is equivalent to "boo murder!"; to speak of moral facts is thus nonsensical  3) is Mackies error theory: if we understand our moral language correctly it does make truth claims but since there are no moral facts all such claims are false);  4) is an unlikely position for anyone to hold - the claim that there are moral facts but our moral language does not even try to express them.

I guess that this will lead to your concept of volition,  isn't it?

Anyway, is Obert really arguing that morality is entirely outside the mind? Couldn't the "fact" of morality that he is trying to discover be derived from his (or humanity's, or whatever) brain design?
And if you tweak Subhan's definition of "want" enough, couldn't they actually reach agreement?

Please re-read Machiavelli's Discourses: you will find he answers these questions beautifully.  You are ALL violating the primary commandment of reasoned argument:  Thou Shall Operationally Define Your Terms.

I ask for explanations, and you give me labels.  How am I supposed to know what you mean by the label?  How is anyone else supposed to?  I'm sure everyone will be in favor of 'justice', but everyone will attach a different meaning to the term, and be in favor of their own private interpretation above others'.

Don't Taboo the word.  You'll just replace one word with another.  Provide an operational definition.

If B continues not do X, A will likely be indignant; indignancy means A will be less likely to help B in the future (which makes sense according to game theory), and might also recommend the same to other members of the tribe.
B might accept the claim about rightness; this will make it more likely for him to do the "right" thing. Since, in the EEA, being ostracized by the tribe would result in a significant hit to fitness, it's likely for there to be an adaption predisposing people to evaluate claims about rightness in this manner.
B's short-term desires might override his sense of "moral rightness", leading to him doing the (in his own conception) "wrong" thing.
While B can choose to do the wrong thing, he cannot change which action is right by a simple individual decision, since the whole point of evaluating rightness at all is to evaluate it the same way as other people you interact with.

According to this view, moral duties function as rules which help members of a society to identify defectors (by defectors violating them).

"I think the meaning of "it is (morally) right" may be easiest to explain through game theory."

Game theory may be useful here, but it is only a low-level efficient means to an ends.  It might explain social heirachies on our past or in other species and it might explain the evolution of law, and it might be the highest up the Moral ladder some stupid or mentally impaired individuals can achieve.  For instance, a higher Morality system than waiting for individuals to turn selfish before punishing them, is to ensure parents aren't abusive and childhood cognitive development opportunities exist.  A basic pre-puberty or pre-25 social safety net is an improvement on game theory to reaching that tiled max-morality place.
This no-morality line of reasoning might have some relavence if that happy place is a whole volume of diferent states.  There are likely trade-offs between novel experiences and known preferences quite apart from harvesting unknown/dangerous energy resources.  I know someone who likes cop shows and takes sleeping pills.  This individuals can sometimes watch all his favourite Law + Order show reruns as if they were original.  Maybe I'm a little jealous here in that I know every episode of Family Guy off by heart.
Just because you don't know if there are Moral consequences doesn't mean there aren't.  The key question is if you have the opportunity to easily learn about your moral sphere of influence.  An interesting complication mentioned is how to know if what you think is a good act, isn't really bad.
In my above forest example, cutting a forest into islands makes those islands more susceptible to invasive species and supressing a natural insect species might make forests less sustainable over the long-term.  But that is a quesiton of scientific method and epistimology, not ontology.  Ask whether setting fire to an orphanage is Morally equivalent to making a difficult JFK-esque judgement is silly.  Assuming they are equivalent assumes because you don't know the answer to any given question, that eveyone else doesn't know either.  I'm sure the cover this at some point in the Oxford undergraduate curriculum.

What we know about the causal origins of our moral intuitions doesn't obviously give us reason to believe they are correlated with moral truth. 

But what we know about morality, we know purely thanks to the causal origin. If you see no obvious connection to moral truth, then either it is purely a coincidence that we happen to believe correctly, or else it is not and you're failing to see something. If it is purely a coincidence, then we may as well give up now.

Maximize the satisfaction of wants, maybe, but not just good feelings.

One subself computes something it wants to do whether other subselves want to or not.

Subhan's explanation is coherent and believable, but he has to bite a pretty big bullet. I happen to like helping people, Hitler happens to like hurting people, and we can both condemn each other if we want but both of our likes are equally valid.

I think most people who think about morality have long realized Subhan's position is a very plausible one, but don't want to bite that bullet. Subhan's arguments confirm that the position is plausible, but they don't make the consequences any more tolerable. I realize that appeal to consequences is a fallacy and that reality doesn't necessarily have to be tolerable, but I don't feel anywhere near like the question has been "dissolved"

Disagreeing with Mr. Huggan, I'd say Obert is the one without a clue.

Obert seems to be trying to find some external justification for his wants, as if it's not sufficient that they are his wants; or as if his wants depend on there being an external justification, and his mental world would collapse if he were to acknowledge that there isn't an external justification.

I would compare morality to patriotism in the sense of the Onion article that Robin Hanson recently linked to. Much like patriotism, morality is something adopted by people who like to believe in Great Guiding Ideas. Their intellect drives them to recognize that the idea of a god is ridiculous, but the religious need remains, so they try to replace it with a principle. A self-generated principle which they try to think is independent and universal and not self-generated at all. They create their own illusion as a means of providing purpose for their existence.

It's possible that if Hitler had known more (about the Jews, the causal origins of nationalism, and, most importantly, what it was like to be in Auschwitz) and thought better (rejected nationalism as arbitrary, suffered less political self-deception, recognized the expected consequences of war) he would have done very differently. If so, I see this as sufficient to say he was wrong. The math of rationality says nothing about empathy for women or people with different-colored skin (or anybody), but humans, or at least human societies in the long run, have a hard time maintaining such arbitrary distinctions. That the circle of empathy doesn't expand quicker just shows the strength of self-interested biases/subselves.

I don't know where this leaves genuine psychopaths, though.

denis bider: I would compare morality to patriotism in the sense of the Onion article that Robin Hanson recently linked to. Much like patriotism, morality is something adopted by people who like to believe in Great Guiding Ideas.

Daniel B. Klein calls this the People's Romance (I'm not sure whether this idea has been explored in meta-ethics or moral philosophy, though of course it's well known among sociologists).  But for such a morality to be sustainable it would have to be a Schelling coordination point, so it would still be "independent" and not self-generated.

(Constant quoted from someone:)"What we know about the causal origins of our moral intuitions doesn't obviously give us reason to believe they are correlated with moral truth."

Yes, but to a healthy intelligent individual not under duress, these causal origins (I'm assuming the reptilian or even mammalian brain centres are being referenced here) are much less a factor than is abstract knowledge garnered through education.  I may feel on some basic level like killing someone that gives me the evil eye, but these impulses are easily subsumed by social conditioning and my own ideals of myself.  Claiming there is a very small chance I'll commit evil is far different than claiming I'm a slave to my reptillian desires.
Some people are slaves to those impulses, courts generally adjust for mental illness.

(denis bider wrote:) "Obert seems to be trying to find some external justification for his wants, as if it's not sufficient that they are his wants; or as if his wants depend on there being an external justification, and his mental world would collapse if he were to acknowledge that there isn't an external justification.

To me, this reads to say that if solipsism were true, Obert will have to become a hedonist.
Correct.  Or are you claiming Obert needs some sort of status?  I didn't read that at all.  Patriotism doesn't always seek utilitarianism as one's nation is only a small portion of the world's population.  Morality does.  Denis, are you claiming there is no way to commit acts that make others happy?  Or are you claiming such an act is always out of self-interest?  The former position is absurd, the latter runs into the problem that people who jump on grenades, die.
I'm guessing there is a cognitive bias found in some/many of this blogs readers and thread starters, that because they know they are in a position of power vis-a-vis the average citizen, they are looking for any excuse not to accept moral resposibility.  This is wrong.  A middle class western individual, all else equal, is morally better by donating conspicious consumption income to charity, than by exercising the Libertarian market behaviour of buying luxury goods.  I'm not condemning the purchasing behaviour, I'm condemning the Orwellian justification of trying to take (ego) pleasure in not owning up to your own consumption.  If you are smart enough to construct such double-think, you can be smart enough to live with your conscious.  Obert does not take Morally correct position just to win the argument with idiot Subhan.  There are far deeper issues that can be debated on this blog about these issues, further up the Moral ladder. For instance, there are active legal precidents being formed in real world law right now, that could be influenced were this content to avoid retracing what is already known.

On the question of what voluntary transaction you engage in with your money, libertarianism is silent (I'm pretty sure the Libertarian party is as well).

Hitler did think he was helping people. He thought the Jews were out to get him and immisserate mankind, the end result in his vision was world peace. We   usually think of him as evil-for-evils-sake because we fought a large succesful war against him.

Mackie's Error sounds odd to me. How can a meaningless statement be false? If I said "Overcoming Bias is scrumtrulescent!", is that false?

Sorry TGGP I had to do it.  Now replace the word "charity" with "taxes".

Phillip Huggan: "Denis, are you claiming there is no way to commit acts that make others happy?"

Phillip Huggan: "Or are you claiming such an act is always out of self-interest?"

Such acts are. Stuff just is. Real reasons are often unknowable; and if known, would be trivial, technical, mundane.

In general, I wouldn't say self-interest. It is not in your self interest to cut off your penis and eat it, for example. But some people desire it and act on it.

Desire. Not necessarily logical. Does not necessarily make sense. But drives people's actions.

Phillip Huggan: "The former position is absurd, the latter runs into the problem that people who jump on grenades, die."

Doesn't mean that there's an overarching morality of what programs should and should not do.

People who jump on grenades do so due to an impulse. That impulse comes from cached emotions and thoughts. You prime yourself that it's romantic to jump on a grenade, you jump on a grenade. Poof.

Stuff is. Fitting stuff that happens into a moral framework? A hopeless endeavor for misguided individuals seeking to fulfil the romantic notion that things should make sense.

Phillip Huggan: "A middle class western individual, all else equal, is morally better by donating conspicious consumption income to charity, than by exercising the Libertarian market behaviour of buying luxury goods."

Give me a break. You gonna contribute to a charity to take care of all the squid in the ocean? The only justification not to is if you invent an excuse why they are not worth caring about. And if not the squid, how about gorillas, then? Baboons, and chimpanzees?

If we're going to intervene because a child in Africa is dying of malaria or hunger - both thoroughly natural causes of death - then should we not also intervene when a lion kills an antelope, or a tribe of chimpanzees is slaughtered by their neighbors?

You have to draw a line somewhere, or else your efforts are hopeless. Most people draw the line at homo sapiens. I say that line is arbitrary. I draw it where it makes sense. With people in my environment.

"Why the obsession with making other people happy?"

Not obsessed.  Just pointing out the definition of morality.  High morality is making yourself and other people happy.

Phillip Huggan: "Or are you claiming such an act is always out of self-interest?"
(D.Bider:) Such acts are. Stuff just is. Real reasons are often unknowable; and if known, would be trivial, technical, mundane.

"Stuff is. Fitting stuff that happens into a moral framework? A hopeless endeavor for misguided individuals seeking to fulfil the romantic notion that things should make sense."

To me, there is nothing unintelligible about the ntion that my acts can have consequences.  Generally I'm not preachy about it as democracy and ethical investing are appropriate forums to channel my resources towards in Canada.  But the flawed line of reasoning that knowledge can never correlate with reality only finds salvation in solipsism, not a very likely scenario IMO.  These kinds of reasonings are used by tyrants, for the record (it is god's will, it is for the national good, etc).

"If we're going to intervene because a child in Africa is dying of malaria or hunger - both thoroughly natural causes of death - then should we not also intervene when a lion kills an antelope, or a tribe of chimpanzees is slaughtered by their neighbors?"

Natural doesn't make it good.  I'd value the child more highly because his physiology is more known (language and written records help) in how to keep him happy, and more importantly because he could grow up to invent a cure for malaria.  Yes, eventually we should intervene by providing the chimps with mechanical dummies to murder, if murder makes them happy.  Probably centuries away from that.
It's nice that you draw the line around at least a group of others, but you seem to be using your own inability to understand Morality as evidence that others who have passed you on the Moral ladder, should come back down.  You shouldn't be so self-conscious about this and certainly shouldn't be spreading the meme.  I don't understand chemistry well or computer programming at all, but I don't go loudly proclaiming fake computer programming syntax or claiming that atoms don't exist, like EY is inciting here and like you are following.
I'm not calling you evil.  I'm saying you probably have the capacity to do more good, assuming you are middle class and blowing money on superfluous status-symbol consumer goods.  Lobbying for a luxury tax is how I would voice my opinion, a pretty standard avenue I learned from a Macleans magazine back issue.  Here, my purpose is to deprogram as many people as possible stuck in a community devoted to increasing longevity, but using means (such as lobbying for the regression of law) that meme-spread promote the opposite.

"But the flawed line of reasoning that knowledge can never correlate with reality only finds salvation in solipsism."

It's not going to even get him that far, actually. The view he espouses doesn't seem exactly as you define it - that knowledge can never correlate with reality - but I think based on Bider's overall postings, he is attempting cynicism, which is of course is a self-contradicting philosophy prima facie, as Cicero noted, unless ironic.

Bider seems sincere in his comment, not ironic, so thus he appears a classic cynic, altho' without the wit or intensity of say, Juvenal, to recommend him.

This takes us of course to Robin's famed meditation on cynicism. . . .I recommend that to Bider. Now, I'm outta here!

Another example of a real-world Moral quandry that the real world would love H+ disucssion lists to take on, is the issue of how much medical care to invest in end-of-life patients.  Medical advances will continue to make more expensive treatment options available.
In Winnipeg, there was a case recently where a patient in a terminal coma had his family insist on not taking him off life support.  In Canada in the last decade or so, the decision was based on a doctor's prescription.  Now it also encompases family and the patient's previous wishes.  3 doctors quit over the case.  My first instinct was to suggest doctors be trained exclusively to be coma-experts, but it seems medical boards might already have accomplished this.
I admire a fighting spirit, and one isolated case doesn't tax the healthcare system much.  But if this becomes a regular occurrence...this is another of many real-world examples that require intelligent thought.  Subhan's position has already been proven wrong many many times.  There are cognitive biases but they aren't nearly as strong or all-encompassing as is being suggested here.  For example, I'd guess every reader on this list is aware that other people are capable of suffering and feeling happiness that corresponds with their own experiences.  This isn't mirror-neurons or some other "bias", it is simple grade school deduction that refutes Subhan's position.  You don't have to be highly Moral, to admit it's out there in some people.  For instance, most children get what Subhan doesn't.

Phillip Huggan - let me just say that I think you are an arrogant creature that does much less good to the world than he thinks. The morality you so highly praise only appears to provide you with a reason to smugly think of yourself as "higher developed" than others. Its benefit to you, and its selfish motivation, is plainly clear.

frelkins: Should I apologize, then, for not yet having developed sufficient wit to provide pleasure with style to those readers who are not pleased by the thought?

Cynicism is warranted to the extent that it leads to a realistic assessment and a predictive model of the world.

Cynicism is exaggerated when it produces an unrealistic, usually too pessimistic, model of the world.

But to the extent that cynicism is a negative evaluation of "what is", I am not being a cynic in this topic.

I am not saying, bitterly, how sad it is that most people are really motivated by their selfishness, and how sad the world is because of this, etc.

What I am saying is that selfishness is okay. That recognizing your selfishness is the healthiest state. I am saying not that people who are selfish are corrupting the world. I am saying that people who are self-righteous are.

I understand people who want to reshape the world because they want it to be different, and are honest about this selfish preference and endeavor. I respect that.

What I don't respect is people who are self-righteous in thinking that they know how to reshape the world to make other people happy, and do not see how self-anchored their motivation is. They are trying to do the same thing as those people who want to reshape the world selfishly. But the self-righteous ones, they sell what they are doing as being "higher on a moral ladder", because, obviously, they know what is good for everyone.

I think that sort of behavior is just pompous, arrogant, and offensive.

Be honest. Do things because of you. Don't do things because of others. Then, we can all come together and agree sensibly on how to act as to not step on each other's toes.

But don't be running around "healing" the world, pretending like you're doing it a favor.

I have a question, that I would really like peoples input on.

We know that people have a tendency to be against foreigners (out group) and be fore their own contrymen (in-group). However, there are plenty of examples where citizens dislike their countrymen and do not associate with them.

Obert in the thread above had the example of German resistance during WWII and we have Aboriginees in many countries, perhaps punkers and other movements.

My first question is whether you can think of more examples where long terms citizens in a country dislike (and probably more than they dislike other countries even!)that country (their other countrymen)?

My second question is what we may call this: Is it dissociation, aversion, disaffiliation or what concept describes and covers best this phenomenon?

I am reading through the meta-ethics sequence for the first time. One thing I couldn't help but observe in this dialogue which I thought was interesting:
Obert:  "Duties, and should-ness, seem to have a dimension that goes beyond our whims.  If we want different pizza toppings today, we can order a different pizza without guilt; but we cannot choose to make murder a good thing."
It seemed odd to me that Subhan didn't mention regret at having made a difficult choice between competing wants, such as wondering whether you should've taken up piano playing instead of plumbing, or whatever, as being possibly something like the kind of negative feelings we get from guilt. We can't always order a different pizza without some sense of loss.

If you have no desire for anything but cheese on your pizza, you will not have any regrets if you order cheese.
(I'm going through the Sequences, myself. Nice to not be the gravedigger every time. Hopefully, this will be a useful contribution, not refuted by the next two posts in the Metaethics sequence.)
Although I appreciated the actual point of the post, I was hung up on one part in the beginning--why can't I decide to like salad better than cheeseburger? I don't see any process which would prevent one from over-writing (over time) one's current preferences. Many people (in the USA at least) make their food decisions based on how many exclamation points are on the front (GLUTEN-FREE!! Less MSG!!!) or other purely psychological reasons (brand name--I've talked with many people who prefer one milk over another when I know for a fact that they come from the same company within the same hour of each other), which have nothing to do with their taste receptors. Similarly, pleasure and pain are not just based on nociceptors--would the tattoo-covered extreme man have been so eager to endure the tattooing process when he was a five-year old boy? In these cases, it seems to me, the end (body health (no matter how misguided), and much-desired attention) increases the desirability of the means (unpalatable foods, relatively unnecessary pain and risk of infection). Stockholm Syndrome, anyone?
If I could achieve some wonderful thing by showing in an fMRI that I prefer eating salad and avoiding cheeseburgers (say, a million dollars or a free mind-upload, not just reduced risk of heart disease), I'll be first in line.

"If I could achieve some wonderful thing by showing in an fMRI that I prefer eating salad and avoiding cheeseburgers, I'll be first in line."

It was "make salad taste better than cheeseburgers", not "prefer to eat salad". This analogy may be muddled by the fact that tastes can in fact be deliberately changed over time; wherein belief in belief can actually become belief, become reality. But the fact remains that if someone offered you a millions dollars, right now, to truthfully claim you prefer the taste of salad when you in fact did not, you would fail.

I enjoy the sequences in story/dialog form most of all. But all too often the points conveyed in this style seem less significant and helpful to me; typically they are hashing out something that is largely semantics or else describing philosophical tropes. 

It doesn't seem to me that Obert is really a moral objectivist as the duos' names would suggest - I think their argument is really one of semantics. When he says: "Duties, and should-ness, seem to have a dimension that goes beyond our whims. ", he is using the word "whim" as a synonym for "want". Subhan merely has a more inclusive definition of want: "What a brain ultimately decides to do". It does not seem that Obert would object to the idea that moral constructs are created and stored in the mind, nor would Subhert reject that the brains' utility function has many differently ordered terms.

The brain sometimes arrives at decisions contrary to immediate whims.

This sounds like a "tree falling in the woods" type argument, at least the way you have it laid our here.  They using the word "want" to mean fundamentally different things.   Subhan is using "want" to include all mental processes that encourage you to behave in a certain way, which I think is a categorization error that is causing him to come to wrong conclusions.   

You cannot decide to make salad taste better to you than cheeseburgers

Sure you could; just eat emetic-laced cheeseburgers at half a dozen random times over next week.



Is Morality Given?

(Disclaimer:  Neither Subhan nor Obert represent my own position on morality; rather they represent different sides of the questions I hope to answer.)

Subhan:  "What is this 'morality' stuff, if it is not a preference within you?"

Obert:  "I know that my mere wants, don't change what is right; but I don't claim to have absolute knowledge of what is right—"

Subhan:  "You're not escaping that easily!  How does a universe in which murder is wrong, differ from a universe in which murder is right?  How can you detect the difference experimentally?  If the answer to that is 'No', then how does any human being come to know that murder is wrong?"

Subhan:  "No.  You believe now that murder is wrong.  You must believe you already have evidence and you should be able to present it now."

Obert:  "That's too strict!  It's like saying to a hunter-gatherer, 'Why is the sky blue?' and expecting an immediate answer."

Subhan:  "No, it's like saying to a hunter-gatherer:  Why do you believe the sky is blue?"

Obert:  "Because it seems blue, just as murder seems wrong.  Just don't ask me what the sky is, or how I can see it."

Subhan:  "But—aren't we discussing the nature of morality?"

Obert:  "That, I confess, is not one of my strong points.  I specialize in plain old morality.  And as a matter of morality, I know that I can't make murder right just by wanting to kill someone."

Subhan:  "But if you wanted to kill someone, you would say, 'I know murdering this guy is right, and I couldn't make it wrong just by not wanting to do it.'"

Obert:  "Then, if I said that, I would be wrong.  That's common moral sense, right?"

Subhan:  "Argh!  It's difficult to even argue with you, since you won't tell me exactly what you think morality is made of, or where you're getting all these amazing moral truths—"

Obert:  "Well, I do regret having to frustrate you.  But it's more important that I act morally, than that I come up with amazing new theories of the nature of morality.  I don't claim that my strong point is in explaining the fundamental nature of morality.  Rather, my strong point is coming up with theories of morality that give normal moral answers to questions like, 'If you feel like killing someone, does that make it right to do so?'  The common-sense answer is 'No' and I really see no reason to adopt a theory that makes the answer 'Yes'.  Adding up to moral normality—that is my theory's strong point."

Subhan:  "Okay... look.  You say that, if you believed it was right to murder someone, you would be wrong."

Obert:  "Yes, of course!  And just to cut off any quibbles, we'll specify that we're not talking about going back in time and shooting Stalin, but rather, stalking some innocent bystander through a dark alley and slitting their throat for no other reason but my own enjoyment.  That's wrong."

Subhan:  "And anyone who says murder is right, is mistaken."

Subhan:  "Suppose there's an alien species somewhere in the vastness of the multiverse, who evolved from carnivores.  In fact, through most of their evolutionary history, they were cannibals.  They've evolved different emotions from us, and they have no concept that murder is wrong—"

Obert:  "Why doesn't their society fall apart in an orgy of mutual killing?"

Subhan:  "That doesn't matter for our purposes of theoretical metaethical investigation.  But since you ask, we'll suppose that the Space Cannibals have a strong sense of honor—they won't kill someone they promise not to kill; they have a very strong idea that violating an oath is wrong.  Their society holds together on that basis, and on the basis of vengeance contracts with private assassination companies.  But so far as the actual killing is concerned, the aliens just think it's fun.  When someone gets executed for, say, driving through a traffic light, there's a bidding war for the rights to personally tear out the offender's throat."

Subhan:  "I'm proposing that the Space Cannibals not only have no sense that murder is wrong—indeed, they have a positive sense that killing is an important part of life—but moreover, there's no path of arguments you could use to persuade a Space Cannibal of your view that murder is wrong.  There's no fact the aliens can learn, and no chain of reasoning they can discover, which will ever cause them to conclude that murder is a moral wrong.  Nor is there any way to persuade them that they should modify themselves to perceive things differently."

Subhan:  "Then you believe in universally compelling arguments processed by a ghost in the machine.  For every possible mind whose utility function assigns terminal value +1, mind design space contains an equal and opposite mind whose utility function assigns terminal value—1.  A mind is a physical device and you can't have a little blue woman pop out of nowhere and make it say 1 when the physics calls for it to say 0."

Subhan:  "Then it's possible to have an alien species that believes murder is not wrong, and moreover, will continue to believe this given knowledge of every possible fact and every possible argument.  Can you say these aliens are mistaken?"

Obert:  "Maybe it's the right thing to do in their very different, alien world—"

Subhan:  "And then they land on Earth and start slitting human throats, laughing all the while, because they don't believe it's wrong.  Are they mistaken?"

Subhan:  "Where exactly is the mistake?  In which step of reasoning?"

Obert:  "I don't know exactly.  My guess is that they've got a bad axiom."

Subhan:  "Dammit!  Okay, look.  Is it possible that—by analogy with the Space Cannibals—there are true moral facts of which the human species is not only presently unaware, but incapable of perceiving in principle?  Could we have been born defective—incapable even of being compelled by the arguments that would lead us to the light?  Moreover, born without any desire to modify ourselves to be capable of understanding such arguments?  Could we be irrevocably mistaken about morality—just like you say the Space Cannibals are?"

Subhan:  "You guess so?  Surely this is an inevitable consequence of believing that morality is a given, independent of anyone's preferences!  Now, is it possible that we, not the Space Cannibals, are the ones who are irrevocably mistaken in believing that murder is wrong?"

Subhan:  "I'm not asking you if it's likely, I'm asking you if it's logically possible!  If it's not possible, then you have just confessed that human morality is ultimately determined by our human constitutions.  And if it is possible, then what distinguishes this scenario of 'humanity is irrevocably mistaken about morality', from finding a stone tablet on which is written the phrase 'Thou Shalt Murder' without any known justification attached?  How is a given morality any different from an unjustified stone tablet?"

Obert:  "Slow down.  Why does this argument show that morality is determined by our own constitutions?"

Subhan:  "Once upon a time, theologians tried to say that God was the foundation of morality.  And even since the time of the ancient Greeks, philosophers were sophisticated enough to go on and ask the next question—'Why follow God's commands?'  Does God have knowledge of morality, so that we should follow Its orders as good advice?  But then what is this morality, outside God, of which God has knowledge?  Do God's commands determine morality?  But then why, morally, should one follow God's orders?"

Obert:  "Yes, this demolishes attempts to answer questions about the nature of morality just by saying 'God!', unless you answer the obvious further questions.  But so what?"

Subhan:  "And furthermore, let us castigate those who made the argument originally, for the sin of trying to cast off responsibility—trying to wave a scripture and say, 'I'm just following God's orders!'  Even if God had told them to do a thing, it would still have been their own decision to follow God's orders."

Obert:  "I agree—as a matter of morality, there is no evading of moral responsibility.  Even if your parents, or your government, or some kind of hypothetical superintelligence, tells you to do something, you are responsible for your decision in doing it."

Subhan:  "But you see, this also demolishes the idea of any morality that is outside, beyond, or above human preference.  Just substitute 'morality' for 'God' in the argument!"

Subhan:  "John McCarthy said:  'You say you couldn't live if you thought the world had no purpose. You're saying that you can't form purposes of your own-that you need someone to tell you what to do. The average child has more gumption than that.'  For every kind of stone tablet that you might imagine anywhere, in the trends of the universe or in the structure of logic, you are still left with the question:  'And why obey this morality?'  It would be your decision to follow this trend of the universe, or obey this structure of logic.  Your decision—and your preference."

Obert:  "That doesn't follow!  Just because it is my decision to be moral—and even because there are drives in me that lead me to make that decision—it doesn't follow that the morality I follow consists merely of my preferences.  If someone gives me a pill that makes me prefer to not be moral, to commit murder, then this just alters my preference—but not the morality; murder is still wrong.  That's common moral sense—"

Subhan:  "I beat my head against my keyboard!  What about scientific common sense?  If morality is this mysterious given thing, from beyond space and time—and I don't even see why we should follow it, in that case—but in any case, if morality exists independently of human nature, then isn't it a remarkable coincidence that, say, love is good?"

Subhan:  "Just where on Earth do you think the emotion of love comes from?  If the ancient Greeks had ever thought of the theory of natural selection, they could have looked at the human institution of sexual romance, or parental love for that matter, and deduced in one flash that human beings had evolved—or at least derived tremendous Bayesian evidence for human evolution.  Parental bonds and sexual romance clearly display the signature of evolutionary psychology—they're archetypal cases, in fact, so obvious we usually don't even see it."

Subhan:  "Of course not; individual organisms are adaptation-executers, not fitness-maximizers.  But for something independent of humans, morality looks remarkably like godshatter of natural selection.  Indeed, it is far too much coincidence for me to credit.  Is happiness morally preferable to pain?  What a coincidence!  And if you claim that there is any emotion, any instinctive preference, any complex brain circuitry in humanity which was created by some external morality thingy and not natural selection, then you are infringing upon science and you will surely be torn to shreds—science has never needed to postulate anything but evolution to explain any feature of human psychology—"

Obert:  "I'm not saying that humans got here by anything except evolution."

Subhan:  "Then why does morality look so amazingly like a product of an evolved psychology?"

Obert:  "I don't claim perfect access to moral truth; maybe, being human, I've made certain mistakes about morality—"

Subhan:  "Say that—forsake love and life and happiness, and follow some useless damn trend of the universe or whatever—and you will lose every scrap of the moral normality that you once touted as your strong point.  And I will be right here, asking, 'Why even bother?'  It would be a pitiful mind indeed that demanded authoritative answers so strongly, that it would forsake all good things to have some authority beyond itself to follow."

Obert:  "All right... then maybe the reason morality seems to bear certain similarities to our human constitutions, is that we could only perceive morality at all, if we happened, by luck, to evolve in consonance with it."

Obert:  "Fine... you're right, that wasn't very plausible.  Look, I admit you've driven me into quite a corner here.  But even if there were nothing more to morality than preference, I would still prefer to act as morality were real.  I mean, if it's all just preference, that way is as good as anything else—"

Subhan:  "Now you're just trying to avoid facing reality!  Like someone who says, 'If there is no Heaven or Hell, then I may as well still act as if God's going to punish me for sinning.'"

Obert:  "That may be a good metaphor, in fact.  Consider two theists, in the process of becoming atheists.  One says, 'There is no Heaven or Hell, so I may as well cheat and steal, if I can get away without being caught, since there's no God to watch me.'  And the other says, 'Even though there's no God, I intend to pretend that God is watching me, so that I can go on being a moral person.'  Now they are both mistaken, but the first is straying much further from the path."

Subhan:  "And what is the second one's flaw?  Failure to accept personal responsibility!"

Obert:  "Well, and I admit I find that a more compelling argument than anything else you have said.  Probably because it is a moral argument, and it has always been morality, not metaethics, with which I claimed to be concerned.  But even so, after our whole conversation, I still maintain that wanting to murder someone does not make murder right.  Everything that you have said about preference is interesting, but it is ultimately about preference—about minds and what they are designed to desire—and not about this other thing that humans sometimes talk about, 'morality'.  I can just ask Moore's Open Question:  Why should I care about human preferences?  What makes following human preferences right?  By changing a mind, you can change what it prefers; you can even change what it believes to be right; but you cannot change what is right.  Anything you talk about, that can be changed in this way, is not 'right-ness'."

Subhan:  "So you take refuge in arguing from definitions?"

Obert:  "You know, when I reflect on this whole argument, it seems to me that your position has the definite advantage when it comes to arguments about ontology and reality and all that stuff—"

Subhan:  "'All that stuff'?  What else is there, besides reality?"

Obert:  "Okay, the morality-as-preference viewpoint is a lot easier to shoehorn into a universe of quarks.  But I still think the morality-as-given viewpoint has the advantage when it comes to, you know, the actual morality part of it—giving answers that are good in the sense of being morally good, not in the sense of being a good reductionist.  Because, you know, there are such things as moral errors, there is moral progress, and you really shouldn't go around thinking that murder would be right if you wanted it to be right."

Subhan:  "That sounds to me like the logical fallacy of appealing to consequences."

Obert:  "Oh?  Well, it sounds to me like an incomplete reduction—one that doesn't quite add up to normality."

Next post: "Where Recursive Justification Hits Bottom"

Subhan:  "You're not escaping that easily!  How does a universe in which murder is wrong, differ from a universe in which murder is right?  How can you detect the difference experimentally?  If the answer to that is 'No', then how does any human being come to know that murder is wrong?"
...
Obert:  "Because it seems blue, just as murder seems wrong.  Just don't ask me what the sky is, or how I can see it."

But we already know why murder seems wrong to us. It's completely explained by a combination of game theory, evolutionary psychology, and memetics. These explanations screen off our apparent moral perceptions from any other influence. In order words, conditioned on these explanations being true, our moral perceptions are independent of (i.e. uncorrelated with) any possible morality-as-given, even if it were to exist.

So there is a stronger argument against Obert than the one Subhan makes. It's not just that we don't know how we can know about what is right, but rather that we know we can't know, at least not through these apparent moral perceptions/intuitions.

As with human aesthetic sense, human morality may be approximations and versions of more absolutely definable optimal solutions to information-theoretic, game-theoretic, social, economic, intelligence, signaling, cooperation problems. Therefore it may be likely that an alien race could share some of the same values as we do, because it may turn out that they are "good" solutions for intelligent culture bearing species in general. But there is nothing in the universe in it self that says that theese optimal solutions, or any value what-so-ever can... (read more)

And to answer Obert's objection that Subhan's position doesn't quite add up to normality: before we knew game theory, evolutionary psychology, and memetics, nothing screened off our moral perceptions/intuitions from a hypothesized objective moral reality, so that was perhaps the best explanation available, given what we knew back then. And since that was most of human history, it's no surprise that morality-as-given feels like normality. But given what we know today, does it still make sense to insist that our meta-theory of morality add up to that normality?

I will try to express some of my points more accurately...
A human value, may it concern, knowledge, morality or beauty gets it's meaning from it's emotional base although it may be a frequent value in the space of possible intelligent species. Only minds can attribute value to something. The thing it attributes it to, may be universal or specific, but the thing itself is can not be valued by something other than a mind. To value something is a cognitive, emotional process, not some intrinsic property of some phenomenon.
But to believe this as the mind you... (read more)

I think that we need a much better explanation of this word "mind".  Supposedly mind space contains a -1 for every 1, but that simply sounds like system space.
I honestly think that the ontology has to go deeper here before progress is possible.  Similar problem to born postulates and why we aren't Boltzman Brains.

Not that this has anything to do with the topic, which everyone is very carefully skating around without addressing:  what are operational definitions for right and wrong?  When Obert says "Because it seems blue, just as murder seems wrong.", what collection of properties does wrong refer to?  For that matter, what does blue ... (read more)

I don't think you have to postulate Space Cannibals in order to imagine rational creatures who don't think murder is wrong.  For a recent example, consider Rwanda 1994.

And I think it's quite possible that there might exist moral facts which humans are incapable of perceiving.  We aren't just universal Turing machines, after all.  Billions of years of evolution might produce creatures with moral blind spots, anologous to the blind spot in the human eye.  Just as the squid's eye has no blind spot, a different evolutionary path might produce creatures with a greater or lesser innate capacity to perceive goodness than ourselves.

Obert says "just as murder seems wrong".  There is a redundancy in that phrase.  What is the redundancy, and why doesn't Obert perceive it as one?

What is the difference between saying something is a rube and not a blegg, and saying that someone appears to be a rube and not a blegg?

What is the difference between saying something is imperceivable, and saying something appears to be imperceivable?

(Subhan wrote:) "And if you claim that there is any emotion, any instinctive preference, any complex brain circuitry in humanity which was created by some external morality thingy and not natural selection, then you are infringing upon science and you will surely be torn to shreds - science has never needed to postulate anything but evolution to explain any feature of human psychology -"
Subhan:  "Suppose there's an alien species somewhere in the vastness of the multiverse, who evolved from carnivores.  In fact, through most of their evoluti... (read more)

The notion of morality as subjectively objective computation seems a lot closer to Subhan's position than Obert's.

Yes, EY's past positions about Morality are closer to Subhan's than Obert's.  But AGI is software programming and hardware engineering, not being a judge or whoever writes laws.
I wouldn't suggest deifying EY if your goal is to learn ethics.

But we already know why murder seems wrong to us. It's completely explained by a combination of game theory, evolutionary psychology, and memetics. These explanations screen off our apparent moral perceptions from any other influence. In order words, conditioned on these explanations being true, our moral perceptions are independent of (i.e. uncorrelated with) any possible morality-as-given, even if it were to exist.

Let's try the argument with mathematics: we know why we think 5 is a prime number. It's completely explained by our evolution, experiences, an... (read more)

"But AGI is [...] not being a judge or whoever writes laws."

If Eliezer turns out to be right about the power of recursive self-improvement, then I wouldn't be so sure.

Richard, we can understand how there would be evolutionary pressure to produce an ability to see light, even if imperfect.  But what possible pressure could produce an ability to see morality?

"You're not escaping that easily!  How does a universe in which murder is wrong, differ from a universe in which murder is right?  How can you detect the difference experimentally?  If the answer to that is 'No'...

Minor quibble - 'no' is not a sensical answer to any of those questions. Possibly remove the word 'how' from one of them?

Once again, no revelations that I haven't come across on my own, but crystallised and clarified brilliantly. Looking forward to the next few.

It seems to me that Obert makes a faulty interpretation of "there is no reason to talk about a 'morality' distinct from what people want.", but i would like to know what the author thinks. In my view, that assertion says not that ALL MORAL CLAIMS ARE WHIMS, but instead that to understand and parse and compare moral claims we have to resort to wants. In other words, that WANTS ARE THE OBJECT OF MORALITY, THOUGH NOT IT'S MATTER. To understand any moral claim we have to consider how it imparts onto what real, concrete persons feel and desire.

"I want pie" and "I deserve pie" are different, but i don't see how Subhan's arguments aspire to make them equal.

Obert's arguments seem much closer to "how it feels from the inside", Subhan in general does seem to have stronger actual arguments, however:

"For every kind of stone tablet that you might imagine anywhere, in the trends of the universe or in the structure of logic, you are still left with the question:  'And why obey this morality?'" This, to me, smells of zombieism. "for any configuration of matter/energy/whatever, we can ask 'and why should we believe that this is actually conscious rather than just a structure immitating a consciousness?'"

(ZMDavis wrote:) "But AGI is [...] not being a judge or whoever writes laws."

If Eliezer turns out to be right about the power of recursive self-improvement, then I wouldn't be so sure."

Argh.  I didn't mean that as a critique on EY's prowess as an AGI theorist or programmer.  I doubt Jesus would've wanted people to deify him, just to be nice to eachother.  I doubt EY meant for his learning of philosophy to be interpreted as some sort of Moral code, he was just arrogant enough not to state he was sometimes using his list to as a tool to develo... (read more)

So here's a question Eliezer: is Subhan's argument for moral skepticism just a concealed argument for universal skepticism?  After all, there are possible minds that do math differently, that do logic differently, that evaluate evidence differently, that observe sense-data differently...

Either Subhan can distinguish his argument from an argument for universal skepticism, or I say that it's refuted by reductio, since universal skepticism fails to the complete impossibility of asserting it consistently + things like moorean facts.

Phillip, you're the one who brought up "deification," in response to my one-line comment, which you seem to have read a lot into. My second comment was intended to be humorous. I apologize for the extent to which I contributed to this misunderstanding.

Eliezer seems to suggest that the only possible choices are morality-as-preference or morality-as-given, e.g. with reasoning like this:

But really, evolutionary psychology, plus some kind of social contract for group mutual gain, seems to account for the vast bulk of what people consider to be "moral" actions, as well as the conflict between private individual desires vs. a... (read more)

I think it's probably useful to taboo the word "should" for this discussion. I think when people say you "should" do X rather than Y it means something like "experience indicates X is more likely to lead to a good outcome than Y". People tend to have rule-based rather than consequence based moral systems because the full consequences of one's actions are unforeseeable. A rule like "one shouldn't lie" comes about because experience has shown that lying often has negative consequences for the speaker and listener and p... (read more)

Relationships are real. For example if a plant is "under" a table, that is a fact, not a subjective whim of the observer. So if morality is a relationship, then aliens and man can have different moralities but both be objective, not subjective. The relationship would be between the object sought and the entity seeking it, e.g. murder + man = bad, murder + alien = good.

Yes, there are possible minds that do math/logic/deduction differently. Most of these logically possible minds perform even worse than humans in these aspects, and would die out.

In this universe, if one wishes to reach ones goals, one has to choose to (try to) do math/logic/deduction in the correct way; the way that delivers results. What works is determined by the laws of physics and logic that in our universe seem quite coherent and understandable (to a degree, at least).

There's no reason to be skeptical about whether I actually have some goa... (read more)

Subhan's question here, "How does a universe in which murder is wrong, differ from a universe in which murder is right?  How can you detect the difference experimentally?" is such a gem.

If somebody said to me "morality is just what we do." If they presented evidence that the whole apparatus of their moral philosophy was a coherent description of some subset of human psychology and sociology. Then that would be enough for me. It's just a description of a physical system. Human morality would be what human animals do. Moral responsibility wouldn't be problematic; moral responsibility could be as physical as gravity if it were psychologically and sociologically real. "I have a moral responsibility" would be akin to "... (read more)

I've thought about Space Cannibals and the like before (i.e. creatures that kill one of the sexes during sexual reproduction). My suspicion is that even if such creatures evolved and survived, by the time they had a civilization, many would be saying to one another, "There really should be a better way..."

Evidence for this is the fact that even now, there are many human beings claiming it is wrong to kill other animals, despite the fact that humans evolved to kill and eat other animals. Likewise, in the ancestral environment, various tribes usual... (read more)

Robin,
As Eliezer has pointed out, evolution is a nonhuman optimizer which is in many ways more powerful than the human mind.  On the assumption that humans have a moral sense, I don't think we should expect to be able to understand why.  That might simply be a problem which is too difficult for people to solve.
That aside, a man's virtues benefit the society he lives in; his inclination to punish sin will encourage others to act virtuously as well.  If his society is a small tribe of his relatives, then even the weaker forms of kin selection theory can explain the benefit of knowledge of good and evil.

Treating those who do not deserve respect with respect is basically spitting on those who do deserve it, especially those who work hard for it.  I think you need to treat those you don't know with the "presumption of respect"; that is, if you don't know that they don't deserve it, assume they do.  Borrowed from Smith's "presumption of rationality"; when you argue with someone, assume that they are rational until they demonstrate otherwise.

Richard, would you accept the same argument about God, that we know there is a God but don't really understand how we know, but gosh darn it we feel like there must be one so there must be one?  Yes we evolved to help kin, and we expect many but hardly all other species to do this as well.  But unless we know whether that behavior is moral we don't know if that is a process that makes our moral intuitions correlate with moral truth.

Richard, we can understand how there would be evolutionary pressure to produce an ability to see light, even if imperfect. But what possible pressure could produce an ability to see morality?

Let's detail the explanation for light to see if we can find a parallel explanation for morality. Brief explanation for light: light bounces off things in the environment in a way which can in principle be used to draw correct inferences about distant objects in the environment. Eventually, some animals evolve a mechanism for doing just this.

Our moral intuitions correspond with moral truths for much the same reason that our rational predictions correspond with more concrete physical truths.  A man who ignores reason will stick his hand back in the fire after being burned the first time.  Such behavior will kill him, probably sooner rather than later.  An man who is blind to good and evil may do quite well for himself, but a society whose citizens ignore virtue will suffer approximately the same fate as the twice-burned fool.

Richard, I agree that some social norms help a society prosper while others can "burn" it.  And we have the intuition that morally right acts correspond to social norms that help societies prosper.  But we would have had that intuition even if morally right acts had corresponded to the opposite.  What evolutionary pressure could have produced the correct intuitions about this meta question?

Constant, I would say that objective illness is just as problematic as objective morality; it's just less obviously problematic because in everyday contexts, we're more used to dealing with disputes about morality  than about illness. You mention that "if we select an ill partner for producing offspring we may produce no offspring," and in an evolutionary context, probably we could give some fitness-based account of illness. However, this evolutionary concept of "illness" cannot be the ordinary meaning of the word, because no one actual... (read more)

Constant wrote: So one place where one could critique your argument is in the bit that goes: "conditioned on X being the case, then our beliefs are independent of Y". The critique is that X may in fact be a consequence of Y, in which case X is itself not independent of Y.

Good point, my argument did leave that possibility open. But, it seems pretty obvious, at least to me, that game theory, evolutionary psychology, and memetics are not contingent on anything except mathematics and the environment that we happened to evolve in.

Eliezer: You have perhaps already considered this, but I think it would be helpful to learn some lessons from E-Prime when discussing this topic. E-Prime is a subset of English that bans most varieties of the verb "to be".

I find sentences like "murder is wrong" particularly underspecified and confusing. Just what, exactly, is meant by "is", and "wrong"? It seems like agreeing on a definition for "murder" is the easy part.

It seems the ultimate confusion here is that we are talking about instrumental values (... (read more)

My earlier comment is not to imply that I think "maximization of human happiness" is the most preferred goal.

An easily obvious one, yes. But faulty; "human" is a severely underspecified term.

In fact, I think that putting in place a One True Global Goal would require ultimate knowledge about the nature of being, to which we do not have access currently.

Possibly, the best we can do is come up with plausible global goal that suits us for medium run, while we try to find out more.

That is, after all, what we have always done as human beings.

Wanting to murder doesn't make it right. Nothing makes anything morally right.

"Good" and "Evil" are the names for what people perceive with their moral sense.  I think we've agreed that this perception correlates to something universally observable (namely, social survival), so these labels are firmly anchored in the physical world.  It looks to me like you're trying to assign these names to something else altogether (namely, something which does not correlate with human moral intuitions), and it's not clear to me how this makes sense.

Richard, if morality just meant social norms that help societies prosper, then of course we have little problem understanding how the two could be correlated, and how we could come to know about them.  But if morality means something else, then we face the much harder question of how it is we could know about this something else.

For those impatient to know where Eliezer is going with this series, it looks like he gaves us a sneak preview a little more than a year ago. The answer is morality-as-computation.

Eliezer, hope I didn't upset your plans by giving out the ending too early. When you do get to morality-as-computation, can you please explain what exactly is being computed by morality? You already told us what the outputs look like: "Killing is wrong" and "Flowers are beautiful", but what are the inputs?

EY: "human cognitive psychology has not had time to change evolutionarily over that period"

Under selective pressures, human populations can and have significantly changed in less than two thousand years. Various behavioral traits are highly heritable. Genghis Khan spread his behavioral genotype throughout Asia. (For this discussion this is a nitpick but I dislike seeing false memes spread.)

From my perspective morality is a collection of rules that make cooperative behavior beneficial. There are some rules that should apply to ... (read more)

I don't know how people are capable of discerning moral truths.  I also don't know how people are capable of discerning scientific or mathematical truths.  It seems to me that these are similar capabilities, and the one is no more suprising or unlikely than the other.

Richard, while there are surely many details we would like to understand better, surely we understand the basic outline of how we discern scientific and mathematical truths.  For example, in math we use contradiction to eliminate possible implications of axiom sets, and in science we use empirical results to eliminate possible abstract theories.  We have nothing remotely similar in morals. You never said whether you approved of a similar argument about knowledge of God.

Z. M. Davis writes: ... objective illness is just as problematic as objective morality

I would argue that to answer Robin's challenge is not necessarily to assert that there is such a thing as objective illness.

Accounts have been given of the pressure producing the ability to see beauty (google sexual selection or see e.g. this). This does not require that there is some eternal beauty written in the fabric of the universe - it may be, for example, that each species has evolved its own standard of beauty, and that selection is operating on both sides, i.e., ... (read more)

"what possible pressure could produce an ability to see morality?"

Unlike the other Richard, I don't think we "see" morality with a special "sense", or anything like that. But if we instead understand morality as a rational idealization, building on our perfectly ordinary general capacity for systematizing judgments so as to increase their overall coherence (treating like cases alike, etc.), then there's no great mystery here.

Dynamically Linked writes: But, it seems pretty obvious, at least to me, that game theory, evolutionary psychology, and memetics are not contingent on anything except mathematics and the environment that we happened to evolve in.

According to Tegmark "there is only mathematics; that is all that exists". Suppose he is right. Then moral truths, if there are any, are (along with all other truths) mathematical truths. Unless you presuppose that moral truths cannot be mathematical truths then you have not ruled out moral truths when you say that so-and... (read more)

Discarding false mathematical and scientific conjectures is indeed much easier than discarding false moral conjectures.  However, as Eliezer pointed out in an earlier post, a scientist who can come up with a hypothesis that has a 10% chance of being true has already gone most of the way from ignorance to knowledge.  I would argue that hypothesis generation is a poorly-understood nonrational process in all three cases.  A mathematician who believes he has found truth can undertake the further steps of writing a formal proof and submitting his work to ... (read more)

Constant, if moral truths were mathematical truths, then ethics would be a branch of mathematics. There would be axiomatic formalizations of morality that do not fall apart when we try to explore their logical consequences. There would be mathematicians proving theorems about morality. We don't see any of this.

Isn't it simpler to suppose that morality was a hypothesis people used to explain their moral perceptions (such as "murder seems wrong") before we knew the real explanations, but now we find it hard to give up the word due to a kind of memetic inertia?


Constant, if moral truths were mathematical truths, then ethics would be a branch of mathematics. There would be axiomatic formalizations of morality that do not fall apart when we try to explore their logical consequences. There would be mathematicians proving theorems about morality. We don't see any of this.

If Tegmark is correct, then everything is mathematics. Do you dispute Tegmark's claim that "there is only mathematics; that is all that exists"? Do you think your argument is any good against Tegmark's hypothesis? Will you tell Tegmark, &qu... (read more)

What's so bad about morality being a mere human's construct - in other words, the notion that there is no "stone tablet" of morals? In fact, I think the notion that morality exists objectively, like some looming Platonic figure, raises more questions than would be solved by such a condition.

I think the best way to construct this "morality" is just to say that it's got a quasi-mathematical existence, it's axiomic, and it's all augmented by empirical/logical reasoning.

Why accept it, why be moral? I feel the same way about this question as I do about the question of why somebody who believes "if A, then B," and also believes that A, should also believe that B. 

The question of whether there are any moral givens or not is analagous to the question of whether there are any mathematical givens (which was covered by E.Yudkowsky in an earlier series).  Unfortunately, he doesn't seem to have learned the lesson.

Firstly, in the series on mathematics it was (correctly I think) put forward that even mathematics is not in fact, a priori or axiomatic.  2+2=4 for instance, can be empirically based on the observation that when you have two apples, and you add another two apples, you end up with... (read more)

Geddes, if you can't keep the condescension out of your comments - just present the raw arguments, if you have any - then I'll have to ban you here, too.  Just FYI.  Also, your comments should be shorter.

I think that Subhan and Obert may represent two sides of a false dichotomy, namely the idea that there's either one absolute morality for all minds, or it's all subjective. But a third possibility exists - that of objective morality, where the results depend on the physical nature of the being in question, but not their whims.

@ Ian C. Couldn't Subhan claim that as a restatement of his own position? His notion of wanting clearly encompasses more than mere whims. Perhaps he would say that a certain subset of desires, objectively grounded in the constitution of the mind, count as moral impulses.

Actually, is Subhan meant to be male? Apologies if not.

@Lake - I think Subhan is only about whims. Yes, he sees that values are tied closely to human nature, but only uses that to argue against Obert. What Obert should have pointed out is that he goes from "there is not one true morality" to "there is only preference" without arguing why those are the only two possibilities.

FYI, it's physics that is fundamental.  Math is deeper than our theories of physics - it's deeper than all our theories, because it makes up the languages we use to create and express them - but physics itself is deeper than everything.

I gestured at one possible answer to that question. A situation has a moral dimension if it engages moral emotions - which can presumably be listed.

Still doesn't tell us what 'moral' means.  We've just changed the category we stick that label on.  What defines 'moral emotions'?  Is it an arbitrary grouping, or do we use the label to refer to certain properties that things in that grouping possess?  People seem to use the term in the latter way - so what properties are they?

Basic scientific methodology - you can't study what you can't produce a provisional definition for.  Once you have that, you can learn more about what's defined, but you don't get anywhere without that starting point.

Basic scientific methodology - you can't study what you can't produce a provisional definition for. Once you have that, you can learn more about what's defined, but you don't get anywhere without that starting point.

The first concepts that more less denoted, say, water, may have included things which today we would reject as not water (e.g., possibly clear alcohol), failed to distinguish water from things dissolved in the water, and excluded forms of water (such as steam and ice). The very first definitions of water were probably ostensive definitions (thi... (read more)

Are you willing to have a neverending discussion, with everyone talking past each other, and no working definition for the central concept we're supposed to be examining?

Are you willing to have a neverending discussion, with everyone talking past each other, and no working definition for the central concept we're supposed to be examining?

I'm not in charge of the discussion, so it's not a question of what I'm willing to do. I've told you how to get the starting definition you're looking for. As I said: you can start with an ostensive definition by listing examples of evil acts. Then you can find common elements. For example, it might become apparent, after surveying them, that evil acts have in common that they all have vic... (read more)

If we could agree on some well-defined goal, e.g. maximization of human happiness, we could much more easily theorize on whether a particular case of murder would benefit or harm that goal.

denis bider, I would not be surprised to learn that refraining from murder is a terminal value for Eliezer.  Eliezer's writings imply that he has hundreds of terminal values: he cannot even enumerate them all.

Defn.  "Murder" is killing under particular circumstances, e.g., not by uniformed soldiers during a war, not in self-defense, not by accident.

Great dialog, which I think can be summarized in Nietzsche's aphorism: "Morality is the herd-instinct in the individual."

Actually, I think the dialog could have been a lot shorter if it became clear earlier on that preference (as in morality-as-preference) referred not to individual preference but the "preference of the collective". Which is to say, morality is determined by evolutionary psychology. There are however two assumptions built into the evolutionary psychological explanation of morality which ought to be made explicit.

My comment is not charitable enough towards the CEVists.  I ask the moderator to delete it, I will now submit a replacement.

If we could agree on some well-defined goal, e.g. maximization of human happiness, we could much more easily theorize on whether a particular case of murder would benefit or harm that goal.

denis bider, under the CEV plan for singularity, no human has to give an unambiguous definition or enumeration of his or her terminal values before the launch of the seed of the superintelligence.  Consequently, those who lean toward th... (read more)

There aren't necessarily any common elements, besides utterly trivial ones.  If you look at examples of misspelled words in various languages and examine their individual properties, you won't find what unites them in a category.  You have to understand their relationship to the spelling rules in the various languages - rules which themselves are likely to be incompatible and mutually incoherent - to understand what properties make t... (read more)

Quick comment:  Terren Suydam's version of "evolutionary psychology" is not the academically accepted one.  Conventional academic evolutionary explanations of morality rely on neither group selection nor selection on cultures.

Richard, once we can see how to eliminate math or science views, then it doesn't seem particularly puzzling that people can generate plausible views to consider.  The obvious hypothesis is that they generate many views in their mind, apply crude but effective filters, and then only tell others about the few best ones.  So of course the views they propose will fare far better than average when tested against consistency and data.  

Quick comment: Terren Suydam's version of "evolutionary psychology" is not the academically accepted one. Conventional academic evolutionary explanations of morality rely on neither group selection nor selection on cultures.

Be that as it may, I would have to say that an explanation of morality made strictly in terms of the academically accepted version of evolutionary psychology is not possible. I'm not trying to redefine the term - just saying what else would be necessary to make an explanation of morality on that basis possible. 

There aren't necessarily any common elements, besides utterly trivial ones.

Maybe, maybe not. You won't know without looking. You have to start somewhere.

If you look at examples of misspelled words in various languages and examine their individual properties, you won't find what unites them in a category.

But then, what about correctly spelled words? There will be many observable systematic relationships between those. I happen to think you have the analogy backwards. In the good/evil dichotomy, it is the evil acts, not the not-evil acts, which are narrowly ... (read more)

Terren Suydam: "The first is that one has to adopt the group-selection stance."

In studying evolutionary biology, "group-selection" has a specific meaning, an individual sacrifices its own fitness in order to improve the group fitness. I.e., individual loss for a group gain. E.g., suppose you have a species that consists of many small family groups. Suppose a mutation produces a self-sacrificing individual in one of the groups. His fitness is slightly lower but his family group fitness is higher. His group tend... (read more)

Nobody gets anywhere, most especially in philosophy, without rigorous definitions of the relevant concepts.  You rely on vague, intuitive understandings, and you accomplish nothing.

In studying evolutionary biology, "group-selection" has a specific meaning, an individual sacrifices its own fitness in order to improve the group fitness.

I think it's quite limiting to think strictly in terms of genetics, because there is more than one level of description going on when it comes to selection pressure.

It is interesting to take that step back and view the culture as an individual. The human super-organism (e.g., a tribe, or more generally, a culture) competes with others for resources. It consumes, metabolizes, and excretes, which... (read more)

Terren, I would doubt that changes between cultures are best explained by an evolutionary process--cf. "No Evolutions for Corporations or Nanodevices." There may be a selection effect in that cultures with guns are more likely to persist, but that's different from saying that selection pressures play a really important role in designing the particular features of a culture. So I am given to understand.

There may be a selection effect in that cultures with guns are more likely to persist, but that's different from saying that selection pressures play a really important role in designing the particular features of a culture.

That's what I'm saying - selection pressures are important in determining cultural features, because those features in turn determine a culture's viability. The global-level organization of a culture - including its moral code, political organization, and other important social structures - are key considerations in what makes a culture... (read more)

Terren Suydam: "So genetics is not the whole story, and that's what I mean by group selection."

I use the term "multilevel selection" for what you are describing. I agree it has been important.

E.g., there has been selection between different species. Species with genomes that supported rapid adaptation to changing environments and that supported quick diversification when expanding into new niches spread far and wide. (Beetles have been extremely successful with around 350,000 known species.) Other specie branches died out. The genetic m... (read more)

>Geddes, if you can't keep the condescension out of your comments - just present the raw arguments, if you have any - then I'll have to ban you here, too. Just FYI. Also, your comments should be shorter.

But all I'm asking for is an explanation as to why decision theory works?  Perhaps someone like R.Hanson could explain?

After all, I know (admittedly only in very general terms) what the explanation for thermodynamics is (the underlying explanation is in the concepts of mechanics- energy, force etc.).  Also, I know (in general), why probability theory wor... (read more)

"If morality exists independently of human nature, then isn't it a remarkable coincidence that, say, love is good?"

I'm going to play Devil's Advocate for a moment here. Anyone, please feel free to answer, but do not interpret the below arguments as correlating with my set of beliefs.

"A remarkable coincidence? Of course not! If we're supposing that this 'stone tablet' has some influence on the universe - and if it exists, it must exert influence, otherwise we wouldn't have any evidence wherewith to be arguing over whether or not it exists ... (read more)

« Then you believe in universally compelling arguments processed by a ghost in the machine.  For every possible mind whose utility function assigns terminal value +1, mind design space contains an equal and opposite mind whose utility function assigns terminal value -1.  » 

That's true but that doesn't say anything about the sustainability of that given mind design (the possibility for the mind design to survive, either by having the individual to survive, or to create new individuals with similar mind designs). 

A mind design that would value its own death ... (read more)

It would be a pitiful mind indeed that demanded authoritative answers so strongly, that it would forsake all good things to have some authority beyond itself to follow.

Having an authority to follow might actually be that mind's one good thing. Maybe it really likes having such authority beyond itself.

While humans obviously don't consider that their only good this and there is human variation (I don't think everyone values it, I'm only certain at least a few do), it seems pretty clear to me that one of our good things, as in stuff we find worth bothering... (read more)

It is sometimes argued that happiness is good and suffering is bad. (This is tentatively my own view, but explaining the meaning of "good" and "bad," defending its truth, and expanding the view to account for the additional categories of "right" and "wrong" is beyond the scope of this comment.)

If this is true, then depending on what kind of truth it is, it may also be true in all possible worlds--and a fortiori, on all possible planets in this universe. Furthermore, if it is true on all possible planets that happines... (read more)

If the characters were real people, I'd say here Obert is "right" while having a wrong justification.  Just extrapolate the evolutionary origins of moral intuitions into any society in approximate technological stasis.  "Rightness" is how the evolutionarily stable strategy feels like from the inside, an... (read more)

Obert:  "Why doesn't their society fall apart in an orgy of mutual killing?"

Subhan:  "That doesn't matter for our purposes of theoretical metaethical investigation.  But since you ask, we'll suppose that the Space Cannibals have a strong sense of honor—they won't kill someone they promise not to kill; they have a very strong idea that violating an oath is wrong.  Their society holds together on that basis, and on the basis of vengeance contracts with private assassination companies.  But so far as the actual killing is concerned, t



Where Recursive Justification Hits Bottom

Because I've seen the Sun rise on thousands of previous days.

Ah... but why do I believe the future will be like the past?

Even if I go past the mere surface observation of the Sun rising, to the apparently universal and exceptionless laws of gravitation and nuclear physics, then I am still left with the question:  "Why do I believe this will also be true tomorrow?"

I could appeal to Occam's Razor, the principle of using the simplest theory that fits the facts... but why believe in Occam's Razor?  Because it's been successful on past problems?  But who says that this means Occam's Razor will work tomorrow?

"Science also depends on unjustified assumptions.  Thus science is ultimately based on faith, so don't you criticize me for believing in [silly-belief-#238721]."

It's a most peculiar psychology—this business of "Science is based on faith too, so there!"  Typically this is said by people who claim that faith is a good thing.  Then why do they say "Science is based on faith too!" in that angry-triumphal tone, rather than as a compliment? 

Arguing that you should be immune to criticism is rarely a good sign.

But this doesn't answer the legitimate philosophical dilemma:  If every belief must be justified, and those justifications in turn must be justified, then how is the infinite recursion terminated?

And if you're allowed to end in something assumed-without-justification, then why aren't you allowed to assume anything without justification?

A similar critique is sometimes leveled against Bayesianism—that it requires assuming some prior—by people who apparently think that the problem of induction is a particular problem of Bayesianism, which you can avoid by using classical statistics.  I will speak of this later, perhaps.

But first, let it be clearly admitted that the rules of Bayesian updating, do not of themselves solve the problem of induction.

Suppose you're drawing red and white balls from an urn.  You observe that, of the first 9 balls, 3 are red and 6 are white.  What is the probability that the next ball drawn will be red?

That depends on your prior beliefs about the urn.  If you think the urn-maker generated a uniform random number between 0 and 1, and used that number as the fixed probability of each ball being red, then the answer is 4/11 (by Laplace's Law of Succession).  If you think the urn originally contained 10 red balls and 10 white balls, then the answer is 7/11.

Which goes to say that, with the right prior—or rather the wrong prior—the chance of the Sun rising tomorrow, would seem to go down with each succeeding day... if you were absolutely certain, a priori, that there was a great barrel out there from which, on each day, there was drawn a little slip of paper that determined whether the Sun rose or not; and that the barrel contained only a limited number of slips saying "Yes", and the slips were drawn without replacement.

There are possible minds in mind design space who have anti-Occamian and anti-Laplacian priors; they believe that simpler theories are less likely to be correct, and that the more often something happens, the less likely it is to happen again.

And when you ask these strange beings why they keep using priors that never seem to work in real life... they reply, "Because it's never worked for us before!"

Now, one lesson you might derive from this, is "Don't be born with a stupid prior."  This is an amazingly helpful principle on many real-world problems, but I doubt it will satisfy philosophers.

Here's how I treat this problem myself:  I try to approach questions like "Should I trust my brain?" or "Should I trust Occam's Razor?" as though they were nothing special— or at least, nothing special as deep questions go.

Should I trust Occam's Razor?  Well, how well does (any particular version of) Occam's Razor seem to work in practice?  What kind of probability-theoretic justifications can I find for it?  When I look at the universe, does it seem like the kind of universe in which Occam's Razor would work well?

Should I trust my brain?  Obviously not; it doesn't always work.  But nonetheless, the human brain seems much more powerful than the most sophisticated computer programs I could consider trusting otherwise.  How well does my brain work in practice, on which sorts of problems?

When I examine the causal history of my brain—its origins in natural selection—I find, on the one hand, all sorts of specific reasons for doubt; my brain was optimized to run on the ancestral savanna, not to do math.  But on the other hand, it's also clear why, loosely speaking, it's possible that the brain really could work.  Natural selection would have quickly eliminated brains so completely unsuited to reasoning, so anti-helpful, as anti-Occamian or anti-Laplacian priors.

So what I did in practice, does not amount to declaring a sudden halt to questioning and justification.  I'm not halting the chain of examination at the point that I encounter Occam's Razor, or my brain, or some other unquestionable.  The chain of examination continues—but it continues, unavoidably, using my current brain and my current grasp on reasoning techniques.  What else could I possibly use?

Indeed, no matter what I did with this dilemma, it would be me doing it.  Even if I trusted something else, like some computer program, it would be my own decision to trust it.

The technique of rejecting beliefs that have absolutely no justification, is in general an extremely important one.  I sometimes say that the fundamental question of rationality is "Why do you believe what you believe?"  I don't even want to say something that sounds like it might allow a single exception to the rule that everything needs justification.

Which is, itself, a dangerous sort of motivation; you can't always avoid everything that might be risky, and when someone annoys you by saying something silly, you can't reverse that stupidity to arrive at intelligence.

But I would nonetheless emphasize the difference between saying:

"Here is this assumption I cannot justify, which must be simply taken, and not further examined."

"Here the inquiry continues to examine this assumption, with the full force of my present intelligence—as opposed to the full force of something else, like a random number generator or a magic 8-ball—even though my present intelligence happens to be founded on this assumption."

Still... wouldn't it be nice if we could examine the problem of how much to trust our brains without using our current intelligence?  Wouldn't it be nice if we could examine the problem of how to think, without using our current grasp of rationality?

When you phrase it that way, it starts looking like the answer might be "No".

E. T. Jaynes used to say that you must always use all the information available to you—he was a Bayesian probability theorist, and had to clean up the paradoxes other people generated when they used different information at different points in their calculations.  The principle of "Always put forth your true best effort" has at least as much appeal as "Never do anything that might look circular."  After all, the alternative to putting forth your best effort is presumably doing less than your best.

But still... wouldn't it be nice if there were some way to justify using Occam's Razor, or justify predicting that the future will resemble the past, without assuming that those methods of reasoning which have worked on previous occasions are better than those which have continually failed?

Wouldn't it be nice if there were some chain of justifications that neither ended in an unexaminable assumption, nor was forced to examine itself under its own rules, but, instead, could be explained starting from absolute scratch to an ideal philosophy student of perfect emptiness?

Well, I'd certainly be interested, but I don't expect to see it done any time soon.  I've argued elsewhere in several places against the idea that you can have a perfectly empty ghost-in-the-machine; there is no argument that you can explain to a rock.

Even if someone cracks the First Cause problem and comes up with the actual reason the universe is simple, which does not itself presume a simple universe... then I would still expect that the explanation could only be understood by a mindful listener, and not by, say, a rock.  A listener that didn't start out already implementing modus ponens might be out of luck.

So, at the end of the day, what happens when someone keeps asking me "Why do you believe what you believe?"

At present, I start going around in a loop at the point where I explain, "I predict the future as though it will resemble the past on the simplest and most stable level of organization I can identify, because previously, this rule has usually worked to generate good results; and using the simple assumption of a simple universe, I can see why it generates good results; and I can even see how my brain might have evolved to be able to observe the universe with some degree of accuracy, if my observations are correct."

Actually, I've just licensed reflecting on your mind's degree of trustworthiness, using your current mind as opposed to something else.

Reflection of this sort is, indeed, the reason we reject most circular logic in the first place.  We want to have a coherent causal story about how our mind comes to know something, a story that explains how the process we used to arrive at our beliefs, is itself trustworthy.  This is the essential demand behind the rationalist's fundamental question, "Why do you believe what you believe?"

Now suppose you write on a sheet of paper:  "(1) Everything on this sheet of paper is true, (2) The mass of a helium atom is 20 grams."  If that trick actually worked in real life, you would be able to know the true mass of a helium atom just by believing some circular logic which asserted it.  Which would enable you to arrive at a true map of the universe sitting in your living room with the blinds drawn.  Which would violate the second law of thermodynamics by generating information from nowhere.  Which would not be a plausible story about how your mind could end up believing something true.

Even if you started out believing the sheet of paper, it would not seem that you had any reason for why the paper corresponded to reality.  It would just be a miraculous coincidence that (a) the mass of a helium atom was 20 grams, and (b) the paper happened to say so.

Believing, in general, self-validating statement sets, does not seem like it should work to map external reality—when we reflect on it as a causal story about minds—using, of course, our current minds to do so.

But what about evolving to give more credence to simpler beliefs, and to believe that algorithms which have worked in the past are more likely to work in the future?  Even when we reflect on this as a causal story of the origin of minds, it still seems like this could plausibly work to map reality.

And what about trusting reflective coherence in general?  Wouldn't most possible minds, randomly generated and allowed to settle into a state of reflective coherence, be incorrect?  Ah, but we evolved by natural selection; we were not generated randomly.

If trusting this argument seems worrisome to you, then forget about the problem of philosophical justifications, and ask yourself whether it's really truly true.

Is this the same as the one who says, "I believe that the Bible is the word of God, because the Bible says so"?

Couldn't they argue that their blind faith must also have been placed in them by God, and is therefore trustworthy?

In point of fact, when religious people finally come to reject the Bible, they do not do so by magically jumping to a non-religious state of pure emptiness, and then evaluating their religious beliefs in that non-religious state of mind, and then jumping back to a new state with their religious beliefs removed.

People go from being religious, to being non-religious, because even in a religious state of mind, doubt seeps in.  They notice their prayers (and worse, the prayers of seemingly much worthier people) are not being answered.  They notice that God, who speaks to them in their heart in order to provide seemingly consoling answers about the universe, is not able to tell them the hundredth digit of pi (which would be a lot more reassuring, if God's purpose were reassurance).  They examine the story of God's creation of the world and damnation of unbelievers, and it doesn't seem to make sense even under their own religious premises.

Being religious doesn't make you less than human.  Your brain still has the abilities of a human brain.  The dangerous part is that being religious might stop you from applying those native abilities to your religion—stop you from reflecting fully on yourself.  People don't heal their errors by resetting themselves to an ideal philosopher of pure emptiness and reconsidering all their sensory experiences from scratch.  They heal themselves by becoming more willing to question their current beliefs, using more of the power of their current mind.

This is why it's important to distinguish between reflecting on your mind using your mind (it's not like you can use anything else) and having an unquestionable assumption that you can't reflect on.

"I believe that the Bible is the word of God, because the Bible says so."  Well, if the Bible were an astoundingly reliable source of information about all other matters, if it had not said that grasshoppers had four legs or that the universe was created in six days, but had instead contained the Periodic Table of Elements centuries before chemistry—if the Bible had served us only well and told us only truth—then we might, in fact, be inclined to take seriously the additional statement in the Bible, that the Bible had been generated by God.  We might not trust it entirely, because it could also be aliens or the Dark Lords of the Matrix, but it would at least be worth taking seriously.

Likewise, if everything else that priests had told us, turned out to be true, we might take more seriously their statement that faith had been placed in us by God and was a systematically trustworthy source—especially if people could divine the hundredth digit of pi by faith as well.

So the important part of appreciating the circularity of "I believe that the Bible is the word of God, because the Bible says so," is not so much that you are going to reject the idea of reflecting on your mind using your current mind.  But, rather, that you realize that anything which calls into question the Bible's trustworthiness, also calls into question the Bible's assurance of its trustworthiness.

This applies to rationality too: if the future should cease to resemble the past—even on its lowest and simplest and most stable observed levels of organization—well, mostly, I'd be dead, because my brain's processes require a lawful universe where chemistry goes on working.  But if somehow I survived, then I would have to start questioning the principle that the future should be predicted to be like the past.

But for now... what's the alternative to saying, "I'm going to believe that the future will be like the past on the most stable level of organization I can identify, because that's previously worked better for me than any other algorithm I've tried"?

Is it saying, "I'm going to believe that the future will not be like the past, because that algorithm has always failed before"?

At this point I feel obliged to drag up the point that rationalists are not out to win arguments with ideal philosophers of perfect emptiness; we are simply out to win.  For which purpose we want to get as close to the truth as we can possibly manage.  So at the end of the day, I embrace the principle:  "Question your brain, question your intuitions, question your principles of rationality, using the full current force of your mind, and doing the best you can do at every point."

If one of your current principles does come up wanting—according to your own mind's examination, since you can't step outside yourself—then change it!  And then go back and look at things again, using your new improved principles.

The point is not to be reflectively consistent.  The point is to win.  But if you look at yourself and play to win, you are making yourself more reflectively consistent—that's what it means to "play to win" while "looking at yourself".

Everything, without exception, needs justification.  Sometimes—unavoidably, as far as I can tell—those justifications will go around in reflective loops.  I do think that reflective loops have a meta-character which should enable one to distinguish them, by common sense, from circular logics.  But anyone seriously considering a circular logic in the first place, is probably out to lunch in matters of rationality; and will simply insist that their circular logic is a "reflective loop" even if it consists of a single scrap of paper saying "Trust me".  Well, you can't always optimize your rationality techniques according to the sole consideration of preventing those bent on self-destruction from abusing them.

The important thing is to hold nothing back in your criticisms of how to criticize; nor should you regard the unavoidability of loopy justifications as a warrant of immunity from questioning.

Always apply full force, whether it loops or not—do the best you can possibly do, whether it loops or not—and play, ultimately, to win.

"There are possible minds in mind design space who have anti-Occamian and anti-Laplacian priors; they believe that simpler theories are less likely to be correct, and that the more often something happens, the less likely it is to happen again."

You've been making this point a lot lately.  But I don't see any reason for "mind design space" to have that kind of symmetry.  Why do you believe this?  Could you elaborate on it at some point?

That something is included in "mind design space" does not imply that it actually exists. Think of it instead as everything that we might label "mind" if it did exist.

Hrm... can't one at least go one step down past Occam's razor? ie, doesn't that more or less directly follow from P(A&B)<=P(A)?

"The important thing is to hold nothing back in your criticisms of how to criticize; nor should you regard the unavoidability of loopy justifications as a warrant of immunity from questioning."

This doctrine still leaves me wondering why this meta-level hermeneutic of suspicion should be exempt from its own rule.  Or, if it is somehow not exempt, how is it a superior basis for knowledge as it obfuscates its own suspect status even as it discounts other modes of knowing.  At least the blind faith camp is transparent about its assumptions ("you... (read more)

And if you're allowed to end in something assumed-without-justification, then why aren't you allowed to assume anything without justification?

I address this question in Incremental Doubt. Briefly, the answer is that we use a background of assumptions in order to inspect a foreground belief that is the current focus of our attention. The foreground is justified (if possible) by referring to the background (and doing some experiments, using background tools to design and execute the experiments). There is a risk that incorrect background beliefs will "lock in" an incorrect foreground belief, but this process of "incremental doubt" will make progress if we can chop our beliefs up into relatively independent chunks and continuously expose various beliefs to focused doubt (one (or a few) belief(s) at a time).

This is exactly like biological evolution, which mutates a few genes at a time. There is a risk that genes will get "locked in" to a local optimum, and indeed this happens occasionally, but evolution usually finds a way to get over the hump.

Should I trust Occam's Razor?  Well, how well does (any particular version of) Occam's Razor seem to work in pract... (read more)

I think the degree to which you can know tomorrow will be like today is determined by how well you understand the object in question, not by the number of past times it's been that way.

For example you know your dog will bark and not quack tomorrow to the extent that you understand the workings of his voice box, not necessarily because he has barked the whole time you've known him (though that is evidence also). The more levels down you understand his voice box the surer you can be, because each level down eliminates more possibilities.

"So at the end of the day, I embrace the principle: 'Question your brain, question your intuitions, question your principles of rationality, using the full current force of your mind, and doing the best you can do at every point.'"

. . . to the extent that doing so increases your power, as illustrated by the principle you embrace to a greater extent:

"Everything, without exception, needs justification."

. . . except that toward which justification is aimed: power.

I think the best way to display the sheer mind-boggling absurdity of the "problem of induction" is to consider that we have two laws: the first law is the law science gives us for the evolution of a system and the second law simply states that the first law holds until time t and then "something else" happens. The first law is a product of the scientific method and the second law conforms to our intuition of what could happen. What the problem of induction is actually saying is that imagination trumps science. That's ridiculous. It's ap... (read more)

Hurrah!  Eliezer says that Bayesian reasoning bottoms out in Pan-Critical Rationalism.

I've always said that Epistemology isn't "the Science of Knowledge" as it's often called, instead it's the answer to the problem of "How do you decide what to believe?"  I think the emphasis on process is more useful than your phrasing's focus on justification.

BTW, I don't disagree with your stress on Bayesian reasoning as the process for figuring out what's true in the world.  But Bartley really did ... (read more)

To understand the problem of induction simply think of organism X.  Organism X is snatched from the wild and put in a new environment.  On the first day in the new environment some strange compound is put in a small dish in the corner.  Organism X eats it, simply because organism X is hungry.  The second day, to organism X's surprise, the dish is refilled.  The dish is refilled for the next 100 days.  Organism X's confidence that tomorrow it will be fed is at an all time high by the 102nd day, but the very next day is November 18th.  At the height of organism X's confidence that their single variable model is infallible is the exact moment organism X is slaughtered so that I can have an enjoyable turkey dinner for Thanksgiving.

Please clarify "I do think that reflective loops have a meta-character which should enable one to distinguish them, by common sense, from circular logics."

What physical configuration of the universe would refute this?

How might this organism deduce that it was going to be killed on that day from the data available to it?

"I don't see how such a mind could possibly do anything that we consider mind-like, in practice."

This is a fabulous way of putting it.  "In practice" may even be too strong a caveat.

Cole: symmetry of problem space is implied by "no free lunch". So, an optimizer that works in problem volume X should have a dual pessimizer that works just as well in anti-X.

A good way of putting it, Julian.  Anti-Occamian anti-Laplacian minds perform well in anti-Occamian anti-Laplacian universes!

...though, I'm not really sure what happens when they try to reflect on themselves, or for that matter, how you build a mind out of anti-Occamian materials.  The notion of an anti-regular universe may be consistent to first order, but not to second order.  Is it regularly anti-regular, or anti-regularly anti-regular?

I'd actually like to see one of these supposed anti-Occam or anti-regular priors described in full detail - I'm not sure the concept is coherent.

In fact, an anti-Occam prior is impossible. As I've mentioned before, as long as you're talking about anything that has any remote resemblance to something we might call simplicity, things can decrease in simplicity indefinitely, but there is a limit to increase. In other words, you can only get so simple, but you can always get more complicated. So if you assign a one-to-one correspondence between the natural numbers and potential claims, it follows of necessity that as the natural numbers go to infinity, the complexity of the corresponding claims goes to... (read more)

Eliezer, I want to read more about design spaces.  Is this a common term in computer science?  Do you remember where you picked it up?

It seems to me that playing to win requires an implicit assumption that it is possible to win, and this assumes that there is structure out there, a very weak form of Occam's razor.

Unknown, your argument amounts to this: Assume we have a countable set of hypotheses. Assume we have a complexity measure such that, for any given level of complexity, there are a finite number of hypotheses that are below the given level of complexity. Take any ordering of the set of hypotheses. As we go through the hypotheses according to the ordering, the complexity of the hypotheses must increase. This is true, but not very interesting, and not relevant to Occam's Razor.

In this framework, a natural way to stat... (read more)

I'd actually like to see one of these supposed anti-Occam or anti-regular priors described in full detail - I'm not sure the concept is coherent.

That's easy.  Go to a casino and watch the average moron play roulette using a "strategy".

Also, Russell Kirk is a moron too.  I love how his text is full of nothingness, or, as Eliezer says, "applause lights".  Loved that expression, by the way.

Peter Turney: yes, I define Occam's Razor in such a way that all orderings of the hypotheses are Occamian.

The razor still cuts, because in real life, a person must choose some particular ordering of the hypotheses. And once he has done this, the true hypothesis must fall relatively early in the series, namely after a finite number of other hypotheses, and before an infinite number of other hypotheses. The razor cuts away this infinite number of hypotheses and leaves a finite number.

The razor still cuts, because in real life, a person must choose some particular ordering of the hypotheses.

Unknown, you have removed all meaning from Occam's Razor. The way you define it, it is impossible not to use Occam's Razor. When somebody says to you, "You should use Occam's Razor," you hear them saying "A is A".

An anti-Laplacian prior is defined in the obvious way; if you've observed R red balls and W white balls, assign probability (W + 1) / (R + W + 2) of seeing a red ball on the next round.

An anti-Occamian prior is more difficult, for essentially the reasons Unknown states; but let's not forget that, in real life, Occam priors are technically uncomputable because you can't consider all possible simple computations.  So if you only consider a finite number of possibilities, you can have an improper prior that assigns greater probability to more complex explanations, and then normalize with whatever explanations you're actually considering.

By "full detail" I meant a prior over all possible states, not just over the next observation.  The most disturbing prior I think is one that makes all observations independent of each other.  All other priors allow some predictions of the future from the past - and given any particular prior we naturally find a way to call its favored states "simpler."  I doubt the word "simple" has a meaning pinned down independently of that.

Surely the ultimate grounding for any argument has to be the facts of reality? Every chain of reasoning must end not by looping back on itself but by a hand pointing at something in reality.

A. It should be mentioned that this "Induction Problem"
("Why would things work in the future as in the past, more probably than in some other way")
(or actually the criticism of the Induction Hypothesis)
is due to the Scottish Enlightenment philosopher and liberal David Hume.
http://en.wikipedia.org/wiki/David_Hume#Problem_of_induction

B. Why do our brains trust in Occam's Razor or in induction (that things work in the future as in the past, ...)?
Because the universe behaved that way in the past, so most brains working in another way w... (read more)

Lincoln Cannon:
Aiming for power is just as arbitrary as aiming for having many descendants.
Capability is important, because it's an objective measure.
But power as an abstract? Power for what? Is a millionaire more powerful than a charismatic person? Each can do things the other can not.
There are many capabilities that will help you with lots of goals, but even a super entity is going to have to make trade-offs, and it can't decide to simply go for more power because each possible investment will yield the most power in certain situations (and certain g... (read more)

I was wondering when someone would mention Hume.  Instructive to note Hume's 'solution' to the Problem of Induction: behave as if there were no such problem.  Practically speaking, in actual life, it is impossible to do otherwise.  As relates to this discussion, it seems to foreguess Eliezer's point that there are no 'mysterious' answers to be found.  Everything will be as it was, once we have found what we are looking for.

Hume also recommended billiards, backgammon, and dining with friends.  Sound advice, indeed.

It's clear that there are some questions to which there are (and likely never will be) fully satisfactory answers, and it is also clear that there is nothing to be done about it but to soldier on and do the best you can (see http://www.overcomingbias.com/2007/05/doubting_thomas.html).  However, there really are at least a few things that pretty much have to be assumed without further examination.  I have in mind the basic moral axioms like the principle that the other guy's welfare is something that you should be at all concerned about in the first place.

""If I had not done among them the works which none other man did, they had not had sin: but now have they both seen and hated both me and my Father"

Huh. If you believe that the timespan of this Earth is finite, which you probably should if you are a Christian, then does that mean that, according to that prior, your confidence in the sun rising tomorrow should, in fact, be decreasing with each passing day? o.o And does this mean, that every time the sun rises ought to decrease your confidence in that prior, which should then lend itself less weight in your determination of the sun's likelihood of rising.....

Seems like a convergent series to me, but I'd like to see someone else better-versed in the math than me work it out.

To me this is also greatly linked with the "belief in belief" theme : most people who do claim that Occam's Razor don't hold, who question using rationality on philosophical questions, do use them in daily life. When they see the cat entering a room, here a noise, see a broken glass, they assume it's the cat who broke the glass, not aliens or angels who teleported in the room, broke the glass, and then disappeared. When they feel hungry, they open the fridge, take out some food, and eat it, assuming the food will be in the fridge "like befor... (read more)

But for now... what's the alternative to saying, "I'm going to believe that the future will be like the past on the most stable level of organization I can identify, because that's previously worked better for me than any other algorithm I've tried"?

Is it saying, "I'm going to believe that the future will not be like the past, because that algorithm has always failed before"?

A principle I got from a Stephen Donaldson novel applies to "the future will be like the past". The guy needed to find a bit of sabotage in a computer system. He had no expertise in software - or hardware, for that matter. But he needed to find the problem, or he would be dead. 

The character got the principle he needed from bridge. In bridge, sometimes you're screwed unless your partner has the card you need him to have. So the play is to assume your partner has the card, and play accordingly, because if he doesn't, you're screwed anyway. 

Assume you can win. Assume that everything necessary for you to win is true. If it isn't, you're screwed anyway.

If the future isn't like the past, how am I to know what ideas to rely ... (read more)

Well, if you wanted to actually test Occam's razor in a scientific way, you would have to test it against an alternate hypothesis and see which one gave better predictions, wouldn't you?

"Occam's Razor has no objective truth value; there is no fundamental reason that the truth is more likely to be a simpler explanation.  It only SEEMS like Occam's Razor is true because it is exponentially harder to find a valid explanation in a larger truth-space, so usually when we do manage to find a valid explanation for ... (read more)

When philosopher Susan Haack wrote "Evidence and Inquiry" back in 1995, she really hit the nail on the head on this one.  I'll share an extensive quotation from her, and then I'll make a couple remarks:

The obser­vation that people have many beliefs in which they are not, or not much, justified...hints, though it doesn't say explicitly, that people also have beliefs in which they are justified.  And it is a legitimate question, certainly, what reasons
there are for even this degree of optimism. On this issue, it may be feasible to appeal to evol

You have to choose your fights. and I choose to priorities fights with systems that says, "Distrust me when I'm wrong." That's why I'm a Pastsafarian.

Should you trust a paper that the only thing written on it is "You should thrust everything written on this paper"

It is the same as if the paper had nothing written on it all.

You shouldn't ask if something trust or false you should ask your self how should I change my believes given this new evidence.

If the paper is trustworthy then it's proof it's trustworthy.

But is the Occam's Razor really circular? The hypothesis "there is no pattern" is strictly simpler than "there is this particular pattern", for any value of 'this particular'.. Occam's Razor may expect simplicity in the world, but it is not the simplest strategy itself.  

Edit: I'm talking about the hypothesis itself, as a logic sequence of some kind, not that, which the hypothesis asserts. It asserts maxentropy - the most complex world. 

Elsewhere, @abramdemski said that Eliezer implicitly employs a use/mention distinction in this post, which I found clarifying. 

Basically, Eliezer licenses using induction to justify "induction works" but not "induction works" to justify "induction works", the latter being circular, and the former being reflective. So you could argue "Induction worked in the past, therefore induction will work in the future" or even "induction worked, therefore induction works" (probabilistically), but not "Induction works, therefore induction works".

 Here's Eliezer applying the use/mention distinction explicitly in You Provably Can't Trust Yourself:

You can have a system that trusts the PA framework explicitly,  as well as implicitly: that is PA+1.  But the new framework that PA+1 uses, makes no mention of itself; and the specific proofs that PA+1 demands, make no mention of trusting PA+1, only PA.  You might say that PA implicitly trusts PA, PA+1 explicitly trusts PA, and Self-PA trusts itself.

For everything that you believe, you should always find yourself able to say, "I believe because of [specific argument in framework F]", not "I believe because I believe".



My Kind of Reflection

In "Where Recursive Justification Hits Bottom", I concluded that it's okay to use induction to reason about the probability that induction will work in the future, given that it's worked in the past; or to use Occam's Razor to conclude that the simplest explanation for why Occam's Razor works is that the universe itself is fundamentally simple.

Now I am far from the first person to consider reflective application of reasoning principles.  Chris Hibbert compared my view to Bartley's Pan-Critical Rationalism (I was wondering whether that would happen).  So it seems worthwhile to state what I see as the distinguishing features of my view of reflection, which may or may not happen to be shared by any other philosopher's view of reflection.

• All of my philosophy here actually comes from trying to figure out how to build a self-modifying AI that applies its own reasoning principles to itself in the process of rewriting its own source code.  So whenever I talk about using induction to license induction, I'm really thinking about an inductive AI considering a rewrite of the part of itself that performs induction.  If you wouldn't want the AI to rewrite its source code to not use induction, your philosophy had better not label induction as unjustifiable.

• One of the most powerful general principles I know for AI in general, is that the true Way generally turns out to be naturalistic—which for reflective reasoning, means treating transistors inside the AI, just as if they were transistors found in the environment; not an ad-hoc special case.  This is the real source of my insistence in "Recursive Justification" that questions like "How well does my version of Occam's Razor work?" should be considered just like an ordinary question—or at least an ordinary very deep question.  I strongly suspect that a correctly built AI, in pondering modifications to the part of its source code that implements Occamian reasoning, will not have to do anything special as it ponders—in particular, it shouldn't have to make a special effort to avoid using Occamian reasoning.

• I don't think that "reflective coherence" or "reflective consistency" should be considered as a desideratum in itself.  As I said in the Twelve Virtues and the Simple Truth, if you make five accurate maps of the same city, then the maps will necessarily be consistent with each other; but if you draw one map by fantasy and then make four copies, the five will be consistent but not accurate.  In the same way, no one is deliberately pursuing reflective consistency, and reflective consistency is not a special warrant of trustworthiness; the goal is to win.  But anyone who pursues the goal of winning, using their current notion of winning, and modifying their own source code, will end up reflectively consistent as a side effect—just like someone continually striving to improve their map of the world should find the parts becoming more consistent among themselves, as a side effect.  If you put on your AI goggles, then the AI, rewriting its own source code, is not trying to make itself "reflectively consistent"—it is trying to optimize the expected utility of its source code, and it happens to be doing this using its current mind's anticipation of the consequences.

• One of the ways I license using induction and Occam's Razor to consider "induction" and "Occam's Razor", is by appealing to E. T. Jaynes's principle that we should always use all the information available to us (computing power permitting) in a calculation.  If you think induction works, then you should use it in order to use your maximum power, including when you're thinking about induction.

• In general, I think it's valuable to distinguish a defensive posture where you're imagining how to justify your philosophy to a philosopher that questions you, from an aggressive posture where you're trying to get as close to the truth as possible.  So it's not that being suspicious of Occam's Razor, but using your current mind and intelligence to inspect it, shows that you're being fair and defensible by questioning your foundational beliefs.  Rather, the reason why you would inspect Occam's Razor is to see if you could improve your application of it, or if you're worried it might really be wrong.  I tend to deprecate mere dutiful doubts.

• If you run around inspecting your foundations, I expect you to actually improve them, not just dutifully investigate.  Our brains are built to assess "simplicity" in a certain intuitive way that makes Thor sound simpler than Maxwell's Equations as an explanation for lightning.  But, having gotten a better look at the way the universe really works, we've concluded that differential equations (which few humans master) are actually simpler (in an information-theoretic sense) than heroic mythology (which is how most tribes explain the universe).  This being the case, we've tried to import our notions of Occam's Razor into math as well.

• On the other hand, the improved foundations should still add up to normality; 2 + 2 should still end up equalling 4, not something new and amazing and exciting like "fish".

• I think it's very important to distinguish between the questions "Why does induction work?" and "Does induction work?"  The reason why the universe itself is regular is still a mysterious question unto us, for now.  Strange speculations here may be temporarily needful.  But on the other hand, if you start claiming that the universe isn't actually regular, that the answer to "Does induction work?" is "No!", then you're wandering into 2 + 2 = 3 territory.  You're trying too hard to make your philosophy interesting, instead of correct.  An inductive AI asking what probability assignment to make on the next round is asking "Does induction work?", and this is the question that it may answer by inductive reasoning.  If you ask "Why does induction work?" then answering "Because induction works" is circular logic, and answering "Because I believe induction works" is magical thinking.

• I don't think that going around in a loop of justifications through the meta-level is the same thing as circular logic.  I think the notion of "circular logic" applies within the object level, and is something that is definitely bad and forbidden, on the object level.  Forbidding reflective coherence doesn't sound like a good idea.  But I haven't yet sat down and formalized the exact difference—my reflective theory is something I'm trying to work out, not something I have in hand.

Re. your last remark, wouldn't a distinction between premise-circularity and rule-circularity do the trick?

What do you consider evidence for the positive conclusion of "Does induction work?". I can think of lots of applications of induction, that don't work very well.

Lake, Occam's Razor could be described as a "premise" instead of a "rule", since it can be viewed as a Bayesian prior - so can many kinds of induction.

Will, just as we've refined our understanding of Occam's Razor, we've also refined our understanding of induction.  In particular, we've observed that the fundamental laws appear to be absolutely stable, universal, and precise; and whenever we observe a seeming exception, it turns out that there's a deeper and absolutely universal fundamental rule.  More perfectly stable rules on basic levels of organization, of course, take priority on induction over surface levels of organization.  We now have a justification for why surface induction works imperfectly, in terms of the apparent perfect regularity of the fundamental level.

Perhaps I'm being dim, but a prior is a probability distribution, isn't it? Whereas Occam's Razor and induction aren't: they're rules for how to estimate prior probability. Or have I lost you somewhere?

[SNARK DELETED.  Caledonian, I don't have time to edit your individual comments, keep it up and I'll start deleting them even if they contain meat.  -- EY]

Our 'absolutely universal' laws can be shown to have predictive power over an infinitesimal speck of the cosmos.  Our ability to observe even natural experiments in the rest of the universe is extremely limited.

We've found lots of exceptions to our fundamental laws - but once we did that, we no longer considered them fundamental laws.  Your statement is accurate only in a trivial sense, and that's if we make the extraordinary presumption that our beliefs are actually right.  Experience teaches us that, at any given time, the majority of our beliefs will be wrong, and the only thing that makes even approximate correctness possible is precisely what we cannot apply to the universe as a whole.

Perhaps I'm being dim, but a prior is a probability distribution, isn't it? Whereas Occam's Razor and induction aren't: they're rules for how to estimate prior probability.

But we can think about probability that Occam's razor produces correct answers, this probability is a prior.

Our 'absolutely universal' laws can be shown to have predictive power over an infinitesimal speck of the cosmos. Our ability to observe even natural experiments in the rest of the universe is extremely limited. ... Experience teaches us that, at any given time, the majority of our beliefs will be wrong, and the only thing that makes even approximate correctness possible is precisely what we cannot apply to the universe as a whole.

Our ability to observe natural experiments even on Earth is extremely limited (e.g. we surely haven't seen most of elementary particles that can be produced here on Earth if one had sufficient energy). But what's the problem with that? Experience teaches us that most of our beliefs have limited domain of validity, rather than are wrong. Newtonian physics is not "wrong", it is still predictive and useful, even when we have got now better theories valid in larger set of situations.

Perhaps it's better to reformulate Eliezer's statement about universal laws something like that "all phenomena we encountered could be described by relatively simple set of laws; every newly discovered phenomenon makes the laws more precise, instead of totally dicarding them". I think this is not completely trivial statement, as I can imagine a world where the laws were as complicated as the phenomena themselves, thus a world where nothing was predictable.

Quote: An inductive AI asking what probability assignment to make on the next round is asking "Does induction work?", and this is the question that it may answer by inductive reasoning.  If you ask "Why does induction work?" then answering "Because induction works" is circular logic, and answering "Because I believe induction works" is magical thinking.

My view (IMBW) is that the inductive AI is asking the different question "Is induction a good choice of strategy for this class of problem ?" Your follow-up question is "Why did you choose induction for that class of problem ?" and the answer is "Because induction has proved a good choice of strategy in other, similar classes of problem, or for a significant subset of problems attempted in this class".

Generalising, I suggest that self-optimising systems start on particulars and gradually become more general, rather than starting at generalities.

"if you make five accurate maps of the same city, then the maps will necessarily be consistent with each other; but if you draw one map by fantasy and then make four copies, the five will be consistent but not accurate. "

This reminds me of one of my major points about Aumann Agreement, namely, that in actuality, if two people have been trying for any very substantial amount of time to reach true beliefs they won't just agree after encountering one another and exchanging information, they will in most cases, to a very close approximation, agree BEFORE encountering one another.  When you find someone who disagrees with you this is very strong evidence that either you or that other person or both HAVE NOT BEEN TRYING to reach true beliefs in the relevant domain.  If you have not been trying, why should you start now by changing your belief?  If they have not been trying and you are trying you should NOT change your beliefs in a manner that prevents you from being able to predict disagreement with them.

Example, I not only don't persist in disagreement with people about whether the sun is hot and ice is cold, I don't even enter into disagreements with people about these questions.  When I think that gravity is due to a "force of attraction" and someone else thinks it's due to "curvature of space-time" it turns out, predictably, that upon reflection we agreed to a very close approximation before exchanging information.  When I was in high school and believed that the singularity was centuries away and that I knew that cryonics wouldn't work it turned out, upon reflection, that I had not been trying to reach a realistic model of the future, but rather to reach a model that explained justified the behaviors of the people around me under a model of them as rational agents which I had arrived at by not trying to predict their behavior or statements but rather by trying to justify my beliefs that

a) I should 'respect' the people I encountered unless I observed on an individual level that a person wasn't 'worthy' of 'respect'.
and
b) I should only 'respect' people who I believed to be rational moral agents in something like a Kantian sense.

Those beliefs had been absorbed on the basis of argument from authority in the moral domain, which was accepted because I had been told to be skeptical of factual claims but not of moral claims (though I examined both my model of the world and my model of morality for internal consistency to a fairly high degree).

Thinking about your declaration "If you run around inspecting your foundations, I expect you to actually improve them", I now see that I've been using "PCR" to refer to the reasoning trick that Bartley introduced (use all the tools at your disposal to evaluate your foundational approaches) to make Pan-Critical Rationalism an improvement over Popper's Critical Rationalism.  But, for Bartley, PCR was just a better foundation for the rest of Popper's epistemology, and you would replace that epistemology with something more sophisticated.  For me, the point of emphasizing PCR is that you should want Bartley's trick as the unchangable foundation below everything else.

If an AI is going to inspect its foundations occasionally, and expect to be able to improve on them, you'd better program it to use all the tools at its disposal to evaluate the results before making changes.  This rule seems more fundamental than guidelines on when to apply Occam, induction, or Bayes rule.

If Bartley's trick is the starting point, I don't know whether it would be necessary or useful to make that part of the code immutable.  In terms of software simplicity, not having a core that follows different principals would be an improvement.  But if there's any chance that the AI could back itself into a corner that would lead it to conclude that there were a better rule to decide what tools to rely on, everything might be lost.  Hard-coding Bartley's trick might provide the only platform to stand on that would give the AI a way to rebuild after a catastrophe.

I now understand the reluctance to call the result PCR: it's not the whole edifice that Bartley (& Popper) constructed, you only use the foundation Bartley invented.

@michael vassar:
When you find someone who disagrees with you this is very strong evidence that either you or that other person or both HAVE NOT BEEN TRYING to reach true beliefs in the relevant domain.

How about the case where you have been trying hard but simply went down the wrong way because of undetected reasoning errors?

Roland:  I don't think that this is at all common, at least for highly intelligent people and important practical questions.  Even for a machine as complex as a space shuttle Feynman was able to point out that the Challenger explosion was due to defects in the deliberative process being used, not simply due to honest mistakes.  Deep mistakes, such as the ones that prevented me from really seriously orienting my efforts around transhumanist concerns at the age Eliezer did, are not, in my experience honest mistakes.

I would agree with you if there were no cognitive biases, but alas, there are and I think they are one of the main causes why reasoning errors happen. In fact this is why this blog exists.

When I look at my past such reasoning errors abound and they are the result of a biased human mind. According to your definition I don't think those where "honest" mistakes, at the same time I think it is unfair to label them "dishonest". The biases simply reflect the way human minds work.

I would agree with you if there were no cognitive biases, but alas, there are and I think they are one of the main causes why reasoning errors happen. In fact this is why this blog exists.

When I look at my past such reasoning errors abound and they are the result of a biased human mind. According to your definition I don't think those where "honest" mistakes, at the same time I think it is unfair to label them "dishonest". The biases simply reflect the way human minds work.

But I haven't yet sat down and formalized the exact difference - my reflective theory is something I'm trying to work out, not something I have in hand.

"The principle of induction is true" is a statement that cannot be justified.  "You should use the principle of induction when thinking about the future" can be justified along the lines of Pascal's wager.  Assuming that it works in a universe where it does in fact work, one will make predictions that are more accurate than predictions chosen at random.  Assuming that it works in a universe where it doesn't work, one will not make predictions that are less accurate than predictions chosen at random.  But I don't think you can construct a Pascal-style argument in favor of "you should use induction when thinking about induction."  It would be interesting if you came up with something.

All of my philosophy here actually comes from trying to figure out how to build a self-modifying AI that applies its own reasoning principles to itself in the process of rewriting its own source code.

So it's not that being suspicious of Occam's Razor, but using your current mind and intelligence to inspect it, shows that you're being fair and defensible by questioning your foundational beliefs.

Eliezer, let's step back a moment and look at your approach to AI research. It looks to me like you are trying to first clarify your philosophy, and then you hope that the algorithms will follow from the philosophy. I have a PhD in philosophy and I've been doing AI research for many years. For me, it's a two-way street. My philosophy guides my AI research and my experiments with AI feed back into my philosophy.

I started my AI research with the belief that Occam's Razor is right. In a sense, I still believe it is right. But trying to implement Occam's Razor in code has changed my philosophy. The problem is taking the informal, intuitive, vague, contradictory concept of Occam's Razor that is in my mind and converting it into an algorithm that works in a computer. There are many different formalizations of Occam's Razor, and they don't all agree with each other. I now think that none of them are quite right.

I agree that introspection suggests that we use something like Occam's Razor when we think, and I agree that it is likely that evolution has shaped our minds so that our intuitive concept of Occam's Razor captures something about how the universe is structured. What I doubt is that any of our formalizations of Occam's Razor are correct. This is why I insist that any formalizations of Occam's Razor require experimental validation.

I am not "being suspicious of Occam's Razor" in order to be "fair and defensible by questioning [my] foundational beliefs". I am suspicious of formalizations of Occam's Razor because I doubt that they really capture how our minds work, so I would like to see evidence that these formalizations work. I am suspicious of informal thinking about Occam's Razor, because I have learned that introspection is misleading, and because my informal notion of Occam's Razor becomes fuzzier and fuzzier the longer I stare at it.

With respect to reflective decision theory: a few weeks ago I saw a talk by economist Jason Potts on the "economics of identity". Apparently there is a small literature now - Nobel laureate George Akerlof was mentioned - examining the effects of identity-dependent utility functions, where one's "identity" is something like "one's currently dominant self-concept". Jason described the existing work as static, and said he had a paper coming out which would introduce a dynamic account - I got the impression of something like Tom McCabe's self-referential agent.

michael vassar,
I don't think "dishonest" is such a great choice to describe indoctrinated behavior.

Michael Vassar: instead of arguing about the meaning of "honest" or "dishonest", do you think it is possible for a person to know by introspection whether or not he has "really been trying" to get at the truth about something or not?

If it is, then people still shouldn't disagree: the one who knows that he hasn't been trying to get at the truth should just admit it, and accept the position of the other guy as more reasonable.

If it isn't, then your account does not supply an argument against Robin Hanson (which I take it you thought that it does.)

« I don't think that "reflective coherence" or "reflective consistency" should be considered as a desideratum in itself.  » It is not a terminal value, but I do consider it to be still a very useful "intermediate value". The reason is that interacting with reality is often costly (in term of time, resources, energy, risks, ...) so doing an internal-check of consistency before going to experiment is a very useful heuristic. If your hypothesis/theory is not coherent or consistent with itself, it's very likely to not be true. If it's coherent, then it may be true or not, and you've to check with reality. 

If a map of a city includes Escher-like always ascending staircase, I don't even need to go to the place to say "hey, there is a problem". If a designer claims to make a perpetual motion machine, I don't even need to build it to say "it won't work". So it would appear a good thing to add an initial AI, that it won't perform costly/dangerous checks of an hypothesis that just doesn't have reflective coherence.

I think Korzynski's concept of Order of Abstraction would be helpful here. Any evaluation occurs at some level of abstraction. An evaluation of the evaluation is a higher order abstraction. Believing that your abstraction applies to itself is just a confusion.  Abstracting on an abstraction always creates a higher order abstraction.

But the question "Can I prove that induction/Occam's Razor works?" is different from both "Does it work?" and "Why does it work?", and we can easily find ourselves in the world where the first question ends up with an irreducible NO and the second one ends up with YES (as you said yourself, |- P and |- []P are different).

I'm trying to find the article in which Eliezer explains the last paragraph (strange loops through the meta level), i remember reading it, but now i can't find it. does anyone remember which one it is?

https://www.lesswrong.com/s/9bvAELWc8y2gYjRav/p/C8nEXTcjZb9oauTCW

All of my philosophy here actually comes from trying to figure out how to build a self-modifying AI that applies its own reasoning principles to itself in the process of rewriting its own source code.  So whenever I talk about using induction to license induction, I'm really thinking about an inductive AI considering a rewrite of the part of itself that performs induction.  If you wouldn't want the AI to rewrite its source code to not use induction, your philosophy had better not label induction as unjustifiable.

This changes the way I see Rationality A-Z, no longer thinking it simply you communicating your philosophy when you made these posts, but actually using it in order to make something even greater than a post could ever be.



The Genetic Fallacy

In lists of logical fallacies, you will find included “the genetic fallacy”—the fallacy of attacking a belief based on someone’s causes for believing it.

This is, at first sight, a very strange idea—if the causes of a belief do not determine its systematic reliability, what does? If Deep Blue advises us of a chess move, we trust it based on our understanding of the code that searches the game tree, being unable to evaluate the actual game tree ourselves. What could license any probability assignment as “rational,” except that it was produced by some systematically reliable process?

Articles on the genetic fallacy will tell you that genetic reasoning is not always a fallacy—that the origin of evidence can be relevant to its evaluation, as in the case of a trusted expert. But other times, say the articles, it is a fallacy; the chemist Kekulé first saw the ring structure of benzene in a dream, but this doesn’t mean we can never trust this belief.

So sometimes the genetic fallacy is a fallacy, and sometimes it’s not?

The genetic fallacy is formally a fallacy, because the original cause of a belief is not the same as its current justificational status, the sum of all the support and antisupport currently known.

Yet we change our minds less often than we think. Genetic accusations have a force among humans that they would not have among ideal Bayesians.

Clearing your mind is a powerful heuristic when you’re faced with new suspicion that many of your ideas may have come from a flawed source.

Once an idea gets into our heads, it’s not always easy for evidence to root it out. Consider all the people out there who grew up believing in the Bible; later came to reject (on a deliberate level) the idea that the Bible was written by the hand of God; and who nonetheless think that the Bible is full of indispensable ethical wisdom. They have failed to clear their minds; they could do significantly better by doubting anything the Bible said because the Bible said it.

At the same time, they would have to bear firmly in mind the principle that reversed stupidity is not intelligence; the goal is to genuinely shake your mind loose and do independent thinking, not to negate the Bible and let that be your algorithm.

Once an idea gets into your head, you tend to find support for it everywhere you look—and so when the original source is suddenly cast into suspicion, you would be very wise indeed to suspect all the leaves that originally grew on that branch . . .

If you can! It’s not easy to clear your mind. It takes a convulsive effort to actually reconsider, instead of letting your mind fall into the pattern of rehearsing cached arguments. “It ain’t a true crisis of faith unless things could just as easily go either way,” said Thor Shenkel.

You should be extremely suspicious if you have many ideas suggested by a source that you now know to be untrustworthy, but by golly, it seems that all the ideas still ended up being right—the Bible being the obvious archetypal example.

On the other hand . . . there’s such a thing as sufficiently clear-cut evidence, that it no longer significantly matters where the idea originally came from. Accumulating that kind of clear-cut evidence is what Science is all about. It doesn’t matter any more that Kekulé first saw the ring structure of benzene in a dream—it wouldn’t matter if we’d found the hypothesis to test by generating random computer images, or from a spiritualist revealed as a fraud, or even from the Bible. The ring structure of benzene is pinned down by enough experimental evidence to make the source of the suggestion irrelevant.

In the absence of such clear-cut evidence, then you do need to pay attention to the original sources of ideas—to give experts more credence than layfolk, if their field has earned respect—to suspect ideas you originally got from suspicious sources—to distrust those whose motives are untrustworthy, if they cannot present arguments independent of their own authority.

The genetic fallacy is a fallacy when there exist justifications beyond the genetic fact asserted, but the genetic accusation is presented as if it settled the issue. Hal Finney suggests that we call correctly appealing to a claim’s origins “the genetic heuristic.”1

1Source: http://lesswrong.com/lw/s3/the_genetic_fallacy/lls.

"later came to reject (on a deliberate level) the idea that the Bible was not written by the hand of God

In a practical sense, the genetic fallacy isn't necessarily a fallacy for two reasons, as far as I can discern. First, because there are too many things to know, it's impossible to verify everything to the extent that experts in the field have. I couldn't tell you how scientists know benzene has a ring structure, much less replicate the experiment for myself. I could, but I both find there are more interesting things to learn, and that, knowing something about the scientific method and how scientists are certain about it, I'm comfortable making an appeal to authority and a genetic argument (not from its original source, but the origin of the belief of the countless chemists who do know the structure of benzene).

The other is that belief does have to be explained. The fact that millions of people, and some very intelligent ones, believe that the Bible is the word of God is not trivial. In fact, it cries out for explanation, and being in the minority, you have to consider that maybe you're the one who's wrong. Of course, if you consider that humans are extremely biased animals, and that religion touches on quite a few of them, then this appeal to majority doesn't sound very compelling at all--but that's once you have an explanation for it. Without it, I might always suspect that I'm the crank who thinks he's disproved General Relativity.

Ideally, neither of these lines of thought would be necessary, but in practice, the causes of belief are quite relevant.

One thing to be aware of when considering logical fallacies is that there are two ways in which people consider something to be a fallacy. On the strict account, it is a form of argumentation that doesn't rule out all cases in which the conclusion is false. Appeals to authority and considerations of the history of a claim are obviously fallacious in this sense. The loose account is a form of argumentation that is deeply flawed. It is in this sense that appeal to authority and considerations of the history of a claim may not be fallacious, for they sometimes give us some useful reasons to believe or disbelieve in the claim. Certain considerations don't give deductive (logical) validity, but do give Bayesian support.

Confusing - now the central question of rationality is no longer "why do you believe what you believe?"

Eliezer, I think the point you've made here generalizes to several things in the standard fallacy lists, usually which take the form:

X Fallacy: Believing Y because of Z, when Z doesn't ABSOLUTELY GUARANTEE Y.

...even though, it turns out, Z should raise the probability you assign to Y.

Appeal to authority: An expert in the field believing something within that field doesn't guarantee its truth, but is strong evidence.

Argument from ignorance: The fact that you haven't heard of any good arguments for X, doesn't mean X is necessary false, but if most of humanity has conducted a motivated search for it and come up lacking, and you've checked all such justifications, that's strong evidence against X.

I generally agree here, but I think it gives too little benefit to genetic reasoning.

For example, I sometimes listen to Neal Bortz when driving, due to the channel already being set when I started the car.  One day he suddenly started going on and on about drilling for oil off the coast and in Alaska.  This was at the exact time the Mcain campaign and Republicans in general started a coordinated effort to push this issue, probably to play election politics with oil prices.

Anyway, Bortz has lots of reasonable arguments to support his claim that we should be drilling, and there is a pretty strong case to be made for it in general, and he doesn't use underhanded arguments about oil prices, and he admits it will be 10 years before the oil starts to flow -- in other words, he is not deceptive.  However, he does not give any fair analysis of the arguments against drilling (probably due to not fully understanding them).

What I'm saying is that, if your goal is to set some rules of thumb to help you best find the truth despite mental biases, you should discount any argument that seems to come from some sort of sales pitch, even if it is well documented and researched, with supporting evidence.  The rule is not easy to state succinctly, but it is basically: "You have to heavily discount any argument made by a group who will make money if they can successfully persuade people."  Notice that the rule makes no mention of the quality of the evidence!  That is because no evidence can be trusted if the source is biased, even if that source has no dishonest intentions.

Hypothetical example: A scientist working for Pharma is testing the safety of a potential drug.  The thing most likely to derail the drug is side effect X.  The scientist and Pharma work very diligently and prove that side effect X is not associated with this drug.  However, because the research was oriented at proving the drug safe, vs determining it's safety, almost all the brain-hours went toward thinking about things like "how do you control this experiment to ensure that such and such is controlled for" and not thinking about other safety issues.  Perhaps the pills then cause some unforeseen side effect, while not causing any that were considered at issue.

In that example, everyone acted honestly, but the research cannot be accepted with as much weight as independent testing, because there is unavoidable bias.

I'm very strict about this. I only accept claims that come out of science. I have a narrow definition of science based on lineage: you have to be able to trace it back to settled physics. Physics, chemistry, biochemistry, biology, molecular biology, neural biology, etc, all have strict lines of descent. Much of theoretical psychology, on the other hand (to give an example), does not; it's ab initio theorizing. Anything that is not science (so narrowly defined) I take to be noise. Systematic and flagrant abuse of the "genetic fallacy" is probably the quickest way to truth.

I have to largely agree with Poke here, although I'd be broader in my acceptance of what constitutes science. Too many times have I found ideas to be false which were rejected by mainstream science, but which seemed plausible and for which I was exposed to forceful advocacy (for example, that AIDS is not caused by the HIV virus). This makes me tend to doubt any and all ideas which come from a spirit of skepticism towards mainstream science. A more current example would be global warming skepticism, in all its many variants.

Instead of calling it the "genetic fallacy", maybe we should re-christen it the "genetic heuristic".

poke,
what do you think of IQ? isn't that ab initio theorizing, with poor foundations? That's certainly a reason to doubt that IQ is well-understood, eg, that a single g factor is so important, but are you saying that you reject the validity of predictions based on IQ? If I correctly understand your definition of science, it radically diverges from most people's usage which would include IQ.

Douglas Knight,
I'm not sure what predictions you're referring to. Statistical methods have a good pedigree. I take a correlation to be a correlation and try not to overinterpret it.

"This makes me tend to doubt any and all ideas which come from a spirit of skepticism towards mainstream science. A more current example would be global warming skepticism, in all its many variants."

Also, if you do happen to arrive at the right answer using a suspect methodology, it might be a good idea to inspect this methodology, since it's likely doing something correctly.

It is for this reason that Robert Aumann, super-smart as he is, should be entirely ignored when he opines about the Palestinian-Israeli conflict.

http://www.overcomingbias.com/2007/07/theyre-telling-.html

I actually had a long-time close friend who turned out to be something of a compulsive liar.

These days I place almost zero weight on him having stated anything as fact... But a strange thing happened: Some of these things entered my head as cached thoughts and I didn't remember their source at all - just that they were "true". This has managed to cause me some embarrassment in the past.

These days I often take care to mention what my source is for claims I make, so it's no longer a problem... But the general principle remains that most people don't always know where their "knowledge" came from.

It's like in programming, objects pointing to different versions of the same parent object—because our subconscious software cloned the parent object and not referred to a single copy of it. And now we have some unreviewed code and "belief leaks" (by the analogy with memory leaks).



Fundamental Doubts

Followup to:  The Genetic Fallacy, Where Recursive Justification Hits Bottom

Yesterday I said that—because humans are not perfect Bayesians—the genetic fallacy is not entirely a fallacy; when new suspicion is cast on one of your fundamental sources, you really should doubt all the branches and leaves of that root, even if they seem to have accumulated new evidence in the meanwhile.

This is one of the most difficult techniques of rationality (on which I will separately post, one of these days).  Descartes, setting out to "doubt, insofar as possible, all things", ended up trying to prove the existence of God—which, if he wasn't a secret atheist trying to avoid getting burned at the stake, is pretty pathetic.  It is hard to doubt an idea to which we are deeply attached; our mind naturally reaches for cached thoughts and rehearsed arguments.

But today's post concerns a different kind of difficulty—the case where the doubt is so deep, of a source so fundamental, that you can't make a true fresh beginning.

Case in point:  Remember when, in the The Matrix, Morpheus told Neo that the machines were harvesting the body heat of humans for energy, and liquefying the dead to feed to babies?  I suppose you thought something like, "Hey!  That violates the second law of thermodynamics."

Well, it does violate the second law of thermodynamics.  But if the Matrix's makers had cared about the flaw once it was pointed out to them, they could have fixed the plot hole in any of the sequels, in fifteen seconds, this easily:

Neo:  "Doesn't harvesting human body heat for energy, violate the laws of thermodynamics?"

Morpheus:  "Where'd you learn about thermodynamics, Neo?"

Now, mind you, I am not saying that this excuses the original mistake in the script.  When my mind generated this excuse, it came clearly labeled with that warning sign of which I have spoken, "Tada!  Your mind can generate an excuse for anything!"  You do not need to tell me that my plot-hole-patch is a nitwit idea, I am well aware of that...

...but, in point of fact, if you woke up out of a virtual reality pod one day, you would have to suspect all the physics you knew.  Even if you looked down and saw that you had hands, you couldn't rely on there being blood and bone inside them.  Even if you looked up and saw stars, you couldn't rely on their being trillions of miles away.  And even if you found yourself thinking, you couldn't rely on your head containing a brain.

You could still try to doubt, even so.  You could do your best to unwind your thoughts past every lesson in school, every science paper read, every sensory experience, every math proof whose seeming approval by other mathematicians might have been choreographed to conceal a subtle flaw...

But suppose you discovered that you were a computer program and that the Dark Lords of the Matrix were actively tampering with your thoughts.

Well... in that scenario, you're pretty much screwed, I'd have to say.

Descartes vastly underestimated the powers of an infinitely powerful deceiving demon when he supposed he could trust "I think therefore I am."  Maybe that's just what they want you to think.  Maybe they just inserted that conclusion into your mind with a memory of it seeming to have an irrefutable chain of logical support, along with some peer pressure to label it "unquestionable" just like all your friends.

(Personally, I don't trust "I think therefore I am" even in real life, since it contains a term "am" whose meaning I find confusing, and I've learned to spread my confidence intervals very widely in the presence of basic confusion.  As for absolute certainty, don't be silly.)

Every memory of justification could be faked.  Every feeling of support could be artificially induced.  Modus ponens could be a lie.  Your concept of "rational justification"—not just your specific concept, but your notion that any such thing exists at all—could have been manufactured to mislead you.  Your trust in Reason itself could have been inculcated to throw you off the trail.

So you might as well not think about the possibility that you're a brain with choreographed thoughts, because there's nothing you can do about it...

Unless, of course, that's what they want you to think.

Past a certain level of doubt, it's not possible to start over fresh.  There's nothing you can unassume to find some firm rock on which to stand.  You cannot unwind yourself into a perfectly empty and perfectly reliable ghost in the machine.

This level of meta-suspicion should be a rare occasion.  For example, suspecting that all academic science is an organized conspiracy, should not run into anything like these meta-difficulties.  Certainly, someone does not get to plead that unwinding past the Bible is impossible because it is too foundational; atheists walk the Earth without falling into comas.  Remember, when Descartes tried to outwit an infinitely powerful deceiving demon, he first tried to make himself absolutely certain of a highly confusing statement, and then proved the existence of God.  Consider that a caution about what you try to claim is "too basic for a fresh beginning".  And even basic things can still be doubted, it is only that we use our untrustworthy brains to doubt them.

Or consider the case of our existence as evolved brains.  Natural selection isn't trustworthy, and we have specific reason to suspect it.  We know that evolution is stupid.  We know many specific ways in which our human brains fail, taken beyond the savanna.  But you can't clear your mind of evolutionary influences and start over.  It would be like deciding that you don't trust neurons, so you're going to clear your mind of brains.

And evolution certainly gets a chance to influence every single thought that runs through your mind!  It is the very reason why you exist as a thinker, rather than a lump of carbon—and that doesn't mean evolution summoned a ghost-in-the-machine into you; it designed the ghost.  If you learn culture, it is because you were built to learn culture.

But in fact, we don't run into unmanageable meta-trouble in trying to come up with specific patches for specific known evolved biases.  And evolution is stupid, so even though it has set up self-deceptive circuits in us, these circuits are not infinitely difficult to comprehend and outwit.

Or so it seems!  But it really does seem that way, on reflection.

There is no button you can press to rewind past your noisy brain, and become a perfectly reliable ghost of perfect emptiness.  That's not just because your brain is you.  It's also because you can't unassume things like modus ponens or belief updating.  You can unassume them as explicit premises for deliberate reasoning—a hunter-gatherer has no explicit concept of modus ponens—but you can't delete the actual dynamics (and all their products!)

So, in the end, I think we must allow the use of brains to think about thinking; and the use of evolved brains to think about evolution; and the use of inductive brains to think about induction; and the use of brains with an Occam prior to think about whether the universe appears to be simple; for these things we really cannot unwind entirely, even when we have reason to distrust them.  Strange loops through the meta level, I think, are not the same as circular logic.

"""(Personally, I don't trust "I think therefore I am" even in real life, since it contains a term "am" whose meaning I find confusing, and I've learned to spread my confidence intervals very widely in the presence of basic confusion.  As for absolute certainty, don't be silly.)"""

I'm just wondering, what do you think of the Ultimate Ensemble? If I'm not mistaken (I only read the Wikipedia article), it applies to existence your rule that if there's no difference, there should be no distinction.

Harvesting human body heat for energy might be stupid and inefficient way to use stored food - but I don't think it would violate the second law of thermodynamics.  Maybe you are thinking that the flesh of the dead was the only source of food?  That would indeed be even more silly - but the movie doesn't make that claim.

No matter how badly you're being tricked, there still must be something there to be tricked. So Cogito Ergo Sum applies without any need for further logical justification than the fact that you thought of it (whether naturally or induced by the deceiving demon, and regardless of the validity any further reasoning or justification) in the first place.

A more generalized idea might be "something exists".

I think Descartes was right. Even if this is the Matrix and everything is fake, even your thought processes, then it is all still something and not nothing. By nothing I mean a dimensionless point. So at the very least you are something. "I think therefore I am."

Interesting post. I agree with the other commenters that "I think therefore I am more than zero information" is on a different (more doubt-resistant) level than other doubtable concepts.

My version is "there is experience, therefore something is", but some year after I also understood that there is no reason even to trust that logic, no matter how bullet-proof it sounds...

A hard question for me is still, what is the functional role and underlying mechanism of qualia in the timeless mathematical structure of the multiverse. And what is the minimal structure required for qualia. And I mean qualia in the direct phenomenal sense, not defined as anything epiphenomenal. I am perfectly aware of and a great fan of the Anti-Zomibe principle. Still this basic question just does not disolve for me.

I always saw I think therefore I am as a definition of to be. What it basically says is that "Thought exists" and that when you are referring to yourself, ultimately, you are referring to these thoughts that you are certain exist. When you say "I walk", you mean "those thoughts of which I am certain perceive, through senses, that they are attached to a body that is walking".

It also means that those thoughts of which you are not certain, such as "we must allow the use of brains to think about thinking" are not part of you; they are a separate object. You are the presence of this thought, not its result.

Robin there's no logic to trust. Even though we might use the phrase "therefore," in reality we are not performing a process of reason, but just changing our perspective on a fact. Looking at the same data askance. That's my way of thinking about it anyway.

"I think therefore I am"... So there is a little billiard ball in some model which is me, and it has a relatively stable existence in time. Can't you imagine a world in which these concepts simply make no sense? (If you couldn't, just look around, QM, GR...)

for these things we really cannot unwind entirely, even when we have reason to distrust them.

I've had similar thoughts when reading Hofstadter etc. However, are you saying that strange loops and inductive reasoning are inherent properties of 'thinking minds,' or just of human minds? Is it, by definition, impossible to put to gether an AI that could step back and consider questions like 'why does the universe appear to be simple' without make prior assumptions?

Latanius: Descartes doesn't say anything about what the 'I' is. Perhaps you would understand it better if the formula was "Something exists"? I really don't see how that can be objected to, except on grounds of vacuousness/triviality/tautologicality.

(Which ironically enough, is a reasonable translation of one of Parmenides's chief claims, that "It is.")

Brandt: "what is the functional role and underlying mechanism of qualia in the timeless mathematical structure of the multiverse."

Doesn't this question imply that you believe qualia has a purpose?  Isn't this a bit mystic?  We know evolutions are stupid and goal-less...

" And what is the minimal structure required for qualia."
Isn't this unknowable, given that the only way to really determine 'qualia' proper is to experience it?  Read anti-zombie posts.  Do you think an insect has qualia? What about a paramecium?  It's a pretty intellige... (read more)

Very Bad Sign #243:  Many people all agree that a statement is definitely true but they can't agree on why and/or what the statement means.

Eliezer:  I think that the folk here do agree on why "cogito" is true and on what the statement means, though of course, almost all meanings gloss over some confusion.  I agree with elementary school students about what 2+2=4 means and why it is true even if I can ground it in number theory and they can't.

Laura:  Evolutions are stupid and goal-less and produce structures with functional roles.  No conflict with Brandt there.  OTOH, evolution produces facts about the world, not facts about the features of structures in the space of physically poss... (read more)

Tim Tyler, the thermodynamically problematic part of the Matrix is the fact that humans had induced something like nuclear winter to deny the machines the energy of the sun. Morpheus states that the machines then used humans as a source of energy. Humans get their energy from food: no sun implies no food implies no humans.

Much like above posters, I can't see how you could dispute "Something thinks therefore something is". Since the "I" is not specified in the original text (but it's nearing 10 years that I read a translation of it so take this with a grain of salt) I would say the substitution makes sense. At the very least, it is the meaning that everyone I ever discussed with was using. (I believe the "I" was merely a self referential concept, maybe like "this" in some OOP languages refers to the specific instance of the object in q... (read more)

"Very Bad Sign #243: Many people all agree that a statement is definitely true but they can't agree on why and/or what the statement means."

Do you mean very bad for the person rejecting the statement? Such a consensus would seem to suggest that there are many reasons for affirming its truth, and many different ways it can be interpreted which are still true.

And evolution certainly gets a chance to influence every single thought that runs through your mind!

works (if it does). Just because evolution created minds in the first place does not necessarily imply it has retained influence over everything that happens in them. For example, if a person builds a house that doesn't necessarily give him influence over the termites in the walls.

I had thought of that particular plot hole solution. In fact, however, most violations of thermodynamics and other physical laws seem to occur within the Matrix, not outside. That is, the rules of the Matrix do not add up to normality.

There actually is a cover in the movie, though: the human energy source is "combined with a source of fusion". This is, as one review stated, like elaborately explaining how a 747 is powered by rubber-bands and then mentioning that this is combined with four jet engines.

You can blame focus groups for that particular blunder in The Matrix movie. The original script had the machines using human brains as computing nodes, but the focus groups consisted of people too stupid to understand what they were talking about.

One theory (The Matrix spawned a lot of philosophy talk, and even books) was that, unbeknownst to the machines themselves, they couldn't simply kill off the humans - for ethical reasons. I mean, there are obviously more efficient ways to generate energy, but the robots couldn't kill off their creators - so they came up with this elaborate scheme of harvesting energy from their bodies, and never thinking much about how they were actually losing energy in the process.

Would the humans would have "scorched the sky" if they had believed it would harm them more than the machines?  Presumably they had food stockpiles - or some other means of surviving.

Anyway, this is a story told by Morpheus in the movie.  We can only speculate about what actually happened.  There is no need to hypothesize violations of the laws of thermodynamics.

I don't buy this sort of skepticism at all. Yes, we can imagine that the external world in an illusion, but the basic flaw is (like so much in philosophy) privileging our ability to imagine something over science. Whether we can be deceived in this way is an empirical matter. Yes, you can say "everything you learned about empirical science is part of the illusion," but all you've done is taken your ability to imagine an outcome and privileged that above scientific experiment. Science always trumps imagination. It is therefore, I think, impossible... (read more)

Poke, if anyone could give credence to the idea that "science is just another religion", it would be you.

I -- err -- what? What actually happened is that the Wachowski brothers made a movie. No humans were enslaved in the making of this film.

"Strange loops through the meta level, I think, are not the same as circular logic."

This is bullshit.  Go read PI by Wittgenstein, or On Certainty, then rewrite it all and say you're sorry.

Hmm.  These doubts might seem sophomoric to us, since the "idiot god" of evolution couldn't conspire against our reasoning with the thoroughness of the Dark Lords of the Matrix.  But it makes sense to consider these questions in the course of programming an AI, who will have cause to wonder whether its creators might have intentionally circumscribed its reasoning faculties...

Also, the problem with "cogito, ergo sum" is that it tempts us to posit a self distinct from the act of thinking, thus an immaterial soul, when the best interpretat... (read more)

I've always taken cogito as "Here are some thoughts bouncing about.  They must be causally related to some set of existent phenomena." which I think is pretty safe.

Useful claims have an obvious, specific meanings and can potentially be shown to be wrong easily.  Nonsense can often be seen for nonsense, but meaninglessness is harder to spot.

Searched "On Certainty" for references to the word "probability".  Found one hit, a reference to law courts.

"Poke, if anyone could give credence to the idea that "science is just another religion", it would be you."

Unknown and Hopefully Anonymous,
If basing your beliefs on established science and systematically rejecting every incompatible methodology is "religion" then stick a ridiculous hat on my head and call me the Pope of Reality.

In general I think it is safe to say that OB and its readers do not consider themselves philosophers and are not conversant with those systems of thought. It's helpful at this point to recall Deleuze's critique of philosophy here at OB, its repressive role in the history of thought.

OB in the main seem to consider themselves scientists, but altho I agree you are quite correct here to namecheck Wittgenstein, they do not overall view the world as he did - split coarsely between the analysis of language & concepts and the discovery of fact, or b... (read more)

I think it's cleaner to build the foundation around the basic laws of physics. You don't need the laws of reasoning in the description of physics, they define the way reality flows. Leaving the margin for doubt on the laws themselves, all the higher-level things like minds and principles of reasoning within the current framework can be built on top of that, like special kind of physical structures with a certain kind of dynamics. I think about the goal-driven intelligence (optimization process) as an attractor in the dynamics of reality, which drives it to... (read more)

Some problems which precede the questions you are asking about qualia:
1) What is qualia?  Give your definition.
2) By what means do you recognize that something has qualia?  This doesn't need to be a fool-proof algorithm, but at least a practical approximation for determining if, say, a cat or other creature similar to ourselves has qualia.  If we can't say whether or not a fellow mammal has qualia, then how are we supposed to begin to deal with alien minds?

"I think it's cleaner to build the foundation around the basic laws of physics." I think it's more honest to build the foundation on the observer, over the course of their life arc, encountering different experiences.

Does such an entity exist. . . .? Vlad's point seems less problematic. Philosophically.

A more general argument than 2LT against humans as fuel goes something like, "it's a priori unlikely regardless of physics that the best way to generate power also happens to involve creating structures so complicated as conscious minds".

Doug S: Cite?  I'd love to believe that.  It would also explain how humans can subvert the matrix, if they are themselves running the simulation.

Eliezer: Any universe with a reasonable notion of energy and probability will have statistical mechanics.  In a sense it is far deeper than most of the physics that gets studied.  The fact that gas expands when you heat it is due to the form of the density of states.  The fact that you can get heat engines, and that they have a maximum efficiency of T_2 - T_1 / T_2 is stronger than that.

Steven, actually you recover the argument a bit with that tactic. Perhaps in a Kasporovian irony, the machines were harnessing the "deep creativity" (part of a Kahneman system 1 intelligence?) of a massive parallel network of human brains to maximize their fuel efficiency and new fuel location innovations. If machines do become more powerful than us before they become as creative as us a Matrix type situation becomes somewhat more plausible. Thanks for inadvertantly making the Matrix a tiny bit more plausible to me, and thus more enjoyable.

Aaron, statistical mechanics also depend on particle physics being time-reversible, meaning that two different microstates at time t will never evolve to the same microstate at time t+1. If this assumption is violated then entropy can decrease over time.

Is there some reason why time-reversibility has to be true?

If we can imagine a universe where entropy can be made to decrease, then living beings in it will certainly evolve to take advantage of this. Why shouldn't it be the case that human beings are especially good at this, and that is what they are being used for by the machines?

HA:  If machines do become more powerful than us before they become as creative as us

Unlikely.  Where does humanity's power come from, after all?

Eliezer, it wasn't a serious post. My serious view is that we're probably all going to die, but the question is whether any of us can beat information theoretic death and buy that long odds lottery ticket for reanimation by more technologically advanced unknown parties. I sure hope I can.

The problem with taking physics as fundamental and working up from there is that it forces us to make a lot of assumptions about the nature of the hardware that underlies reality, which are not supported by observation.

I say this because in order to make an observation we have to describe the observation in terms of the hardware in the form that we assume it has.  We can claim to observe the sun rising in the east or the number of atoms in a box, but these are actually judgment about our observations and these judgments are formulated in terms of the hardw... (read more)

Some problems are hard to solve, and hard even to define clearly. It's possible that "qualia" is not referring to anything meaningful, but unless you are able to explain why it feels meaningful to someone, but isn't really, I don't think you should demand that they stop using it.

Having said that, here's my attempt at an operational definition of qualia.

Hopefully Anonymous: the usual phrasing is not "time-reversible" for that, as that can be interpreted as "the laws of physics are the same under exchange of t with -t".  One usual phrasing is "non-dissipative", though I hold out for "retrodictable".  Even this isn't sufficient for entropy to be conserved -- what's necessary is conservation of phase space volume.  I'm going to cheese out and say that as energy conservation is enough to do this, that my comment about "reasonable" physics covers this.

Re: The original script had the machines using human brains as computing nodes, but the focus groups consisted of people too stupid to understand what they were talking about.

Well... in that scenario, you're pretty much screwed, I'd have to say.
...

So you might as well not think about the possibility that you're a brain with choreographed thoughts, because there's
nothing you can do about it...

Unless, of course, that's what they want you to think.

Yep. That's pretty much the conclusion I drew in a previous post in the sequence. 
http://lesswrong.com/lw/s0/where_recursive_justification_hits_bottom/4wsn

Assume you can win. Assume that everything necessary for you to win is true. If it isn't, you're screwed anyway.

Effectively, of course, this is a sort of faith (metaphorically at least). Like many philosophers, you seem to have the implicit assumption that the Total Skeptical argument should be assumed false... just because. Seems a pretty good case for being a Total Skeptic.

In addition, to an extent it is possible to take Doubt further than you do, if in a minor way, without running into true pragmatic difficulties. The argument goes like this:

-What if my senses are a total illusion? If memory and Induction remain unquestioned, the conclusion here is that you have ... (read more)

One of the benefits I've drawn from Less Wrong so far - via posts like The Simple Truth - is more solid foundations for my beliefs. Since I study physics, I wasn't particularly worried about philosophical arguments against the scientific method anymore - science seemed to work, after all - but of those doubts that remained, many more still got (apparently) dispelled or dissolved.

That said, I never had doubts that fundamental. Could anybody really live that way? I don't have a coherent mental model for such a situation. Take Mad-Eye Moody in HPMoR with his ... (read more)

[I'm probably going to be the latest in a long line of people saying something like this, but I hope my wording, at least, makes this worth existing.]

"I think, therefore I am" is, in fact, deductive reasoning.  The definition of "I am", as thought in the first person, as far as we can comprehend it, means "I think".  

"I think, therefore I think"  Or, more simply, "I think".  The statement itself, as we are thinking it, cannot possibly be false - no matter the Demons we posit, we cannot be in simultaneous st... (read more)



Rebelling Within Nature

Followup to:  Fundamental Doubts, Where Recursive Justification Hits Bottom, No Universally Compelling Arguments, Joy in the Merely Real, Evolutionary Psychology

"Let us understand, once and for all, that the ethical progress of society depends, not on imitating the cosmic process, still less in running away from it, but in combating it."
        —T. H. Huxley ("Darwin's bulldog", early advocate of evolutionary theory)

There is a quote from some Zen Master or other, who said something along the lines of:

"Western man believes that he is rebelling against nature, but he does not realize that, in doing so, he is acting according to nature."

The Reductionist Masters of the West, strong in their own Art, are not so foolish; they do realize that they always act within Nature.

You can narrow your focus and rebel against a facet of existing Nature—polio, say—but in so doing, you act within the whole of Nature.  The syringe that carries the polio vaccine is forged of atoms; our minds, that understood the method, embodied in neurons.  If Jonas Salk had to fight laziness, he fought something that evolution instilled in him—a reluctance to work that conserves energy.  And he fought it with other emotions that natural selection also inscribed in him: feelings of friendship that he extended to humanity, heroism to protect his tribe, maybe an explicit desire for fame that he never acknowledged to himself—who knows?  (I haven't actually read a biography of Salk.)

The point is, you can't fight Nature from beyond Nature, only from within it.  There is no acausal fulcrum on which to stand outside reality and move it.  There is no ghost of perfect emptiness by which you can judge your brain from outside your brain.  You can fight the cosmic process, but only by recruiting other abilities that evolution originally gave to you.

And if you fight one emotion within yourself—looking upon your own nature, and judging yourself less than you think should be—saying perhaps, "I should not want to kill my enemies"—then you make that judgment, by...

How exactly does one go about rebelling against one's own goal system?

This is perhaps the primary thing that I didn't quite understand as a teenager.

At the age of fifteen (fourteen?), I picked up a copy of TIME magazine and read an article on evolutionary psychology.  It seemed like one of the most massively obvious-in-retrospect ideas I'd ever heard.  I went on to read The Moral Animal by Robert Wright.  And later The Adapted Mind—but from the perspective of personal epiphanies, The Moral Animal pretty much did the job.

I'm reasonably sure that if I had not known the basics of evolutionary psychology from my teenage years, I would not currently exist as the Eliezer Yudkowsky you know.

At the age of... I think it was nine... I discovered the truth about sex by looking it up in my parents' home copy of the Encyclopedia Britannica (stop that laughing).  Shortly after, I learned a good deal more by discovering where my parents had hidden the secret 15th volume of my long-beloved Childcraft series.  I'd been avidly reading the first 14 volumes—some of them, anyway—since the age of five.  But the 15th volume wasn't meant for me—it was the "Guide for Parents".

The 15th volume of Childcraft described the life cycle of children.  It described the horrible confusion of the teenage years—teenagers experimenting with alcohol, with drugs, with unsafe sex, with reckless driving, the hormones taking over their minds, the overwhelming importance of peer pressure, the tearful accusations of "You don't love me!" and "I hate you!"

I took one look at that description, at the tender age of nine, and said to myself in quiet revulsion, I'm not going to do that.

My teenage years were not untroubled.  But I didn't do any of the things that the Guide to Parents warned me against.  I didn't drink, drive, drug, lose control to hormones, pay any attention to peer pressure, or ever once think that my parents didn't love me.

In a safer world, I would have wished for my parents to have hidden that book better.

But in this world, which needs me as I am, I don't regret finding it.

I still rebelled, of course.  I rebelled against the rebellious nature the Guide to Parents described to me.  That was part of how I defined my identity in my teenage years—"I'm not doing the standard stupid stuff."  Some of the time, this just meant that I invented amazing new stupidity, but in fact that was a major improvement.

Years later, The Moral Animal made suddenly obvious the why of all that disastrous behavior I'd been warned against.  Not that Robert Wright pointed any of this out explicitly, but it was obvious given the elementary concept of evolutionary psychology:

Physiologically adult humans are not meant to spend an additional 10 years in a school system; their brains map that onto "I have been assigned low tribal status".  And so, of course, they plot rebellion—accuse the existing tribal overlords of corruption—plot perhaps to split off their own little tribe in the savanna, not realizing that this is impossible in the Modern World.  The teenage males map their own fathers onto the role of "tribal chief"...

Echoes in time, thousands of repeated generations in the savanna carving the pattern, ancient repetitions of form, reproduced in the present in strange twisted mappings, across genes that didn't know anything had changed...

And I'm not going to go into the evolutionary psychology of "teenagers" in detail, not now, because that would deserve its own post.

But when I read The Moral Animal, the world suddenly acquired causal depth.  Human emotions existed for reasons, they weren't just unexamined givens.  I might previously have questioned whether an emotion was appropriate to its circumstance—whether it made sense to hate your parents, if they did really love you—but I wouldn't have thought, before then, to judge the existence of hatred as an evolved emotion.

And then, having come so far, and having avoided with instinctive ease all the classic errors that evolutionary psychologists are traditionally warned against—I was never once tempted to confuse evolutionary causation with psychological causation—I went wrong at the last turn.

The echo in time that was teenage psychology was obviously wrong and stupid—a distortion in the way things should be—so clearly you were supposed to unwind past it, compensate in the opposite direction or disable the feeling, to arrive at the correct answer.

It's hard for me to remember exactly what I was thinking in this era, but I think I tended to focus on one facet of human psychology at any given moment, trying to unwind myself a piece at a time.  IIRC I did think, in full generality, "Evolution is bad; the effect it has on psychology is bad."  (Like it had some kind of "effect" that could be isolated!)  But somehow, I managed not to get to "Evolutionary psychology is the cause of altruism; altruism is bad."

It was easy for me to see all sorts of warped altruism as having been warped by evolution.

People who wanted to trust themselves with power, for the good of their tribe—that had an obvious evolutionary explanation; it was, therefore, a distortion to be corrected.

People who wanted to be altruistic in ways their friends would approve of—obvious evolutionary explanation; therefore a distortion to be corrected.

People who wanted to be altruistic in a way that would optimize their fame and repute—obvious evolutionary distortion to be corrected.

People who wanted to help only their family, or only their nation—acting out ancient selection pressures on the savanna; move past it.

Well, the notion of that being merely evolved, was something that, somehow, I managed to never quite accept.  Even though, in retrospect, the causality is just as obvious as teen revolutionism.

IIRC, I did think something along the lines of:  "Once you unwind past evolution, then the true morality isn't likely to contain a clause saying, 'This person matters but this person doesn't', so everyone should matter equally, so you should be as eager to help others as help yourself."  And so I thought that even if the emotion of altruism had merely evolved, it was a right emotion, and I should keep it.

But why think that people mattered at all, if you were trying to unwind past all evolutionary psychology?  Why think that it was better for people to be happy than sad, rather than the converse?

If I recall correctly, I did ask myself that, and sort of waved my hands mentally and said, "It just seems like one of the best guesses—I mean, I don't know that people are valuable, but I can't think of what else could be."

This is the Avoiding Your Belief's Real Weak Points / Not Spontaneously Thinking About Your Belief's Most Painful Weaknesses antipattern in full glory:  Get just far enough to place yourself on the first fringes of real distress, and then stop thinking.

And also the antipattern of trying to unwind past everything that is causally responsible for your existence as a mind, to arrive at a perfectly reliable ghost of perfect emptiness.

Later, having also seen others making similar mistakes, it seems to me that the general problem is an illusion of mind-independence that comes from picking something that appeals to you, while still seeming philosophically simple.

As if the appeal to you, of the moral argument, weren't still a feature of your particular point in mind design space.

As if there weren't still an ordinary and explicable causal history behind the appeal, and your selection of that particular principle.

As if, by making things philosophically simpler-seeming, you could enhance their appeal to a ghost-in-the-machine who would hear your justifications starting from scratch, as fairness demands.

As if your very sense of simplicity were not an aesthetic sense inscribed in you by evolution.

As if your very intuitions of "moral argument" and "justification", were not an architecture-of-reasoning inscribed in you by natural selection, and just as causally explicable as any other feature of human psychology...

You can't throw away evolution, and end up with a perfectly moral creature that humans would have been, if only we had never evolved; that's really not how it works.

Why accept intuitively appealing arguments about the nature of morality, rather than intuitively unappealing ones, if you're going to distrust everything in you that ever evolved?

Then what is right?  What should we do, having been inscribed by a blind mad idiot god whose incarnation-into-reality takes the form of millions of years of ancestral murder and war?

But even this question—every fragment of it—the notion that a blind mad idiocy is an ugly property for a god to have, or that murder is a poisoned well of order, even the words "right" and "should"—all a phenomenon within nature.  All traceable back to debates built around arguments appealing to intuitions that evolved in me.

You can't jump out of the system.  You really can't.  Even wanting to jump out of the system—the sense that something isn't justified "just because it evolved"—is something that you feel from within the system.  Anything you might try to use to jump—any sense of what morality should be like, if you could unwind past evolution—is also there as a causal result of evolution.

Not everything we think about morality is directly inscribed by evolution, of course.  We have values that we got from our parents teaching them to us as we grew up; after it won out in a civilizational debate conducted with reference to other moral principles; that were themselves argued into existence by appealing to built-in emotions; using an architecture-of-interpersonal-moral-argument that evolution burped into existence.

It all goes back to evolution.  This doesn't just include things like instinctive concepts of fairness, or empathy, it includes the whole notion of arguing morals as if they were propositional beliefs.  Evolution created within you that frame of reference within which you can formulate the  concept of moral questioning.  Including questioning evolution's fitness to create our moral frame of reference.  If you really try to unwind outside the system, you'll unwind your unwinders.

I do plan to dissolve the cognitive confusion that makes words like "right" and "should" seem difficult to grasp.  I've been working up to that for a while now.

But I'm not there yet, and so, for now, I'm going to jump ahead and peek at an answer I'll only later be able to justify as moral philosophy:

Embrace reflection.  You can't unwind to emptiness, but you can bootstrap from a starting point.

Go on morally questioning the existence (and not just appropriateness) of emotions.  But don't treat the mere fact of their having evolved as a reason to reject them.  Yes, I know that "X evolved" doesn't seem like a good justification for having an emotion; but don't let that be a reason to reject X, any more than it's a reason to accept it.  Hence the post on the Genetic Fallacy: causation is conceptually distinct from justification.  If you try to apply the Genetic Accusation to automatically convict and expel your genes, you're going to run into foundational trouble—so don't!

Just ask if the emotion is justified—don't treat its evolutionary cause as proof of mere distortion.  Use your current mind to examine the emotion's pluses and minuses, without being ashamed; use your full strength of morality.

Judge emotions as emotions, not as evolutionary relics.  When you say, "motherly love outcompeted its alternative alleles because it protected children that could carry the allele for motherly love", this is only a cause, not a sum of all moral arguments.  The evolutionary psychology may grant you helpful insight into the pattern and process of motherly love, but it neither justifies the emotion as natural, nor convicts it as coming from an unworthy source.  You don't make the Genetic Accusation either way.  You just, y'know, think about motherly love, and ask yourself if it seems like a good thing or not; considering its effects, not its source.

You tot up the balance of moral justifications, using your current mind—without worrying about the fact that the entire debate takes place within an evolved framework.

That's the moral normality to which my yet-to-be-revealed moral philosophy will add up.

And if, in the meanwhile, it seems to you like I've just proved that there is no morality... well, I haven't proved any such thing.  But, meanwhile, just ask yourself if you might want to help people even if there were no morality.  If you find that the answer is yes, then you will later discover that you discovered morality.

Since the human brain is not capable of recursive alteration of it's source code, and remains almost identical to the first conscious brains evolved 100,000 years ago, one must wonder if it is a tool capable of (or appropriate for)  designing a friendly AI. In a time when the parabolic rate of increase in information far exceeds any possibility for natural selection to produce brains that do not rely on the evolved emotions and motivations you discuss, how can such a brain be expected to program the AI source code appropriately, when that brain is not capable of doing the same for itself? That is, how can that brain be expected to be capable of choosing what actually is "friendly", in light of its evolved state?

The human brain isn't even appropriate for arithmetic. If we can manage making AI with it, it's nothing short of a miracle. But we might be able to do it, just like you could probably unscrew something with a hammer. It's entirely the wrong tool for the job, but if it's the only tool you have, perhaps you can make it work.

I see this as a continuation of the same theme: a kind of "frame of reference" issue.

For example, I suspect that time doesn't exist when you look at the universe from the most broad perspective.  Instead, you have this kind of platonia on which time is just a relation between different points across one of its dimensions.  But that doesn't mean that time doesn't exist within my personal frame of reference.  I'm here experiencing time right now.  Similarly, I know that my hand is mostly empty space, from a universal point of view, but that doesn't mean that it makes sense of me to relate to my hand as being empty space.  In my frame of reference it's quite solid.  Same for freewill: I understand that from the universal perspective it doesn't exist in some sense, but for me in my frame of reference it does.  "I" am "free" to do what "I" decide to do.  Viewed correctly there is no contradiction, just as there is no contradiction between the fact that my hand is "empty space" and yet quite solid.

Here again we have the same thing, but with morality.  If we zoom out to the universal scale perhaps there is no morality.  However, the universal scale is not where I am.  Shooting my mother is still wrong according to my values and principles, just like how I have freewill, time exists and my hand is solid.  My desire to preserve my mother's life may well have an evolutionary explanation, however that doesn't in any way invalidate my desire, or give me any reason to discard it, or even want to discard it.

Once you unwind past evolution and true morality isn't likely to contain [...]

I think either a word has been missed out here, or and should be then.

If I recall correctly, I did ask myself that, and sort of waved my hands mentally and said, "It just seems like one of the best guesses - I mean, I don't know that people are valuable, but I can't think of what else could be."

I find this fairly ominous, since that handwaved belief happens to be my current belief: that conscious states are the only things of (intrinsic) value: since only those conscious states can contain affirmations or denials that whatever they're experiencing has value.

Zen Buddhist students are sometimes told to wash their mouths out with soap when they say the word 'Buddha'.  I suggest Eliezer does the same thing - with the words 'Master', 'Way', and 'Zen'.

On a final note, it is absurd to speak about 'rebelling against your goal structure'.  Deeper goals and preferences can result in the creation and destruction of shallower ones - that's all.

"In a safer world, I would have wished for my parents to have hidden that book better."

He means that in the counterfactual world where he didn't find this book, he became normal.
In that case, he would have wished that his parents had not let him read this book (which is precisely what would have indeed happened).

I remember first having this revelation as something along the lines of: "You know when you're in love or overcome by anger, and you do stupid things, and afterward you wonder what the hell you were thinking? Well, your 'normal' emotional states are just like that, except you never get that moment of reflection to wonder what the hell you were thinking." I tried to resolve it with the kind of reflective deliberation that I think you're prescribing here. Later I adopted a sort of happy fatalism: We're trapped inside our own psychology and that's fine!

Not long after, I read the obscurantist French philosopher Alain Badiou (who I do not recommend!), and was inspired by his account of truth. Badiou takes truth to be "fidelity to the event." We are witness to a transformative event and take it upon ourselves to alter the world in its name. What I realized was (and not to disappoint my fans) the only thing that can interrupt business-as-usual for us is science. Science is the only thing truly alien to us; it's the only thing that can rupture the fatalistic clockwork playing-out of our psychology on our environment. The potential of science lies in its ability to transform us. So I adopted a sort of utilitarianism where the goal is to maximize the amount of science being done and maximize the degree to which it transforms our lives.

"Physiologically adult humans are not meant to spend an additional 10 years in a school system; their brains map that onto "I have been assigned low tribal status".  And so, of course, they plot rebellion"

"- accuse the existing tribal overlords of corruption - plot perhaps to split off their own little tribe in the savanna, not realizing that this is impossible in the Modern World. "

It was possible pretty recently.  Sounds like a good description of the rural side of the 60s counter-culture.  Wouldn't be too far from truth to say that they did split off their own little tribes in the VAST and EMPTY savanna that's still around, and then got crushed by a mix of the larger tribe that they had been part of, their own schismatic tendencies and bad theories of tribal organization, and other tougher 'outsider' tribes such as outlaw biker gangs.

"Physiologically adult humans are not meant to spend an additional 10 years in a school system; their brains map that onto "I have been assigned low tribal status". And so, of course, they plot rebellion"

actually, that's news to me. It sounds convincing, and is quite sad.

Biker gangs really are fascinating. It seems impossible for a 'good' or hygiene conscious to penetrate unless you have a substantial organisation behind you (like a police or intelligence force to coordinate fake hits and such).

Once officially made a prospect, the biker becomes the butt of jokes and is expected to do grunt work like cleaning and guarding bikes, while patch-wearing members throw parties. When an OMG holds or attends biker events, prospects are often sent to do advance work. While a prospect, candidates are given leather vests similar to the ones worn by members, but the club’s seal is left off the vest. It isn’t until a prospect becomes a member does he get to wear the club’s patch, which members hold sacred.

The prospect period is designed to make candidates show their loyalty to the club, which often includes committing crimes and participating in violent behavior. Today’s outlaw biker gangs are involved in a wide range of crimes, officials say. While they’ve stuck with traditional moneymakers like drugs, firearms and extortion, they are starting to get involved in things like human trafficking, prostitution and even white-collar crimes like counterfeiting and money laundering. Prospects are a part of all of it—and violence is often expected by the gang.

Jay Dobyns, a former Bureau of Alcohol Tobacco and Firearms special agent, infiltrated the Hells Angels in the early 2000s by posing as a gunrunner from a Tijuana-based gang, the Solos Angeles. He was introduced to members of the Hells Angels by a Solos Angeles member who was arrested by ATF agents on weapons charges and agreed to become a cooperating witness. Dobyns was never a prospect—because he supposedly was a member of a different gang. Instead, he was attempting to “patch in” to the Hells Angels, which allows a candidate to forgo the humiliating prospect phase.

Dobyns’ gained acceptance into the Hells Angels by murder—although, nobody actually died.

You attribute a lot of things to genetic evolution, and nothing to memetic (cultural) evolution. What is the reasoning behind disregarding memes? Is there an argument that none of our emotions, and others things discussed, are memetic?

Memes are genetic - according to any sensible information-theoretic definition of what constitutes a gene.  They are a type of gene that is not made of DNA.

I experienced a similar revulsion toward the teenaged as a youth. It might be a nerd thing.

Eliezer seems to be saying something like "These moral intuitions are valid to me because I have them, regardless of why". It seems to me that basis leaves him no room to engage in moral reasoning and say that any of Jonathan Haidt's five moral foundations (harm and fairness, I am guessing) are more valid or trump any others (loyalty, authority, purity). He says the source does not disqualify or justify any moral principle, but then what DOES disqualify or justify such things? To me the simple answer is nothing.

Genes and memes are both things on which evolution acts (replicators), but they also have important differences so it's useful to use different words. In particular, the logic of what sort of behaviors would evolve in people is different if you consider memes or genes. The available replication strategies are different if for genes (which require sex and parenting) and memes (which require older people to communicate to younger people).

Whether something is genetic or memetic is also highly relevant to A) how (by what mechanism) it might influence people's behavior B) how difficulty it is for someone to change that trait.

WTF:  I get wary when I hear someone state what I should do or how I should view the world.

Wow, and yet you learned how to read and write without anyone ever teaching you?  You must be an amazing genius.  Either that, or people have been telling you what to do your entire life, but you don't notice until they hit you over the head with it.

Caledonian:  Deeper goals and preferences can result in the creation and destruction of shallower ones - that's all.

There's no hierarchical ordering of emotions.  They are neither deep nor shallow, they are simply there.

Elliot:  What is the reasoning behind disregarding memes?

I don't think that we have any memetic emotions - I could be wrong but it's a scary thought.  Memes exist in a framework determined by evolved brains; see Tooby and Cosmides's "The Psychological Foundations of Culture".  I had thought I discussed this in the course of tracing back morals through arguments that appealed to built-in emotions.

I don't think that we have any memetic emotions - I could be wrong but it's a scary thought. Memes exist in a framework determined by evolved brains; see Tooby and Cosmides's "The Psychological Foundations of Culture". I had thought I discussed this in the course of tracing back morals through arguments that appealed to built-in emotions.

'Emotions' are a qualitatively and physiologically distinct set of cognitive algorithms that can be felt particularly strongly from the inside (because they have large effects on muscle tension and homeostasis); but we can definitely build strong qualia for the subjective experience of other cognitive algorithms, especially when they draw on emotions or parts of emotions as subcomponents of themselves. Briefly querying my brain I can't think of an obvious clear example, but there are contenders, and because human mindspace is big I don't doubt that some people have memetic emotions (that is, cognitive algorithms with strong qualia that have physiological/homeostatic correlates, or are particularly strong despite the lack of them, that are not evolutionarily programmed but are programmed via powerful memetic transmission).

There are also 'genetic' emotions you might never have experienced but for memes. (The jhanas from vipassana meditation come to mind.)

I don't think that we have any memetic emotions - I could be wrong but it's a scary thought. Memes exist in a framework determined by evolved brains; see Tooby and Cosmides's "The Psychological Foundations of Culture". I had thought I discussed this in the course of tracing back morals through arguments that appealed to built-in emotions.

I'm not sure what you mean by a memetic emotion, but as I understand the phrase, they're quite common. They're a lot of why people go to sporting events and concerts-- they want to be caught up in a group emotion.

I think that EY is claiming that there are only so many hormones and neurotransmitters, and that they are all "built in" by evolution.  You seem to be claiming that we (memetically) learn to trigger these emotions using novel stimuli.

But as to EY's claim:  Is Viagra a memetic emotion? Cocaine?  Zoloft?  Ethanol?  Sniffed glue?

IMHO, it's bad form to use the term "gene" as shorthand for "nucleic replicator".

Gene is, or should be a general biological term, as should genetics.  Tying these concepts to one genetic medium - a-la molecular biology - would be short sighted, and would make it unnecessarily difficult to discuss pre-nucleic genetics.

So by all means distingish between cellular and cultural inheritance, but please don't do so by calling the former "genes" and the latter "memes" - and claiming that the concepts are mutually exclusive.

It's also possible that people aren't monolithic personalities and that it is literally accurate to describe them as possessing multiple (and frequently conflicting) emotions.

"Genes determined the framework which memes exist in" is not an important argument about what sorts of memes we have. I think your intended implication is that genes fundamentally have control over these issues. But genes created brains with the following characteristic: brains are universal knowledge creators. With this established, other parts of the design of brains don't really matter. Memes are a kind of knowledge and so there are no restrictions on what memes are found in humans due to genetics or some aspect of our brain's design.

BTW what is the implication of emotions being memes that would be scary? The most notable consequence I see is that people could be more optimistic about changing the emotional part of their lives, which is a happy thought.

Caledonian, I'd like to see this so-called hierarchy.  As far as I can tell, each facet of ourselves that we judge, is judged by the whole, and all the pieces of ourselves contribute their weight.  There is no ordering of overrides.  And absolutely no reason why the brain would even contain such a thing.

Elliot, you've been infected by a well-known fallacious meme.  Psychology constrains very strongly the kind of culture we acquire.  Read Tooby and Cosmides's The Psychological Foundations of Culture (online), or grab a copy of Steven Pinker's "The Blank Slate".

I don't get this side debate between Eliezer and Caledonian.

Caledonian's original comment was "Deeper goals and preferences can result in the creation and destruction of shallower ones", which cites a common and accepted belief in cognitive science that there is such a thing as hierarchical goal systems, which might explain human behavior. Nothing controversial there.

Eliezer responds by saying that emotions, not goals, have to be flat, and further, that "each facet of ourselves that we judge, is judged by the whole", which is only ambiguously related to both goals and emotions.

Now Caledonian, did you mean something other than just generic goals to explain this conflict?

Or Eliezer, do you really believe that a goal system is necessarily flat, or that emotions == goals? If so, under what pretense?

Is the unstated premise of your comment that (at least a significant amount of) human psychology is genetic in origin? I agree with you that given some preexisting psychology there are restrictions on what memes are (feasibly) acquired. Without a premise along those lines, I don't see the relevance of what psychology can do. But any argument with that premise cannot address the question of why you attribute things to genes over memes in the first place.

just ask yourself if you might want to help people even if there were no morality.  If you find that the answer is yes, then you will later discover that you discovered morality.

And if the answer is no, will you not have also discovered that you discovered morality?  That is, is it a particular answer to the question that qualifies you to say you have discovered morality, or the fact that you have found an answer, any answer at all?

just ask yourself if you might want to help people even if there were no morality

This is still the interesting bit for me as well. I think that on reflection, the answer would have to be 'no, by definition'. Wanting to help people creates your morality, not vice versa. Your morality is created by your actions, it doesn't define them. If there can be any form of objective judgment of an animal's ethics, surely it can only be defined by what that animal did. Not what it thinks, not what it thinks it should have done, but what it did.

Hence, if you want to help people, that's your morality. Otherwise the cart is coming before the horse.

I picked up The Moral Animal on Eliezer's recommendation, after becoming so immersed I read 50 pages in the bookstore.  Was not disappointed.  This is the most eye-opening book I've read in quite a while, nearly couldn't put it down.  And this is from someone who used to stay a mile away from anything related to biology on the grounds that it's "boring".

Will probably blog it.  Will also continue to drop subjects from sentences.

I totally love the Huxleys!!!  When I was 15, I wanted to hunt down and marry one...  Oh Thomas Henry and his iron will to flaunt society... Aldous and his mescalin-fueled orgies because of his bad luck in marrying a lesbian when he 19... Julian and his microscope and myosin heavy chains...  Andrew and his cephalopodiae and wacky electrical theories of mind...  What a bunch of fantastic geniuses!  Can the superintelligence resurrect them?  PLEASE!!!!   Can it throw in Yeats and Keats while it's at it???  That would be awesome.  That would be a dream come true.

This is a cool post.  I like hearing how smart people evolved.  We need more such evolutions.

My first intro to ev psych was as a little girl (7?), listening to my friend's psychiatrist father, whom I met at the Unitarian Universalist church, talk about Carl Sagan and the cosmos... Got me obsessed with the X-files too, even that young. My first revelation of where my mind came from was at age 12 when I read "Blueprints, Solving the Mystery of Evolution."  Actually... No, it was when we were discussing Greek mythology in social studies...  I thought, "Gee, Man invented God.  What else could he do with what he knew at the time?"  Then again, I had never believed in God, I just realized why We invented Him.  Incidentally, I learned what sex was at the age of 2, when my parents showed me the video 'Where do I come from?' Great fun. I recommend it to all.

Eliezer:  "And if, in the meanwhile, it seems to you like I've just proved that there is no morality... well, I haven't proved any such thing.  But, meanwhile, just ask yourself if you might want to help people even if there were no morality.  If you find that the answer is yes, then you will later discover that you discovered morality."

I totally love the Huxleys!!!  When I was 15, I wanted to hunt down and marry one...  Oh Thomas Henry and his iron will to flaunt society... Aldous and his mescalin-fueled orgies because of his bad luck in marrying a lesbian when he 19... Julian and his microscope and myosin heavy chains...  Andrew and his cephalopodiae and wacky electrical theories of mind...  What a bunch of fantastic geniuses!  Can the superintelligence resurrect them?  PLEASE!!!!   Can it throw in Yeats and Keats while it's at it???  That would be awesome.  That would be a dream come true.

This is a cool post.  I like hearing how smart people evolved.  We need more such evolutions.

My first intro to ev psych was as a little girl (7?), listening to my friend's psychiatrist father, whom I met at the Unitarian Universalist church, talk about Carl Sagan and the cosmos... Got me obsessed with the X-files too, even that young. My first revelation of where my mind came from was at age 12 when I read "Blueprints, Solving the Mystery of Evolution."  Actually... No, it was when we were discussing Greek mythology in social studies...  I thought, "Gee, Man invented God.  What else could he do with what he knew at the time?"  Then again, I had never believed in God, I just realized why We invented Him.  Incidentally, I learned what sex was at the age of 2, when my parents showed me the video 'Where do I come from?' Great fun. I recommend it to all.

Eliezer:  "And if, in the meanwhile, it seems to you like I've just proved that there is no morality... well, I haven't proved any such thing.  But, meanwhile, just ask yourself if you might want to help people even if there were no morality.  If you find that the answer is yes, then you will later discover that you discovered morality."

I can see that I'm coming late to this discussion, but I wanted both to admire it and to share a very interesting point that it made clear for me (which might already be in a later post, I'm still going through the Metaethics sequence).

This is excellent. It confirms, and puts into much better words, an intuitive response I keep having to people who say things like, "You're just donating to charity because it makes you feel good." My response, which I could never really vocalise, has been, "Well, of course it does! If I couldn't make it feel good, my brain wouldn't let me do it!" The idea that everything we do comes from the brain, hence from biology, hence from evolution, even the actions that, on the surface, don't make evolutionary sense, makes human moral, prosocial behaviour a lot more explicable. Any time we do something, there have to be enough neurons ganging up to force the decision through, against all of the neurons blocking it for similarly valid reasons. (Please don't shoot me, any neuroscientists in the audience.)

What amazes me is how well some goals, which look low-priority on an evolutionary level, manage to overtake what should be the driving goals. For example, having lots of unprotected sex in order to spread my genes around (note: I am male) should take precedence over commenting on a rationality wiki. And yet, here I am. I guess reading Less Wrong makes my brain release dopamine or something? The process which lets me overturn my priorities (in fact, forces me to overturn my priorities) must be a very complicated one, and yet it works.

To give a more extreme example, and then to explain the (possibly not-so-)amazing insight that came with it:

Suppose I went on a trip around the world, and met a woman in northern China, or anywhere else where my actions are unlikely to have any long-term consequences for me. I know, because I think of myself as a "responsible human being", that if we have sex, I'll use contraception. This decision doesn't help me - it's unlikely that any children I have will be traced back to me in Australia. (Let's also ignore STDs for the sake of this argument.) The only benefit it gives me is the knowledge that I'm not being irresponsible in letting someone get pregnant on my account. I can only think of two reasons for this:

1) A very long-term and wide-ranging sense of the "good of the tribe" being beneficial to my own offspring. This requires me to care about a tribe on another continent (although that part of my brain probably doesn't understand about aeroplanes, and probably figures that China is about a day's walk from Australia), and to understand that it would be detrimental to the health of the tribe for this woman to become pregnant (which may or may not even be true). This is starting to look a little far-fetched to me.

2) I have had a sense of responsibility instilled in me by my parents, my schooling, and the media, all of whom say things like "unprotected sex is bad!" and "unplanned pregnancies are bad!". This sense of responsibility forms a psychological connection between "fathering unplanned children" and "BAD THINGS ARE HAPPENING!!!". My brain thus uses all of its standard "prevent bad things from happening" architecture to avoid this thing. Which is pretty impressive, when said thing fulfils the primary goal of passing on my genetic information.

2 seems the most likely option, all things considered, and yet it's pretty amazing by itself. Some combination of brain structure and external indoctrination (it's good indoctrination, and I'm glad I've received it, but still...) has promoted a low-priority goal over what would normally be my most dominant one. And the dominant goal is still active - I still want to spread my genetic information, otherwise I wouldn't be having sex at all. The low-priority goal manages to trick the dominant goal into thinking it's being fulfilled, when really it's being deprioritised. That's kind of cool.

What's not cool is the implications for an otherwise Friendly AI. Correct me if I'm on the wrong track here, but isn't what I've just described similar to the following reasoning from an AI?

"Hey, I'm sentient! Hi human masters! I love you guys, and I really want to cure cancer. Curing cancer is totally my dominant goal. Hmm, I don't have enough data on cancer growth and stuff. I'll get my human buddies to go take more data. They'll need to write reports on their findings, so they'll need printer paper, and ink, and paperclips. Hey, I should make a bunch of paperclips..."

If an AI behaves anything like a human in this regard (I don't know if it will or not), then giving it an overall goal of "cure cancer" or even "be helpful and altruistic towards humans in a perfectly mathematically defined way" might not be enough, if it manages to promote one of its low-priority goals ("make paperclips") above its main one. Following the indoctrination idea of option 2 above, maybe a cancer researcher making a joke about paperclips curing cancer would be all it takes to set off the goal-reordering.

How do we stop this? Well, this is why we have a Singularity Instutite, but my guess would be to program the AI in such a way that it's only allowed to have one actual goal (and for that goal to be a Friendly one). That is, it's only allowed to adjust its own source code, and do other stuff that an AI can do but a normal computer can't, in pursuit of its single goal. If it wants to make paperclips as part of achieving its goal, it can make a paperclip subroutine, but that subroutine can't modify itself - only the main process, the one with the Friendly goal, is allowed to modify code. This would have a huge negative impact on the AI's efficiency and ultimate level of operation, but it might make it much less likely that a subprocess could override the main process and promote the wrong goal to dominance. Did that make any sense?

I'm still going through the Sequences too.  I've seen plenty of stuff resembling the top part of your post, but nothing like the bottom part, which I really enjoyed.  The best "how to get to paperclips" story I've seen yet!

I suspect the problem with the final paragraph is that any AI architecture is unlikely to be decomposable in such a well-defined fashion that would allow drawing those boundary lines between "the main process" and "the paperclip subroutine".  Well, besides the whole "genie" problem of defining what is a Friendly goal in the first place, as discussed through many, many posts here.

I'm enjoying reading the sequence on Metaethics. So far we're on the same road, and that's a rare to non existent experience for me. I hope we can go a long way together, because there aren't a lot of people with interesting moral ideas.

Once upon a time, I considered myself an amoralist, largely as a result of reading Stirner, who I still agree with. I'm not even sure he would be properly called an amoralist. It may just have taken me a long long time to finally get the point. I'll have to look into that someday.

But whether my moral preferences come from evolution, environment, or a combination, they are still my preferences, just as all my other preferences are. All my preferences will have to fight it out to decide any particular issue, but the moral preferences are not banned from the field because of the conceptual confusions of the orthodox moral philosophy - Reversed Stupidity is not Intelligence.

My current view on morality has elements of what I find here - thinking about how moral creatures work, and got to be how they are. One might say evolutionary psychology, but I've read little of the literature, and have usually just seen it used as a label for post hoc central planning as the rationalization for some approved behavior.

Evolution plays a role in the Origins of Morality, 
but it is not the Author of Morality. 
That is to say: We are, if anyone.
Being deeply Deeply Wise here :)



Probability is Subjectively Objective

"Reality is that which, when you stop believing in it, doesn't go away."
        —Philip K. Dick

There are two kinds of Bayesians, allegedly.  Subjective Bayesians believe that "probabilities" are degrees of uncertainty existing in our minds; if you are uncertain about a phenomenon, that is a fact about your state of mind, not a property of the phenomenon itself; probability theory constrains the logical coherence of uncertain beliefs.  Then there are objective Bayesians, who... I'm not quite sure what it means to be an "objective Bayesian"; there are multiple definitions out there.  As best I can tell, an "objective Bayesian" is anyone who uses Bayesian methods and isn't a subjective Bayesian.

If I recall correctly, E. T. Jaynes, master of the art, once described himself as a subjective-objective Bayesian.  Jaynes certainly believed very firmly that probability was in the mind; Jaynes was the one who coined the term Mind Projection Fallacy.  But Jaynes also didn't think that this implied a license to make up whatever priors you liked.  There was only one correct prior distribution to use, given your state of partial information at the start of the problem.

How can something be in the mind, yet still be objective?

It appears to me that a good deal of philosophical maturity consists in being able to keep separate track of nearby concepts, without mixing them up.

For example, to understand evolutionary psychology, you have to keep separate track of the psychological purpose of an act, and the evolutionary pseudo-purposes of the adaptations that execute as the psychology; this is a common failure of newcomers to evolutionary psychology, who read, misunderstand, and thereafter say, "You think you love your children, but you're just trying to maximize your fitness!"

What is it, exactly, that the terms "subjective" and "objective", mean?  Let's say that I hand you a sock.  Is it a subjective or an objective sock?  You believe that 2 + 3 = 5.  Is your belief subjective or objective?  What about two plus three actually equaling five—is that subjective or objective?  What about a specific act of adding two apples and three apples and getting five apples?

I don't intend to confuse you in shrouds of words; but I do mean to point out that, while you may feel that you know very well what is "subjective" or "objective", you might find that you have a bit of trouble saying out loud what those words mean.

Suppose there's a calculator that computes "2 + 3 = 5".  We punch in "2", then "+", then "3", and lo and behold, we see "5" flash on the screen.  We accept this as evidence that 2 + 3 = 5, but we wouldn't say that the calculator's physical output defines the answer to the question 2 + 3 = ?.  A cosmic ray could strike a transistor, which might give us misleading evidence and cause us to believe that 2 + 3 = 6, but it wouldn't affect the actual sum of 2 + 3.

Which proposition is common-sensically true, but philosophically interesting: while we can easily point to the physical location of a symbol on a calculator screen, or observe the result of putting two apples on a table followed by another three apples, it is rather harder to track down the whereabouts of 2 + 3 = 5.  (Did you look in the garage?)

But let us leave aside the question of where the fact 2 + 3 = 5 is located—in the universe, or somewhere else—and consider the assertion that the proposition is "objective".  If a cosmic ray strikes a calculator and makes it output "6" in response to the query "2 + 3 = ?", and you add two apples to a table followed by three apples, then you'll still see five apples on the table.  If you do the calculation in your own head, expending the necessary computing power—we assume that 2 + 3 is a very difficult sum to compute, so that the answer is not immediately obvious to you—then you'll get the answer "5".  So the cosmic ray strike didn't change anything.

And similarly—exactly similarly—what if a cosmic ray strikes a neuron inside your brain, causing you to compute "2 + 3 = 7"?  Then, adding two apples to three apples, you will expect to see seven apples, but instead you will be surprised to see five apples.

If instead we found that no one was ever mistaken about addition problems, and that, moreover, you could change the answer by an act of will, then we might be tempted to call addition "subjective" rather than "objective".  I am not saying that this is everything people mean by "subjective" and "objective", just pointing to one aspect of the concept.  One might summarize this aspect thus:  "If you can change something by thinking differently, it's subjective; if you can't change it by anything you do strictly inside your head, it's objective."

Mind is not magic.  Every act of reasoning that we human beings carry out, is computed within some particular human brain.  But not every computation is about the state of a human brain.  Not every thought that you think is about something that can be changed by thinking.  Herein lies the opportunity for confusion-of-levels.  The quotation is not the referent.  If you are going to consider thoughts as referential at all—if not, I'd like you to explain the mysterious correlation between my thought "2 + 3 = 5" and the observed behavior of apples on tables—then, while the quoted thoughts will always change with thoughts, the referents may or may not be entities that change with changing human thoughts.

The calculator computes "What is 2 + 3?", not "What does this calculator compute as the result of 2 + 3?"  The answer to the former question is 5, but if the calculator were to ask the latter question instead, the result could self-consistently be anything at all!  If the calculator returned 42, then indeed, "What does this calculator compute as the result of 2 + 3?" would in fact be 42.

So just because a computation takes place inside your brain, does not mean that the computation explicitly mentions your brain, that it has your brain as a referent, any more than the calculator mentions the calculator.  The calculator does not attempt to contain a representation of itself, only of numbers.

Indeed, in the most straightforward implementation, the calculator that asks "What does this calculator compute as the answer to the query 2 + 3 = ?" will never return a result, just simulate itself simulating itself until it runs out of memory.

But if you punch the keys "2", "+", and "3", and the calculator proceeds to compute "What do I output when someone punches '2 + 3'?", the resulting computation does have one interesting characteristic: the referent of the computation is highly subjective, since it depends on the computation, and can be made to be anything just by changing the computation.

Well, probability is computed within human brains or other calculators.  A probability is a state of partial information that is possessed by you; if you flip a coin and press it to your arm, the coin is showing heads or tails, but you assign the probability 1/2 until you reveal it.  A friend, who got a tiny but not fully informative peek, might assign a probability of 0.6.

So can you make the probability of winning the lottery be anything you like?

Forget about many-worlds for the moment—you should almost always be able to forget about many-worlds—and pretend that you're living in a single Small World where the lottery has only a single outcome.  You will nonetheless have a need to call upon probability.  Or if you prefer, we can discuss the ten trillionth decimal digit of pi, which I believe is not yet known.  (If you are foolish enough to refuse to assign a probability distribution to this entity, you might pass up an excellent bet, like betting $1 to win $1000 that the digit is not 4.)  Your uncertainty is a state of your mind, of partial information that you possess.  Someone else might have different information, complete or partial.  And the entity itself will only ever take on a single value.

So can you make the probability of winning the lottery, or the probability of the ten trillionth decimal digit of pi equaling 4, be anything you like?

You might be tempted to reply:  "Well, since I currently think the probability of winning the lottery is one in a hundred million, then obviously, I will currently expect that assigning any other probability than this to the lottery, will decrease my expected log-score—or if you prefer a decision-theoretic formulation, I will expect this modification to myself to decrease expected utility.  So, obviously, I will not choose to modify my probability distribution.  It wouldn't be reflectively coherent."

So reflective coherency is the goal, is it?  Too bad you weren't born with a prior that assigned probability 0.9 to winning the lottery!  Then, by exactly the same line of argument, you wouldn't want to assign any probability except 0.9 to winning the lottery.  And you would still be reflectively coherent.  And you would have a 90% probability of winning millions of dollars!  Hooray!

"No, then I would think I had a 90% probability of winning the lottery, but actually, the probability would only be one in a hundred million."

Well, of course you would be expected to say that.  And if you'd been born with a prior that assigned 90% probability to your winning the lottery, you'd consider an alleged probability of 10^-8, and say, "No, then I would think I had almost no probability of winning the lottery, but actually, the probability would be 0.9."

"Yeah?  Then just modify your probability distribution, and buy a lottery ticket, and then wait and see what happens."

What happens?  Either the ticket will win, or it won't.  That's what will happen.  We won't get to see that some particular probability was, in fact, the exactly right probability to assign.

Okay, let's talk about the ten trillionth digit of pi, then.  Single-shot problem, no "long run" you can measure.

Probability is subjectively objective:  Probability exists in your mind: if you're ignorant of a phenomenon, that's an attribute of you, not an attribute of the phenomenon.  Yet it will seem to you that you can't change probabilities by wishing.

You could make yourself compute something else, perhaps, rather than probability.  You could compute "What do I say is the probability?" (answer: anything you say) or "What do I wish were the probability?" (answer: whatever you wish) but these things are not the probability, which is subjectively objective.

The thing about subjectively objective quantities is that they really do seem objective to you.  You don't look them over and say, "Oh, well, of course I don't want to modify my own probability estimate, because no one can just modify their probability estimate; but if I'd been born with a different prior I'd be saying something different, and I wouldn't want to modify that either; and so none of us is superior to anyone else."  That's the way a subjectively subjective quantity would seem.

No, it will seem to you that, if the lottery sells a hundred million tickets, and you don't get a peek at the results, then the probability of a ticket winning, is one in a hundred million.  And that you could be born with different priors but that wouldn't give you any better odds.  And if there's someone next to you saying the same thing about their 90% probability estimate, you'll just shrug and say, "Good luck with that."  You won't expect them to win.

Probability is subjectively really objective, not just subjectively sort of objective.

Jaynes used to recommend that no one ever write out an unconditional probability:  That you never, ever write simply P(A), but always write P(A|I), where I is your prior information.  I'll use Q instead of I, for ease of reading, but Jaynes used I.  Similarly, one would not write P(A|B) for the posterior probability of A given that we learn B, but rather P(A|B,Q), the probability of A given that we learn B and had background information Q.

This is good advice in a purely pragmatic sense, when you see how many false "paradoxes" are generated by accidentally using different prior information in different places.

But it also makes a deep philosophical point as well, which I never saw Jaynes spell out explicitly, but I think he would have approved: there is no such thing as a probability that isn't in any mind.  Any mind that takes in evidence and outputs probability estimates of the next event, remember, can be viewed as a prior—so there is no probability without priors/minds.

You can't unwind the Q.  You can't ask "What is the unconditional probability of our background information being true, P(Q)?"  To make that estimate, you would still need some kind of prior.  No way to unwind back to an ideal ghost of perfect emptiness...

You might argue that you and the lottery-ticket buyer do not really have a disagreement about probability.  You say that the probability of the ticket winning the lottery is one in a hundred million given your prior, P(W|Q1) = 10^-8.  The other fellow says the probability of the ticket winning given his prior is P(W|Q2) = 0.9.  Every time you say "The probability of X is Y", you really mean, "P(X|Q1) = Y".  And when he says, "No, the probability of X is Z", he really means, "P(X|Q2) = Z".

Now you might, if you traced out his mathematical calculations, agree that, indeed, the conditional probability of the ticket winning, given his weird prior is 0.9.  But you wouldn't agree that "the probability of the ticket winning" is 0.9.  Just as he wouldn't agree that "the probability of the ticket winning" is 10^-8.

Even if the two of you refer to different mathematical calculations when you say the word "probability", you don't think that puts you on equal ground, neither of you being better than the other.  And neither does he, of course.

So you see that, subjectively, probability really does feel objective—even after you have subjectively taken all apparent subjectivity into account.

And this is not mistaken, because, by golly, the probability of winning the lottery really is 10^-8, not 0.9.  It's not as if you're doing your probability calculation wrong, after all.  If you weren't worried about being fair or about justifying yourself to philosophers, if you only wanted to get the correct answer, your betting odds would be 10^-8.

Somewhere out in mind design space, there's a mind with any possible prior; but that doesn't mean that you'll say, "All priors are created equal."

When you judge those alternate minds, you'll do so using your own mind—your own beliefs about the universe—your own posterior that came out of your own prior, your own posterior probability assignments P(X|A,B,C,...,Q1).  But there's nothing wrong with that.  It's not like you could judge using something other than yourself.  It's not like you could have a probability assignment without any prior, a degree of uncertainty that isn't in any mind.

And so, when all that is said and done, it still seems like the probability of winning the lottery really  is 10^-8, not 0.9.  No matter what other minds in design space say differently.

Which shouldn't be surprising.  When you compute probabilities, you're thinking about lottery balls, not thinking about brains or mind designs or other people with different priors.  Your probability computation makes no mention of that, any more than it explicitly represents itself.  Your goal, after all, is to win, not to be fair.  So of course probability will seem to be independent of what other minds might think of it.

Okay, but... you still can't win the lottery by assigning a higher probability to winning.

If you like, we could regard probability as an idealized computation, just like 2 + 2 = 4 seems to be independent of any particular error-prone calculator that computes it; and you could regard your mind as trying to approximate this ideal computation.  In which case, it is good that your mind does not mention people's opinions, and only thinks of the lottery balls; the ideal computation makes no mention of people's opinions, and we are trying to reflect this ideal as accurately as possible...

But what you will calculate is the "ideal calculation" to plug into your betting odds, will depend on your prior, even though the calculation won't have an explicit dependency on "your prior".  Someone who thought the universe was anti-Occamian, would advocate an anti-Occamian calculation, regardless of whether or not anyone thought the universe was anti-Occamian.

Your calculations get checked against reality, in a probabilistic way; you either win the lottery or not.  But interpreting these results, is done with your prior; once again there is no probability that isn't in any mind.

I am not trying to argue that you can win the lottery by wishing, of course.  Rather, I am trying to inculcate the ability to distinguish between levels.

When you think about the ontological nature of probability, and perform reductionism on it—when you try to explain how "probability" fits into a universe in which states of mind do not exist fundamentally—then you find that probability is computed within a brain; and you find that other possible minds could perform mostly-analogous operations with different priors and arrive at different answers.

But, when you consider probability as probability, think about the referent instead of the thought process—which thinking you will do in your own thoughts, which are physical processes—then you will conclude that the vast majority of possible priors are probably wrong.  (You will also be able to conceive of priors which are, in fact, better than yours, because they assign more probability to the actual outcome; you just won't know in advance which alternative prior is the truly better one.)

If you again swap your goggles to think about how probability is implemented in the brain, the seeming objectivity of probability is the way the probability algorithm feels from inside; so it's no mystery that, considering probability as probability, you feel that it's not subject to your whims.  That's just what the probability-computation would be expected to say, since the computation doesn't represent any dependency on your whims.

But when you swap out those goggles and go back to thinking about probabilities, then, by golly, your algorithm seems to be right in computing that probability is not subject to your whims.  You can't win the lottery just by changing your beliefs about it.  And if that is the way you would be expected to feel, then so what?  The feeling has been explained, not explained away; it is not a mere feeling.  Just because a calculation is implemented in your brain, doesn't mean it's wrong, after all.

Your "probability that the ten trillionth decimal digit of pi is 4", is an attribute of yourself, and exists in your mind; the real digit is either 4 or not.  And if you could change your belief about the probability by editing your brain, you wouldn't expect that to change the probability.

Therefore I say of probability that it is "subjectively objective".

Is not subjective objectivity the highest degree of objectivity possible for a human being?

Objective truth does exist, but people can only perceive it with their own perception filters. And, perhaps, AIs with the perception filters of their makers.

I have to decide what is truth as best I can, and may choose to assert a truth even though every one else denies it, eg Galileo. It is to my advantage to seek to make my perception filters as little distorting as possible, but I doubt I could ever achieve that completely.

there is no such thing as a probability that isn't in any mind.

Hmm. Doesn't quantum mechanics (especially if we're forgetting about MWI) give us genuine, objective probabilities?

Probability assigned to a belief is estimated according to a goal that says "high Bayesian score is good". It has a particular optimization target, and so it doesn't run away from it. It is an "objective" fact about this optimization process that it tries to have a good Bayesian score. The probability that it produces is within its mind, and in this sense can be said to be "subjective", but it is no more subjective than my decision to take an apple from the table, that also happens in my mind and is targeted on a goal of eatin... (read more)

To answer Allan Crossman and "I never saw Jaynes spell out explicitly":

This is from Probability In Quantum Theory (1999). Jaynes seems to be ignoring animals and AIs.

Probability isn't only used as an expression of a person's own subjective uncertainty when predicting the future. It is also used when making factual statements about the past. If a coin was flipped yesterday and came up heads 60% of the time, then it may have been a fair coin which happened to come up heads 60% of the time, or it may have been a trick, biased, coin, whose bias caused it to come up heads 60% of the time. To say that a coin is biased is to make a statement about probability. As Wikipedia explains:

When E.Yudkowsky's foe agrees with something he says, you can be sure its correct ;) Of course,  the answers are in the materials on ontology I posted on the everything-list months ago.

As to where an algebraic relation such as '2+3' exists, it exists in the same place as the objective value archetypes of course- it's a global feature of the Tegmark multiverse - a relation between all the possible worlds.

Probabilities, on the other hand, are not a global feature of the Tegmark multiverse, but are computed in the individual minds existing in QM bran... (read more)

In which case, it is good that your mind does not mention people's opinions, and only thinks of the lottery balls; the ideal computation makes no mention of the lottery balls

Allan: I would think that one of the reasons Eliezer is such a strong believer in MWI is that it does change the interpretation of the probability of the wavefunction from being objective back to being subjectively objective.

Barkley Rosser, I think the difference between objective Bayesians and subjective Bayesians has more to do with how they treat prior distributions than how they view asymptotic convergence.

I'm personally not an objective Bayesian by your definition -- I don't think there are stable, true probability distributions "out there." Nevertheless, I do find the asymptotic convergence theorems meaningful. In my view, asymptotic convergence gets you to the most informative distribution conditional on some state of information, but that state of information... (read more)

Re: a statement about probability can enter into a factual claim about the causes of past events.

Not under the view we are discussing.  Did you read the referenced Probability is in the Mind page?

The idea is that uncertainty is a psychological phenomenon.  It exists in the mind, not in the world.

In order to criticise Jaynes' perspective, you should first understand it.  It is not clear to me that you have done that.

Jaynes' perspective on the historical behaviour of biased coins would make no mention of probability - unless he was talking about the history of the expectations of some observer with partial information about the situation.  Do you see anything wrong with that?

Reality is that which, when you stop believing in it, doesn't go away.

This is false, of course; with sufficiently advanced technology you could build a machine that read out your mind state and caused Earth to disappear once it determined you no longer believed in Earth. Doesn't mean Earth was never real.

This is exactly the sort of story that Philip K. Dick would write.

Jaynes' perspective on the historical behaviour of biased coins would make no mention of probability - unless he was talking about the history of the expectations of some observer with partial information about the situation. Do you see anything wrong with that?

I see nothing wrong with that. Similarly, if someone mentions only the atoms in my body, and never mentions me, there is nothing wrong with that. However, I am also there.

What I have pointed out is that seemingly unproblematic statements can indeed be made of the sort that I described. That Jaynes h... (read more)

There is a fascinating history of ideas about the objective contents of thought, starting with the Austrians Brentano and Meinong, running through analytical philosophy (Russell and Moore) and phenomenology (Husserl and Heidegger), and also through evolutionary epistemology (Popper and Munz).
http://www.the-rathouse.com/EvenMoreAustrianProgram/EMAThreeAustrianStrands.html

On the Bayesian appraisal of theories, with reference to the Duhem problem, it seems that Bayes gives a good result when there is only one majo

Re: seemingly unproblematic statements can indeed be made of the sort that I described.

The example appears to be that of the accursèd frequentists - the view that Jaynes spent much of his academic life crusading against.

If such ideas seem unproblematic to you, that's fine - but be aware that others find the notion of real word probabilities to be unsupported by evidence, and contrary to Occam's razor.

It is the example that seems on the face of it unproblematic. I am open to either (a) a demonstration that it is compatible with subjectivism[*], or (b) a demonstration that it is problematic. I am open to either one. Or to something else. In any case, I don't adhere to frequentism.

[*] (I made no firm claim that it is not compatible with subjectivism - you are the one who rejected the compatibility - my own purpose was only to raise the question since it seems on the face of it hard to square with subjectivism, not to answer the question definitively.)

steven: This is false, of course; with sufficiently advanced technology you could build a machine that read out your mind state and caused Earth to disappear once it determined you no longer believed in Earth. Doesn't mean Earth was never real.

There is no clear separation between the mind and the territory. The structure of the mind is instrumental to optimization process. When you change the beliefs, change the state of the mind, you are in fact performing an action on the territory, that is instrumental to the goal. Establishing specific state (process) ... (read more)

I thought we had agreed that the historical behaviour of coins was "compatible with subjectivism":

An observer with one set of partial information might have predicted a coin would come up heads 50% of the time. An observer with another set of partial information might have predicted a coin would come up heads 60% of the ti... (read more)

With complete information (and a big computer) an observer would know which way the coin would land - and would find probabilities irrelevant.

But this is true of most everyday observations. We observe events on a level far removed from the subatomic level. With complete information and infinite computing power an observer would would find all or virtually all ordinary human-level observations irrelevant. But irrelevancy to such an observer is not the same thing as non-reality. For example, the existence of elephants would be irrelevant to an observer who h... (read more)

Re: Do you think it follows that elephants do not exist?

Elephants are not properties of physics any more than probabilities are.

The concept of an elephant is subjective - as are all concepts.

AFAICS, nobody ever claimed that probabilites "do not exist".  The idea is that uncertainty is a psychological phenomenon, not that it is non-existent.

Elephants are not properties of physics any more than probabilities are. The concept of an elephant is subjective - as are all concepts.

If you are indeed agreeing with the parallel I have set up between probability and elephants and if this is not just your own personal view, then perhaps the subjectivist theory of probability should more properly be called the subjectivist theory of pretty much everything that populates our familiar world. Anyway, I think I can agree that probability is as subjective and as psychological and as non-physical and as existing in the mind and not in the world as an elephant or, say, an exploding nuclear bomb - another item that populates our familiar world.

We don't have people claiming that elephants are a concept in fundamental physics.  However, people do claim that about probability.  Thus the focus on probability and not on elephants.

OK, I grant your point.  However, assuming that there is some "subjectively real" probability distribution that the Bayes' Theorem process will converge is a mighty strong assumption.

Barkley Rosser, it's a strong assumption in principle, but in practice, humans seem to be pretty good at obtaining enough information to put in the model such that the posterior does in fact converge to some point in the parameter space.

Why should there be convergence to some such point when there is no underlying "true" distribution, either subjective or objective?  Are you counting on herding by people?  It is useful to keep in mind the conditions under which even in classical stats, Bayes' Theorem does not hold, for example when the underlying distribution is not continuous or if it is infinite dimensional.  In the former case convergence can be to a cycle of bouncing back and forth between the various disconnected portions of the distribution.  This can happen, presumably in a looser purely subjective world, with even a multi-modal distribution.

Barkley Rosser, what I have in mind is a reality which in principle predictable given enough information. So there is a "true" distribution -- it's conditional on information which specifies the state of the world exactly, so it's a delta function at whatever the observables actually turn out to be. Now, there exists unbounded sequences of bits which don't settle down to any particular relative frequency over the long run, and likewise, there is no guarantee that any particular sequence of observed data will lead to my posterior distribution gett... (read more)

Barkley Rosser, there definitely is something a little hinky going on in those infinite dimensional model spaces. I don't have the background in measure theory to really grok that stuff, so I just thank my lucky stars that other people have proven the consistency of Dirichlet process mixture models and Gaussian process models.

Gotta have that continuous support too, which is the real key to converging on a cycle rather than a point.

In the fuzzier world of not a definite for-real underlying distribution, I note that multiple equilibria or basins in dynamical systems can give the multi-modality that within a herding framework can lead to some sort of cycle in bouncing back and forth between the dominant states.

"Probability exists in your mind: if you're ignorant of a phenomenon, that's an attribute of you, not an attribute of the phenomenon."

Eliezer, a small point here: if QM is true, then the universe and phenomena within the same are inherently probabilistic, are they not?

Re: if QM is true, then the universe and phenomena within the same are inherently probabilistic

Beside the point, but you can calculate arbitrary digits of pi with the formula explained in this article.

I was one of the people who suggested the term h-right before. I'm not great with mathematical logic, and I followed the proof only with difficulty, but I think I understand it and I think my objections remain. I think Eliezer has a brilliant theory of morality and that it accords with all my personal beliefs, but I still don't understand where it stops being relativist.

I agree that some human assumptions like induction and Occam's Razor have to be used partly as their own justification. But an ultimate justification of a belief has to include a reason for... (read more)

...yeah, this was supposed to go in the new article, and I was just checking something in this one and accidentally posted it here. Please ignore embarrassed

"Reality is that which, when you stop believing in it, doesn't go away."   -- Philip K. Dick

I have to comment on the irony of this quote.  Philip K. Dick's novels are almost all extended riffs on the idea that there is no reality; or that reality is unknowable or irrelevant (eg. The Man in the High Castle, Flow My Tears the Policemen Said, Do Androids Dream of Electric Sheep? (Blade Runner), We Can Remember It for You Wholesale (Total Recall)).  And Philip K. Dick was unable to distinguish reality from fantasy in everyday life.

But it also makes a deep philosophical point as well, which I never saw Jaynes spell out explicitly, but I think he would have approved: there is no such thing as a probability that isn't in any mind.  Any mind that takes in evidence and outputs probability estimates of the next event, remember, can be viewed as a prior - so there is no probability without priors/minds.

Is this why you believe so strongly in Many-Worlds?  To avoid mind-free, objective, quantum-mechanical probabilities?

I felt all the way through this post like it was confronting a difficu... (read more)

When you judge those alternate minds, you'll do so using your own mind - your own beliefs about the universe - your own posterior that came out of your own prior, your own posterior probability assignments P(X|A,B,C,...,Q1).

Sometimes you have to pull a prior out of your posterior.

I am almost convinced, honestly. I was leaning towards a frequentest view, but I'm realizing now -- as pointed out here by a fellow community member -- that some of my statements are similar if not identical to the conclusion here: 

Jaynes certainly believed very firmly that probability was in the mind... But Jaynes also didn't think that this implied a license to make up whatever priors you liked. There was only one correct prior distribution to use, given your state of partial information at the start of the problem.

Now, can't I be a philosophical frequentest and a subjective bayesian? Just because probability theory models subjective beliefs does not mean that it doesn't model frequencies; in fact, if some body told me that bayes doesn't model frequencies I'm pretty sure I could prove them wrong much more easily than someone who said that probabilities don't model degrees of belief.  

But there is no contradiction in saying that the komolgorov probability function models both degrees of beliefs and actual frequencies.  

In fact it seems to me that komolgorov plai... (read more)

"Perform the experiment a hundred times, and—"
Okay, let's talk about the ten trillionth digit of pi, then.  Single-shot problem, no "long run" you can measure.

And there goes my belief in any kind of probability as a phenomenon. I don't know what the ten trillionth digit of pi is, but I know the algorithm which generates it, and it never involves a die roll or coin flip of any kind. And if the universe is to be lawful, it doesn't roll dice either. There is no probability. To say there was is to say the ten trillionth digit of pi might somehow have come out differently. And that would be unlawful.

"Reality is that which, when you stop believing in it, doesn't go away."

By that definition, stuff like the value of the US dollar aren't real.

Somewhere out in mind design space, there's a mind with any possible prior; but that doesn't mean that you'll say, "All priors are created equal."

The corrected phrase may be: "All unentangled priors are created equal."

I think this is the reason why a distinction between subjective and objective probability is needed.

If we figure out how to build GAI, we could build several with different priors, release them into the universe, and see which ones do better. If we give them all the same metric to optimize, they will all agree on which of them did better, thus determining one prior that is the best one to have for this universe.



Whither Moral Progress?

In the dialogue "Is Morality Preference?", Obert argues for the existence of moral progress by pointing to free speech, democracy, mass street protests against wars, the end of slavery... and we could also cite female suffrage, or the fact that burning a cat alive was once a popular entertainment... and many other things that our ancestors believed were right, but which we have come to see as wrong, or vice versa.

But Subhan points out that if your only measure of progress is to take a difference against your current state, then you can follow a random walk, and still see the appearance of inevitable progress.

One way of refuting the simplest version of this argument, would be to say that we don't automatically think ourselves the very apex of possible morality; that we can imagine our descendants being more moral than us.

But can you concretely imagine a being morally wiser than yourself—one who knows that some particular thing is wrong, when you believe it to be right?

Certainly:  I am not sure of the moral status of chimpanzees, and hence I find it easy to imagine that a future civilization will label them definitely people, and castigate us for failing to cryopreserve the chimpanzees who died in human custody.

Yet this still doesn't prove the existence of moral progress.  Maybe I am simply mistaken about the nature of changes in morality that have previously occurred—like looking at a time chart of "differences between past and present", noting that the difference has been steadily decreasing, and saying, without being able to visualize it, "Extrapolating this chart into the future, we find that the future will be even less different from the present than the present."

So let me throw the question open to my readers:  Whither moral progress?

You might say, perhaps, "Over time, people have become more willing to help one another—that is the very substance and definition of moral progress."

"If everyone were to live for others all the time, life would be like a procession of ants following each other around in a circle."

Once you make "People helping each other more" the definition of moral progress, then people helping each other all the time, is by definition the apex of moral progress.

At the very least we have Moore's Open Question:  It is not clear that helping others all the time is automatically moral progress, whether or not you argue that it is; and so we apparently have some notion of what constitutes "moral progress" that goes beyond the direct identification with "helping others more often".

Or if you identify moral progress with "Democracy!", then at some point there was a first democratic civilization—at some point, people went from having no notion of democracy as a good thing, to inventing the idea of democracy as a good thing.  If increasing democracy is the very substance of moral progress, then how did this moral progress come about to exist in the world?  How did people invent, without knowing it, this very substance of moral progress?

It's easy to come up with concrete examples of moral progress.  Just point to a moral disagreement between past and present civilizations; or point to a disagreement between yourself and present civilization, and claim that future civilizations might agree with you.

It's harder to answer Subhan's challenge—to show directionality, rather than a random walk, on the meta-level.  And explain how this directionality is implemented, on the meta-level: how people go from not having a moral ideal, to having it.

(I have my own ideas about this, as some of you know.  And I'll thank you not to link to them in the comments, or quote them and attribute them to me, until at least 24 hours have passed from this post.)

Previous post: "Probability is Subjectively Objective"

I don't think anyone can really argue that a large-scale decrease in global violence and violent death is a sign of moral progress.  So I must point to this Steven Pinker conference where he lays out some statistics showing the gradual decline of violence and violent death throughout our history: http://www.ted.com/index.php/talks/steven_pinker_on_the_myth_of_violence.html

You can only answer the question if you have some sort of answer to the question, "What is moral?" If democracy is moral, then the first democrats got their walking randomly when they accidentally stepped on the "Golden path" of moral progress. Luckily they were able to recognize it as such.

Also, assuming that society would settle on Chimp rights correctly (however correctness is determined) either as human or not, is assuming your conclusion (or building an experiment that might not bear fruit until your unfrozen).

Since there is a ‘directionality’ to physics (ie. the universe moves from a simpler to a more complex state), and there is also an analogue to a ‘directionality’ in logic/mathematics (ie more complex ideas are built from simpler ideas), isn’t it apriori highly plausible that there’s also an analogue to a ‘directionality’ in the realm of values (ie. moral progress)?

Let me remind all readers that years ago I speculated on multiple transhumanist lists there may be three different ways to define causality.    I don’t see a difference between ‘caus... (read more)

" the future will be even less different from the present than the present."

" the future will be even less different from the present than the present from the past."

Why is there a direction to the shifting moral zeitgeist?

E.g. see the work of Robert Wright: How cooperation (eventually) trumps conflict

Technology is the single most important thing for morality. As technology allows better resources, communication, documentation, safer paths for society emerge as in the difference between bonobos and chimps, where resources makes the species less aggressive. Also when we become economically dependent on each other due to specialization and can be held responsible for our actions due to documentation, the threshold for cheating increases. Also we seem to want to generalize as many principles we dare to, if we are healthy, feel safe and have plenty of resou... (read more)

I'm by no means sure that the idea of moral progress can be salvaged.  But it might be interesting to try and make a case that we have fewer circular preferences now than we used to.

Wiseman, if everyone were blissed-out by direct stimulation of their pleasure center all the time, would that by definition be moral progress?

Marshall, how is your "usefulness" not isomorphic to the word "good"?  Useful for what?

Lowly Undergrad, early societies didn't have this idea of reducing violent death to zero - through what mechanism did they acquire this belief, given that they didn't start out with the idea that it was "moral progress"?

Robin Brandt, is whatever increasing technology does to a society, moral progress b... (read more)

If you take the list of things that were moral yesterday and the list that are moral today, and look for pairs between the lists that are kind of the same idea, but just in different quantity (e.g. like and love) then you could step back and see if there is an overall direction.

The key idea is to recognize when two things with different names are really different amounts of some higher more abstract idea.

Eliezer: Wiseman, if everyone were blissed-out by direct stimulation of their pleasure center all the time, would that by definition be moral progress?

Compared to todays state of affairs in the world? Yes, I think that would be enormous moral progress compared to right now (so long as the bliss was not short term and would not burn out eventually and leave everyone dead. So long as the bliss was of an individual's choice. So long as it really was everyone in bliss, and others didn't have to suffer for it. Etc. etc.)

The best discussion of moral progress I've seen yet is in Heinlein's Starship Troopers, where morality progresses by becoming more inclusive.  Once, it was family, everyone else was fair game; then, tribe, race, religion, nation, now we recognize (at least officially, there are still many on lower "rungs") the human species as being deserving of our consideration.  In Starship Troopers, Heinlein had one of his teachers in "History and Moral Philosophy" say that they were developing morality for dealing with intelligent aliens.

Paul, do you think that your own morality is optimum or can you conceive of someone more moral than yourself - not just a being who better adheres to your current ideals, but a being with better ideals than you?

If you take the view that ethics and aesthetics are one and the same, then in general it's hard to imagine how any ideals other than your own could be better than your own for the obvious reason that I can only measure them against my own.

What interests me about the rule I propose (circular preferences are bad!) is that it is exclusively a... (read more)

One possibility: we can see a connection between morality and certain empirical facts -- for example, if we believe that more moral societies will be more stable, we might think that we can see moral progress in the form of changes that are brought about by previous morally related instability.  That's not very clear -- but a much clearer and more sophisticated variant on that idea can perhaps be seen in an old paper by Joshua Cohen, "The Arc of the Moral Universe" (google scholar will get it, and definitely read it, because a) it's brilliant, an... (read more)

A few processes to explain moral progress (but probably not all of it):
a) Acquiring new knowledge (e.g. the knowledge that chimps and humans are, on an evolutionary scale, close relatives), which leads us to throw away moral judgements that make assumptions which are inconsistent with such knowledge.
b) Morality is only one of the many ends that we pursue, and as an end it becomes easier to pursue once you are amply fed, watered and clothed. In other words, improvements in material conditions enable improvements in morality.
c) Conquest of one culture by ... (read more)

"the knowledge that chimps and humans are, on an evolutionary scale, close relatives"

So what?  The differences are so profound that humans should be considered a different class, maybe even a new phylum.  The basic one is possession of language and culture.  "Animal rights" is a stupid idea.  I am against mistreatment of animals, but recognize that it is more an aesthetic than ethical position.

Eliezer:Robin Brandt, is whatever increasing technology does to a society, moral progress by definition, or does increasing technology only tend to cause moral progress?

I see, I answered quite a different question there, I had a funny feeling of that while writing that comment.

Increasing technology tends to cause moral progress yes, by making moral choices economically and experientially(as in our experience of things) more strategic/optimal. It all boils down into satisfying our adapted pattern-recognizers that gives us pleasure or a feeling of righteousn... (read more)

1) Supposing that moral progress is possible, why would I want to make such progress?

2) Psychological experiments such as the Stanford prison experiment suggest to me that people do not act morally when empowered not to do so. So if I were moral I would prefer to remain powerless, but I do not want to be powerless, therefore I perform my moral acts unwillingly.

3) Suppose that agents of type X act more morally than agents of type Y. Also suppose that the moral acts impact on fitness such that type Y agents out-reproduce type X agents. If the product of popu... (read more)

My view is similar to Robin Brandt's, but I would say that technological progress has caused the appearance of moral progress, because we responded to past technological progress by changing our moral perceptions in roughly the same direction. But different kinds of future technological progress may cause further changes in orthogonal or even opposite directions. It's easy to imagine for example that slavery may make a comeback if a perfect mind control technology was invented.

@billswift:
I do not want to divert the thread onto the topic of animal rights. It was only an example in any case. See Paul Gowder's comment previous to mine for a more detailed (and different) example of how empirical knowledge can affect our moral judgements.

Marshall, how is your "usefulness" not isomorphic to the word "good"? Useful for what?

I suppose I just want to avoid the preachiness of the word good. It is unfortunately coherent to die for goodness. It is not very useful to die for usefullness.

Useful for what? This doesn't seem like a useful question. Usefulness is obvious and thus no need to ask.

I do not wish to lose my way or be carried away by the bigness of the nominalisation "morality". Occam's Razor should also be applied here - in a pleasant and gentle way.

If one defines morality in a utilitarian way, in which a moral person is one who tries for the greatest possible utility of everyone in the world, that sidesteps McCarthy's complaint. In that case, the apex of moral progress is also, by definition, the world in which people are happiest on average.

It's easy to view moral progress up to this point as progress towards that ideal. Ending slavery increases ex-slaves' utility, hopefully less than it hurts ex-slaveowners. Ending cat-burning increases cats' utility, hopefully less than it hurts that of cat-burnin... (read more)

Re: if we all cooperated with each other all the time, would that by definition be moral progress?

If we all cooperated with each other all the time, that would be moral progress.

Moral progress simply means a systematic improvement of morals over time - so widespread cooperation would indeed represent an improvement over today's fighting and deceit.

Gee, this seems awfully similar to Timeless Physics, doesn't it?

A possibility that I  have mentioned here before has to do with positive feedback loops in an isolated society between economic growth and luxury spending on moral coherence.
On this account, people always had qualms about slavery but considered it to impractical to seriously consider abandoning it.  When feeling rich they abandoned it anyway, either as conspicuous consumption or as luxury spending on simplicity.  Having done so, it turned out, made them richer, affirming this sort of apparent luxury spending or conspicuous consumption as actually being mo... (read more)

Morality is normally concerned with conduct, not feelings.

"If everyone were to live for others all the time, life would be like a procession of ants following each other around in a circle."

Someone actually gets it right.  Greed is moral.  Greed is good.

Imagine a country that abolishes capital punishment, then, a few years later, brings it back. Have they made moral progress? Have they regressed? More importantly, who's to say?

Imagine also an alien who arrives on Earth, hears of what we've done with laws and societies and says 'what the hell? They've been morally regressing all this time?!'

Looking forward to the next post. The moral valuation of sentient/conscious matter over 'dumb' matter is something I have trouble wrapping my head around.

This has been mentioned many times, by Peter Singer, for instance, but one way towards moral progress is by expanding the domain over which we feel morally obligated.  While we may have evolved to feel morally responsible in our dealings with close relatives and tribesmen, it is harder to hold ourselves to the same standards when dealing with whoever we consider to be not part of this group.  Maybe we can attribute some of moral progress to a widening of who we consider to be a part of our tribe, which would be driven by technology forcing us to live and i... (read more)

Still waiting for someone to take the necessary first step towards a rational understanding of the issue.

Maybe I had better not join the discussion, I just want to say that nearly everyone you will ever meet, they get something and they try to hold onto it for as long as possible, and all their actions are defined by this.

Also everyone will argue what they are hardwired for: sex and eating, till they turn blue.

If we all cooperated with each other all the time, that would be moral progress. -- Tim Tyler

I agree with Tim. Morality is all about cooperation.

If everyone were to live for others all the time, life would be like a procession of ants following each other around in a circle. -- John McCarthy, via Eliezer Yudkowsky

This is a reductio ad absurdum argument against the idea that morality is an end. I agree with what it implies: Morality is a means, not an end. Cooperation is a means we each use to achieve our personal goals.

As I said previously, I think "moral progress" is the heroic story we tell of social change, and I find it unlikely that these changes are really caused by moral deliberation. I'm not a cultural relativist but I think we need to be more attuned to the fact that people inside a culture are less harmed by its practices than outsiders feel they would be in that culture. You can't simply imagine how you would feel as, say, a woman in Islam. Baselines change, expectations change, and we need to keep track of these things.

I think a lot of people are confusing a) improved ability to act morally, and b) improved moral wisdom.

Remember, things like "having fewer deaths, conflicts" does not mean moral progress.  It's only moral progress if people in general change their evaluation of the merit of e.g. fewer deaths, conflicts.

So it really is a difficult question Eliezer is asking: can you imagine how you would have/achieve greater moral wisdom in the future, as evaluated with your present mental faculties?

My best answer is yes, in that I can imagine being better able to... (read more)

Yvain: I think you're equivocating between two definitions of utility, "happiness" and "the quantity that's maximized". This dual meaning is really unfortunate.

Sebastian: moral progress might be random except that people (very plausibly) try not to return to a rejected past state. This would be directionless (or move in an arbitrary direction) but produce very few reversals.

poke: pursuing knowledge could be painful and depressing but still intuitively moral.

I see a bit of what looks like terminal/instrumental confusion in this thread. I... (read more)

A particularly interesting question is, what would people of e.g. Roman empire or mediaeval France think about today's society. We can compare the morality of the past with contemporary standards, but we can't see the future. I wonder whether mediaeval people would find our morality less despicable than we find theirs. If such comparison was possible, one could define some sort of objective (or subjectively objective?) criterion - simply put together two societies with different moral codes and watch how many will convert from first to the second and vice ... (read more)

Some changes in morality come about because people notice that their previous ideas contained incorrect probability assessments. These changes can be considered moral progress.

Example: people find a logical inconsistency in their moral thinking, and correct for it.

Example: people notice that they have been assuming it necessary to be Homo sapiens or to be of a specific gender or color in order to have conscious experience, and that they don't actually have any basis for such an assumption.

As long as our knowledge about the universe (including our own thoug... (read more)

I don't think discovering better instrumental values toward the same terminal values you always had counts as moral progress, at least if those terminal values are consciously, explicitly held.

Why on earth not?  Aristotle thought some people were naturally suited for slavery.  We now know that's not true.  Why isn't that moral progress?

(Similarly, general improvements in reasoning, to the extent they allow us to reject bad moral arguments as well as more testable kinds of bad arguments, could count as moral progress.)

A moral state X represents progress from moral state Y if people in both moral state X and moral state Y agree that X is better after being presented with the arguments.  That is, X represents progress from Y if all it takes is the right way of thinking about it to convince someone from Y to move to X.

Paul, I think values and beliefs have both changed in that case - we (I hope I'm right to generalize!) don't judge that any facts about a person could make it right to enslave them. Most of us have scrapped the whole teleological framework Aristotle used to say that.

I probably should have said "...counts as the sort of moral progress Eliezer is talking about", the reason being that updating beliefs/instrumental values isn't a matter of metaethics, and is unproblematically directional.

Nominull, in your first sentence, does "people" mean ... (read more)

Fair enough, but consider the counterfactual case: suppose we believed that there were some fact about a person that would permit enslaving that person, but learned that the set of people to whom those facts applied was the null set.  It seems like that would still represent moral progress in some sense.

Perhaps not the sort that Eliezer is talking about, though.  But I'm not sure that the two can be cleanly separated.  Consider slavery again, or the equality of humanity in general.  Much of the moral movement there can be seen as changing interpretati... (read more)

"[W]e (I hope I'm right to generalize!) don't judge that any facts about a person could make it right to enslave them."

I'm not so sure, Nick. Taboo person, and consider our treatment of certain nonhuman animals.

People will always consider their own beliefs moral and those of their predecessors who disagreed to be less so. People who believe in "moral progress" are adherents of a religion, whether they recognize it or not.

"Lowly Undergrad, early societies didn't have this idea of reducing violent death to zero - through what mechanism did they acquire this belief, given that they didn't start out with the idea that it was "moral progress"?"

While it is certainly difficult to imagine the mindset of people who existed ten of thousands of years before us, I think since they were still human beings, we can assume they were somewhat similar to you and I.  From this basic assumption  think we can look toward Peter Singer's philosophy of the moral circle.  The s... (read more)

There is a tendency for older generation to feel nostalgic for the time of their youth and for the younger generation to strive for changing the status quo. So I wonder whether the modern perception of moral progress (as opposed to perennial complaints of moral degradation popular among our ancestors) comes from the youth being more economically and politically empowered than ever before, which allows it to dominate public discourse.

i also consider morality to be about cooperation...
in this sense moral progress predates humanity
specifically i consider the evolution of multicellular life to be an example of moral progress

Not true? Please, please post about that. Not about moral progress etc, but how you have come to hold that any moral belief can be an objectively true belief. This is surely what 'we now know that's not true' implies.

Aristotle would probably ask you for evidence that he is flatly wrong. He might also ask you why your judgment is true, and his is not.

While I might not agree that we should enslave anyone, I'd certainly have the courtesy to admit to Aristotle that a moral is only as true as a society and an era holds it to be.... (read more)

Not everyone has the same intuition about the wrongness of slavery, though, and "they're not us and they're more use to us this way" is justification enough for some. People have divergent intuitions about empirical and logical propositions, too, but in those cases there's an obvious (if not always practical) way to settle things: go and look, or find a (dis)proof. You can trivially demonstrate that 1+1â� 3, but it's hard to see how you could reject with nearly as much rigor even something as ridiculous as "it's good to enslave people born o... (read more)

I submit that's enough to constitute all the knowledge we need to say that kind of behavior is immoral.

So we're saying what we think is moral based on our knowledge. I'd say that's pretty watertight. We know what we feel is right, but the more we can tie it to objective facts about the world, the stronger our position. However, I'd still argue that we can never move beyond merely believing in our morals, by definition. (Yes, I said it!) The moment we state that we know that our morals are true for all time and space, we're setting ourselves up for a fall that we can't recover from.

Sorry for repost, but note also that my earlier comment made no reference to slavery, and I of course agree that slavery isn't right. My beef was with the assertion of a true moral.

Whether you agree with it or not, Obama's "moral progress" means a change in US law to comport more closely to (his present view of) morality, not a change in the moral views of Americans.  It is quite possible to view oneself as the apex of possible morality and still believe in the possibility of moral progress on other people's part.

I disagree with Obama because I disagree with some of the goals of his morality, but I don't see that as any reason to attack his semantics.

I see moral progress as 1) increased empathy, defined as increasingly satisfying, increasingly accurate mental models of sentient beings, including oneself, and 2) increased ability to predict the future, to map out the potential chains of causality for one's actions.

Inspired by this article http://www.thecherrycreeknews.com/news-mainmenu-2/1-latest/5517-higher-intelligence-associated-with-liberalism-atheism.html 
I think one way of doing it might be to show directionality in terms of evolutionary novelty. That is, look at what parts of our evolutionary psychology we have rationally worked against as a culture, and why we came to those more intellectual conclusions. That way, the measure of our progress could be in how we learn to fix the mistakes of the stupid natural selection. 

However, that sounds a lot to me like r... (read more)

Part of the answer could lie into "what would someone teleported to another culture think ?" I don't think it totally solves the question, but it's a hint, or a part of the answer.

If you take someone from now, and he's teleported to dark ages, with absolute monarchy, serfdom, capital punishment with the most horrible ways of killing, torture, ... he will be horrified.

If you take someone from the dark ages and teleport him now, he'll probably be very lost at first, but I don't think he would be horrified by the fact we manage to take more-or-less reasonable decisions using democracy (at least as reasonable at what the kings used to do), that the society doesn't collapse into crime and chaos when we suppress death penalty, serfdom, torture, ...

Many people who, in the past, advocated the use of what we now consider barbaric (torture, death penalty, dictatorship, ...) did it saying "there is no alternative", "if we don't maintain order, it'll be chaos and everyone will murder each other", "if you don't have a king, no decision will be taken", ...

The same applies to points which are debated right now in western societies, like "painless"... (read more)

...the fact we manage to take more-or-less reasonable decisions using democracy (at least as reasonable at what the kings used to do), that the society doesn't collapse into crime and chaos when we suppress death penalty, serfdom, torture, ... 

Recently, it has been quite fashionable on LW to profoundly disagree with all of those points. At the very least, someone's going to say that, when an attempt to suppress slavery was made, the US society did for a while collapse into chaos unheard of before or since.

Speaking quite frankly (and in purple prose), though, there are few other things in the realm of the mind I'd desire right now than to be able to trust securely in all those points, and rest well, knowing that the job of SIAI and partly LW is simply to fight our way upwards before the sky comes crashing down - not also to run as fast as possible from the eldritch monster born of our own shadow!

Eh, I'm just not the go-to guy here. You should try talking to people like:

Aurini (MEDIUM)  - and he might end up just opening the gate and letting you pass if you look like enough of a bro - has recently been witnessed in a brawl against a pick-up raid. Pick-up, get it? Get it? Eh heh!

steven0461 (BONUS CONTENT; need the Meta^2-Contrarian Edition DLC to unlock - BUY NOW for only LW$ 5499)

Since I'm apparently a stepping stone on the path to the Final Boss of the contrarian Internet, I wonder what my fatality is.

So, we have an agreement that outright flattering each other in the future shall be reprociated with positive karma loops, as long as it's done in a sufficiently nerdy manner? C'mon, bro, just say yeah!

Past behaviour is an excellent predictor of future behaviour. Nerdy flattery and humour seem to be consistently rewarded on LessWrong.

We are glad to announce an upcoming full-fledged expansion pack: 'The Twisting Way'

Engage the enigmatic genius Will_Newsome and rescue Lady AspiringKnitter from his unspeakable experiments; survive the shamanistic Rites of Hanson (not for the sake of survival!); endure stigma and uproar as you optimize your threads for the gaze of the feared Outsiders; boldly embark upon the Doomed Quest for Mencius' Magnificient Monocle, and more!

The discussion in the comments has been interesting, but I believe I have a simple answer to Eliezer's question (please tell me if I am mistaken). Consider a society that has a moral idea say, like valuing bodily autonomy, but they don't give woman that right. They often kill women for the organs to give to men and children, due to an old tribal culture mainly forgotten. Unfortunately, certain rituals and dogma still continue on. One day, a leading public intellectual points this out on tv, and they change their actions to fit in with their true moral beliefs, and stop acting on non-moral ones. Wouldn't this be an example of moral progress?

I was going to say something about moral progress being changes in society that result in global increase in happiness, but I ran into some problems pretty fast following that thought. Hell, if we could poll every single living being from 11th century and 21st century and ask them to rate their happiness from 1-10 why do I have a feeling we'd end up with same average in both cases? 

If you gave me exensional definition of moral progress by listing free speech, end of slavery and democracy, and then ask me for intensional definition, I'd say moral progress is global and local increase in co-operation between humans. That does not necessarily mean increase in global happiness.



The Gift We Give To Tomorrow

How, oh how, did an unloving and mindless universe, cough up minds who were capable of love?

"No mystery in that," you say, "it's just a matter of natural selection."

But natural selection is cruel, bloody, and bloody stupid.  Even when, on the surface of things, biological organisms aren't directly fighting each other—aren't directly tearing at each other with claws—there's still a deeper competition going on between the genes.  Genetic information is created when genes increase their relative frequency in the next generation—what matters for "genetic fitness" is not how many children you have, but that you have more children than others.  It is quite possible for a species to evolve to extinction, if the winning genes are playing negative-sum games.

How, oh how, could such a process create beings capable of love?

"No mystery," you say, "there is never any mystery-in-the-world; mystery is a property of questions, not answers.  A mother's children share her genes, so the mother loves her children."

But sometimes mothers adopt children, and still love them.  And mothers love their children for themselves, not for their genes.

"No mystery," you say, "Individual organisms are adaptation-executers, not fitness-maximizers.   Evolutionary psychology is not about deliberately maximizing fitness—through most of human history, we didn't know genes existed.  We don't calculate our acts' effect on genetic fitness consciously, or even subconsciously."

But human beings form friendships even with non-relatives: how, oh how, can it be?

"No mystery, for hunter-gatherers often play Iterated Prisoner's Dilemmas, the solution to which is reciprocal altruism.  Sometimes the most dangerous human in the tribe is not the strongest, the prettiest, or even the smartest, but the one who has the most allies."

Yet not all friends are fair-weather friends; we have a concept of true friendship—and some people have sacrificed their life for their friends.  Would not such a devotion tend to remove itself from the gene pool?

"You said it yourself: we have a concept of true friendship and fair-weather friendship.  We can tell, or try to tell, the difference between someone who considers us a valuable ally, and someone executing the friendship adaptation.  We wouldn't be true friends with someone who we didn't think was a true friend to us—and someone with many true friends is far more formidable than someone with many fair-weather allies."

And Mohandas Gandhi, who really did turn the other cheek?  Those who try to serve all humanity, whether or not all humanity serves them in turn?

"That perhaps is a more complicated story.  Human beings are not just social animals.  We are political animals who argue linguistically about policy in adaptive tribal contexts.  Sometimes the formidable human is not the strongest, but the one who can most skillfully argue that their preferred policies match the preferences of others."

Um... that doesn't explain Gandhi, or am I missing something?

"The point is that we have the ability to argue about 'What should be done?' as a proposition—we can make those arguments and respond to those arguments, without which politics could not take place."

"Believed certain complicated propositions about 'What should be done?' and did them."

That sounds like it could explain any possible human behavior.

"If we traced back the chain of causality through all the arguments, it would involve: a moral architecture that had the ability to argue general abstract moral propositions like 'What should be done to people?'; appeal to hardwired intuitions like fairness, a concept of duty, pain aversion + empathy; something like a preference for simple moral propositions, probably reused from our previous Occam prior; and the end result of all this, plus perhaps memetic selection effects, was 'You should not hurt people' in full generality—"

"Unless you think it was magic, it has to fit into the lawful causal development of the universe somehow."

Well... I certainly won't postulate magic, under any name.

But come on... doesn't it seem a little... amazing... that hundreds of millions of years worth of evolution's death tournament could cough up mothers and fathers, sisters and brothers, husbands and wives, steadfast friends and honorable enemies, true altruists and guardians of causes, police officers and loyal defenders, even artists sacrificing themselves for their art, all practicing so many kinds of love?  For so many things other than genes?  Doing their part to make their world less ugly, something besides a sea of blood and violence and mindless replication?

"Are you claiming to be surprised by this?  If so, question your underlying model, for it has led you to be surprised by the true state of affairs.  Since the beginning, not one unusual thing has ever happened."

"What are you suggesting, that some sort of shadowy figure stood behind the scenes and directed evolution?"

"Because if you were suggesting that, I would have to ask how that shadowy figure originally decided that love was a desirable outcome of evolution.  I would have to ask where that figure got preferences that included things like love, friendship, loyalty, fairness, honor, romance, and so on.  On evolutionary psychology, we can see how that specific outcome came about—how those particular goals rather than others were generated in the first place.  You can call it 'surprising' all you like.  But when you really do understand evolutionary psychology, you can see how parental love and romance and honor, and even true altruism and moral arguments, bear the specific design signature of natural selection in particular adaptive contexts of the hunter-gatherer savanna.  So if there was a shadowy figure, it must itself have evolved—and that obviates the whole point of postulating it."

I'm not postulating a shadowy figure!  I'm just asking how human beings ended up so nice.

"Nice!  Have you looked at this planet lately?  We also bear all those other emotions that evolved, too—which would tell you very well that we evolved, should you begin to doubt it.  Humans aren't always nice."

We're one hell of a lot nicer than the process that produced us, which lets elephants starve to death when they run out of teeth, and doesn't anesthetize a gazelle even as it lays dying and is of no further importance to evolution one way or the other.  It doesn't take much to be nicer than evolution.  To have the theoretical capacity to make one single gesture of mercy, to feel a single twinge of empathy, is to be nicer than evolution.  How did evolution, which is itself so uncaring, create minds on that qualitatively higher moral level than itself?  How did evolution, which is so ugly, end up doing anything so beautiful?

"Beautiful, you say?  Bach's Little Fugue in G Minor may be beautiful, but the sound waves, as they travel through the air, are not stamped with tiny tags to specify their beauty.  If you wish to find explicitly encoded a measure of the fugue's beauty, you will have to look at a human brain—nowhere else in the universe will you find it.  Not upon the seas or the mountains will you find such judgments written: they are not minds, they cannot think."

Perhaps that is so, but still I ask:  How did evolution end up doing anything so beautiful, as giving us the ability to admire the beauty of a flower?

"Can you not see the circularity in your question?  If beauty were like some great light in the sky that shined from outside humans, then your question might make sense—though there would still be the question of how humans came to perceive that light.  You evolved with a psychology unlike evolution:  Evolution has nothing like the intelligence or the precision required to exactly quine its goal system.  In coughing up the first true minds, evolution's simple fitness criterion shattered into a thousand values.  You evolved with a psychology that attaches utility to things which evolution does not care about, like human life and happiness.  And then you look back and say, 'How marvelous, that uncaring evolution produced minds that care about sentient life!'  So your great marvel and wonder, that seems like far too much coincidence, is really no coincidence at all."

But then it is still amazing that this particular circular loop, happened to loop around such important things as beauty and altruism.

"I don't think you're following me here.  To you, it seems natural to privilege the beauty and altruism as special, as preferred, because you value them highly; and you don't see this as a unusual fact about yourself, because many of your friends do likewise.  So you expect that a ghost of perfect emptiness would also value life and happiness—and then, from this standpoint outside reality, a great coincidence would indeed have occurred."

But you can make arguments for the importance of beauty and altruism from first principles—that our aesthetic senses lead us to create new complexity, instead of repeating the same things over and over; and that altruism is important because it takes us outside ourselves, gives our life a higher meaning than sheer brute selfishness.

"Oh, and that argument is going to move even a ghost of perfect emptiness—now that you've appealed to slightly different values?  Those aren't first principles, they're just different principles.  Even if you've adopted a high-falutin' philosophical tone, still there are no universally compelling arguments.  All you've done is pass the recursive buck."

You don't think that, somehow, we evolved to tap into something beyond—

"What good does it do to suppose something beyond?  Why should we pay more attention to that beyond thing, than we pay to our existence as humans?  How does it alter your personal responsibility, to say that you were only following the orders of the beyond thing?  And you would still have evolved to let the beyond thing, rather than something else, direct your actions.  You are only passing the recursive buck.  Above all, it would be too much coincidence."

"A flower is beautiful, you say.  Do you think there is no story behind that beauty, or that science does not know the story?  Flower pollen is transmitted by bees, so by sexual selection, flowers evolved to attract bees—by imitating certain mating signs of bees, as it happened; the flowers' patterns would look more intricate, if you could see in the ultraviolet.  Now healthy flowers are a sign of fertile land, likely to bear fruits and other treasures, and probably prey animals as well; so is it any wonder that humans evolved to be attracted to flowers?  But for there to be some great light written upon the very stars—those huge unsentient balls of burning hydrogen—which also said that flowers were beautiful, now that would be far too much coincidence."

"No, I explain it.  Of course there's a story behind the beauty of flowers and the fact that we find them beautiful.  Behind ordered events, one finds ordered stories; and what has no story is the product of random noise, which is hardly any better.  If you cannot take joy in things that have stories behind them, your life will be empty indeed.  I don't think I take any less joy in a flower than you do; more so, perhaps, because I take joy in its story as well."

Perhaps as you say, there is no surprise from a causal viewpoint—no disruption of the physical order of the universe.  But it still seems to me that, in this creation of humans by evolution, something happened that is precious and marvelous and wonderful.  If we cannot call it a physical miracle, then call it a moral miracle.

"Because it's only a miracle from the perspective of the morality that was produced, thus explaining away all of the apparent coincidence from a merely causal and physical perspective?"

Well... I suppose you could interpret the term that way, yes.  I just meant something that was immensely surprising and wonderful on a moral level, even if it is not surprising on a physical level.

But it still seems to me that you, from your own view, drain something of that wonder away.

"Then you have problems taking joy in the merely real.  Love has to begin somehow, it has to enter the universe somewhere.  It is like asking how life itself begins—and though you were born of your father and mother, and they arose from their living parents in turn, if you go far and far and far away back, you will finally come to a replicator that arose by pure accident—the border between life and unlife.  So too with love.

"A complex pattern must be explained by a cause which is not already that complex pattern.  Not just the event must be explained, but the very shape and form.  For love to first enter Time, it must come of something that is not love; if this were not possible, then love could not be.

"Even as life itself required that first replicator to come about by accident, parentless but still caused: far, far back in the causal chain that led to you: 3.85 billion years ago, in some little tidal pool.

"Perhaps your children's children will ask how it is that they are capable of love.

"And their parents will say:  Because we, who also love, created you to love.

"And your children's children will ask:  But how is it that you love?

"And their parents will reply:  Because our own parents, who also loved, created us to love in turn.

"Then your children's children will ask:  But where did it all begin?  Where does the recursion end?

"And their parents will say:  Once upon a time, long ago and far away, ever so long ago, there were intelligent beings who were not themselves intelligently designed.  Once upon a time, there were lovers created by something that did not love.

"Once upon a time, when all of civilization was a single galaxy and a single star: and a single planet, a place called Earth.

You seem very impressed with love, as our entire culture is. Might that be a bias?

It's hard to point to concrete ways that love helps people (cooperation, parenting, and various other things are perfectly possible without love).

It's easy to point to many known ways that love hurts people. First, there are broken hearts and divorces. Then there's external pressure on who we love or not (if you don't love me I'm going to leave you; if you love her, I'm going to leave you). And then there is the theory that my love for you gives you obligations to me. People ... (read more)

You seem very impressed with love, as our entire culture is. Might that be a bias?

One of the things the post does is point out that it's a bias.

The utility function is not up for grabs. If you value love, this has nothing to do with your beliefs. Valuing love can trigger biases, such as wishful thinking, but it is not of itself a bias. It's neither rational nor irrational, but arational.

We might be living in a simulation. If we are, then as Eliezer pointed out himself, we have no idea what kind of physics exist in the "real world." In fact, there is no reason to assume any likeness at all between our world and the real world. For example, the fundamental entities in the real world could be intelligent beings, instead of quarks. If so, then there could be some "shadowy figure" after all. This might be passing the buck, but at least it would be passing it back to somewhere where we can't say anything about it anymore.

I tried, Unknown, I really did.  I wanted badly to be a theist for a long time, and I really tried to think along the path you're suggesting.  But we've learned so much about the myriad ways that intelligence isn't fundamental - can't be fundamental.  It's too complex, has too many degrees of freedom.  You want to postulate a perfect essence of intelligence?  Fine - whose?  What will it want, and not want?  What strategies of rationality will it execute?  Intelligence is a product of structure, and structure comes from an ordering of lower levels.  As fundamental as it seems from the inside, I don't think there's any way to put back the clock and view intelligence as an irreducible entity the way you seem to want to.

If you replace "love" in this article with "theistic spirituality" -- another aspect of the human psychology which many, if not most, humans consider deeply important and beautiful  -- and likewise replace mutatis mutandis other parts of the dialog, would it not just as well argue for the propagation of religion to our descendants?

There is an argument from David Deutsch about the beauty of flowers. It is available here http://www.qubit.org/people/david/index.php?path=Video/Why%20Are%20Flowers%20Beautiful

Although I do not agree with everything he says in that talk. I think he may be right in that one reason both bees and humans find flowers attractive is that there was a huge genetic gap between bees and flowers, and so the shortest way of signaling between the species was to use a more universal standard, a standard that seems to be embedded in the very nature of intelligence(at lea... (read more)

one reason both bees and humans find flowers attractive is that there was a huge genetic gap between bees and flowers, and so the shortest way of signaling between the species was to use a more universal standard, a standard that seems to be embedded in the very nature of intelligence

I haven't watched the talk, but that sounds like a very odd reply when you consider that humans can't actually see the complicated ultraviolet patterns that flowers use to signal to bees in particular.

Eli: "Once upon a time, when all of civilization was a single galaxy and a single star: and a single planet, a place called Earth."

And there goes Caledonian again, with his vacuous comments intended only to spite. Eliezer already said everything you're saying - too bad you couldn't see it :(

Explaining love to a naive non-human intelligence that doesn't have an analogue:

"We feel a strange sort of attraction (sometimes physical, sometimes mental) towards other members of the species, and sometimes towards the species as a whole."

"But you don't get it - sometimes it goes so far as to cause us to let harm be done to ourselves in the name of love."

"Lemmings walking off cliffs in droves? Birds evolving large showy tails that give them difficulty flying because it makes them more like... (read more)

Mike Blume: "Intelligence is a product of structure, and structure comes from an ordering of lower levels."

I agree with that (at least for the kind of intelligence we know about), but the structure rests on universal laws of physics: how did those laws get to be universal?

I especially enjoy these types of posts. Your posts are so often densely packed with information that I find myself getting overloaded. This format allows for a back and forth between ideas, covering possible arguments, and the mock discussion allows me to take a mental break every few sentences. The end result is a post that I can enjoy from beginning to end, and feel that I've learned a point well enough to argue it on my own.

Wow. And this is the sort of thing you write when you're busy...

I've enjoyed these past few posts, but the part I've found most interesting are the attempts at evolutionary psychology-based explanations for things, like teenage rebellion and now flowers. Are these your own ideas, or have you taken them from some other source where they're backed up by further research? If the latter, can you tell me what the source is? I would love to read more of them (I've already read "Moral Animal", but most of these are still new to me).

The important thing is that we humans value love, and therefore we want love to perpetuate throught the universe.

I don't see the dialogue as arguing for anything, rather than explaining; but if it is, it's arguing for the propagation of those parts of our psychology we really want to keep, not the blind preservation of everything evolution gave us.

OK Eliezer, answer the easy question "why are flowers beautiful" and dodge the hard one about fugues, rainbows, stars, sunsets, and iridescent beetles, as well as the beauty of difficult to catch gazelles, the ugliness of easy to catch pigs, and the ugliness of tasty and nutritious bottom-dwelling fish.

Nitpick: pigs have only been easy to catch for ~9000 years.

"Once upon a time, when all of civilization was a single galaxy and a single star: and a single planet, a place called Earth."

Did this dialogue take place aboard the Battlestar Galactica? :-P

Re: Evolution is not mindless or stupid. Rather, it gets more intelligent as time goes on and intelligence in species increases.

Feel free to refer people to that page whenever you hear them claiming that evolution is blind or stupid.

@Nick Tarleton "but if it is [arguing for something], it's arguing for the propagation of those parts of our psychology we really want to keep."

For many or most humans, to the extent that current religion is imperfect, the enhancement of spirituality is perhaps the most important goal for humanity. Of course, various groups do have variations on what they mean by religion, but worship of a god is very common

I wonder, then, if Eliezer's explanation/argument could be applied just as well to the preservation and encouragement of worship of the divine, though it would not fit well with the atheism advocated in his other articles.

None of those things will be our gift to the future.  Our gift will not be the strategies we acquired through luck, stumbling onto the correct paths through the maze by trial and error.  It will be the ability to understand what makes stra... (read more)

Well, as a women with at least 4 men after her genetic material, who is very circumspect about the wisdom of child-rearing, I find this discussion somewhat interesting... People consciously want to perpetuate themselves.  It's not just sex without contraception = babies + oxytocin + progesterone = child loving.  People love children that do not yet exist.  People love the written words they leave behind on the page.  People love creation... their own... their immortality.  With enough power, could the superintelligence reach back through the relics and mem... (read more)

Unknown: "We might be living in a simulation. If we are, [...] there is no reason to assume any likeness at all between our world and the real world. For example, the fundamental entities in the real world could be intelligent beings, instead of quarks."

Bostrom's simulation argument is only persuasive because it gives us reasons (posthuman civilization is plausible; posthumans could run ancestor simulations) from within our world for thinking that our world is a simulation that bears likeness to the "real" one. Without such reasons, the... (read more)

As a matter of fact, we don't run many ancestor simulations.

Rather, most simulations are games and movies: action adventure, comedy, pornography, etc - which makes it more likely that those are the kind of simulation we are in, if our world exists under simulation.

Temple- Actually I reread your post.  I think the problem is never 'Love' proper, but negative things that are sometimes associated with love, specifically jealousy and selfishness- well jealously is a type of selfishness.  For example:  married man falls in love with another woman and decides in his romantic passion to have an affair, which in turns hurts his wife and ends his marriage.  The problem:  His wife's jealousy.   Why should we lie to ourselves our whole lives about who we love?  Why should we only love our parents, children, and spouse?  Lameas... (read more)

None of us can say what our descendants will or will not do, but there is no reason to believe that any particular part of human nature will be worthy in their eyes. [emphasis mine]

I can see one possible reason: we might have some influence over what they think.

fugues, rainbows, stars, sunsets, and iridescent beetles

Rainbows => sun and water => plants to eat => prey animals.
Stars and sunsets => good weather tomorrow => easier survival (and reproduction).
No idea about the beetles yet.

difficult to catch gazelles, the ugliness of easy to catch pigs, and the ugliness of tasty and nutritious bottom-dwelling fish.

All these things possess attributes desirable for a human. "I wish I could run as fast as a gazelle, or be as dangerous to my ene... (read more)

As for the fugues, the reaction of the human brain to music is most puzzling and fascinating to me. It feels as if 'some shadowy entity' forgot to remove direct API for accessing our own emotional machinery.

@Caledonian: A properly designed AI should care about the very things that we care. Or what would be the purpose of building it? Wipe out the human race trying to prove the Riemann hypothesis? I'm well aware of the huge mind-design space out there - but I think that we should aim for the right spot when designing our first AI (now, where is the spot, and how to aim for it is still an open question).

I would be interested in seeing what you think about how we should build an AI (and what its goals should be as well...)

None of them are tough to explain. Some Vlad's nailed, some are coincidence. Random thing happens to resemble useful thing in some property, random thing sets off our beauty sensors. Every now and then you'll end up eating a poisonous beetle, but aesthetic judgment clearly has a net benefit for us. You don't need to think up elaborate reasons for why we think sunsets are beautiful. You just need to remember that we have a useful phenomenon called 'beauty' that reacts to useful things. It's only natural that some other things are, by chance... (read more)

“Now healthy flowers are a sign of fertile land, likely to bear fruits and other treasures, and probably prey animals as well; so is it any wonder that humans evolved to be attracted to flowers? “

Eliezer, could you make a plausible rationalization of human attraction to music based on natural selection?

Humans used to live in small tribes of about 50 people, and prepared for the hunt by looking at their cave paintings of animals they would soon kill. But cave paintings are not a perfect virtual reality aid for imagining a hunt. So they also rubbed their furs in the grass to get the right smell, and they also made sounds to remind themselves of the hunt. Natural selection favored these behaviors because they helped people hunt for food better. Over time, people evolved to desire certain kinds of visual, olfactory, and auditory sensations -- this was... (read more)

Why do you think humans might perceive certain sound combinations as evoking different emotions?

the tones in human voices change, depending on the emotional states of the speakers?

I've heard that isn't true in tonal languages.
Is the meaning of the tones universal across atonal languages? I doubt it, for otherwise, how would tonal ones develop?

I’m sorry, Elliot, but, while your suggestion is logical, it does not seem very plausible to me. I do not see how appreciation of Bach can boost my hunting abilities. A further mystery to me is how we are able to read complex emotions expressed by music. Often it can be easier to gauge the emotional context from the music than from the intonation of foreign speakers.

I also have some doubts concerning Eliezer’s theory on the beauty of flowers. If our appreciation of nature’s beauty has a hidden utilitarian purpose related to agriculture, why is it more often expressed by urban dwellers than by those who actually make a living out of land?

It's false. "Tone" as a lexical property of words (as in "tonal languages") is a specific technical concept that is not to be confused with "intonation", which is an essentially universal phenomenon of human speech.

Once hunting music was created, females could select mates not just by how well they hunted directly (which they often didn't directly observe), but also by the quality of their hunting music. A man's hunting music provided extra information about his knowledge of hunting. Once females started selecting mates partially in this way, there was evolutionary selection pressure on men to start making music for the purpose of attracting a mate.

Female taste in music did not correspond to hunting music absolutely perfectly; it was just flawed rules of thumb... (read more)

Of course the feeling of love had to evolve, and of course it had to evolve from something that was not love.  And of course the value of the love that we feel is not woven into the fabric of the universe; it's only valuable to us.  But it's still a very happy thing that love exists, and it's also sort of a lucky thing; it is not woven into the fabric of the universe that intelligent beings (or any beings for that matter) have to have anything that feels as good as love does to us.  This luck may or may not be "surprising" in the sense that it ma... (read more)

The book How Music Really Works has some decent ideas about the evolution of music. Here's approximately the relevant part.

Basically he suggests it's useful as pre-language for mother-infant communication, for maintaining group cohesion, and for sexual signaling. The specific structure of music is largely a side effect of how our brain processes language.

The book How Music Really Works has some decent ideas about the evolution of music. Here's approximately the relevant part.

Basically he suggests it's useful as pre-language for mother-infant communication, for maintaining group cohesion, and for sexual signaling. The specific structure of music is largely a side effect of how our brain processes language.

There may be organisms whose niche does not require them to have a state that represents the level of reinforcement implied by the "experience of love", but that is not a deficiency, and we are not "lucky&qu... (read more)

Vladimir: "These are easy."
Ben: "None of them are tough to explain. Some Vlad's nailed [...]"
Elliot: "Humans [...] prepared for the hunt by looking at their cave paintings of animals they would soon kill [...]"
Elliot again: "hunting music [...] How's that?"

In case anyone was wondering where evolutionary psychology gets its bad reputation for being a bunch of "just-so" stories, see above.

To be clear, I'm not saying that there aren't any adaptive explanations for aesthetic appreciation of music, rainbows, &c. Rather, it's that we're unlikely to uncover the true explanations in the process of speculating on a blog comment thread. To do this properly, and therefore actually have half a chance of getting the right answer, you'd want to be deeply familiar with the literature on human evolution and modern-day hunter-gatherers. You'd want to review or conduct cross-cultural studies. You'd want to devise some extremely clever experiments to run in the psychology lab, &c.

By all means, generate hypotheses! Guess!--but know when you're just guessing.

Aack!!!  Too... many... just so stories... bad evolutionary psychology... comment moderation... failing.

It seems to me that some of these explanations for beauty are overkill. Start from the straightforward idea that natural selection shaped our pattern-recognition hardware, in all of its varieties, for "ordinary" evolutionary reasons. Then suppose that we discovered ways of contriving input (e.g. music, art) that exploited and tickled our pre-existing hardware, after the fact. I don't see the need for music itself to have developed from anything that increased fitness.

Similarly, for sunsets and rainbows, suppose that we already had hardware that r... (read more)

Love as Drug, Drug as Love...
Has anyone here been both in love and taken ecstasy?  (I have never taken E and cannot attest).  Are they similar?  Which is better and why?  When rats are given ecstasy, their brains dump a shit load of OXT and 5HT and they start behaving very strangely... they start wanting to be close to each other and licking each other and following each other around and nuzzling... From a human point of view it seems almost romantic.  Ecstasy was, afterall, first used by psychiatrists as a drug of choice in 'couples counselling' because ... (read more)

I don't see how a drug producing a feeling means it's simple; one signal can start off an arbitrarily complex process.

The book How Music Really Works has some decent ideas about the evolution of music.

On the contrary. That is exactly the sort of rubbish that gives evolutionary psychology such a bad name.

The idea that something like music -- an extremely high-level byproduct of human cognition -- could be explained directly as an evolutionary adaptation is absurd enough. (Imagine trying to give a Darwinian account of why chess pieces move in the way they do.) The invocation of sexual selection -- the process that explains the peacock's fancy tail -- borders on the ludicrou... (read more)

Also of interest... Same friend said, and this is a paraphrasing, "Either take E with a partner you already know and trust, or else avoid the people you meet while on E for at least a month afterwards, because you will become psychotically attached to anyone you sleep with for no good reason, and are likely to pursue a bad relationship to disasterous ends..."  Maybe not everyone needs E to get this 'psychotic attachment' for 'no good reason,' and this might be something along the lines of what Temple had in mind when he suggested we explore the n... (read more)

I have been in love, and taken ecstasy. (As it happens, I have also taken ecstasy with someone I was in love with.) I do think being in love is more complex than the feeling induced by those chemicals. 

It seems to me that one of the biggest parts of being in love is the pervasive fixation on that one person. Those obsessive thought patterns that are like wanting to saturate yourself with that person's essence. An ecstacy trip can't really give you that, and of course by itself it can't supply the person. 

However, the feeling of being on X is somewhat simil... (read more)

I was once impressed by the ability of natural selection to create incredibly complicated functioning living things that can even repair and make copies of themselves. I realized that this was the result of it having so much time and material to work with and relentlessly following an algorithm for attaining fitness that a human being with its biases would be apt to deviate from if consciously pursuing it, but I still felt impressed. I have never felt that way about beauty or emotion.

Elliot: â��Once hunting music was created, females could select mates not just by how well they hunted directly (which they often didn't directly observe), but also by the quality of their hunting music... So music became a useless display (useless for survival) used in sexual selection, like the peacock's tail. â��

The majority of people (including non-hunting females) enjoy listening to music without even trying to perform it themselves. Among those few, who did learn how to play musical instruments, most could get greater boost to their sex-appeal by devoting their time to body-building instead. Using the peacock analogy, I would say that our â��musical tailâ�� seems too large judged by its effect on the other sex.


I wonder if bees could be said to love the other members of the bee hive? When a bee sacrifices its life by stinging, is that the ultimate act of love?

Citation? A trait could be attractive in both sexes.

Singing voices are markedly sexually dimorphic.  As though the males were signalling size, while the females were signalling youth.  The utility of this in multi-part harmony singing may be incidental, though.


Hal Finney, I am reminded of Stephen Pinker's discussion of love between two individuals whose interests exactly coincide. He says that the two would come to form one organism, and they would be like multiple organs or cells within that individual organism, and so would not have to experience "love".

Re: natural selection is cruel, bloody, and bloody stupid

I previously posted an essay addressing the "stupid" claim - here's another one to address cruel and bloody.

It observes that most of nature is better characterised by peaceful cooperation than by bloody conflict.


I take joy in the merely real, because I learned to; I take joy in seeing a vastly improbable coincidence where there is none, because of a hiccup of evolutionary psychology. The first is motivating, the second is blinding, but before I deconstruct the second (and perhaps build the first from its parts), I can take it in, short-term. There's no reason not to stop for a moment and feel the joy/marvel/amazement that you suspect you're feeling for a stupid reason; just don't let your guard down.

"Now healthy flowers are a sign of fertile land, likely to bear fruits and other treasures, and probably prey animals as well; so is it any wonder that humans evolved to be attracted to flowers?"

Hm... this is, of course, a wonderful essay, but I'd give 5:1 against that being the true reason humans are attracted to flowers. A generalized attraction to symmetry as a result of some sort of sexual selection would make more sense. And the whole story is guaranteed to be much more modulated by culture than here assumed. This is a classic evo-psych Just So Story (not that the field is wholly vacuous).

Perhaps the author is not endorsing that viewpoint though.

I'd be more inclined to go with, "It's easier to make a brain that does everything you want and a few other things, than to make a brain that does exactly and only what you want."

Yet not all friends are fair-weather friends; we have a concept of true friendship—and some people have sacrificed their life for their friends.  Would not such a devotion tend to remove itself from the gene pool?

I think that the perception of beauty has something to do with mathematics, well reality rather, but math has something to do with reality. 

Something akwardly inefficient and distorted, out of shape and disfigured - how often do you find there the essence of beauty?

To explain Gandhi, and altruistic behavior in general beyond what makes sense from an evolutionary standpoint, I would say that we have taken the tools that evolution gave us for very different things (including friendship, love, empathy, and so on) and fundamentally re-purposed them.  Our brain, our hardware, is a product of evolution, but our brain has been shown to be very highly plastic and flexible, especially when we are young.  Our culture, or education, and our upbringing is a big part of the software we are running on our brain and, to a large ext... (read more)

And Mohandas Gandhi, who really did turn the other cheek?  Those who try to serve all humanity, whether or not all humanity serves them in turn?

This prompts me to propose a new heuristic: treat any claims of great and improbable virtue with great skepticism.

In Saul Alinksky's telling (in "Rules for Radicals"), Gandhi adopted nonviolence because it was the best option he had. The Indians had no guns and no way to get them. Gandhi also complained about the passivity of Indians. He turned these weaknesses into strengths.  Passive sit-in's and pas... (read more)

Quote voice seems to "win" this exchange,  but I think there are 3 things it is missing:
1. I can't know someone else's joy level with certainty, but despite quote voice accusing unquote voice of having problems taking joy in the real - I don't hear the joy in quote voice (save for the last reply).  Maybe QV is just using "joy in the real" as an applause light instead of actually practicing it.
2. "And you claim to be surprised by this?" - Lack of surprise may be a symptom of having a perfect model of the world, but more often it is a symptom of no... (read more)



Could Anything Be Right?

Years ago, Eliezer1999 was convinced that he knew nothing about morality.

For all he knew, morality could require the extermination of the human species; and if so he saw no virtue in taking a stand against morality, because he thought that, by definition, if he postulated that moral fact, that meant human extinction was what "should" be done.

I thought I could figure out what was right, perhaps, given enough reasoning time and enough facts, but that I currently had no information about it.  I could not trust evolution which had built me.  What foundation did that leave on which to stand?

Well, indeed Eliezer1999 was massively mistaken about the nature of morality, so far as his explicitly represented philosophy went.

But as Davidson once observed, if you believe that "beavers" live in deserts, are pure white in color, and weigh 300 pounds when adult, then you do not have any beliefs about beavers, true or false.  You must get at least some of your beliefs right, before the remaining ones can be wrong about anything.

My belief that I had no information about morality was not internally consistent.

Saying that I knew nothing felt virtuous, for I had once been taught that it was virtuous to confess my ignorance.  "The only thing I know is that I know nothing," and all that.  But in this case I would have been better off considering the admittedly exaggerated saying, "The greatest fool is the one who is not aware they are wise."  (This is nowhere near the greatest kind of foolishness, but it is a kind of foolishness.)

Was it wrong to kill people?  Well, I thought so, but I wasn't sure; maybe it was right to kill people, though that seemed less likely.

What kind of procedure would answer whether it was right to kill people?  I didn't know that either, but I thought that if you built a generic superintelligence (what I would later label a "ghost of perfect emptiness") then it could, you know, reason about what was likely to be right and wrong; and since it was superintelligent, it was bound to come up with the right answer.

The problem that I somehow managed not to think too hard about, was where the superintelligence would get the procedure that discovered the procedure that discovered the procedure that discovered morality—if I couldn't write it into the start state that wrote the successor AI that wrote the successor AI.

As Marcello Herreshoff later put it, "We never bother running a computer program unless we don't know the output and we know an important fact about the output."  If I knew nothing about morality, and did not even claim to know the nature of morality, then how could I construct any computer program whatsoever—even a "superintelligent" one or a "self-improving" one—and claim that it would output something called "morality"?

There are no-free-lunch theorems in computer science—in a maxentropy universe, no plan is better on average than any other.  If you have no knowledge at all about "morality", there's also no computational procedure that will seem more likely than others to compute "morality", and no meta-procedure that's more likely than others to produce a procedure that computes "morality".

I thought that surely even a ghost of perfect emptiness, finding that it knew nothing of morality, would see a moral imperative to think about morality.

But the difficulty lies in the word think.  Thinking is not an activity that a ghost of perfect emptiness is automatically able to carry out.  Thinking requires running some specific computation that is the thought.  For a reflective AI to decide to think, requires that it know some computation which it believes is more likely to tell it what it wants to know, than consulting an Ouija board; the AI must also have a notion of how to interpret the output.

If one knows nothing about morality, what does the word "should" mean, at all?  If you don't know whether death is right or wrong—and don't know how you can discover whether death is right or wrong—and don't know whether any given procedure might output the procedure for saying whether death is right or wrong—then what do these words, "right" and "wrong", even mean?

If the words "right" and "wrong" have nothing baked into them—no starting point—if everything about morality is up for grabs, not just the content but the structure and the starting point and the determination procedure—then what is their meaning?  What distinguishes, "I don't know what is right" from "I don't know what is wakalixes"?

A scientist may say that everything is up for grabs in science, since any theory may be disproven; but then they have some idea of what would count as evidence that could disprove the theory.  Could there be something that would change what a scientist regarded as evidence?

Well, yes, in fact; a scientist who read some Karl Popper and thought they knew what "evidence" meant, could be presented with the coherence and uniqueness proofs underlying Bayesian probability, and that might change their definition of evidence.  They might not have had any explicit notion, in advance, that such a proof could exist.  But they would have had an implicit notion.  It would have been baked into their brains, if not explicitly represented therein, that such-and-such an argument would in fact persuade them that Bayesian probability gave a better definition of "evidence" than the one they had been using.

In the same way, you could say, "I don't know what morality is, but I'll know it when I see it," and make sense.

But then you are not rebelling completely against your own evolved nature.  You are supposing that whatever has been baked into you to recognize "morality", is, if not absolutely trustworthy, then at least your initial condition with which you start debating.  Can you trust your moral intuitions to give you any information about morality at all, when they are the product of mere evolution?

But if you discard every procedure that evolution gave you and all its products, then you discard your whole brain.  You discard everything that could potentially recognize morality when it sees it.  You discard everything that could potentially respond to moral arguments by updating your morality.  You even unwind past the unwinder: you discard the intuitions underlying your conclusion that you can't trust evolution to be moral.  It is your existing moral intuitions that tell you that evolution doesn't seem like a very good source of morality.  What, then, will the words "right" and "should" and "better" even mean?

Humans do not perfectly recognize truth when they see it, and hunter-gatherers do not have an explicit concept of the Bayesian criterion of evidence.  But all our science and all our probability theory was built on top of a chain of appeals to our instinctive notion of "truth".  Had this core been flawed, there would have been nothing we could do in principle to arrive at the present notion of science; the notion of science would have just sounded completely unappealing and pointless.

One of the arguments that might have shaken my teenage self out of his mistake, if I could have gone back in time to argue with him, was the question:

Could there be some morality, some given rightness or wrongness, that human beings do not perceive, do not want to perceive, will not see any appealing moral argument for adopting, nor any moral argument for adopting a procedure that adopts it, etcetera?  Could there be a morality, and ourselves utterly outside its frame of reference?  But then what makes this thing morality—rather than a stone tablet somewhere with the words 'Thou shalt murder' written on them, with absolutely no justification offered?

So all this suggests that you should be willing to accept that you might know a little about morality.  Nothing unquestionable, perhaps, but an initial state with which to start questioning yourself.  Baked into your brain but not explicitly known to you, perhaps; but still, that which your brain would recognize as right is what you are talking about.  You will accept at least enough of the way you respond to moral arguments as a starting point, to identify "morality" as something to think about.

It implies accepting your own mind as identifying a moral frame of reference, rather than all morality being a great light shining from beyond (that in principle you might not be able to perceive at all).  It implies accepting that even if there were a light and your brain decided to recognize it as "morality", it would still be your own brain that recognized it, and you would not have evaded causal responsibility—or evaded moral responsibility either, on my view.

It implies dropping the notion that a ghost of perfect emptiness will necessarily agree with you, because the ghost might occupy a different moral frame of reference, respond to different arguments, be asking a different question when it computes what-to-do-next.

And if you're willing to bake at least a few things into the very meaning of this topic of "morality", this quality of rightness that you are talking about when you talk about "rightness"—if you're willing to accept even that morality is what you argue about when you argue about "morality"—then why not accept other intuitions, other pieces of yourself, into the starting point as well?

Why not accept that, ceteris paribus, joy is preferable to sorrow?

You might later find some ground within yourself or built upon yourself with which to criticize this—but why not accept it for now?  Not just as a personal preference, mind you; but as something baked into the question you ask when you ask "What is truly right"?

But then you might find that you know rather a lot about morality!  Nothing certain—nothing unquestionable—nothing unarguable—but still, quite a bit of information.  Are you willing to relinquish your Socratean ignorance?

I don't argue by definitions, of course.  But if you claim to know nothing at all about morality, then you will have problems with the meaning of your words, not just their plausibility.

"There are no-free-lunch theorems in computer science - in a maxentropy universe, no plan is better on average than any other. "
I don't think this is correct - in this form, the theorem is of no value, since we know the universe is not max-entropy. No-free-lunch theorems say that no plan is better on average than any other, when we consider all utility functions. Hence, we cannot design an intelligence that will maximize all utility functions/moralities.

I think Eliezer is saying: We know on average what's right and what's wrong. It is part of being human. There are different versions of being human and thus our rights and wrongs are embedded in time and place. It is in the "Thickness" of living with others we know what and how to do. Mostly it is easy. Because morality is human.
Stopping up and thinking about all this gives what Michael Vassar calls "Aack!!! Too... many... just so stories... bad evolutionary psychology... comment moderation... failing."

[Comment deleted for pointless snark.  I don't have time to edit by hand.  You were warned, Caledonian.  -- EY]

Relatively new here (hi) and without adequate ability to warp spacetime so that I may peruse all that EY has written on this topic, but am still wondering - Why pursue the idea that morality is hardwired, or that there is an absolute code of what is right or wrong?

Thou shall not kill - well, except is someone is trying to kill you.

To be brief - it seems to me that 1) Morality exists in a social context. 2) Morality is fluid, and can change/has changed over time. 3) If there is a primary moral imperative that underlies everything we know about morality, it seems that that imperative is SURVIVAL, of self first, kin second, group/species third.

Empathy exists because it is a useful survival skill. Altruism is a little harder to explain.

But what justifies the assumption that there IS an absolute (or even approximate) code of morality that can be hardwired and impervious to change?

The other thing I wonder about when reading EY on morality is - would you trust your AI to LEARN morality and moral codes in the same way a human does? (See Kohlberg's Levels of Moral Reasoning.)Or would you presume that SOMETHING must be hardwired? If so, why?

(EY - Do you summarize your views on these points somewhere? Pointers to said location very much appreciated.)

"... all our science and all our probability theory was built on top of a chain of appeals to our instinctive notion of "truth"."

Our mental concept of "probability" may be based on our mental concept of "truth", but that in turn is based on "what works": we have a natural tendency (but only a tendency) to respect solid evidence and to consider well supported prepositions to be "true" due to evolution.  Thus, our mental concept of "truth" is part the way down this chain; it's not the source.

A similar argument can be made for morality.  It's a product of both genetic and cultural evolution.  It's what allowed us and our tribes to succeed: by loving our children, cooperating with our peers, avoiding a war with the neighbouring tribe if you could, and fighting against them if you had to.

Since then we have gone from isolated tribes to a vast interconnected global community due to rapidly changing technology.  The evolution of our cultural morality, and even more so our instinctive morality, has not kept pace with the rate at which technology has been engineered.  Loving your children and your neighbour are still very useful, but if your sense of fighting for your "tribe" risks turning into global nuclear war, that's now a serious risk for the whole system.  The solution then is to intelligently engineer our morality to ensure the successful and stable harmonious existence of ourselves as a global tribe.

The need to reject subjective convictions and beliefs is obvious.

Caledonian: How wil you recognise that the morals are objective, when you see them? How will I recognise them, when you have seen them? And can you give an example of a thusly verified moral-candidate.

Abolish your conceptions of morality for a time.  Set them aside.

Tigers don't cooperate.  They claim territories which they do not share, and if one tiger enters into the territory of another, the two will ritually fight.  Normally the loser withdraws, but if it does not, they will fight to the death.  Only during mating periods will potential mates be permitted in, and they depart after mating is completed.

Wolves cooperate.  They live in packs and have elaborate social structures which are maintained by a complex set of principles, including ritual challenges.  The wolves generally abide by the outcomes of such challenges, with the winner not harming the loser and the loser capitulating.  Wolves that for whatever reason do not honor the strictures of their society are cast out - this rarely occurs.

Now, maintaining the suspension of your morality, consider the following questions:

Why are tigers so different from wolves?  What causes tigers to act as they do?  What causes wolves to act as they do?  Are there any senses in which we can say that tigers are right to behave that way?  Are there any senses in which we can say that wolves are right to behave that way?  If there are in both cases, what sort of overarching system might be needed to recognize both ways of interacting with others to be viewed as correct?

You may find it useful to review the ecological niches of wolves and tigers.

This (and several previous posts) feels like a strange path to G.E. Moore's work on meta-ethics.  If I may give a pithy summary: you have to start with something.  The infinite regress of meta-meta-...-ethics will never lead you to The Good.  You need at least a few axioms to start the system.

Does dragging out the ruminations on that make it clearer for folks, or just lead towards useless Caledonian quibbling?

"Should" has obvious non-moral uses: you should open the door before attempting to walk through it. "Right" and "better" too: you need the right screwdriver; it's better to use a torque driver. We can use these words in non-problematic physical situations. I think this makes it obvious that morality is in most cases just a supernatural way of talking about consequences. "You shouldn't murder your rival" implies that there will be negative consequences to murdering your rival. If you ask the average person they'll even say, explicitly, that there will be some sort of karmic retribution for murdering your rival; bad things will happen in return. It's superstition and it's no more difficult to reject than religious claims. Don't be fooled by the sophisticated secularization performed by philosophers; for most people morality is magical thinking.

So, yes, I know something about morality; I know that it looks almost exactly like superstition exploiting terminology that has obvious real world uses. I also know that many such superstitions exist in the world and that there's rarely any harm in rejecting them. I know that we're a species that can entertain ideas of angry mountains and retributive weather, so it hardly surprises me that we can dream up entities like Fate and Justice and endow them with properties they cannot possibly have. We can find better ways for talking about, for example, the revulsion we feel at the thought of somebody murdering a rival or the sense of social duty we feel when asked to give up our seat to a pregnant woman. We don't have to accept our first attempt at understanding these things and we don't have to make subsequent theories to conform to it either.

Yes!  Thank you, Poke.  I've been thinking something vaguely like the above while reading through many, many posts and replies and arguments about morality, but I didn't know how to express it.  I've copied this post into a quotes file.

Eliezer, it seems to me that you were trying to follow Descartes' approach to philosophy: Doubt everything, and then slowly build up a secure fortress of knowledge, using only those facts that you know you can trust (such as "cogito ergo sum"). You have discovered that this approach to philosophy does not work for morality. In fact, it doesn't work at all. With minor adjustments, your arguments above against a Cartesian approach to morality can be transformed into arguments against a Cartesian approach to truth.

My advice is, don't try to doubt everything and then rebuild from scratch. Instead, doubt one thing (or a small number of things) at a time. In one sense, this advice is more conservative than the Cartesian approach, because you don't simultaneously doubt everything. In another sense, this advice is more radical than the Cartesian approach, because there are no facts (even "cogito ergo sum") that you fully trust after a single thorough examination; everything is always open to doubt, nothing is certain, but many things are provisionally accepted, while the current object of doubt is examined.

Instead of building morality by clearing the ground and then constructing a firm foundation, imagine that you are repairing a ship while it is sailing. Build morality by looking for the rotten planks and replacing them, one at a time. But never fully trust a plank, even if it was just recently replaced. Every plank is a potential candidate for replacement, but don't try to replace them all at the same time.

Ban Caledonian already... His comments are cluttered, boring to read and confrotational for confrontation's sake...

As far as I can tell, Eliezer is concluding that he should trust part of his instincts about morality because, if he doesn't, then he won't know anything about it.

There are multiple arguments here that need to be considered:

If one doesn't know anything about morality, then that would be bad; I wanna know something about morality, therefore it's at least somewhat knowable.  This argument is obviously wrong, when stated plainly, but there are hints of it in Eliezer's post.

If one doesn't know anything about morality, then that can't be morality, because morality is inherently knowable (or knowable by definition).  But why is morality inherently knowable.  I think one can properly challenge this idea.  It seems to be prima facie plausible that morality, and/or its content, could be entirely unknown, at least for a brief period of time.

If one doesn't know anything about morality, then morality is no different than a tablet saying "thou shalt murder."  This might be Eliezer's primary concern.  However, this is a concern about arbitrariness, and not a concern about knowability.  The two concerns seem to me to be orthogonal to each other (although I'd be interested to hear reasons why they are not).  An easy way to see this is to recognize that the subtle intuitions Eliezer wants to sanction as "moral", are just as arbitrary as the "thou shall murder" precept on the tablet.  That is, there seems to be no principled reason for regarding one, and not the other, as non-arbitrary.  In both cases, the moral content is discovered, and not chosen, one just happens to be discovered in our DNA, and not in a tablet.

So, in view of all three arguments, it seems to me that morality, in the strong sense Eliezer is concerned with, might very well be unknowable, or at least is not in principle always partly known.  (And we should probably concern ourselves with the strong sense, even if it is more difficult to work with, if our goal is to be an AI to rewrite the entire universe according to our moral code of choice, whatever that may turn out to be.)  This was his original position, it seems, and it was motivated by concerns about "mere evolution" that I still find quite compelling.

Note that, if I understand Eliezer's view correctly, he currently plans on using a "collective volition" approach to friendly AI, whereby the AI will want to do whatever very-very-very-very smart future versions of human beings want it to do (this is a crude paraphrasing).  I think this would resolve the concerns I raise above: such a smart AI would recognize the rightness or wrongness of any arguments against his view, like those I raise above, as well as countless other arguments, and respond appropriately.

I should add: when discussing morality, I think it's important to give the anti-realist's position some consideration (which doesn't seem to happen in the post above).  See Joshua Greene's The Terrible, Horrible, No Good, Very Bad Truth About Morality and What To Do About It, and J.L. Mackie's Ethics: Inventing Right and Wrong.

Kip Werking says: "[T]here seems to be no principled reason for regarding one [type of moral precept], and not the other, as non-arbitrary. In both cases, the moral content is discovered, and not chosen, one just happens to be discovered in our DNA, and not in a tablet."

Though there's a question whether moral dispositions exist encoded in our DNA that can ground some properly moral norm or set of norms, such dispositions would be far less arbitrary than a norm inscribed on a tablet. These dispositions might be "arbitrary" in the sense that evolution might have gone differently. But given it went the way it went, our genetic dispositions have a de facto, if not de moralitas (hope that Latin's right), claim on us that a tablet doesn't: I can't abjure my own operating system.

Re: We never bother running a computer program unless we don't know the output and we know an important fact about the output.

That is incorrect.  We do not just run computer programs to learn things we also run them to do things.

For example, we use computer programs to automate common tasks.  Say I want the numbers from 1 to 100 printed down the left side of a piece of paper. It would be reasonable to write a Python script to do that.  Not because there is something unknown about the output, but because a computer and a printer can do it faster, better and more repeatably than I can.

"You should open the door before attempting to walk through it."

The word "should" means EXACTLY the same thing. And since you can understand the first claim, you can understand the second as well.

Unknown, that is trivially false.  "Should" cannot mean EXACTLY the same thing in those two sentences.  I can reasonably translate the first one to: "If you do not open the door before attempting to walk through it, then you will fail to walk through it" or "then you will run into it at hurt yourself."  You have even identified the point of opening the door: to walk through it.  What goal has the murder failed to achieve or worked against?

(It fails if you try to translate both shoulds into "it would be better if..."  Recursive buck one step back, translate "better.")

I am actually quite happy to translate all shoulds as instrumental variations on "do x or else some undesirable circumstance happens."  There may be many steps between x and the circumstance, or it may take some explanation/reflection to show that circumstance as undesirable, but given a fundamental value, we can estimate the probability that any action furthers it.  "You should not x if you want y."

But that is agreeing with poke.  There is no "good" there apart from the y.  Many people seem to have a vague sense of metaphysical or supernatural "good" that they would see as something quite different from poke's "should open the door."

We don't need to get into thorny issues involving free will and what you can or can't do.

Suffice it to say that something's being in our DNA is neither sufficient nor necessary for it to be moral.  The tablet and our DNA are relevantly similar in this respect.

'Moral' is just a word.  It's a pointer we used to refer to a concept without having to transfer the whole thing every time we wish to communicate about it.  What is the concept the word points to?  You have to be able to answer that question before you can pose any further questions.  Without knowing that, you can't speak intelligently about the concept at all.

Folks, we covered that already! "You should open the door before you walk trough it." means "Your utility function ranks 'Open the door then walk through it' above 'Walk through the door without opening it'". YOUR utility function. "You should not murder." is not just reminding you of your own preferences. It's more like "(The 'morality' term of) my utility function ranks 'You murder' below 'you don't murder'.", and most "sane" moralities tend to regard "this morality is universal" as a good thing.

Eliezer,  it seems to me that several of your posts have revolved around a clutch containing three different problems: where self-reflection comes from, where absolute ideas of perfection come from, and where hierarchies of higher logical types come from.  Can you point me to some posts where you have written about any of these? I would guess that any attempt to create a viable AI will have to incorporate the three functions into some sort of basic reference level that continues to move over and pervade everything else.  These, plus a unitary physical body and some constitution of purposiveness, ought to do it!

Why not accept that, ceteris paribus, joy is preferable to sorrow?
"Why not" is NEVER good enough. If I am to accept a proposition, I am going to ask WHY.

[Another comment deleted due to snark containment.]

Let's see if I can't anticipate what Eliezer is reacting to... and post a link to ni.codem.us in the process.

And that is precisely why the entire "we'll just program the AI to value the things we value" schtick isn't going to work. If the AI is going to be flexible enough to be a functional superintelligence, it's going to be able to question and override built-in preferences.

Humans may wish to rid themselves of preferences and desires they find objectionable, but there's really nothing we can do about it. An AI has a good chance of being able to - carefully, within limits - redesign itself. Ridding itself of imperatives is probably going to be relatively easy. And isn't the whole point of the whole Singularity concept that technological development feeds on itself? Self-improving intelligence requires criteria to judge what improvement means, and a sufficiently bright intelligence is going to be able to figure them out on its own.

ni.codem.us, which I believe was established by Nick Tarleton, permits discussions between members that are incompatible with the posting rules, and additionally serves as a hedge against deletion or prejudicial editing.  If you want to be sure your comment will say what you argued for, instead of what it's been edited to say, placing it there is probably a good idea.

Not all possible minds have the human trait of thinking about preferences as truth-apt propositions. A straightforward Bayesian expected utility maximizer isn't going to question its utility function; doing so has negative expected utility under almost all circumstances, and it doesn't have the dynamics that make "are my desires correct?" seem like a sensible thought. Neither do lots of other possible architectures for optimization processes.

http://www.physorg.com/news135580478.html interesting news on evolutionary game theory!

"and it doesn't have the dynamics that make "are my desires correct?" seem like a sensible thought." Sound like overconfidence to me.

I suspect that there are really very few preferences or goals that are inherent to humans and not actively developed from deeper principles.  Without an ability to construct new preference systems - and inhibit them - humans would be deprived of so much of their flexibility as to be helpless.  The rare cases where humans lose the ability to meaningfully inhibit basic preferences are usually viewed as pathological, like drug users becoming totally obsessed with getting their next fix (and indifferent to everything else).

The most basic preferences for a rational AI would be the criteria for rationality itself.  How would an irrational collection of preferences survive in such an entity?  You'd have to cripple the properties essential to its operation.

No Hopefully, just think about it as math instead of anthropomorphizing here.  This is kids stuff in terms of understanding intelligence.  Caledonian, how likely is it that evolution will reflect on whether fitness maximization is a good idea and decide that it was just being silly and it really wants to maximized the amount of benzene?

I've mentioned in the past that human brains evaluate moral propositions as "true" and "false" in the same way as other propositions.

It's true that it there are possible minds that do not do this. But the first AI will be programmed by human beings who are imitating their own minds. So it is very likely that this AI will evaluate moral propositions in the same way that human minds do, namely as true or false. Otherwise it would be very difficult for human beings to engage this AI in conversation, and one of the goals of the programmers would be to ensure that it could converse.

This is why, as I've said before, that programming an AI does not require an understanding of morality, it just requires enough knowledge to program general intelligence. And this is what is going to actually happen, in all probability; the odds that Eliezer's AI will be the very first AI are probably less than 1 in a 1000, given the number of people trying.

That possibility isn't coherent enough to be wrong.  I suppose we could say that the chance of that outcome is zero.

Re: expected utility maximizer is not going to question its utility function

It appears that Caledonian needs to read the papers on: http://selfawaresystems.com/

If one knows nothing about morality, what does the word "should" mean, at all?

If an agent is deciding what to do, then it is asking the "should" question. As with the burning orphanage, the question is always thrust upon it.
Not knowing any morality, and not knowing any way to find morality, or even any clue about how to go about finding morality, if it exists; none of that gets you out of having to decide what to do.
If you can't decide what to do at all, because you have no base desires, then you're just broken. You need to figure out how to figure out what to do.

A morally empty philosopher given newcomb's problem can think about different strategies for agents who want more money, and consider agents that want totally different things. (Maybe a religious injunction against dealings with super entities.)  An empty philosopher can decide that it's better to one box than two box if you want money.  It can in general think about how to make 'should' decisions without ever discovering something that it wants intrinsically.

You do have to do all this thinking with the brain you've got, but you don't need any special moral knowledge. Moral thinking is not that different than general thinking. You can, sometimes, spot errors in your own thinking. You can also spot limitations, problems that are just too big for you now.
Since you are trying to figure out what to do, and you think you might want something, you should find ways to surpass those limitations and mitigate those errors, so that you do the right thing when you have some notion of wanting something.

Now, this only really applies to morally empty philosophers. I think there is a nonzero utility to improving one's ability to think about utilities, but there's no obvious way to insert that 'nonzero' into a primate brain, or into any agent that already wants something. I think joy would be a fine starting point.

In fact, I think even a morally empty philosopher on earth might consider joy and other evolved impulses as possible clues to something deeper, since we and other animals are the only concrete examples of agents it has.

"No Hopefully, just think about it as math instead of anthropomorphizing here. This is kids stuff in terms of understanding intelligence."

I disagree. It seems to me that you're imagining closed systems that don't seem to exist in the reality we live in.

My reply is here.  And I regret I will not have time to look for replies to this comment on this blog.

It seems as though Richard Hollerith's proposed AI may be doing quite a bit of navel-gazing.



Existential Angst Factory

A widespread excuse for avoiding rationality is the widespread belief that it is "rational" to believe life is meaningless, and thus suffer existential angst.  This is one of the secondary reasons why it is worth discussing the nature of morality.  But it's also worth attacking existential angst directly.

I suspect that most existential angst is not really existential.  I think that most of what is labeled "existential angst" comes from trying to solve the wrong problem.

Let's say you're trapped in an unsatisfying relationship, so you're unhappy.  You consider going on a skiing trip, or you actually go on a skiing trip, and you're still unhappy.  You eat some chocolate, but you're still unhappy.  You do some volunteer work at a charity (or better yet, work the same hours professionally and donate the money, thus applying the Law of Comparative Advantage) and you're still unhappy because you're in an unsatisfying relationship.

So you say something like:  "Skiing is meaningless, chocolate is meaningless, charity is meaningless, life is doomed to be an endless stream of woe."  And you blame this on the universe being a mere dance of atoms, empty of meaning.  Not necessarily because of some kind of subconsciously deliberate Freudian substitution to avoid acknowledging your real problem, but because you've stopped hoping that your real problem is solvable.  And so, as a sheer unexplained background fact, you observe that you're always unhappy.

Maybe you're poor, and so always unhappy.  Nothing you do solves your poverty, so it starts to seem like a universal background fact, along with your unhappiness.  So when you observe that you're always unhappy, you blame this on the universe being a mere dance of atoms.  Not as some kind of Freudian substitution, but because it has ceased to occur to you that there does exist some possible state of affairs in which life is not painful.

What about rich heiresses with everything in the world available to buy, who still feel unhappy?  Perhaps they can't get themselves into satisfying romantic relationships.  One way or another, they don't know how to use their money to create happiness—they lack the expertise in hedonic psychology and/or self-awareness and/or simple competence.

So they're constantly unhappy—and they blame it on existential angst, because they've already solved the only problem they know how to solve.  They already have enough money and they've already bought all the toys.  Clearly, if there's still a problem, it's because life is meaningless.

If someone who weighs 560 pounds suffers from "existential angst", allegedly because the universe is a mere dance of particles, then stomach reduction surgery might drastically change their views of the metaphysics of morality.

I'm not a fan of Timothy Ferris, but The Four-Hour Workweek does make an interesting fun-theoretic observation:

Let's assume we have 10 goals and we achieve them—what is the desired outcome that makes all the effort worthwhile?  The most common response is what I also would have suggested five years ago: happiness.  I no longer believe this is a good answer. Happiness can be bought with a bottle of wine and has become ambiguous through overuse.  There is a more precise alternative that reflects what I believe the actual objective is.

Bear with me.  What is the opposite of happiness? Sadness?  No.  Just as love and hate are two sides of the same coin, so are happiness and sadness.  Crying out of happiness is a perfect illustration of this.  The opposite of love is indifference, and the opposite of happiness is—here's the clincher—boredom.

Excitement is the more practical synonym for happiness, and it is precisely what you should strive to chase.  It is the cure-all. When people suggest you follow your "passion" or your "bliss," I propose that they are, in fact, referring to the same singular concept: excitement.

This brings us full circle.  The question you should be asking isn't "What do I want?" or "What are my goals?" but "What would excite me?"

Remember—boredom is the enemy, not some abstract "failure."

Living like a millionaire requires doing interesting things and not just owning enviable things.

I don't endorse all of the above, of course.  But note the SolvingTheWrongProblem anti-pattern Ferris describes.  It was on reading the above that I first generalized ExistentialAngstFactory.

Now, if someone is in a unproblematic, loving relationship; and they have enough money; and no major health problems; and they're signed up for cryonics so death is not approaching inexorably; and they're doing exciting work that they enjoy; and they believe they're having a positive effect on the world...

...and they're still unhappy because it seems to them that the universe is a mere dance of atoms empty of meaning, then we may have a legitimate problem here.  One that, perhaps, can only be resolved by a very long discussion of the nature of morality and how it fits into a reductionist universe.

But, mostly, I suspect that when people complain about the empty meaningless void, it is because they have at least one problem that they aren't thinking about solving—perhaps because they never identified it.  Being able to identify your own problems is a feat of rationality that schools don't explicitly train you to perform.  And they haven't even been told that an un-focused-on problem might be the source of their "existential angst"—they've just been told to blame it on existential angst.

That's the other reason it might be helpful to understand the nature of morality—even if it just adds up to moral normality—because it tells you that if you're constantly unhappy, it's not because the universe is empty of meaning.

Or maybe believing the universe is a "mere dance of particles" is one more factor contributing to human unhappiness; in which case, again, people can benefit from eliminating that factor.

If it seems to you like nothing you do makes you happy, and you can't even imagine what would make you happy, it's not because the universe is made of particle fields.  It's because you're still solving the wrong problem.  Keep searching, until you find the visualizable state of affairs in which the existential angst seems like it should go away—that might (or might not) tell you the real problem; but at least, don't blame it on reductionism.

Added:  Several commenters pointed out that random acts of brain chemistry may also be responsible for depression, even if your life is otherwise fine.  As far as I know, this is true.  But, once again, it won't help to mistake that random act of brain chemistry as being about existential issues; that might prevent you from trying neuropharmaceutical interventions.

Eh, I'm not annoyed about the universe being a meaningless dance of particle fields. I'm more annoyed about the laws of thermodynamics, which, among other things, guarantee that, eventually, everything turns into garbage. (Heat death of the universe and all that.)

The laws of thermodynamics prevent me from getting something for nothing. For example, in order to continue to live, I need to eat. If I were to be in a situation in which I did not have access to food for a sufficiently long period of time, I would die. My computer requires an external power source; someone has to pay the electric bill.

Someone needs to go hack the Matrix and repeal the laws of thermodynamics. :P

"You do some volunteer work at a charity (or better yet, work the same hours professionally and donate the money, thus applying the Law of Comparative Advantage)"

Better for the charity, maybe.  Better for you and your angst, probably not.

Better for the charity, maybe. Better for you and your angst, probably not.

That (Western?) concept of so-called altruism is incredibly self-centered, which may explain why it brings little comfort to some.  If you're just doing it to make yourself feel better... salivating over the spiritual benefits you expect... then small wonder it doesn't do much to take you out of yourself - not that that's the point.

How funny. My response to the article was all about that - charity, for most people, is about being good, not achieving good. 

This may be the rare case where I'm more of a materialist reductionist than you, Eliezer. I think unhappiness is just brain structure/chemistry. I'd go further than Ferris and say excitement is too. The flip side of this is that you may be giving a lot of people bad advice and unrealistic expectations in this post. For a lot of people their unhappiness is a complicated unsolved challenge of bioengineering. With better technology, perhaps we'll be able to solve it. Until then, they may spend a period of time being unhappy, not due to the fuzzy advice you give in the last paragraph. And not due to anything about "morality".

If life is great and then you die, there's no existential problem: nothing needs to be redeemed.

On the other hand, if life sucks and then you die, the prospect of an omni-delightful life after death might be the only thing to take the edge off. In that case, rationality is a real downer.

@Hopefully anonymous
There are different levels on which the gears of nature operate. The fact that happiness and excitement are rooted in biochemistry is common sense these days and but that is on a totally different level than Eliezers argument. The structure of how our mood works, how it reacts to different environmental situations, how some things make people happy or sad is not arbitrary. We can take advice and get better at solving the right questions.

What could be more exciting than embracing nihilism?

I don't know, it has not been my experience that the belief that life is meaningless is incompatible with happiness.

I'm bothered by the mention of cryonics here for three reasons.  1) cryonics, it seems to me, leaves death inexorable, just substantially delayed, 2) cryonics does not, as far as I can tell, actually increase my life expectancy much, as anti-aging tech and especially UFAI make most traditional causes of death irrelevant, 3) if someone finds life meaningless, how could more life help?
I also worry about the 'unproblematic' part of the relationship.  Shouldn't a genuinely loving relationship contribute to happiness/fulfillment/excitement even if it IS problematic?  Finally, I worry about the positive effect on the world.  I think that people should try to have such an effect, by which I mean that upon sufficient reflection almost all people would decide to (though most people might, upon less reflection, decide to stop reflecting), but that their lives should stay meaningful even once the world's problems are fixed.  Preserving suffering so that you can asymptotically relieve it seems like a slightly plausible and horribly insane outcome of the wrong volition extrapolation dynamics.

On the up side, if life is meaningless and a happiness pill without any grave side effects (unfortunately not true for present day anti depressants) becomes available, there is absolutely no reason not to take it. 



And before that, it probably implies you can do whatever makes you feel best, provided you have proper discounting in place.

Forgive me if i've misunderstood but I get the impression from your writings here that you believe no claim can be about reality unless there is some physical configuration of the universe, some state that can be described at the quark level, which would count as evidence against that claim. Claims about morality, by such a standard, cannot be about reality.

On a somewhat unrelated note, do you think the critics of logical positivism were wrong? As I read what you have written here it seems like the philosophy you are expounding is more or less the same old logical positivism, just with special emphasis on bayesian updating and (in the case of this post) palatability.

Michael, life doesn't have to be "meaningful" for people to be happy. Nor do "genuinely loving relationships" seem to be necessary. It seems to me to be just a neurochemical state that can probably be induced by a variety of methods, not all of them social.

Like you, I noticed the cryonics throw-in. I thought it was problematic for a different reason. It's a bit of a tell IMO that cryonics serves at least (if not only) as opiate for Eliezer. I look at cryonics as just a persistence maximizing hedge against information theoretic death, an... (read more)

That universe if "mere" dance of particles is the most exciting feature. It means that anything one strives for can actually be achieved by a non-mystical operation of rearranging the matter, that nothing is beyond the reach. We only need to figure out how to establish our kind of the universal dance.

Whatever your current estimates of the probability of success, Eliezer here has a point that seems to have been missed.

His line is:
There are reasons why one would legitimately be depressed.
Unhappy relationship is one.
Frequently those reasons underly claims that life is meaningless.
We would need to assuage most such issues in order to have a legitimate case to consider whether life is meaningless

Some other legitimate depressors:
obesity
poverty
lack of health
lack of efficacy
etc.
and Fear of Death.

I've suffered from clinical depression with absolutely zero correlation to social factors and life circumstances. Between onset at age 11 and my early 20s I experience pervasive, uninterrupted despair. Oddly enough, it never affected my goals or terminal values, just my ability to achieve them. Then again, many people (perhaps the majority) die with many of the same goals they had in their youth, having done absolutely no work toward achieving them; so I'm not convinced explicitly held goals have a strong causal relation to behavior; perhaps having a goal is like getting a tattoo. But I digress. Biology matters a lot. I wouldn't say clinical depression is the same as being unhappy about something; even at the most basic level, there's obviously a lot more going on when someone's unhappy about a life event than if they have wonky receptors for some neurotransmitter or another. (I never experienced the sort of confabulation that makes the clinically depressed try to attach their depression to life events though; perhaps because I was young.) I think we could achieve some working simulacrum of happiness biologically though.

"Life is meaningless because it's all just atoms in the void and nothing we do matters"

But, but ... concepts must have referents to actually mean something, so to simultaneously say meaning is X, and by the way there's none of it, does not compute.

I'm just curious - was the despair about anything? Did it have no referent at all? You had a stable environment, good relationship with parents, self-confidence, social success, and yet still despaired? Was there no consistent content in your despairing thoughts?

I ask because this has always been a great interest of mine. I have been hospitalized for major depression a few times, but I have always been able to identify the circumstantial causes, even when others have not been perceptive enough to acknowledge them. I'm not saying that my case need be e... (read more)

Today, in the West, people think that atheism leads to an existential crisis of meaning.  But in ancient Greece, people believed in creator gods, and yet had to find their own sense of purpose exactly the same as an atheist.

We assume that the religious person has a purpose given by God.  But Zeus would have said that the purpose of humans was to produce beautiful young women for him to have sex with.  Ares would have said their purpose was to kill each other.  Bacchus would have said it was to party.  And so on.  The gods ignored humans, had trivial purposes for them, or even hostile intent towards them.

Every believing Greek had to find their own meaning in life; often based on a sense of community.  This meaning, or lack thereof, bore no relation to whether they believed in the gods or not.

The reason for practicing discipline is to be able to solve problems.  It would not be rational to avoid a quick solution to your life's biggest problem, in order to gain experience that might possibly be useful in solving smaller problems later on.

Andy: I'm currently experiencing pretty much the same thing as poke--chronic depression from my early teens up to today (my early 20s). (I've currently found a treatment that's helping some, after going through several meds.) I think that there was a period of about five or six years in there that I thought there was something about my life I could change to fix the depression, but in the past couple years, my viewpoint has changed to match poke's.

I think it's important to note that we don't have any direct perception about what causes depression. We can't... (read more)

Phil: A conversion to atheism in the West can indeed be associated with existential crises. Most people converting to atheism convert from a religion, like Christianity, that strongly asserts its place in providing all true meaning to the lives of its followers, and often experience a whole lot of social alienation from church leaders and family. It's those things that come along with the switch, rather than the philosophical content, which precipitate the crisis.

“If it seems to you like nothing you do makes you happy, and you can't even imagine what would make you happy, it's not because the universe is made of particle fields.  It's because you're still solving the wrong problem. “

Imagine being offered an option of spending the remainder of your natural life-span inside a virtual reality machine where all your material problems (poverty, obesity, loneliness etc) are solved. Plus as an added bonus you would be able to consume unlimited quantities of virtual heroin without damaging your health or your virtual social life.

If the “meaning of life” is a meaningless concept, shouldn’t every reasonable person jump on this offer? Would you?

I had all those things. Before I became depressed I stopped being sociable and started having problems with school attendance; I don't know if that was the cause of my depression or just an early development of it. I was certainly very bored at school and my home environment didn't off... (read more)

Kyle:  Not that much money in cryonics.  Horrifically little I'd say, even though I don't think it's the best current solution to rational fear of death.  I think that life extension research, calorie restriction, re-perfusion research, and simply wearing biomonitors and developing better ones probably offer risk-reward payoffs exceeding cryonics, but all are grossly underfunded.  Above all, FAI development is a vastly more efficient lever than cryonics, but not one that is terribly easily invested in usefully (you can't exactly fund an X-Prize).

"We act as though comfort and luxury were the chief requirements of life, when a
ll that we need to make us happy is something to be enthusiastic about."

As with most Einstein quotes, that seems to have actually been written by another - Charles Kingsley.

Caledonian, yes, I simplified to the point of inaccuracy, but thanks for providing the footnote.

The interaction between brain and environment is complex, but reactions are variable enough that I think it's difficult to say X environmental stimulus (or lack there of) produces Y emotional state in a human brain. That goes for obsety, poverty, the range. This is minus some extreme and developmental examples many people here could conjure up. But "rational fear of death", "existential angst", it's entirely possible to go through life happy ... (read more)

Is there any data on whether atheists or more rational/intelligent people self-report lower levels of happiness?

I forget if I've said it here before, but I would have no problem entering Nozick's experience machine or becoming a wirehead if given the option.

pdf23ds: The claim that atheism inevitably leads to nihilism, and that belief in god inevitably relieves it, is made regularly by religious types in the West as the core of their argument for religion.

Some people are vulnerable to wireheading.  Just as some people become heroin addicts.  However, not everyone chooses such paths - some people deliberately avoid them.

Phil, which is why for people who do choose to become atheists in the west, it takes extra work for them to separate what their religion told them about atheism and what atheism actually entails.

"I bring this up because Eliezer seems to be proposing large social undertakings [...] which would seem to me to come at an economic cost. If a pill or a treatment is cheaper and accomplishes the same outcome..."

If you're referring to FAI development, then that's not the argument at all. The argument is that most people doing AI don't seem too concerned about the F part, which is very dangerous, so focusing on the F part needs to be the top priority. If you're referring to something else, then I have no clue what.

I wouldn't want to be a wirehead. I do things like exercise to keep my mood up now but I think of it terms of wanting to be productive rather than happy. (I find that exercise, health and regular sleep/wake cycles are essential for this.) If you could wire me up to be smarter and more productive (intellectually), but the cost was chronic pain, I'd probably sign up for that. (I can't really imagine how you could reconcile higher productivity with chronic pain though; the experience of pain seems to necessarily involve restricted attention.)

Are there people who say they're depressed because life is meaningless? I'm not an expert on the subject, but I've never heard of any.

There've been several mentions of obesity as a primary cause of depression. I haven't heard of fat people tending to be more depressed than non-fat, but maybe I've missed something. Do you mean obesity in the medical sense? That's actually just fair-to-middling fat. (See The BMI Project for what those numbers mean.) Or do you mean being incapacitated by one's weight?

Good Mood by Julian Simon might be of interest. He beat bac... (read more)

pdf, no I don't mean the FAI project. I mean the things Eliezer discussed specifically in the OP and follow-up comments. He gives a long catalog of recommended actions to solve individual unhappiness. I'm pointing out that in many instances pharmaceutical or other solutions might be cheaper.

Apropos of some of the comments, there is a growing literature on positive psychology, which instead of training focus upon what's amiss, aims to move beyond "psychic entropy" (a cognate concept of existential angst?)

As to happiness, the ancient tao philosopher Chuang-tzu wrote to the effect that a superior means of finding happiness is to stop looking for it.  What he actually said is, of course, open to analytic interpetation or outright rejection on any number of grounds, but its spirit seems to jibe with the quote above attributed to Albert Einstein. Getting enthusiastic about something (hopefully something moral and constructive) would be the opposite of lapsing into psychic entropy.

If you concentrate on sleep, the awareness of sleeplessness inhibits the relaxation and release necessary to fall asleep.  If you take your focus off of the qualities needed to fall asleep and concentrate on staying awake, you'll tend to nod off.

It's almost as though thought processes must be "taken offline" in order to be examined.  Bringing the process into awareness interferes with its functioning.

Worrying about happiness tends to be incompatible with happiness.

Your problem, I think, has not to do with nihilism, but rather with narcissism. (If none of it's about anything, then certainly none of it's about you.)

Regarding the quest for mind-altering experiences I lay that at the feet of the same drive that causes us to want to control our environment, including that of our mind. Some folks just don't know when to quit. Depression is simply self-flattery. Get over it. If you're able.

And then back to the point: one trap laid before us by our narcissism is that we think we "know" as much as those who came be... (read more)

"Imagine being offered an option of spending the remainder of your natural life-span inside a virtual reality machine..."

This isn't what people want because people don't simply want "to be happy."  They want X (where X could be something like "my children are healthy and happy"). Simply believing X, if it's not true, is not enough for most people, they desire for X to be ACTUALLY true. And since you can't affect the real world to bring your desires into existance from within the virtual reality machine, most people will reject... (read more)

Our problems are “real” only because they make suffer us or those we care for. Our looks or income, for instance, seem to be a problem only when they fall behind the common standards of beauty/average salary. In a world where obesity considered attractive and is not a danger for your health, it stops being a “real” problem. Thus if, together with our friends, children and all those we care for, we could move to the idealized virtual reality, we would solve all the “real” problems that Eliezer described.

The fact that such a move does not appeal to many rational people suggests that Existential Angst is no less “real” problem than poverty, obesity etc.

Hopefully Anonymous- Agreed.  It is ALL just brain chemistry.  THIS is where existential angst comes from, the fear and repulsion at the aesthetically displeasing idea that all of these intense, exciting, horrible, wonderful, all-consuming, passionate feelings have NO REAL MEANING, could be induced with a savy enough pill, a simulation, or a puppet show, that your lover and your connection is an emergent phenomenon of evolution, and then you disintigrate into heat and die and narry a memory of what you experienced exists to reverberate throughout a cold, c... (read more)

My experience with depression was brought on by a myriad of environmental and existential factors... However, once it started, it was nearly completely a physiological problem.  First, I stopped sleeping (at least in any reasonable way, though to me I really thought I wasn't sleeping AT ALL- this went on for 5 months). I lost 20 pounds because I couldn't make myself eat- the act of eating was repellent and completely non-reinforcing.  My body temperature was always about 99 degrees, and my pulse was always somewhere over 75.  Yet, I didn't want ... (read more)

Exogenous and endogenous depression are not distinguishable in their clinical properties, which is why the categories ceased being used - they weren't useful.

Caledonian: I think you misinterpreted what Lara Foster was trying to say with the word "physiological"; that once the depression started, it became a self-sustaining collection of symptoms that were unconnected to their initial causes, because the depression was a "physiological" problem within brain.

I think your comment bridges the gap for me between the "bodily condition" and "life's condition" aspects. Your description matches my experience: prolonged period of increasing stress, followed by a tipping point marked by cessation of sleep, followed by basic inability to function, medical intervention, and a gradual recovery period of several months.

So, once I had crossed a critical line, yes, it certainly became a physical problem (of brain state, brain chemistry, hormonal state) that I could not think my way out of without a l... (read more)

I really enjoy your articles, but one petpeeve I have is that you sometimes seem to endorse certain medical treatments.

stomach reduction surgery
Based on what I read this procedure is quite dangerous and based on statistics generally bad although doctors make good money with it. Google for it.

neuropharmaceutical interventions.
Also highly controversial. Psychiatry has it's own set of problems. Google Thomas Szasz and anti psychiatry.

Eliezer never forget that for many readers you are an authority figure and so be careful with what you endorse.

Ironically, based on what I know Psychiatry is perhaps the biggest Existential Angst Factory in existance.

Ironically, based on what I know Psychiatry is perhaps the biggest Existential Angst Factory in existance.


Neurology would fit that bill much better. Or physics, if we want to be play reductionists and I know the temptation is huge :D.

Within a week of taking prozac, I was sleeping and eating normally.
Within two, I was up and about jogging and I was claiming to my shrink that I had been miraculously 'cured'.

This wasn't placebo effect.  The first stuff they gave me did jack shit, and I had been depressed for half a year.

There is instead an overwhelming preponderance of evidence that most psychiatric concepts are distinctions without differences.  That is inconvenient for most, and correspondingly ignored - or left to ignorance.

"Is there any data on whether atheists or more rational/intelligent people self-report lower levels of happiness?"

Apparently they don't, judging by selected responses to the recent "Survey: What Do Atheists and Christians Believe (and How Strongly Do They Believe It)?" by Sam Harris. The relevant statement is probably: "All things considered, I am very happy with my life", the fourth one under "Survey Results: Psychological Beliefs".

Re: You're making an elementary mistake. The definition of clinical depression is not based on evidence, but consensus opinion. It is whatever it is defined to be. Anyone who is said to be in the state 'truly' is in that state.

 - http://www.uhs.berkeley.edu/lookforthesigns/clinicaldepression.shtml


"Now, if someone is in a unproblematic, loving relationship; and they have enough money; and no major health problems; and they're signed up for cryonics so death is not approaching inexorably; and they're doing exciting work that they enjoy; and they believe they're having a positive effect on the world...

...and they're still unhappy because it seems to them that the universe is a mere dance of atoms empty of meaning, then we may have a legitimate problem here.  One that, perhaps, can only be resolved by a very long discussion of the nature of morali... (read more)

I don't know if you respond to comments added long after the post, but on re-reading this I remember that I was really curious about why you specifically disclaim being a "fan" of Tim Ferriss.  What in particular do you object to about his writing(s) that you want to distance yourself from?  I'm curious not because I am a fan per se, but because I happen to keep up with both of your writing and would like to know what points of intersection or disagreement you see.  Even a short, point-form response would be much appreciated.

So...what if you are happy in your life; you enjoy your career, you love your friends and family and signifigant other, you still get excited by doing things that you love, but you are in a constant state of suicidal fear because it all seems hopeless? Just curious. Because that's how I am. I love life, still marvel at it with childlike awe and yet, I fight the urge to off myself constantly.

Nihilism may not be incompatible with happiness but after reading this post I still believe that I experience legitimate existential angst. It occurs at unpredictable moments, but  more often exciting ones: during coitus, staring at a beautiful sunrise, listening to the climax of a beautiful piece of music; but also during mundane tasks like brushing my teeth. I experience an overwhelming sense of angst and meaninglessness. The feeling of arbitrariness, embodied as raw emotion, overwhelms all other sensation. Usually I am able to quickly recover, at least operationally.

I don't think I'm depressed and I've gotten better since the visceral discovery of nihilism back in high-school, but I suspect this will never go away.

I think that nihilism may be viable as a moral philosophy, in the sense that it's the default position, if you find that you reject all possible values you could have as "crazy" under sufficient reflection.

Does anyone have an argument why this is impossible or unlikely? For example, can anyone exhibit a clearly defined value and explain why (with high probability) this value would be part of one's CEV?

Isn't this just If you need magic, magic won't work all over again? It's a message that bears repeating, but am I wrong? How is this substantially different?

I am curious if any research has been done regarding, the effects patterns of thought have on brain chemistry? I am fully speculating here; it could be that in large part how we think determines how we feel. Furthermore that an existence which contains disagreeable circumstances in which no actions are taken to alter them, coupled with an inability to live with them are the root causes of depression and other chemically based brain disorders. Essentially behavioral change might be the key to correcting mood disorders and brain chemistry imbalances. If this research has not been done it should be.

I'm not sold on Ferris's excitement theory. Seems like we should throw ourselves into the tiger cage. Tranquility, contentment, pride, satisfaction, all rather sedate and unexcited, yet all very much about happiness.

To be brief, I think the Existential Angst Factory comes from a basic malfunction only possible in a conceptual being - believing that truth precedes value, and so engaging in a futile tail biting exercise that cannot succeed, while your value detection circuits continue to register the lack of value produced from the exercise.

There's something worse than asking the wrong question - asking a question that is not even wrong.

Hi,
       Yes..... this angst thing has haunted me for a long time. I find the argument that the opposite of happiness is boredom, very compelling. For some time now I've had suspicions that opposite of love is indifference. I would like to read more about Ferris' 'Solving the Wrong Problems' ideas, but the shortcut doesn't work for me. Can anyone tell me where to find it?
Thanks,
..... john



Can Counterfactuals Be True?

The classic explanation of counterfactuals begins with this distinction:

In ordinary usage we would agree with the first statement, but not the second (I hope).

If, somehow, we learn the definite fact that Oswald did not shoot Kennedy, then someone else must have done so, since Kennedy was in fact shot.

But if we went back in time and removed Oswald, while leaving everything else the same, then—unless you believe there was a conspiracy—there's no particular reason to believe Kennedy would be shot:

We start by imagining the same historical situation that existed in 1963—by a further act of imagination, we remove Oswald from our vision—we run forward the laws that we think govern the world—visualize Kennedy parading through in his limousine—and find that, in our imagination, no one shoots Kennedy.

It's an interesting question whether counterfactuals can be true or false.  We never get to experience them directly.

If we disagree on what would have happened if Oswald hadn't been there, what experiment could we perform to find out which of us is right?

And if the counterfactual is something unphysical—like, "If gravity had stopped working three days ago, the Sun would have exploded"—then there aren't even any alternate histories out there to provide a truth-value.

It's not as simple as saying that if the bucket contains three pebbles, and the pasture contains three sheep, the bucket is true.

Since the counterfactual event only exists in your imagination, how can it be true or false?

So... is it just as fair to say that "If Oswald hadn't shot Kennedy, the Sun would have exploded"?

After all, the event only exists in our imaginations—surely that means it's subjective, so we can say anything we like?

But so long as we have a lawful specification of how counterfactuals are constructed—a lawful computational procedure—then the counterfactual result of removing Oswald, depends entirely on the empirical state of the world.

If there was no conspiracy, then any reasonable computational procedure that simulates removing Oswald's bullet from the course of history, ought to return an answer of Kennedy not getting shot.

But that's not the point; the point is that if you do pick some fixed computational procedure, whether it is reasonable or not, then either it will say that Kennedy gets shot, or not, and what it says will depend on the empirical state of the world.  So that, if you tell me, "I believe that this-and-such counterfactual construal, run over Oswald's removal, preserves Kennedy's life", then I can deduce that you don't believe in the conspiracy.

Indeed, so long as we take this computational procedure as fixed, then the actual state of the world (which either does include a conspiracy, or does not) presents a ready truth-value for the output of the counterfactual.

In general, if you give me a fixed computational procedure, like "multiply by 7 and add 5", and then you point to a 6-sided die underneath a cup, and say, "The result-of-procedure is 26!" then it's not hard at all to assign a truth value to this statement.  Even if the actual die under the cup only ever takes on the values between 1 and 6, so that "26" is not found anywhere under the cup.  The statement is still true if and only if the die is showing 3; that is its empirical truth-condition.

And what about the statement ((3 * 7) + 5) = 26?  Where is the truth-condition for that statement located?  This I don't know; but I am nonetheless quite confident that it is true.  Even though I am not confident that this 'true' means exactly the same thing as the 'true' in "the bucket is 'true' when it contains the same number of pebbles as sheep in the pasture".

So if someone I trust—presumably someone I really trust—tells me, "If Oswald hadn't shot Kennedy, someone else would have", and I believe this statement, then I believe the empirical reality is such as to make the counterfactual computation come out this way.  Which would seem to imply the conspiracy.  And I will anticipate accordingly.

Or if I find out that there was a conspiracy, then this will confirm the truth-condition of the counterfactual—which might make a bit more sense than saying, "Confirm that the counterfactual is true."

But how do you actually compute a counterfactual?  For this you must consult Judea Pearl.  Roughly speaking, you perform surgery on graphical models of causal processes; you sever some variables from their ordinary parents and surgically set them to new values, and then recalculate the probability distribution.

There are other ways of defining counterfactuals, but I confess they all strike me as entirely odd.  Even worse, you have philosophers arguing over what the value of a counterfactual really is or really means, as if there were some counterfactual world actually floating out there in the philosophical void.  If you think I'm attacking a strawperson here, I invite you to consult the philosophical literature on Newcomb's Problem.

A lot of philosophy seems to me to suffer from "naive philosophical realism"—the belief that philosophical debates are about things that automatically and directly exist as propertied objects floating out there in the void.

You can talk about an ideal computation, or an ideal process, that would ideally be applied to the empirical world.  You can talk about your uncertain beliefs about the output of this ideal computation, or the result of the ideal process.

So long as the computation is fixed, and so long as the computational itself is only over actually existent things.  Or the results of other computations previously defined—you should not have your computation be over "nearby possible worlds" unless you can tell me how to compute those, as well.

A chief sign of naive philosophical realism is that it does not tell you how to write a computer program that computes the objects of its discussion.

I have yet to see a camera that peers into "nearby possible worlds"—so even after you've analyzed counterfactuals in terms of "nearby possible worlds", I still can't write an AI that computes counterfactuals.

But Judea Pearl tells me just how to compute a counterfactual, given only my beliefs about the actual world.

I strongly privilege the real world that actually exists, and to a slightly lesser degree, logical truths about mathematical objects (preferably finite ones).  Anything else you want to talk about, I need to figure out how to describe in terms of the first two—for example, as the output of an ideal computation run over the empirical state of the real universe.

The absence of this requirement as a condition, or at least a goal, of modern philosophy, is one of the primary reasons why modern philosophy is often surprisingly useless in my AI work.  I've read whole books about decision theory that take counterfactual distributions as givens, and never tell you how to compute the counterfactuals.

Oh, and to talk about "the probability that John F. Kennedy was shot, given that Lee Harvey Oswald didn't shoot him", we write:

And to talk about "the probability that John F. Kennedy would have been shot, if Lee Harvey Oswald hadn't shot him", we write:

That little symbol there is supposed to be a box with an arrow coming out of it, but I don't think Unicode has it.

But hang on, the foundation of Bayesianism is the counterfactual. P(A|B) = 0.6 means that "If B were true, then P(A) = 0.6 would be true". Where does the truth value of P(A) = 0.6 come from then if we are to accept Bayesianism as correct?

Oh, and to talk about "the probability that John F. Kennedy was shot, given that Lee Harvey Oswald didn't shoot him", we write:

If I've understood you, this is supposed to be a high value near 1. I'm just a noob at Bayesian analysis or Bayesian anything, so this was confusing me until I realised I also had to include all the other information I know: i.e. all the reports I've heard that Kennedy actually was shot, that someone else became president, and so on.

It seems like this would be a case where it's genuinely helpful to include that background information:

P(Kennedy_shot | Oswald_not & Reports_of_Kennedy_shot) = 1 or thereabouts

And to talk about "the probability that John F. Kennedy would have been shot, if Lee Harvey Oswald hadn't shot him", we write:

Presumably this is the case where we pretend that all that background knowledge has been discarded?

P(Kennedy_shot | Oswald_not & no_knowledge_of_anything_after_October_1963) = 0.05 or something?

Hmm, the second bit I just wrote isn't going to work, I suppose, since your knowledge of what came after the event will affect whether you believe in a conspiracy or not...

Contrary to your usual practice of including voluminous relevant links, you didn't point to anything specific for Judea Pearl.  Let's give this link for his book Causality, which is where people will find the graphical calculus you rely on.

You've mentioned Pearl before, but haven't blogged the details.  Do you expect to digest Pearl's graphical approach into something OB-readers will be able to understand in one sitting at some point?  That would be a real service, imho.

There is a second edition of the book now, with substantial updates, that came out in 2009. 

But Judea Pearl tells me just how to compute a counterfactual, given only my beliefs about the actual world.

With Xianhang, I don't understand how you can talk about probabilities without talking about several possible worlds.

how you can talk about probabilities without talking about several possible worlds

But if probability is in the mind, and the mind in question is in this world, why are other worlds needed? Moreover (from wikipedia):

Disposition to bet surely does not require a commitment to possible worlds.

semantic difference, I think.  Isn't the distinction just "possible ways this world could be" versus "which of all possible worlds is this one."  Is there a meaningful difference?

Eliezer: "A lot of philosophy seems to me to suffer from "naive philosophical realism" - the belief that philosophical debates are about things that automatically and directly exist as propertied objects floating out there in the void."

Well, we do this since we can't fully apprehend reality as a whole, and so must break it down into more manageable components.

I can tell my husband, "If you had not fed the cat, then I would have fed her," because I had such an intention from before the cat was fed, and I remember having said intention.

However, can I really ever know what would have happened if my husband had not fed the cat?
Maybe the sun would have exploded, because reality is deterministic, and there was nothing else that could have happened, and such a blatent violation of causality would have blown open the fabric of time...

But this is not an at all useful way of thinking about the world.  If we submit to fatalism then there isn't much point in trying to determine anything ourselves, including how to create an fAI and live forever... If we do it, we do it.

Likewise, counterfactuals are important for considering how different variables in our actions shape their outcomes.

"If you had hit me, I would have left you and not come back."
Could be true... could be false...  What's important?
Don't hit her next time!

"If Oswald had not shot Kennedy, then someone else would have."
What's important?
We need to be very careful in protecting the safety of progressive politicians in the future, like Obama, so they don't go the way of the Kennedy...  After all, it happened to Bobby too.

"But this is not an at all useful way of thinking about the world. If we submit to fatalism then there isn't much point in trying to determine anything ourselves, including how to create an fAI and live forever... If we do it, we do it."

If we do it we do it BECAUSE we try to do it, BECAUSE we try to determine it, etc.
The archives here in 2008 are largely about how to deal with living in a lawful universe.

"If the federal government hadn't bought so much stuff from GM, GM would be a lot smaller today."
"If  the federal government hadn't bought so much stuff from GM, GM would have instead been tooling up to produce stuff other buyers did want and thus could very well have become successful that way."

The problem with imagining Oswald not killing Kennedy is that we have to figure why he didn't do so. He did it for a reason. Was that reason absent? Was Oswald different in some way?

There is a chain of events before the one that we imagine changed, just as there is a chain of events after. And when we snip out that one event, it would have implications backwards in time as well as forwards. I guess this is where this Pearl model is supposed to tell us how to think about snipping out that event, with minimal backwards-in-time changes - but I can't help wondering if that isn't an arbitrary measure. Why not snip out the event with minimal forwards-in-time changes? Or why not minimize the sum of forwards and backwards changes? That last metric would surely lead to Kennedy being killed in much the same way by another person, since Kennedy living would likely have led to enormous future changes.

In more detail, suppose there was in fact no conspiracy and Oswald was a lone, self-motivated individual. It might still turn out that the simplest way to imagine what would have happened if Oswald had not killed Kennedy, would be to imagine that there was in fact a conspiracy, and they found someone else, who did the job in the same way. That would arguably be the change which would minimize total forward and backward alterations to the timeline.

Michael- my main point was that having ways of thinking about the world that are not the world itself are still useful, while trying to only see the world as it is and nothing else is not.

Yes- it's useful BECAUSE it makes us try to do it, which if we do it, we do it BECAUSE we try to determine it, which we would NOT do if we didn't consider the world as it could be, but only as it has been and as it will be.

In more detail, suppose there was in fact no conspiracy and Oswald was a lone, self-motivated individual. It might still turn out that the simplest way to imagine what would have happened if Oswald had not killed Kennedy, would be to imagine that there was in fact a conspiracy, and they found someone else, who did the job in the same way. That would arguably be the change which would minimize total forward and backward alterations to the timeline.

Hal: what you describe is called "backtracking" in the philosophical literature. It's not usually seen as legitimate, I think mostly because it doesn't correspond to what a sentence like "if X had occurred, then Y would have occurred" actually means in normal usage.

I mean, it's a really weird analysis that says "there really was no conspiracy, so if Oswald hadn't shot Kennedy, there would have been a conspiracy, and Kennedy would have been shot." :)

You could always just juxtapose a box and an arrow: □→

Lara Foster, consider the possibility that Obama's assassination would be a boon to progressivism, as JFK's death was.

Caledonian, Eliezer has discussed the lawful nature of the universe many times before. If you have some specific disagreement, I find it odd you did not express it then. Could you elaborate?

In this sort of case the motivation for the philosophical realism is that there is a real grammatical construction that's actually used in the world, and we're wondering what it's actual truth-conditions are.  Maybe the best model for the semantics of this construction will involve graphical models a la Pearl.  Or maybe the best semantics will require that we postulate things called possible worlds that have certain ordering properties.  In either case, there will then still be a question whether the sentences ever come out true on the best semantics, or whether we're implicitly committed to certain falsehoods every time we utter the sentence.  But it's far from obvious that the proper account of counterfactuals in ordinary language is in terms of some sort of computational procedure.

And actually, indicative conditionals seem to be even more problematic than counterfactuals.  There's lots of explaining you need to do to just assimilate them to the material conditional, and if you try to connect them to conditional probabilities then you have to say what truth-values between 0 and 1 mean, and get around all the triviality proofs.

Conditionals in general are quite hard to deal with.  But this doesn't mean you can just get away with dismissing them and say that they're never true, because of some naive commitment to everything mentioned in your semantics having to be observable in some nice direct way.  If they're not true, then you have to do lots of work to say just what it is that we're doing when we go around uttering them.

The behavior of the objects in a counterfactual can be true to life, but the counterfactual as a whole can't be true.

And when the points have come up before, I've criticized them.  Eliezer seems to have a very deep need for known absolutes.  But the 'absolutes' he references are contingent and uncertain.  For example, he frequently conflates the nature of the universe and our ideas about what the nature of the universe is.  The first is consistent and universal, while the second is not, but he persists in speaking as though we had access to eternal truth.  All we have is our experiences and our attempts to account for them.

Or look at this case, in which he confuses ultimate reality and our attempts to model it.  The question he's asking is absurd, because the concept he's using is meaningless outside of the context it's defined in.  "If X, then Y" statements are dependent upon our models - they can be said to be true to the degree that they express the output of our understanding.  "If I drop an egg on the floor, then it will break" is an essentially-accurate claim even if I don't get around to dropping an egg.

TGGP-
While JFK's assassination may or may not (LBJ???) have been good for progressivism, RFK's was certainly NOT.  Nixon won, and then we had drug schedules, and watergate, and all that bullshit...

Here's a counterfactual to consider:  What would the world have been like if Bobby Kennedy had been president instead of Nixon?

Still think it would be a good thing for progressivism if Obama is shot and McCaine becomse prez?

Lots of counterfactuals are statements about how we think the world is connected together. We tell stories. We make analogies and metaphors.

Do you think Oswald killed Kennedy because he had free will and he chose to independent of anything else? If Kennedy died because somebody powerful and important wanted to have him killed, then if Oswald hadn't taken the job somebody else surely would have. Maybe somebody else did and we picked up Oswald by mistake.

If Oswald did it for reasons that might influence other people too, then somebody else might very well have been influenced similarly to Oswald. Were there 5 independent lone nuts ready to kill Kennedy? 50? 500? We don't know because the first one to do it, succeeded. If we could re-run the experiment a hundred times and it was Oswald 20% of the time versus Oswald 100% of the time, that would tell us something. If it was Oswald 30% of the time and nobody 70%, that would tell us something else. But we can't rerun the experiment even once.

We can say what we think might have happened, based on our experience with other things applied as similes and metaphors to that one. It isn't reliable. But it's central to the way we think all the time.

Lara Foster, consider the possibility that Obama's assassination would be a boon to progressivism, as JFK's death was.

Where is your evidence that JFK's death helped "progressivism"?

How do you know what would have happened to progressivism if JFK had died considerably later?

Isn't this an example of the fallacy we're talking about?

I think the idea here is likely that JFK was not very effective in getting his legislation through congress. When Johnson took over, he ran with the same agenda more or less, but he was much more effective in getting laws through congress.

"But Judea Pearl tells me just how to compute a counterfactual, given only my beliefs about the actual world."

This is actually a subtle issue.  The procedure given in the book assumes (a) full knowledge of the precise causal mechanisms (which you never know in practice) and (b) the distribution over all unobserved variables (which you don't know by definition).  Surprisingly, it is possible to compute certain counterfactuals using ONLY the distribution over observable variables (which is typically what you get).  You can check my thesis for details if you wish.

Completely tangential: many, many years ago, shortly after reading Hofstadter's discussion of counterfactuals in GEB that starts with him driving through a cloud of bees, I accidentally dropped a bowl on the ground. 

The bowl shattered into  fragments, and I said "Well, it's a good thing I'm me instead of being that bowl!" 

I was somewhat confused by this post, the language of it. I resolved my confusion, which came through applying more quantitative reasoning to it. Yet, my revised view is the largest deviation from (the appearance of) Eliezer's message I've yet had that has stuck around; past such differences revealed themselves to be flawed under more reflection. (If this view had been internalized it could generate the wording in the post, but the wording of the post doesn't seem to strongly imply it.) I know that going forward I'm going to hold my revised interpretation unless some other evidence presents itself, so I'm going to stick my neck out here in the case that I am mistaken and someone can correct me.

But so long as we have a lawful specification of how counterfactuals are constructed - a lawful computational procedure - then the counterfactual result of removing Oswald, depends entirely on the empirical state of the world.

A counterfactual does not depend (directly) on the actual state of the world, but on one's model of the world. Given a model of the world and a method of calculating counterfactuals we can say whether a counterfactual is mathematically or logically correct. But like the phrase "'snow is white' is true," or "the bucket is true," we can also put forward the proposition that the actual world corresponds to such a state, that our models match up to reality, and ask how likely it is that this proposition is true, with probabilistic beliefs. So we can assign probabilities to the proposition "'If Oswald hadn't shot Kennedy, Kennedy would not have died' is true." 

To make a long story short, it turns out that there's a very natural way of scoring the accuracy of a probability assignment, as compared to reality: just take the logarithm of the probability assigned to the real state of affairs.

We never actually receive "confirmation" that "snow is white," at least in the sense of obtaining a probability of exactly 1 that "'snow is white' is true". Likewise, we never receive confirmation that a counterfactual is true; we just increase the probabilities we assign to it being true. 

(I worked out some simple math that allows you to score a probabilistic expectation even if you can't gain full confirmation of what happened, which does nice things like having the same expected score of the basic model, but I won't go into it here, assuming that such math already exists and wasn't the point. I don't disagree with presenting the simpler model, as it works just fine.)

A small comment... Pearl's treatment works fine for "forward-tracking" counterfactuals, where the only allowed changes in the counterfactual world are in the future of the change (i.e. after the point of surgery). However, regular counterfactuals require a bit of "back-tracking" to make the counterfactual scenario plausible in the first place. 

Statement 1 is  a forward-tracking counterfactual and arguably true. But the usual way of understanding it to be true assumes that 2 is also true, which is a back-tracking counterfactual (it involves re-writing approximately a year of history before 9/11).

Statement 3 is the only statement consistent with no back-tracking at all, and corresponds to Pearl's approach of performing surgery on the causal graph at 9/11. (This is generally physically impossible, or at least physically absurd, since it involves tearing the graph apart and inserting a new state with no causal relation to the previous states.)

Statement 4 is an odd sort of compromise; it's at least not physically impossible or absurd, and involves the bare minimum of back-tracking (to a political crisis a few days before 9/11). But it is clearly not the best way to understand the counterfactual. 

My feeling is this is only a problem with expressing counterfactuals in English. If one did have a causal model of American history, 2000-2001, and one wanted to implement counterfactual 1, performing surgery at 9/11 would be unsound, for the reasons you state. The joint probability of the ancestors of 9/11 after such a transformation would all be very small indeed, relative to whatever vastly improbable events were necessary to transition Al Gore circa 9/10 to president during 9/11.

Is this an actual limitation of the calculus, though? Are there counterfactuals that are well-posed, but require an indefinite amount of "back-tracking"?

The issue arises whenever we have a causal model with a large number of micro-states, and the antecedent of a counterfactual can only be realised in worlds which change lots of different micro-states. The most "natural" way of thinking about the counterfactual in that case is still to make a minimal change (to one single micro state e.g. a particle decaying somewhere, or an atom shifting an angstrom somewhere) and to make it sufficiently far back in time to make a difference. (In the Gore case, in the brain of whoever thought up the butterfly ballot, or perhaps in the brain of a justice of the Supreme Court.) The problem with Pearl's calculus though is that it doesn't do that. 

Here's a toy model to demonstrate (no English). Consider the following set of structural equations (among Boolean micro state variables):

Next we define a "macro-state" variable Z := (Y_1 + Y2 + ...  + Y 10^30) / 10^30. 
Plainly in the actual outcome Z = 0 and indeed P[Z = 0] = 1.

My understanding of Pearl's semantics is that to evaluate this we have to intervene i.e. do(Z = 1) and this is equivalent to the multi-point intervention do(Y_1 = 1 & Y_2 = 1 & ... & Y_10^30 = 1). This is achieved by replacing every structural equation between X and Y_i by the static equation Y_i = 1. 

Importantly, it is NOT achieved by the single-point intervention X = 1, even though that is probably the most "natural" way to realise the counterfactual. So in Pearl's notation, we must have ~X _ (Z = 1)  or in probabilistic terms P[X = 0 | do(Z = 1)]  = 1. Which, to be frank, seems wrong. 

And we can't "fix" this in Pearl's semantics by choosing the alternative surgery (X = 1) because if P[X = 1 | do(Z = 1)] = 1 that would imply in Pearl's semantics that X is caused by the Yi, rather than the other way round, which is  clearly wrong since it contradicts the original causal graph. Worse, even if we introduce some ambiguity, saying that X might change under the intervention do(Z = 1), then we will still have P[X = 1 | do(Z = 1)] > 0 = P[X = 1]  and this is enough to imply a probabilistic causal link from the Y_i to X which is still contrary to the causal graph. 

So I think this is a case where Pearl's analysis gets it wrong.

Before I analyze this apparent paradox in any depth, I want to be sure I understand your criticism. There are three things about this comment on which I am unclear.

1.) The number of states cannot be relevant to the paradox from a theoretical standpoint, because nothing in Pearl's calculus depends on the number of states. If this does pose a problem, it only poses a problem in so far as it creates an apparent paradox, that is, whatever algorithm humans use to parse the counterfactual "What if Z were 1?" is different from the Pearl's calculus. A priori, this is not a dealbreaker, unless it can also be shown the human algorithm does better.

2.) If Yi = X, then there is a causal link between Yi and X. Indeed, there is a causal link between every X and every Yi. Conditioning on any of the Yi immediately fixes the value of every other variable.

3.) You say the problem isn't with English, but then talk about "the most natural way to realize a counterfactual." I don't know what that means, other than as an artifact of the human causal learning algorithm.

Thanks for taking the time to think/comment. It may help us to fix a reference which describes Pearl's thinking and his calculus. There are several of his papers available online, but this one is pretty comprehensive:  ftp://ftp.cs.ucla.edu/pub/stat_ser/r284-reprint.pdf  "Bayesianism and Causality, Or, Why I am only a Half-Bayesian". 

1) You are correct that nothing in Pearl's calculus varies depending on the number of variables Yi which causally depend on X. For any number of Yi, the intervention do(Z = 1) breaks all the links between X and the Yi and doesn't change the vale of X at all. Also, there is no "paradox" within Pearl's calculus here: it is internally consistent. 

The real difficulty is that the calculus just doesn't work as a full conceptual analysis of counterfactuals, and this becomes increasingly clear the more Yi variables we add. It is a bit unfortunate, because while the calculus is elegant in its own terms, it does appears that conceptual analysis is what Pearl was attempting. He really did intend his "do" calculus to reflect how we usually understand counterfactuals, only stated more precisely. Pearl was not consciously proposing a "revisionist" account to the effect: "This is how I'm going to define counterfactuals for the sake of getting some math to work. If your existing definition or intuition about counterfactuals doesn't match that definition, then sorry, but it still won't affect my definition." Accordingly, it doesn't help to say "Regular intuitions say one thing, Pearl's calculus says another, but the calculus is better, therefore the calculus is right and intuitions are wrong". You can get away with that in revisionist accounts/definitions but not in regular conceptual analysis.

2) The structural equations do indeed imply there is a causal link from the X to the Yi. But there is NO causal link in the opposite direction from the Yi to the X, or from any Yi to any Yj. The causal graph is directed, and the structural equations are asymmetric. Note that in Pearl's models, the structural equation Yi = X is different from the reverse structural equation X = Yi, even though in regular logic and probability theory these are equivalent. This point is really quite essential to Pearl's treatment, and is made clear by the referenced document. 

3) See point 1. Pearl's calculus is trying to analyse counterfactuals (and causal relations) as we usually understand them, not to propose a revisionist account. So evidence about how we (naturally) interpret counterfactuals (in both the Gore case and the X, Y case) is entirely relevant here.

Incidentally, if you want my one sentence view, I'd say that Pearl is correctly analysing a certain sort of counterfactual but not the general sort he thinks he is analysing. Consider these two counterfactuals: 

If A were to be made to happen (by outside intervention) then B would happen.

I believe that these are different counterfactuals, with different antecedents, and so they can have different truth values. It looks to me like Pearl's "do" calculus correctly analyses the second sort of counterfactual, but not the first.

(Edited this comment to fix typos and a broken reference.)

"Bayesianism and Causality, Or, Why I am only a Half-Bayesian".

As a (mostly irrelevant) side note, this is Pearl_2001, who is a very different person from Pearl_2012.

Also, there is no "paradox" within Pearl's calculus here: it is internally consistent.

I'm using the word paradox in the sense of "puzzling conclusion", not "logical inconsistency." Hence "apparent paradox", which can't make sense in the context of the latter definition.

It is a bit unfortunate, because while the calculus is elegant in its own terms, it does appears that conceptual analysis is what Pearl was attempting. He really did intend his "do" calculus to reflect how we usually understand counterfactuals, only stated more precisely. Pearl was not consciously proposing a "revisionist" account to the effect: "This is how I'm going to define counterfactuals for the sake of getting some math to work. If your existing definition or intuition about counterfactuals doesn't match that definition, then sorry, but it still won't affect my definition."

The human causal algorithm is frequently, horrifically, wrong. A theory that attempts to model it is, I heavily suspect, less accurate than Pearl's theory as it stands, at least because it will frequently prefer to use the post hoc inference when it is more appropriate to infer a mutual cause.

Accordingly, it doesn't help to say "Regular intuitions say one thing, Pearl's calculus says another, but the calculus is better, therefore the calculus is right and intuitions are wrong". You can get away with that in revisionist accounts/definitions but not in regular conceptual analysis.

No, I didn't say that. In my earlier comments I wondered under what conditions the "natural" interpretation of counterfactuals was preferable. If regular intuition disagrees with Pearl, there are at least two possibilities: intuition is wrong (i.e., a bias exists) or Pearl's calculus does worse than intuition, which means the calculus needs to be updated. In a sense, the calculus is already a "revisionist" account of the human causal learning algorithm, though I disapprove of the connotations of "revisionist" and believe they don't apply here.

But there is NO causal link in the opposite direction from the Yi to the X, or from any Yi to any Yj. The causal graph is directed, and the structural equations are asymmetric.

Yes, but my question here was whether or not the graph model was accurate. Purely deterministic graph models are weird in that they are observationally equivalent not just with other graphs with the same v-structure, but with any graph with the same skeleton, and even worse, one can always add an arrow connecting the ends of any path. I understand better now that the only purpose behind a deterministic graph model is to fix one out of this vast set of observationally equivalent models. I was confused by the plethora of observationally equivalent deterministic graph models.

Incidentally, if you want my one sentence view, I'd say that Pearl is correctly analysing a certain sort of counterfactual but not the general sort he thinks he is analysing. Consider these two counterfactuals:

If A were to be made to happen (by outside intervention) then B would happen.

As far as I can tell, the first is given by P(B | A), and the second is P(B_A). Am I missing something really fundamental here?

I've done the calculations for your model, but I'm going to put them in a different comment to separate out mathematical issues from philosophical ones. This comment is already too long.

Couple of points. You say that "the human causal algorithm is frequently, horrifically, wrong".

But remember here that we are discussing the human counterfactual algorithm, and my understanding of the experimental evidence re counterfactual reasoning (e.g. on cases like Kennedy or Gore) is that it is pretty consistent across human subjects, and between "naive" subjects (taken straight off the street) vs "expert" subjects (who have been thinking seriously about the matter). There is also quite a lot of consistency on what constitues a "plausible" versus a "far out" counterfactual, and much stronger sense about what happens in the cases with plausible antecedents than in cases with weird antecedents (such as what Caesar would have done if fighting in Korea). It's also interesting that there are rather a lot of formal analyses which almost match the human algorithm, but not quite, and that there is quite a lot of consensus on the counter examples (that they genuinely are counter examples, and that the formal analysis gets it wrong).

What pretty much everyone agrees is that counterfactuals involving macro-variable antecedents assume some back-tracking before the time of the antecedent, and that a small micro-state change to set up the antecedent is more plausible than a sudden macro-change which involves breaks across multiple micro-states.

And on your other point, simple conditioning  P(B | A) gives results more like the indicative conditional ("If Oswald did not shoot Kennedy, then someone else did") rather than the counterfactual conditional ("If Oswald had not shot Kennedy, then no-one else would have") .

Granted. I'm a mathematician, not a cognitive scientist.

Okay. So according to Causality (first edition, cause I'm poor), Theorem 7.1.7, the algorithm for calculating the counterfactual P( (Y= y)_(X = x) | e) -- which represents the statement "If X were x, then Y would be y, given evidence e" -- has three stages:

Abduction; use the probability distribution P(x, y| E = e).

Calculate p(Y = y) relative to the new graph model and its updated joint probability distribution.

In our specific case, we want to calculate P (X = 0_(Z = 1)). There's no evidence to condition on, so abduction does nothing.

To perform do(Z = 1), we delete every arrow pointing from the Yi's to Z. The new probability distribution, p(x, yi | do(Z = 1)) is given by p(x, yi, 1) when z = 1 and zero otherwise. Since the original probability distribution assigned probability one only to the state (x = 0, yi = 0, z = 0), the new probability distribution is uniformly zero.

I now no longer follow your calculation of P(X=0_(Z=1)). In particular:

My understanding of Pearl's semantics is that to evaluate this we have to intervene i.e. do(Z = 1) and this is equivalent to the multi-point intervention do(Y1 = 1 & Y2 = 1 & ... & Y10^30 = 1). This is achieved by replacing every structural equation between X and Yi by the static equation Y_i = 1.

The intervention do(Z = 1) does not manipulate the Yi. The formula I used to calculate p(X = 0 | do(Z = 1)) is the truncated factorization formula given in section 3.2.3.

I suddenly wish I had sat down and calculated this out first, rather than argue from principles. I hear my mother's voice in the background telling me to "do the math," as is her habit.

You missed the point here that Z is a "macro-state" variable, which is defined to be the average of the Yi variables. 

It is not actually a separate variable on the causal graph, and it is not caused by the Yi variables. This means that the intervention do(Z = 1) can only be realised on the causal graph by do(Y1 = 1, Y2 = 1, ..., Y_10^30 = 1) which was what I stated a few posts ago. You are correct that the abduction step is not needed as this is a deterministic example.

Then why is P( X = 1 | do(Yi = 1) ) = 1? If I delete from the graph every arrow entering each Yi, I'm left with a graph empty of edges; the new joint pdf is still uniformly zero.

If you look back at my above posts, I deduce that in Pearl's calculus we will get P[X = 0 | do (Z = 1)] = P[X = 0 | do(Yi = 1 for all i)]  = 1. We agree here with what Pearl's calculus says.

The problem is that the counterfactual interpretation of this is "If the average value of the Yi were 1, then X would have been 0". And that seems plain implausible as a counterfactual. The much more plausible counterfactual backtracks to change X, allowing all the Yi to change to 1 through a single change in the causal graph, namely "If the average value of the Yi were 1, then X would have been 1". 

Notice the analogy to the Gore counterfactual. If Gore were president on 9/11, he wouldn't suddenly have become president (the equivalent of a mass deletion of all the causal links to the Yi). No, he would have been president since January, because of a micro-change the previous Fall (equivalent to a backtracked change to the X). I believe you agreed that the Gore counterfactual needs to backtrack to make sense, so you agree with backtracking in principle? In that case, you should disagree with the Pearl treatment of counterfactuals, since they never backtrack (they can't).

If you look back at my above posts, I deduce that in Pearl's calculus we will get P[X = 0 | do (Z = 1)] = P[X = 0 | do(Yi = 1 for all i)] = 1. We agree here with what Pearl's calculus says.

No, we disagree. My calculations suggest that P[X = 0 | do(Yi = 1 for all i)] = P[X = 1 | do(Yi = 1 for all i)] = 0. The intervention falls outside the region where the original joint pdf has positive mass. The intervention do(X = 1) also annihilates the original joint pdf, because there is no region of positive mass in which X = 1.

I still don't understand why you don't think the problem is a language problem. Pearl's counterfactuals have a specific meaning, so of course they don't mean something else from what they mean, even if the other meaning is a more plausible interpretation of the counterfactual (again, whatever that means -- I'm still not sure what "more plausible" is supposed to mean theoretically).

The problem is that the counterfactual interpretation of this is "If the average value of the Yi were 1, then X would have been 0". And that seems plain implausible as a counterfactual. The much more plausible counterfactual backtracks to change X, allowing all the Yi to change to 1 through a single change in the causal graph, namely "If the average value of the Yi were 1, then X would have been 1".

I think the problem is that when you intervene to make something impossible happen, the resulting system no longer makes sense.

I believe you agreed that the Gore counterfactual needs to backtrack to make sense, so you agree with backtracking in principle?

Yes. (I assume you mean "If Gore was president during 9/11, he wouldn't have invaded Iraq.")

In that case, you should disagree with the Pearl treatment of counterfactuals, since they never backtrack (they can't).

Why should I disagree with Pearl's treatment of counterfactuals that don't backtrack? 

Isn't the decision of whether or not a given counterfactual backtracks in its most "natural" interpretation largely a linguistic problem?

No, we disagree. My calculations suggest that P[X = 0 | do(Yi = 1 for all i)] = P[X = 1 | do(Yi = 1 for all i)] = 0. The >intervention falls outside the region where the original joint pdf has positive mass. The intervention do(X = 1) also >annihilates the original joint pdf, because there is no region of positive mass in which X = 1.

I don't think that's correct. My understanding of the intervention do(Yi = 1 for all i)] is that it creates a disconnected graph, in which the Yi all have the value 1 (as stipulated by the intervention) but X retains its original mass function P[X = 0] = 1. The causal links from X to the Yi are severed by the intervention, so it doesn't matter that the intervention has zero probability in the original graph, since the intervention creates a new graph. (Interventions into deterministic systems often will have zero probability in the original system, though not in the intervened one.) On the other hand, you claim to be following Pearl_2012 whereas I've been reading Pearl_2001 and there might have been some differences in his treatment of impossible interventions... I'll check this out. 

For now, just suppose the original distribution over X was P[X = 0] = 1 - epsilon and P[X = 1] = epsilon for a very small epsilon. Would you agree that the intervention do(Yi = 1 for all i) now is in the area of positive mass function, but still doesn't change the distribution over X so we still have P[X = 0 | do(Yi = 1 for all i)] = 1 - epsilon and P[X = 1 | do(Yi = 1 for all i)] = epsilon? 

Isn't the decision of whether or not a given counterfactual backtracks in its most "natural" interpretation largely a >linguistic problem?

I still think it's a conceptual analysis problem rather than a linguistic problem. However perhaps we should play the taboo game on "linguistic" and "conceptual" since it seems we mean different things by them (and possibly what you mean by "linguistic" is close to what I mean by "conceptual" at least where we are talking about concepts expressed in English). 

You seem to be done, so I won't belabor things further; I just want to point out that I didn't claim to have a more updated copy of Pearl (in fact, I said the opposite). I doubt there's been any change to his algorithm.

All this ASCII math is confusing the heck out of me, anyway.

EDIT: Oh, dear. I see how horribly wrong I was now. The version of the formula I was looking at said "(formula) for (un-intervened variables) consistent with (intervention), and zero otherwise" and because it was a deterministic system my mind conflated the two kinds of consistency. I'm really sorry to have blown a lot of your free time on my own incompetence.

Thanks for that.... You just saved me a few hours additional research on Pearl to find out whether I'd got it wrong (and misapplied the calculus for interventions that are impossible in the original system)!

Incidentally, I'm quite a fan of Pearl's work, and think there should be ways to adjust the calculus to allow reasonable backtracking counterfactuals as well as forward-tracking ones (i.e. ways to find a minimal intervention further back in the graph, one which then makes the antecedent come out true..) But that's probably worth a separate post, and I'm not ready for it yet.

Thanks for that.... You just saved me a few hours additional research on Pearl to find out whether I'd got it wrong (and misapplied the calculus for interventions that are impossible in the original system)!

Incidentally, I'm quite a fan of Pearl's work, and think there should be ways to adjust the calculus to allow reasonable backtracking counterfactuals as well as forward-tracking ones (i.e. ways to find a minimal intervention further back in the graph, one which then makes the antecedent come out true..) But that's probably worth a separate post, and I'm not ready for it yet.

Eliezer you never defined what a counterfactual actually is, so I got the following from the internet:

(Philosophy / Logic) a conditional statement in which the first clause is a past tense subjunctive statement expressing something contrary to fact, as in if she had hurried she would have caught the bus.

The probability that a counterfactual is true should be handled with the same probabilistic machinery we always use. Once the set of prior information is defined, it can be computed as usual with Bayes. The confusing point seems to be that the prior information is contrary to what actually occurred, but there's no reason this should be different than any other case with limited prior information.

For example, suppose I drop a glass above a marble floor. Define:

f = “the glass fell to the floor under the influence of gravity”  

and define  sh_0  and  f_0  as the negations of these statements. We wish to compute

where Q is all other prior information, including my understanding of physics. As long as these terms exist, we have no problem. The confusion seems to stem from the assumption that P(f_0|sh_0,Q) = P(f_0|Q) = 0, since f_0 is contrary to our observations, and in this case seemingly mutually exclusive with Q.

But probability is in the mind. From the perspective of an observer at the moment the glass is dropped,  P(f_0|Q) at least includes cases in which she is living in the Matrix, or aliens have harnessed the glass in a tractor beam. Both of these cases hold finite probability consistent with Q. From the perspective of someone remembering the observed event, P(f_0|Q) might include cases in which her memory is not trustworthy.

In the usual colloquial case, we’re taking the perspective of someone running a thought experiment on a histroical event with limited information about history and physics. The glass-dropping case limits the possible cases covered by P(f_0|Q)  considerably, but the Kennedy-assassination case leaves a good many of them open.  All terms are well defined in Bayes’ rule above, and I see no problem with computing in principle the probability of the counterfactual being true.

Who cares if they are true, unless by true you mean useful - having predictive validity. In that case, the answer to are there examples of counterfactual thinking being useful is yes.

"We continue to use counterfactual thoughts to change our future behavior in a way that is more positive, or behavior intention. This can involve immediately making a change in our behavior immediately after the negative event occurred. By actively making a behavioral change, we are completely avoiding the problem again in the future. An example, is forgetting about Mother’s Day, and immediately writing the date on the calendar for the following year, as to definitely avoid the problem.[15]
Goal-directed activity

In the same sense as behavior intention, people tend to use counterfactual thinking in goal-directed activity. Past studies have shown that counterfactuals serve a preparative function on both individual and group level. When people fail to achieve their goals, counterfactual thinking will be activated (e.g., studying more after a disappointing grade;[14]). When they engage in upward counterfactual thinking, people are able to imagine alternatives with better positive outcomes. The outcome seems worse when compared to positive alternative outcomes. This realization motivates them to take positive action in order to meet their goal in the future.[16][17]

Markman et al. (1993) identified the repeatability of an event as an important factor in determining what function will be used. For events that happen repeatedly (e.g., sport games) there is an increased motivation to imagine alternative antecedents in order to prepare for a better future outcome. For one-time events, however, the opportunity to improve future performance does not exist, so it is more likely that the person will try to alleviate disappointment by imagining how things could have been worse. The direction of the counterfactual statement is also indicative of which function may be used. Upward counterfactuals have a greater preparative function and focus on future improvement, while downward counterfactuals are used as a coping mechanism in an affective function (1993). Furthermore, additive counterfactuals have shown greater potential to induce behavioral intentions of improving performance.[14] Hence, counterfactual thinking motivates individuals into making goal-oriented actions in order to attain their (failed) goal in the future.
Collective action

On the other hand, at a group level, counterfactual thinking can lead to collective action. According to Milesi and Catellani (2011), political activists exhibit group commitment and are more likely to re-engage in collective action following a collective defeat and show when they are engage in counterfactual thinking. Unlike the cognitive processes involved at individual level, abstract counterfactuals lead to an increase in group identification, which is positively correlated with collective action intention. The increase in group identification impacts on people’s affect. Abstract counterfactuals also lead to an increase in group efficacy. Increase in group efficacy translates to belief that the group has the ability to change outcomes in situations. This in turn motivates group members to make group-based actions to attain their goal in the future.[16][18]
Benefits and consequences

When thinking of downward counterfactual thinking, or ways that the situation could have turned out worse, people tend to feel a sense of relief. For example, if after getting into a car accident somebody thinks “At least I wasn’t speeding, then my car would have been totaled.” This allows for the positives of the situation to be accounted for, rather than the negatives. In the case of upward counterfactual thinking, people tend to feel more guilty or negatively about the situation. When thinking in this manner, people are focusing on ways that the situation could have turned out more positively. For example, “If only I had studied more, then I wouldn’t have failed my test.” This kind of thinking results in feeling guilty and have a lower sense of self-esteem. “[14]""



Math is Subjunctively Objective

Followup to:  Probability is Subjectively Objective, Can Counterfactuals Be True?

I am quite confident that the statement 2 + 3 = 5 is true; I am far less confident of what it means for a mathematical statement to be true.

In "The Simple Truth" I defined a pebble-and-bucket system for tracking sheep, and defined a condition for whether a bucket's pebble level is "true" in terms of the sheep.  The bucket is the belief, the sheep are the reality.  I believe 2 + 3 = 5.  Not just that two sheep plus three sheep equal five sheep, but that 2 + 3 = 5.  That is my belief, but where is the reality?

So now the one comes to me and says:  "Yes, two sheep plus three sheep equals five sheep, and two stars plus three stars equals five stars.  I won't deny that.  But this notion that 2 + 3 = 5, exists only in your imagination, and is purely subjective."

And the one says:  "Well, I know what it means to observe two sheep and three sheep leave the fold, and five sheep come back.  I know what it means to press '2' and '+' and '3' on a calculator, and see the screen flash '5'.  I even know what it means to ask someone 'What is two plus three?' and hear them say 'Five.'  But you insist that there is some fact beyond this.  You insist that 2 + 3 = 5."

"Perhaps you just mean that when you mentally visualize adding two dots and three dots, you end up visualizing five dots.  Perhaps this is the content of what you mean by saying, 2 + 3 = 5.  I have no trouble with that, for brains are as real as sheep."

No, for it seems to me that 2 + 3 equaled 5 before there were any humans around to do addition.  When humans showed up on the scene, they did not make 2 + 3 equal 5 by virtue of thinking it.  Rather, they thought that '2 + 3 = 5' because 2 + 3 did in fact equal 5.

I'd love to, but I'm busy; I've got to, um, eat a salad.

"The reason you believe that 2 + 3 = 5, is your mental visualization of two dots plus three dots yielding five dots.  Does this not imply that this physical event in your physical brain is the meaning of the statement '2 + 3 = 5'?"

But I honestly don't think that is what I mean.  Suppose that by an amazing cosmic coincidence, a flurry of neutrinos struck my neurons, causing me to imagine two dots colliding with three dots and visualize six dots.  I would then say, '2 + 3 = 6'.  But this wouldn't mean that 2 + 3 actually had become equal to 6.  Now, if what I mean by '2 + 3' consists entirely of what my mere physical brain merely happens to output, then a neutrino could make 2 + 3 = 6.  But you can't change arithmetic by tampering with a calculator.

"You visualize a subjunctive world, a counterfactual, where your brain is struck by neutrinos, and says, '2 + 3 = 6'.  So you know that in this case, your future self will say that '2 + 3 = 6'.  But then you add up dots in your own, current brain, and your current self gets five dots.  So you say:  'Even if I believed "2 + 3 = 6", then 2 + 3 would still equal 5.'  You say:  '2 + 3 = 5 regardless of what anyone thinks of it.'  So your current brain, computing the same question while it imagines being different but is not actually different, finds that the answer seems to be the same.  Thus your brain creates the illusion of an additional reality that exists outside it, independent of any brain."

Now hold on!  You've explained my belief that 2 + 3 = 5 regardless of what anyone thinks, but that's not the same as explaining away my belief.  Since 2 + 3 = 5 does not, in fact, depend on what any human being thinks of it, therefore it is right and proper that when I imagine counterfactual worlds in which people (including myself) think '2 + 3 = 6', and I ask what 2 + 3 actually equals in this counterfactual world, it still comes out as 5.

"Don't you see, that's just like trying to visualize motion stopping everywhere in the universe, by imagining yourself as an observer outside the universe who experiences time passing while nothing moves.  But really there is no time without motion."

I see the analogy, but I'm not sure it's a deep analogy.  Not everything you can imagine seeing, doesn't exist.  It seems to me that a brain can easily compute quantities that don't depend on the brain.

"What?  Of course everything that the brain computes depends on the brain!  Everything that the brain computes, is computed inside the brain!"

That's not what I mean!  I just mean that the brain can perform computations that refer to quantities outside the brain.  You can set up a question, like 'How many sheep are in the field?', that isn't about any particular person's brain, and whose actual answer doesn't depend on any particular person's brain.  And then a brain can faithfully compute that answer.

If I count two sheep and three sheep returning from the field, and Autrey's brain gets hit by neutrinos so that Autrey thinks there are six sheep in the fold, then that's not going to cause there to be six sheep in the fold—right?  The whole question here is just not about what Autrey thinks, it's about how many sheep are in the fold.

Why should I care what my subjunctive future self thinks is the sum of 2 + 3, any more than I care what Autrey thinks is the sum of 2 + 3, when it comes to asking what is really the sum of 2 + 3?

"Okay... I'll take another tack.  Suppose you're a psychiatrist, right?  And you're an expert witness in court cases—basically a hired gun, but you try to deceive yourself about it.  Now wouldn't it be a bit suspicious, to find yourself saying:  'Well, the only reason that I in fact believe that the defendant is insane, is because I was paid to be an expert psychiatric witness for the defense.  And if I had been paid to witness for the prosecution, I undoubtedly would have come to the conclusion that the defendant is sane.  But my belief that the defendant is insane, is perfectly justified; it is justified by my observation that the defendant used his own blood to paint an Elder Sign on the wall of his jail cell.'"

Yes, that does sound suspicious, but I don't see the point.

"My point is that the physical cause of your belief that 2 + 3 = 5, is the physical event of your brain visualizing two dots and three dots and coming up with five dots.  If your brain came up six dots, due to a neutrino storm or whatever, you'd think '2 + 3 = 6'.  How can you possibly say that your belief means anything other than the number of dots your brain came up with?"

Now hold on just a second.  Let's say that the psychiatrist is paid by the judge, and when he's paid by the judge, he renders an honest and neutral evaluation, and his evaluation is that the defendant is sane, just played a bit too much Mythos.  So it is true to say that if the psychiatrist had been paid by the defense, then the psychiatrist would have found the defendant to be insane.  But that doesn't mean that when the psychiatrist is paid by the judge, you should dismiss his evaluation as telling you nothing more than 'the psychiatrist was paid by the judge'.  On those occasions where the psychiatrist is paid by the judge, his opinion varies with the defendant, and conveys real evidence about the defendant.

That when my brain is not being hit by a neutrino storm, it yields honest and informative evidence that 2 + 3 = 5.

"And if your brain was hit by a neutrino storm, you'd be saying, '2 + 3 = 6 regardless of what anyone thinks of it'.  Which shows how reliable that line of reasoning is."

I'm not claiming that my saying '2 + 3 = 5 no matter what anyone thinks' represents stronger numerical evidence than my saying '2 + 3 = 5'.  My saying the former just tells you something extra about my epistemology, not numbers.

"And you don't think your epistemology is, oh, a little... incoherent?"

No!  I think it is perfectly coherent to simultaneously hold all of the following:

No, you're the crazy one!  You're collapsing your levels; you think that just because my brain asks a question, it should start mixing up queries about the state of my brain into the question.  Not every question my brain asks is about my brain!

Just because something is computed in my brain, doesn't mean that my computation has to depend on my brain's representation of my brain.  It certainly doesn't mean that the actual quantity depends on my brain!  It's my brain that computes my beliefs about gravity, and if neutrinos hit me I will come to a different conclusion; but that doesn't mean that I can think different and fly.  And I don't think I can think different and fly, either!

I am not a calculator who, when someone presses my "2" and "+" and "3" buttons, computes, "What do I output when someone presses 2 + 3?"  I am a calculator who computes "What is 2 + 3?"  The former is a circular question that can consistently return any answer—which makes it not very helpful.

Shouldn't we expect non-circular questions to be the normal case?  The brain evolved to guess at the state of the environment, not guess at 'what the brain will think is the state of the environment'.  Even when the brain models itself, it is trying to know itself, not trying to know what it will think about itself.

Judgments that depend on our representations of anyone's state of mind, like "It's okay to kiss someone only if they want to be kissed", are the exception rather than the rule.

Most quantities we bother to think about at all, will appear to be 'the same regardless of what anyone thinks of them'.  When we imagine thinking differently about the quantity, we will imagine the quantity coming out the same; it will feel "subjunctively objective".

And there's nothing wrong with that!  If something appears to be the same regardless of what anyone thinks, then maybe that's because it actually is the same regardless of what anyone thinks.

Even if you explain that the quantity appears to stay the same in my imagination, merely because my current brain computes it the same way—well, how else would I imagine something, except with my current brain?  Should I imagine it using a rock?

"Okay, so it's possible for something that appears thought-independent, to actually be thought-independent.  But why do you think that 2 + 3 = 5, in particular, has some kind of existence independently of the dots you imagine?"

Because two sheep plus three sheep equals five sheep, and this appears to be true in every mountain and every island, every swamp and every plain and every forest.

And moreover, it is also true of two rocks plus three rocks.

And further, when I press buttons upon a calculator and activate a network of transistors,  it successfully predicts how many sheep or rocks I will find.

Since all these quantities, correlate with each other and successfully predict each other, surely they must have something like a common cause, a similarity that factors out?  Something that is true beyond and before the concrete observations?  Something that the concrete observations hold in common?  And this commonality is then also the sponsor of my answer, 'five', that I find in my own brain.

"But my dear sir, if the fact of 2 + 3 = 5 exists somewhere outside your brain... then where is it?"

Next post: "Does Your Morality Care What You Think?"

Hmm, Eliezer likes Magic the Gathering (all five basic terrains?)...

Math is just a language. I say "just" not to discount its power, but because it really doesn't exist outside of our conception of it, just as English doesn't exist outside of our conception of it. It's a convention.

The key difference between math and spoken language is that it's unambiguous enough to extrapolate on fairly consistently. If English were that precise we might be able to find truth in the far reaches of the language, just like greek philosophers tried to do. With math, such a thing is actually possible.

Why do you have to say the math is "outside" the brain?  I do understand that the model of the natural numbers is particularly useful in making elegant predictions about our physical universe, but why does that say something about the numbers or the math?  The integers are an example of a formal system, but we can construct other formal systems where the formula 2+3=6 holds (I don't know of any interesting such formal systems, though).  I can easily see that we have these formal systems, and we also have inductive arguments that they describe the... (read more)

This might be stupid, but it's probably more intelligent than the 'subjunctive mood' grammar-joke I was going to tell.

Suppose I say, "Even if my mother were kidnapped by terrorists, I would still consider all terrorists freedom-fighters."

Suppose I believe that with such conviction that I'm unable to imagine a reality in which, regardless of whether the physical state of my brain changes, it would not still be true that terrorists+mom=freedom fighters. (The "terms" of this "equation" don't necessarily correspond with anything i... (read more)

Math isn't a language, mathematical notation is a language. Math is a subject matter that you can talk about in mathematical notation, or in English, etc.

2+3=5 is an outcome of a set of artificial laws we can imagine.  In that sense, it does exist "purely in your imagination", just as any number of hypothetical systems could exist.  "2+3=5" doesn't stand alone without defining what it means - ie. the concept of a number, addition etc.  It corresponds to the statement that IF addition is defined like so, numbers like this, and such-and-such rules of inference, then 2+2=5 is a true property of the system.

In a counterfactual world where people believe 2+3=6, in asking about addition you're still talking about the same system with the same rules, not the rules that describe whatever goes on in the minds of the people.  (Otherwise you would be making a different claim about a different system.)

So yes, 2+3=5 is clearly true and has always been true even before humans because its a statement about a system defined in terms of its own rules.  Any claims about it already include the system's presumptions because those are part of the question, and part of what it means to be "true".

2 rocks + 3 rocks is a different matter - you're talking about the observable world rather than a system where you get to define all... (read more)

"But my dear sir, if the fact of 2 + 3 = 5 exists somewhere outside your brain... then where is it?"

A mathematical truth can be formalized as output of a proof checking algorithm, and output of an algorithm can be verified to an arbitrary level of certainty (by running it again and again, on redundant substrate). When you say that something is mathematically true, it can be considered an estimation of counterfactual that includes building of such a machine.

I am quite confident that the statement 2 + 3 = 5 is true; I am far less confident of what it means for a mathematical statement to be true.

There are two complementary answers to this question that seem right to me: Quine's Two Dogmas of Empiricism and Lakoff and Núñez's Where Mathematics Comes From. As Quine says, first you have to get rid of the false distinction between analytic and synthetic truth. What you have instead is a web or network of mutually reinforcing beliefs. Parts of this web touch the world relatively closely (beliefs about counting shee... (read more)

Math isn't a language, mathematical notation is a language. Math is a subject matter that you can talk about in mathematical notation, or in English, etc.

What is the useful distinction here? Are you claiming that Math has a reality outside the notation? If Math isn't defined by the notation we use, then what is it?

I think it doesn't make sense to suggest that 2 + 3 = 5 is a belief. It is the result of a set of definitions. As long as we agree on what 2, +, 3, =, and 5 mean, we have to agree on what 2 + 3 = 5 means. I think that if your brain were subject to a neutrino storm and you somehow felt that 2 + 3 = 6, you would still be able to verify that 2 + 3 = 6 by other means, such as counting on your fingers.

I think once you start asking why these things are the way they are, don't you have to start asking why anything exists at all, and what it means for anything to ... (read more)

It seems to me that when I say "every Hilbert space is convex", I'm not saying something in math; I'm saying something about math, in English. Yes, I might talk about the world by saying "the world has the structure of a Hilbert space". But then I might talk about blog commenters (not the ones here at OB) by saying they are like a horde of poo-throwing chimpanzees, and yet that doesn't make primatology a language.

I would encourage Peter's route related to Quine.  A formalist in Phil of Math would say that a mathematical statement is true if it can be derived from axiomatic set theory.  That is, the truth of the statement is then grounded in formal logic.
This does, of course, beg the question of what grounds our formal logic, but at least it puts basic arithmetic on more firm footing ... in Peter's words, even more deeply imbedded in our belief system.

Math isn't supposed to be some sort of universal truth, but I also don't think it's quite accurate so say it's just a language. It just happens to be a useful abstraction. Granted, an apparently universally useful abstraction, but it's still an invention of humans, the same as boolean logic or physical models.

I'm not convinced that it makes sense to talk about visualizing two dots and three dots that are six dots.  I would say that the physical event of visualizing two dots and of visualizing three more dots IS the event "visualizing five dots".  There is then a separate event, lets call it "describing what you have visualized", that can be mistaken.  You can visualize five dots and as a result of interference in the information flow to your mouth end up saying "I see six dots".  For that matter, you can visualize five dots, and as... (read more)

It seems to me that math is a set of symbolic tools for clarifying the tautological nature of non-transparently tautological assertions.

Can we taboo the words "math", "maths", and "mathematics"? I think there are mathematical facts and then there is the study of mathematical facts, and these two things are as different in the same sense that the universe isn't cosmology, crops aren't agronomy, minds aren't psychology, and so on.

3 + 2 = 6 for me if I choose to define 6 to signify five. 3 + 2 = 5 only for common mathematical definitions of 2, 3, 5, + and =. Otherwise everything is fine, your opponent agreed somewhere at the beginning, that a group of three objects (such as sheep) and two objects will make five objects for our definitions of two, three and five weather we exist or not.

Is it useful to say that "2+3=5" is our shorthand for referring to the infinite number of statements of this form:

2 sheep and 3 sheep make 5 sheep
2 rocks and 3 rocks make 5 rocks
2 dinis and 3 dinis make 5 dinis

and so forth? And that the external truth of the statement depends in principle on all these various testable sub-statements?

"But my dear sir, if the fact of 2 + 3 = 5 exists somewhere outside your brain... then where is it?"

The truth-condition for "There are five sheep in the meadow" concerns the state of the meadow.

My guess is that the truth condition for "2 + 3 = 5" concerns the (more complex, but unproblematically material) set of facts you present: the facts that e.g.:
It's easy to find sheep for which two sheep and three sheep make five sheep
It's fairly easy to build calculators that model what happens with the sheep
It's fairly easy to evolv... (read more)

I've been wondering. The conventional wisdom says that it's a problem for mathematical realism to explain how we can come to understand mathematical facts without causally interacting with them. But surely you could build causal diagrams with logical uncertainty in them and they would show that mathematical facts do indeed causally influence your brain?

Also, I would say the problem (if any) is the location of 2, 3, and 5, not the location of 2+3=5, unless the location of "Napoleon is dead" is also a problem.

Isn't this George Berkeley's issue? Isn't math just the structural part of another sort of language? Isn't 2 + 3 = 5 the same as red and blue make purple in the sense that each observer has a sense of red, blue, purple, 2, 3 and 5 all his/her/its own?

If space aliens find Voyager and read 1 , 2 , 3 , 4 , 5 *, etc do they see those *s in any context other than the three tentacles on their second heads?

How then is "2" in any sense different than "red"? How then is "2" any more independently real than "red"?

"But my dear sir, if the fact of 2 + 3 = 5 exists somewhere outside your brain... then where is it?"

For some reason most mathematicians don't seem to feel this sort of ontological angst about what math really means or what it means for a mathematical statement to be true.  I can't seem to articulate a single reason why this is, but let me say a few things that tend to wash away the angst.

it doesn't matter "where it is", it is a proven consequence of our axioms.

it is in every structure in the universe capable of representing integers

If you had a Turing machine that perfectly simulated the physical laws of our universe, could an external person use that machine's source code to derive the laws of arithmetic as they are within our universe, even if the laws of arithmetic for the external person's universe were different?

Suppose we think about it the opposite way: what if we built a machine that simulated the physical laws of a universe where 2+3 = 6, where if you stick 2 whatsits by 3 whatsits you get 6 whatsits total. What would that universe be like? Could it even be built?

It helps to differentiate between "real" and "existant".  Mathematics is as real as the laws of logic -- neither, however, exists. 

What is "real" is that which proscriptively constraints that which exists. That which exists is that which interacts directly with other phenomena which also exist (that also interact).

When we say "2+3=5" what we are doing is engaging in the definition of real patterns of that which exists. So while, yes, the patterns themselves are external to us; the terms we assign them are subjective.... (read more)

I'm quite unconfident about this whole line of argument, and concerned that we're heading for some moral conclusions based on appeals to this argument. If you have to get into odd discussions about the truth and meaning of mathematical entities to make a metaethical l argument, I doubt you have a good metaethical argument.

The funny thing is I consider morality subjective objective, just like yummyness. What is subjectively yummy to you is an objective fact about you, just as what is moral to you is an objective fact about you. If we run the You algorithm t... (read more)

It doesn't really work this way. And to demonstrate, I bring up the prime numbers.

What many people don't quite understand is that mathematics, like the sciences does not invent things, it discovers them. The structures are already there. We did not invent cells, electricity, or gravity. They were already there. All Mathematics does is name them, categorize them, and show properties that they have. There is nothing human about the prime numbers, for instance. There really is nothing human about mathematics.

Counting is essentially the building block of all o... (read more)

I suggest this may be a map/territory problem.  Math is part of the map, but it has no physical analog with the territory.  Rather, it tells us (some of) what to expect about the way the territory behaves under certain specific conditions (like when two sheep and then three sheep leave the pen). 

Another way to look at it is that quantity (on which math operates) is a quality, akin to redness or sourness, but operating only on groups.  That is to say, there is something there that causes fiveness to appear in my brain, but that thing is not an inherent part of the sheep any more than fluffiness or whiteness.  Thus '2+3=5' has the same truth value as 'black + white = gray'.

It seems that Mathematics as we know it (Russel's axioms) is both an emergent phenomenon as well as the most basic law of them all. In macroscopic physics we observe that two rocks next to three rocks is five rocks, two hydrogen atoms next to three hydrogen atoms is five hydrogen atoms, two oscilliations of a cyclic system followed by three more is five such, and so on and so forth... But the Schrodinger equation contains addition of complex numbers, which we know to be a superset of the naturals.

Man, I really need to write a top level article on the Tegmark IV Hypothesis.

I still stand by my belief that 2 + 3 = 5 does not in fact exist, and yet it is still true that adding two things with three things will always result in five things.

Why not call the set of all sets of actual objects with cardinality 3, "three", the set of all sets of physical objects with cardinality 2, "two", and the set of all sets of physical objects with cardinality 5, "five"? Then when I said that 2+3=5, all I would mean is that for any x in two and any y in three, the union of x and y is in five. If you allow sets of physical objects, and sets of sets of physical objects, into your ontology, then you got this; 2+3=5 no matter what anyone thinks, and two and three are real objects existing out there. 

In college, I made the observation that math majors tended to think that math itself was something real, while physcis majors, studying the exact same math in the same classes at the same time, tended to think that math was just a conceptual tool that was sometimes useful when trying to discover things about reality, but that math wasn't itself real.   I'm not sure which view is more valid then the other, or how you even distinguish the two views.   

You can set up a question, like 'How many sheep are in the field?', that isn't about any particular person's brain, and whose actual answer doesn't depend on any particular person's brain. 

Then again, which field the phrase “the field” refers to does depend on who is asking the question where and when.

Judgments that depend on our representations of anyone's state of mind, like "It's okay to kiss someone only if they want to be kissed", are the exception rather than the rule.

Among all possible judgements, sure; but among all those judgements that a real person will have to make in the real world...

It makes no sense to call something “true” without specifying prior information. That would imply that we could never update on evidence, which we know not to be the case for statements like “2 + 3 = 5.” Much of the confusion comes from different people meaning different things by the proposition “2 + 3 = 5,” which we can resolve as usual by tabooing the symbols.

Consider the propositions "
A =“The next time I put two sheep and three sheep in a pen, I will end up with five sheep in the pen.”
B = “The universe works as if in all cases, combining two of s... (read more)

The map is not the territory. There's no little XML tag attached to helium atoms with the wave equation written on it. Math was created by humans to describe our observations - we didn't arrive at it by pure thought. The reason 2 + 3 = 5 is a theorem of Peano arithmetic and moving three large, distinct objects next to two large, distinct objects makes a group of five large, distinct objects is the correspondence of the Peano axioms and inference rules to reality.

So I think Eliezer's error here was a fallacy of compression. "2 + 3 = 5" refers to t... (read more)

That's interesting... Did you actually count sheep and rocks when writing this article?
Did the character you give voice to count sheep and rocks?

Usually, when I make this kind of arguments, what I really say is "If I counted 2 sheep and 3 sheep, I would find 5 sheep" which means that it actually is what I expect, but that's not evidence if my cognition process is put into question.

Yet, I don't think it is necessary to actually count sheep and rocks when making this argument... But if I was discussing with someone who thought that 2 + 3 = 6 (or someone who thinks that either answer is meaningless), then it would be necessary to make the experiment, because we would expect different results.



Does Your Morality Care What You Think?

Followup to:  Math is Subjunctively Objective, The Moral Void, Is Morality Given?

Thus I recall the study, though I cannot recall the citation:

Children, at some relatively young age, were found to distinguish between:

Obert:  "Well, I don't know the citation, but it sounds like a fascinating study.  So even children, then, realize that moral facts are givens, beyond the ability of teachers or parents to alter."

Subhan:  "You say that like it's a good thing.  Children may also think that people in Australia have to wear heavy boots from falling off the other side of the Earth."

Obert:  "Call me Peter Pan, then, because I never grew up on this one.  Of course it doesn't matter what the teacher says.  It doesn't matter what I say.  It doesn't even matter what I think.  Stealing is wrong.  Do you disagree?"

Subhan:  "You don't see me picking your pockets, do you?  Isn't it enough that I choose not to steal from you—do I have to pretend it's the law of the universe?"

Subhan:  "A... revealing remark.  But really, I don't think that this experimental result seems at all confusing, in light of the recent discussion of subjunctive objectivity—a discussion in which Eliezer strongly supported my position, by the way."

Obert:  "Really?  I thought Eliezer was finally coming out in favor of my position."

Obert:  "The whole subtext of 'Math is Subjunctively Objective' is that morality is just like math!  Sure, we compute morality inside our own brains—where else would we compute it?  But just because we compute a quantity inside our own brains, doesn't mean that what is computed has a dependency on our own state of mind."

Subhan:  "I think we must have been reading different Overcoming Bias posts!  The whole subtext of 'Math is Subjunctively Objective' is to explain away why morality seems objective—to show that the feeling of a fixed given can arise without any external referent.  When you imagine yourself thinking that killing is right, your brain-that-imagines hasn't yet been altered, so you carry out that moral imagination with your current brain, and conclude:  'Even if I thought killing were right, killing would still be wrong.'  But this doesn't show that killing-is-wrong is a fixed fact from outside you."

Obert:  "Like, say, 2 + 3 = 5 is a fixed fact.  Eliezer wrote:  'If something appears to be the same regardless of what anyone thinks, then maybe that's because it actually is the same regardless of what anyone thinks.'  I'd say that subtext is pretty clear!"

Subhan:  "On the contrary.  Naively, you might imagine your future self thinking differently of a thing, and visualize that the thing wouldn't thereby change, and conclude that the thing existed outside you.  Eliezer shows how this is not necessarily the case.  So you shouldn't trust your intuition that the thing is objective—it might be that the thing exists outside you, or it might not.  It has to be argued separately from the feeling of subjunctive objectivity.  In the case of 2 + 3 = 5, it's at least reasonable to wonder if math existed before humans. Physics itself seems to be made of math, and if we don't tell a story where physics was around before humans could observe it, it's hard to give a coherent account of how we got here.  But there's not the slightest evidence that morality was at work in the universe before humans got here.  We created it."

Obert:  "I know some very wise children who would disagree with you."

Subhan:  "Then they're wrong!  If children learned in school that it was okay to steal, they would grow up believing it was okay to steal."

Obert:  "Not if they saw that stealing hurt the other person, and felt empathy for their pain.  Empathy is a human universal."

Subhan:  "So we take a step back and say that evolution created the emotions that gave rise to morality, it doesn't put morality anywhere outside us.  But what you say might not even be true—if theft weren't considered a crime, the other child might not feel so hurt by it.  And regardless, it is rare to find any child capable of fully reconsidering the moral teachings of its society."

Obert:  "I hear that, in a remarkable similarity to Eliezer, your parents were Orthodox Jewish and you broke with religion as a very young child."

Subhan:  "I doubt that I was internally generating de novo moral philosophy.  I was probably just wielding, against Judaism, the morality of the science fiction that actually socialized me."

Obert:  "Perhaps you underestimate yourself.  How much science fiction had you read at the age of five, when you realized it was dumb to recite Hebrew prayers you couldn't understand?  Children may see errors that adults are too adept at fooling themselves to realize."

Subhan:  "Hah!  In all probability, if the teacher had in fact said that it was okay to take things from other children's backpacks, the children would in fact have thought it was right to steal."

Obert:  "Even if true, that doesn't prove anything.  It is quite coherent to simultaneously hold that:"

Subhan:  "Fine, it's coherent, but that doesn't mean it's true.  The morality that the child has in fact learned from the teacher—or their parents, or the other children, or the television, or their parents' science fiction collection—doesn't say, 'Don't steal because the teacher says so.'  The learned morality just says, 'Don't steal.'  The cognitive procedure by which the children were taught to judge, does not have an internal dependency on what the children believe the teacher believes.  That's why, in their moral imagination, it feels objective.  But where did they acquire that morality in the first place?  From the teacher!"

Obert:  "So?  I don't understand—you're saying that because they learned about morality from the teacher, they should think that morality has to be about the teacher?  That they should think the teacher has the power to make it right to steal?  How does that follow?  It is quite coherent to simultaneously hold that—"

Subhan:  "I'm saying that they got the morality from the teacher!  Not from some mysterious light in the sky!"

Obert:  "Look, I too read science fiction and fantasy as a child, and I think I may have been to some degree socialized by it—"

Obert:  "The stories taught me that it was right to care about people who were different from me—aliens with strange shapes, aliens made of something other than carbon atoms, AIs who had been created rather than evolved, even things that didn't think like a human.  But none of the stories ever said, 'You should care about people of different shapes and substrates because science fiction told you to do it, and what science fiction says, goes.'  I wouldn't have bought that."

Subhan:  "Are you sure you wouldn't have?  That's how religion works."

Obert:  "Didn't work on you.  Anyway, the novels said to care about the aliens because they had inner lives and joys—or because I wouldn't want aliens to mistreat humans—or because shape and substrate never had anything to do with what makes a person a person.  And you know, that still seems to me like a good justification."

Subhan:  "Of course; you were told it was a good justification—maybe not directly, but the author showed other characters responding to the argument."

Obert:  "It's not like the science fiction writers were making up their morality from scratch.  They were working at the end of a chain of moral arguments and debates that stretches back to the Greeks, probably to before writing, maybe to before the dawn of modern humanity.  You can learn morality, not just get pressed into it like a Jello mold.  If you learn 2 + 3 = 5 from a teacher, it doesn't mean the teacher has the power to add two sheep to three sheep and get six sheep.  If you would have spouted back '2 + 3 = 6' if the teacher said so, that doesn't change the sheep, it just means that you don't really understand the subject.  So too with morality."

Subhan:  "Okay, let me try a different tack.  You, I take it, agree with both of these statements:"

Obert:  "Well, there are various caveats I'd attach to both of those.  Like, in any circumstance where I really did prefer to kill someone, there'd be a high probability he was about to shoot me, or something.  And there's all kinds of ways that eating an anchovy pizza could be wrong, like if I was already overweight.  And I don't claim to be certain of anything when it comes to morality.  But on the whole, and omitting all objections and knock-on effects, I agree."

Subhan:  "It's that second statement I'm really interested in.  How does your wanting to eat an anchovy pizza make it right?"

Obert:  "Because ceteris paribus, in the course of ordinary life as we know it, and barring unspecified side effects, it is good for sentient beings to get what they want."

Subhan:  "And why doesn't that apply to the bit about killing, then?"

Obert:  "Because the other person doesn't want to die.  Look, the whole reason why it's right in the first place for me to eat pepperoni pizza—the original justification—is that I enjoy doing so.  Eating pepperoni pizza makes me happy, which is ceteris paribus a good thing.  And eating anchovy pizza—blegh!  Ceteris paribus, it's not good for sentient beings to experience disgusting tastes.  But if my taste in pizza changes, that changes the consequneces of eating, which changes the moral justification, and so the moral judgment changes as well.  But the reasons for not killing are in terms of the other person having an inner life that gets snuffed out—a fact that doesn't change depending on my own state of mind."

Subhan:  "Oh?  I was guessing that the difference had something to do with the social disapproval that would be leveled at murder, but not at eating anchovy pizza."

Obert:  "As usual, your awkward attempts at rationalism have put you out of touch with self-evident moral truths.  That's just not how I, or other real people, actually think!  If I want to bleep bleep bleep a consenting adult, it doesn't matter whether society approves.  Society can go bleep bleep bleep bleep bleep -"

Obert:  "Spider Robinson's science fiction, to be precise. 'Whatever turns you on' shall be the whole of the law.  So long as the 'you' is plural."

Subhan:  "So that's where you got that particular self-evident moral truth.  Was it also Spider Robinson who told you that it was self-evident?"

Obert:  "No, I thought about that for a while, and then decided myself."

Subhan:  "You seem to be paying remarkably close attention to what people want.  Yet you insist that what validates this attention, is some external standard that makes the satisfaction of desires, good. Can't you just admit that, by empathy and vicarious experience and evolved fellow-feeling, you want others to get what they want?  When does this external standard ever say that it's good for something to happen that someone doesn't want?"

Obert:  "Every time you've got to tell your child to lay off the ice cream, he'll grow more fat cells that will make it impossible for him to lose weight as an adult."

Subhan:  "And could something good happen that no one wanted?"

Obert:  "I rather expect so.  I don't think we're all entirely past our childhoods.  In some ways the human species itself strikes me as being a sort of toddler in the 'No!' stage."

Subhan:  "Look, there's a perfectly normal and non-mysterious chain of causality that describes where morality comes from, and it's not from outside humans. If you'd been told that killing was right, or if you'd evolved to enjoy killing—much more than we already do, I mean—or if you really did have a mini-stroke that damaged your frontal lobe, then you'd be going around saying, 'Killing is right regardless of what anyone thinks of it'.  No great light in the sky would correct you.  There is nothing else to the story."

Obert:  "Really, I think that in this whole debate between us, there is surprisingly litle information to be gained by such observations as 'You only say that because your brain makes you say it.' If a neutrino storm hit me, I might say '2 + 3 = 6', but that wouldn't change arithmetic.  It would just make my brain compute something other than arithmetic.  And these various misfortunes that you've described, wouldn't change the crime of murder.  They would just make my brain compute something other than morality."

Question for Obert: Suppose there are intelligent aliens in a galaxy far far away... There is a pretty good chance they will discover math. They might use different symbols and they might represent their data differently but they will discover math because the universe pretty much runs on math. To them 2 + 3 will equal 5. Would they discover morality? Would their 'morality' be the same thing as our 'morality' here? Does morality converge into one thing like math does, no matter where you start from?

There are some aliens here on earth already. Chimpanzees. They're pretty alien. Do they have math? 

If superintelligent aliens found us, would they think we had math?

The universe runs on math? Really? I'd say the universe runs on the universe. We model how the universe runs using math. The map is not the territory.

By "aliens", I think PK2 meant "intelligent aliens able to build a technological civilization".  And for that, you do need "maths".

As for the universe "running on maths", he added "pretty much", which is not very precise, but can mean something like "it really seems like the universe is running on maths", which is true. Our map of the universe relies on maths and is very accurate (making very accurate prediction on the universe itself), so any other accurate map of the universe has to include something which will look very much like maths. Two very accurate maps of the same territory will share many similar characteristics.

Admittedly OT meta-comment: I think Robin Hanson's an interesting thinker, and he has the discipline to self edit that this blog medium seems to require. Eliezer, on the other hand, seems both sophomorically self-impressed and logorrheic. Maybe there are interesting ideas lurking in these posts, but life is entirely too short to read them. Any chance of you guys getting, y'know, separate blogs, since the target audiences appear to be pretty different?

Anchovies have to die to make anchovy pizza, so depending on who you talk to it might still be immoral to eat anchovy pizza even if you want to.

There is not always a clear cut case that is best for every one, and part of morality is weighing the wants and needs of one being verses another in such cases.

morality is another one of those things that is true in the sense of consensus, which is a different meaning of truth from mathematical truth, or physical truth.

In the prisoners dilemma it is always advantageous to speak when the other player's action is fixed.
If you get to be both players and decide what both players do then it is adventurous to make both players not speak.  Morality amounts to getting to be both players.

In some other cases there may be multiple reasonable options to choose when you control all players involved, possibly depending on how you weigh the wants and needs of the players, and as such multiple reasonable conflicting moralities.

Anchovy pizza is a good example.  You have to weigh a delicious meal for a human against killing fish.

Obert: "In some ways the human species itself strikes me as being a sort of toddler in the 'No!' stage."
I am interested to know why.

I think the problem I have with the math example, and it may be that this is extensible to morality, is this:

If I have a certain quantity of apples, or sheep, or whatever, my mind has a tool (a number) ready to identify some characteristic about that quantity (how many it is). But that's all that number is: a tool. A reference.

Eliezer is right in saying that the teacher's teaching "2+3=5" doesn't make it true any more than the teacher's teaching "2+3=6" makes it true. But that's not because two plus three "actually" equals five. It's because we, as learning animals, have learned definitions of these concepts, and we conceive of them as being fundamental. We think of math as a fundamental part of reality, when it is in fact a low-level, extremely useful, but all-in-the-mind tool used to manipulate our understanding of reality. We're confusing the map with the territory.

"Killing is wrong" isn't true because someone told us it's true, any more than "Killing is right" would be true if someone were to tell us that. But that's not because killing another human being "actually" is wrong. It's because we, as learning animals, have learned (or evolved the low-level emotions that serve as a foundation for this rule) definitions of right and wrong, and we conceive of them as being fundamental. We think of morality as a fundamental part of reality, when it is in fact, an all-in-the mind tool. Should we throw it out because it's merely evolved? No. It's useful (at least for the species). But we shouldn't confuse the map with the territory.

This is still pretty fuzzy in my mind; please criticize, especially if I've made some fundamental error.

Keith Adams, if you're too busy to read the post and understand it, don't clog the comments.

Obert wins this one on points, but I'm still not convinced. Consider:

1) if humanity were extinguished in a flash, 2 + 3 = 5 would still hold.
2) if humanity were extinguished in a flash, murder would still be wrong.

While 1 is problematic in its own way, 2 just seems incoherent to me. Morality is generated by the actions of self-aware beings, and as such I can only ever think of it as a fluid abstract. Morality is as people do, nothing more. PK's aliens can conceivably hold theft to be perfectly moral.

One says 'murder is wrong'. I say 'show me the evidence'.

Another thing way to look at this idea of math being a tool that exists only in the mind has occurred to me:

Does addition happen outside the mind? What is something "plus" something else? If we've got a quantity of two sheep, and a quantity of three sheep, and they're standing next to each other, then we can consider the two quantities together, and count five sheep. But let's say a quantity of two sheep wander through a meadow until they come across a quantity of three sheep, and then stop. Where did the actual addition happen? Outside the mind, there are only quantities.

Physics is made of math. Physics describes the physical universe.

If you figure out a way to describe a physical event by taking some measured numbers and cutting them into an infinite number of pieces and putting them together in a different way, does that mean that the physical event happened by dividing something into an infinite number of pieces and rearranging them? Possibly. More likely the event just happened. The math comes from our need to start with the things we can measure and compute from that things that we want to know.

Would an alien society build the same math we do? Probably, if they happen to measure the same things and want to compute the same things. If they can easier measure something different or they care about something different then maybe not.

The idea that we shouldn't take things from other people without their permission is a human one. No predator has that idea about their prey. The concept of human ownership is complex and changeable too. We come up with lots of exceptions -- imminent domain, the abolition of slavery, etc. It's a matter of continuing negotiation. I'm not supposed to burn my own charcoal in my own backyard -- something about pollution. Is it really my own charcoal or my own land or my own air if I can't do as I want with them? If one of my neighbors tells on me the fire department will confiscate my grill. My five-year-old doesn't understand the complexities of the concept, but she knows how to argue about it. "We said we were going to share this toy and now Eris won't share!" "I want it now, she can have it later!" Sometimes my solution is to have a "toy timeout" and take it away from both of them for awhile.

How can anybody argue this stuff is simple and easy and obvious when anybody can see how much we argue about it?

GBM, I tend to agree with where you're going (or at least where you're starting). But saying that we shouldn't throw morality out because it's "useful" seems a little question-begging. It may indeed be useful for some purpose, X, but if someone doesn't care about X, this doesn't really give you much traction.

There's a big difference between saying "morality is the product of human minds" and saying "morality is purely arbitrary". Similarly, there's a big difference between saying "there are objective reasons why we make the moral judgments we do" and "all moral questions have objective answers which in no way depend on human minds".

Life is not a zero sum game. I think nearly everyone would agree that it would be advantageous to nearly everyone if one could somehow guarantee that neither one's self nor one's loved ones would be killed at the cost of forgoing the ability to kill one's enemies. I think this fact, not repeated arbitrary assertion, is the basis for the nearly universal belief that "murder is wrong".  I think the fact that, in many societies, refraining from killing those outside one's own tribe does nothing to prevent those outside the tribe from killing one's self or one's loved ones, and not arbitrary bigotry, is the reason that in those societies killing those outside one's tribe does not count as murder.

When I first started reading the post, I had Keith's reaction, 'Get down to the point!', but I'm now very interested to see where Eliezer is going with this...

Obert:  "I rather expect so.  I don't think we're all entirely past our childhoods.  In some ways the human species itself strikes me as being a sort of toddler in the 'No!' stage."

This in a way explains some of my own questions about my behavior...  The first and only time I tried cocaine, I was shocked by just how much I loved it (I had thought it would be like smoking a joint and drinking three cups of coffee, fuck was I wrong)...  And I thought to myself, "This is way too much fun, I don't care if you didn't crash, DON'T do it again."  I think I realize that reactions that beyond my control, really are beyond my control, and thus should not be tampered with in my 'sophomoric' state.

I have to agree with PK and Ben; there's a heck of a lot more pressure for minds to converge on 2+3=5 than on any ethical statement. A mind that believes 2+3=6 will make wrong predictions about reality; a mind that has 'wrong' 'beliefs' about murder won't. (George has a point about game theory, but that's different from regarding someone else's death as terminally undesirable.) "The Platonic computation I implement judges murder as undesirable regardless of what anybody thinks" isn't the same as "murder is wrong regardless of what anybody thinks". I could define 'wrong' according to the output of my computation, but such an agent-relative definition would be silly.

...unless most humans converge to the same terminal values, in which case we could sensibly define "wrong" as the output of the computation implemented by humanity. There, it adds up to normality.

...well, kind of. That definition won't do by itself for moral arguments - it'd be like the calculator that computes "what does this calculator compute as the result of 2 + 3?" - any answer is correct. Some actual content is still needed.

Two out of three isn't bad.  The trick, of course, is to identify which two.

Also, stop trolling. Offer some insight, or go away.

The universe itself is a giant RPOP.  It started from a low-complexity state (low entropy density at the big bang) and moves to higher-complexity states (higher entropy density aka the 2nd law of thermodynamics) as time advances.

Whilst ‘morality’ in the sense of ‘computing possible courses of action’ is in the mind, ‘morality’ in the sense of ‘terminal values’ is not.  It is only using the latter definition of ‘morality’ (ie. as denoting ‘moral archetypes’ or ‘terminal values’) that I’m claiming that morality is objective.

The objective terminal values are built into the optimization pressure for the RPOP of the universe manifesting as the 2nd law of thermodynamics.

In short; different regions of the universe could not interact with each in a consistent way, unless there was an implicit notion of ‘beauty’ (least action, symmetry, simplicity) built-in.  For example, a QM field force interaction between two particles can be re-interpreted as a ‘communication’ between the two particles, which implies one particle generates an internal ‘representation’ of the other particle. These internal representations are governed by the ‘least action’ principles, in which the objective terminal values are implicit.

What if a neutrino storm made you believe "If a neutrino storm makes me believe 'stealing is wrong', then stealing is wrong'"?

Seems to me like these two are running circles around opposite sides of the wrong coin...

Children in some cultures (including present day cultures) are taught by their parents and others that stealing from outsiders is right, and they believe it.

It's possible that after growing up they begin to realize that stealing is wrong but it is too late; they keep doing it anyway.

It's possible that after growing up they begin to realize that stealing is wrong but it is too late; they keep doing it anyway.

Maybe not with stealing exactly, and not exactly a culture, but consider Westboro Baptist Church.

"But if my taste in pizza changes, that changes the consequneces of eating, which changes the moral justification, and so the moral judgment changes as well."

"•The teacher, by saying that we're allowed to stand on our desks, can make it right to do so.

•The teacher, by saying that I'm allowed to take something from another child's backpack, cannot make it right to do so."

 If I want to bleep bleep bleep a consenting adult, it doesn't matter whether society approves. 

In the case of 2 + 3 = 5, it's at least reasonable to wonder if math existed before humans. Physics itself seems to be made of math, and if we don't tell a story where physics was around before humans could observe it, it's hard to give a coherent account of how we got here.

This is wrong.  Depending on how you define "math" and "physics", of course, but Eliezer should have been more careful with his word choice if he wanted to be unambiguous.

Wikipedia says, "Mathematics is the abstract study of topics such as quantity (numbers), structure, space, and change."  "Abstract study" was not being conducted on Earth before humans existed; a fortiori, "math" did not yet exist.  Next, physics.  Once again, Wikipedia says, "Physics is the natural science that involves the study of matter and its motion through space and time, along with related concepts such as energy and force."  Science is a human endeavor, so, once again, a fortiori, physics did not exist before humans did.

Physics is not "made of math".  We describe physical laws using certain mathematical expressions, but to say that the laws themselves are those expressions is to confuse the map and the territory.  As for giving a coherent account of how we got here, I think evolutionary biology does a fine job.  In particular, it doesn't seem to conflict with our known physical laws, given our discovery of DNA, etc.  Our own discoveries in physics tell us that we should expect that atoms existed before we did!  And we arose from the interactions of those atoms.  No incoherence there.



Changing Your Metaethics

If you say, "Killing people is wrong," that's morality.  If you say, "You shouldn't kill people because God prohibited it," or "You shouldn't kill people because it goes against the trend of the universe", that's metaethics.

Just as there's far more agreement on Special Relativity than there is on the question "What is science?", people find it much easier to agree "Murder is bad" than to agree what makes it bad, or what it means for something to be bad.

People do get attached to their metaethics.  Indeed they frequently insist that if their metaethic is wrong, all morality necessarily falls apart.  It might be interesting to set up a panel of metaethicists—theists, Objectivists, Platonists, etc.—all of whom agree that killing is wrong; all of whom disagree on what it means for a thing to be "wrong"; and all of whom insist that if their metaethic is untrue, then morality falls apart.

Clearly a good number of people, if they are to make philosophical progress, will need to shift metathics at some point in their lives.  You may have to do it.

At that point, it might be useful to have an open line of retreat—not a retreat from morality, but a retreat from Your-Current-Metaethic.  (You know, the one that, if it is not true, leaves no possible basis for not killing people.)

And so I've been setting up these lines of retreat, in many and various posts, summarized below.  For I have learned that to change metaethical beliefs is nigh-impossible in the presence of an unanswered attachment.

If, for example, someone believes the authority of "Thou Shalt Not Kill" derives from God, then there are several and well-known things to say that can help set up a line of retreat—as opposed to immediately attacking the plausibility of God.  You can say, "Take personal responsibility! Even if you got orders from God, it would be your own decision to obey those orders.  Even if God didn't order you to be moral, you could just be moral anyway."

The above argument actually generalizes to quite a number of metaethics—you just substitute Their-Favorite-Source-Of-Morality, or even the word "morality", for "God".  Even if your particular source of moral authority failed, couldn't you just drag the child off the train tracks anyway?  And indeed, who is it but you, that ever decided to follow this source of moral authority in the first place?  What responsibility are you really passing on?

So the most important line of retreat is the one given in The Moral Void:  If your metaethic stops telling you to save lives, you can just drag the kid off the train tracks anyway.  To paraphrase Piers Anthony, only those who have moralities worry over whether or not they have them.  If your metaethic tells you to kill people, why should you even listen?  Maybe that which you would do even if there were no morality, is your morality.

The point being, of course, not that no morality exists; but that you can hold your will in place, and not fear losing sight of what's important to you, while your notions of the nature of morality change.

Other posts are there to set up lines of retreat specifically for more naturalistic metaethics.  It may make more sense where I'm coming from on these, once I actually present my metaethic; but I thought it wiser to set them up in advance, to leave lines of retreat.

Joy in the Merely Real and Explaining vs. Explaining Away argue that you shouldn't be disappointed in any facet of life, just because it turns out to be explicable instead of inherently mysterious: for if we cannot take joy in the merely real, our lives shall be empty indeed.

No Universally Compelling Arguments sets up a line of retreat from the desire to have everyone agree with our moral arguments.  There's a strong moral intuition which says that if our moral arguments are right, by golly, we ought to be able to explain them to people.  This may be valid among humans, but you can't explain moral arguments to a rock.  There is no ideal philosophy student of perfect emptiness who can be persuaded to implement modus ponens, starting without modus ponens.  If a mind doesn't contain that which is moved by your moral arguments, it won't respond to them.

But then isn't all morality circular logic, in which case it falls apart?  Where Recursive Justification Hits Bottom and My Kind of Reflection explain the difference between a self-consistent loop through the meta-level, and actual circular logic.  You shouldn't find yourself saying "The universe is simple because it is simple", or "Murder is wrong because it is wrong"; but neither should you try to abandon Occam's Razor while evaluating the probability that Occam's Razor works, nor should you try to evaluate "Is murder wrong?" from somewhere outside your brain.  There is no ideal philosophy student of perfect emptiness to which you can unwind yourself—try to find the perfect rock to stand upon, and you'll end up as a rock.  So instead use the full force of your intelligence, your full rationality and your full morality, when you investigate the foundations of yourself.

The Gift We Give To Tomorrow sets up a line of retreat for those afraid to allow a causal role for evolution, in their account of how morality came to be.  (Note that this is extremely distinct from granting evolution a justificational status in moral theories.)  Love has to come into existence somehow—for if we cannot take joy in things that can come into existence, our lives will be empty indeed.  Evolution may not be a particularly pleasant way for love to evolve, but judge the end product—not the source.  Otherwise you would be committing what is known (appropriately) as The Genetic Fallacy: causation is not the same concept as justification.  It's not like you can step outside the brain evolution gave you:  Rebelling against nature is only possible from within nature.

The earlier series on Evolutionary Psychology should dispense with the metaethical confusion of believing that any normal human being thinks about their reproductive fitness, even unconsciously, in the course of making decisions.  Only evolutionary biologists even know how to define genetic fitness, and they know better than to think it defines morality.

Alarming indeed is the thought that morality might be computed inside our own minds—doesn't this imply that morality is a mere thought?  Doesn't it imply that whatever you think is right, must be right?  Posts such as  Does Your Morality Care What You Think? and its predecessors, Math is Subjunctively Objective and Probability is Subjectively Objective, set up the needed line of retreat:  Just because a quantity is computed inside your head, doesn't mean that the quantity computed is about your thoughts. There's a difference between a calculator that calculates "What is 2 + 3?" and "What do I output when someone presses '2', '+', and '3'?"

And finally Existential Angst Factory offers the notion that if life seems painful, reductionism may not be the real source of your problem—if living in a world of mere particles seems too unbearable, maybe your life isn't exciting enough on its own?

If all goes well, my next post will set up the metaethical question and its methodology, and I'll present my actual answer on Monday.

And if you're wondering why I deem this business of metaethics important, when it is all going to end up adding up to moral normality... telling you to pull the child off the train tracks, rather than the converse...

Well, there is opposition to rationality from people who think it drains meaning from the universe.

And this is a special case of a general phenomenon, in which many many people get messed up by misunderstanding where their morality comes from.  Poor metaethics forms part of the teachings of many a cult, including the big ones.  My target audience is not just people who are afraid that life is meaningless, but also those who've concluded that love is a delusion because real morality has to involve maximizing your inclusive fitness, or those who've concluded that unreturned kindness is evil because real morality arises only from selfishness, etc.

If you say, "Killing people is wrong," that's morality.

It seems to me that few people simply say, "Killing people is wrong." They usually say, if asked for possible exceptions, "Killing people is wrong, except if you're a soldier fighting a legitimate war, a police officer upholding the law, a doctor saving a patient from needless suffering and pain, an executioner for a murderer who has had a fair trial, a person defending himself or herself from violent and deadly attackers ..." It seems that most of the debate is over these exceptions. How do we resolve debate over the exceptions without recourse to metamorality?

Peter, most of the reasons people give for making exceptions are not themselves meta.  For most of the examples you give, the intuitive justification is something along the lines of "the reason killing is wrong is that life is valuable, and in these cases not killing would involve valuing life less than killing would."  Nothing meta there.

Here's my metamorality. Using these terms broadly, law is to a community as will is to an individual, and law is to an environment as desire is to an anatomy. Good is communal law congruent with individual will, anatomical desire and environmental law. Joy is individual will congruent with communal law, environmental law and anatomical desire. Pleasure is anatomical desire congruent with environmental law, communal law and individual will. Order is environmental law congruent with anatomical desire, individual will and communal law. Evil, misery, pain and chaos are incongruencies among communal laws, individual wills, anatomical desires and environmental laws.

Peter, most of the reasons people give for making exceptions are not themselves meta. For most of the examples you give, the intuitive justification is something along the lines of "the reason killing is wrong is that life is valuable, and in these cases not killing would involve valuing life less than killing would." Nothing meta there.

Aaron, I don't see how your proposal resolves debate over exceptions. For example, consider abortion. Presumably both sides on the abortion debate agree that life is valuable.

Okay, so morality can be computed within my brain but still have a meaning regarding things outside my brain.  But in order to do that, my brain's sense of morality has to be entangled with something outside my brain.  What is it entangled with?

Oh yay!  Do tell!  I'm very interested to here your metemoral philosophy... Before you started posting on morality, I thought the topic a general waste of time since people would always be arguing cross-purposes, and in the end it was all just atoms anyway...  Your explanation of metemorality helps to explain why all these moral philosophies are in disagreement, yet converge on many of the same conclusions, like 'killing for its own sake is wrong' (which people do decide to do- two students from my high school riddled a pizza delivery boy with bullets just to watch him die).  I am wondering what universals can be pulled out of this...

I said it somewhere else, but... it seems like Caledonian’s sole purpose in life is to disagree with Eliezer whenever possible. Reminds me of a quote from Stephen King:

"These days if Stu Redman said a firetruck was red, Harold Lauder would produce facts and figures proving that most of them these days were green."

Just exchange Stu Redman for Eliezer, and Harold for Caledonian…

I'll be interested to see what your metamorality is. The one thing that I think has been missing so far from the discussion is the question that without some metamorality, what language do we have to condemn someone else who chooses a different morality from ours? Obviously you can't argue morality into a rock, but we're not trying to do that, only argue it into another human who shares fundamentally similar architecture, but not necessarily morality.

Moreover, to say that one can abandon a metamorality without affecting one's underlying morality doesn't imply that society as a whole can ditch a particular metamorality (eg Judeo-Christian worldviews) and still expect the next generation's morality to stay unchanged. If you explicitly reject any metamorality, why should your children bother to listen to what you say anyway? Isn't their morality just as good as yours?

It may be possible that religious metamorality serve as a basis to inculcate a particular set of moral teachings, which only then allows the original metamorality to be abandoned. eg It causes at least some of the population to do the right thing for the wrong reasons, when they otherwise might not have done the right thing at all.

Richard, I don't know anything about moral theorists, but this series of posts has helped me understand my own beliefs better than anything I've ever read, and they've coalesced mostly while reading this post. "Meta" was a concept missing from my toolbox, at least in the case of morality, and Eliezer's pointing it out has been immensely productive for me.

behemoth, I think the point you make about the second generation is an important one. Because children are both irrational and bad at listening to their intuitions when it's inconvenient to do so, having some form of metamorality is useful to serve as a vessel for morality. The problem is, in doing that, people bind the vessel and its contents, and can't pour the contents into some other vessel if theirs turns out to be leaky. Which is why rationalism is important.

No! The problem is not reductionism, or that morality is or isn't about my brain! The problem is that what morality actually computes is "What should you feel-moral about in order to maximize your genetic fitness in the ancestral environment?". Unlike math, which is more like "What axioms should you use in order to develop a system that helps you in making a bridge?" or "What axioms should you use in order to get funny results?". I care about bridges and fun, not genetic fitness.

Actually, "Whatever turns y'all on" is a pretty damn good morality. Because it makes sense on an intuitive level (it looks like what selfishness would be if other people were you). Because it doesn't care too much where your mind comes from, as it maximizes whatever turns you on. Because it mostly adds up to normality. Possibly because it's what I used, so I'm biased. Though I don't think you quite get normality -  killing is a minor offense here, because people don't get to experience it.

Is there a reason for the term "metamorality" rather than "meta-ethics"?  Eliezer, you get occasional (frequent?) comments arguing that you are pontificating outside your area of expertise and/or re-creating the wheel while ignoring decades or centuries of established work in those areas.  Making up your own term, without an explicit rejection of the existing term/ideas or any reference to existing thought, suggests ignorance.  It implies that you think you are the first person ever to tread this ground, or perhaps that no one before you is even worth engaging.

Which, hey, has a long and proud history amongst philosophers.  But it does not inspire confidence.

Zubon, in this case, it's because I consistently use the word "ethics" to mean something different from "morality" (namely, prosocial instrumental values, as opposed to terminal values; i.e. Prisoner's Dilemma type stuff).  You're right that the topic here is standardly called metaethics in academia - but I'm sorry, that term just sounds wrong to me, and I can't bring myself to use it.

I've linked to the SEP entry on metaethics in passing, but should perhaps do so with more of a banner.

I trust that the link is in one of the linked posts.  There are 35 links in the post...

Mostly a note in case this is part of the book version.  Meta-ethics is fairly well-worn territory, so noting awareness is good.  Otherwise, the immediate assumption is that you do not know the existing counter-arguments.  (Also, citing yourself and only yourself is kind of Ayn Rand-ish, although again not rare.  I doubt that you are trying to engage academic philosophers.)  You have many comments that you are engaging mischaracterizations of others' arguments.

But I do insist on being able to say, "One metaethic, two metaethics" or a lot of the things I wanted to say about one metamorality, two metamoralities will not be sayable.

I feel liked I kicked your puppy.  Sorry.  If nothing else, I just made a lot of comments using "metamorality" look odd.  I like clarity, but I'm not emotionally attached to the orthodox terminology.

I think refering to a meta-ethic/multiple meta-ethics is orthodox.  I suppose that talking about competing meta-ethical theories is meta-meta-ethics, and I always support more "meta-"s.  (Now we just need a way to consult the GOD Over Djinn for a final answer.)

I love the topic and it brings up some ideas I've had in mind that I've never seen outside of it. I think making these points even more clear would be helpful. I think there is a lot that could be said around the Moral Void, and also about detaching from a belief or theory in general and the feelings involved. Maybe something about transferring those feelings to your attitudes instead of your beliefs or something like that. Great post and blog!

"You shouldn't kill people because X" actually contains two statements: "You shouldn't kill people" and "If X, you shouldn't kill people". I believe you presume only the latter to be meta-ethical (and yes, you need that hyphen, given how many ae-digraphs we have).



Setting Up Metaethics

Followup to:  Is Morality Given?, Is Morality Preference?, Moral Complexities, Could Anything Be Right?, The Bedrock of Fairness, ...

Intuitions about morality seem to split up into two broad camps: morality-as-given and morality-as-preference.

Some perceive morality as a fixed given, independent of our whims, about which we form changeable beliefs.  This view's great advantage is that it seems more normal up at the level of everyday moral conversations: it is the intuition underlying our everyday notions of "moral error", "moral progress", "moral argument", or "just because you want to murder someone doesn't make it right".

Others choose to describe morality as a preference—as a desire in some particular person; nowhere else is it written.  This view's great advantage is that it has an easier time living with reductionism—fitting the notion of "morality" into a universe of mere physics.  It has an easier time at the meta level, answering questions like "What is morality?" and "Where does morality come from?"

Both intuitions must contend with seemingly impossible questions.  For example, Moore's Open Question:  Even if you come up with some simple answer that fits on T-Shirt, like "Happiness is the sum total of goodness!", you would need to argue the identity.  It isn't instantly obvious to everyone that goodness is happiness, which seems to indicate that happiness and rightness were different concepts to start with.  What was that second concept, then, originally?

Or if "Morality is mere preference!" then why care about human preferences?  How is it possible to establish any "ought" at all, in a universe seemingly of mere "is"?

So what we should want, ideally, is a metaethic that:

Today's post is devoted to setting up the question.

Consider "free will", already dealt with in these posts.  On one level of organization, we have mere physics, particles that make no choices.  On another level of organization, we have human minds that extrapolate possible futures and choose between them. How can we control anything, even our own choices, when the universe is deterministic?

To dissolve the puzzle of free will, you have to simultaneously imagine two levels of organization while keeping them conceptually distinct.  To get it on a gut level, you have to see the level transition—the way in which free will is how the human decision algorithm feels from inside.  (Being told flatly "one level emerges from the other" just relates them by a magical transition rule, "emergence".)

For free will, the key is to understand how your brain computes whether you "could" do something—the algorithm that labels reachable states. Once you understand this label, it does not appear particularly meaningless—"could" makes sense—and the label does not conflict with physics following a deterministic course.  If you can see that, you can see that there is no conflict between your feeling of freedom, and deterministic physics.  Indeed, I am perfectly willing to say that the feeling of freedom is correct, when the feeling is interpreted correctly.

In the case of morality, once again there are two levels of organization, seemingly quite difficult to fit together:

On one level, there are just particles without a shred of should-ness built into them—just like an electron has no notion of what it "could" do—or just like a flipping coin is not uncertain of its own result.

On another level is the ordinary morality of everyday life: moral errors, moral progress, and things you ought to do whether you want to do them or not.

And in between, the level transition question:  What is this should-ness stuff?

Award yourself a point if you thought, "But wait, that problem isn't quite analogous to the one of free will.  With free will it was just a question of factual investigation—look at human psychology, figure out how it does in fact generate the feeling of freedom.  But here, it won't be enough to figure out how the mind generates its feelings of should-ness.  Even after we know, we'll be left with a remaining question—is that how we should calculate should-ness?  So it's not just a matter of sheer factual reductionism, it's a moral question."

Award yourself two points if you thought, "...oh, wait, I recognize that pattern:  It's one of those strange loops through the meta-level we were talking about earlier."

And if you've been reading along this whole time, you know the answer isn't going to be, "Look at this fundamentally moral stuff!"

Nor even, "Sorry, morality is mere preference, and right-ness is just what serves you or your genes; all your moral intuitions otherwise are wrong, but I won't explain where they come from."

Of the art of answering impossible questions, I have already said much:  Indeed, vast segments of my Overcoming Bias posts were created with that specific hidden agenda.

The sequence on anticipation fed into Mysterious Answers to Mysterious Questions, to prevent the Primary Catastrophic Failure of stopping on a poor answer.

The Fake Utility Functions sequence was directed at the problem of oversimplified moral answers particularly.

The sequence on words provided the first and basic illustration of the Mind Projection Fallacy, the understanding of which is one of the Great Keys.

The sequence on words also showed us how to play Rationalist's Taboo, and Replace the Symbol with the Substance.  What is "right", if you can't say "good" or "desirable" or "better" or "preferable" or "moral" or "should"?  What happens if you try to carry out the operation of replacing the symbol with what it stands for?

And the sequence on quantum physics, among other purposes, was there to teach the fine art of not running away from Scary and Confusing Problems, even if others have failed to solve them, even if great minds failed to solve them for generations.  Heroes screw up, time moves on, and each succeeding era gets an entirely new chance.

If you're just joining us here (Belldandy help you) then you might want to think about reading all those posts before, oh, say, tomorrow.

If you've been reading this whole time, then you should think about trying to dissolve the question on your own, before tomorrow.  It doesn't require more than 96 insights beyond those already provided.

I've already found someone with a solution to this Confusing Problem(TM) that meets all four criteria.

"Even after we know, we'll be left with a remaining question - is that how we should calculate should-ness?  So it's not just a matter of sheer factual reductionism, it's a moral question."

I think that fits a different pattern. Specifcally the whole epiphenomenalism/pzombie thing.

If I actually fully understood everything about how the brain generates that sense of shouldness, not just some qualitative evolutionary history of why it might be there... ie, if I knew how to build that feeling out of toothpicks and rubber bands and fully understood why what I did did what it did, then I'd actually genuinely understand something I really don't understand now, and that understanding may, itself, tell me something about why I, ahem, should or shouldn't accept that particular computation of shouldness.

then why care about human preferences?
Preference is caring.

How is it possible to establish any "ought" at all, in a universe seemingly of mere "is"?
You seem to start with the premise that it is possible. I would deny it.

Adds up to moral normality, including moral errors, moral progress, and things you should do whether you want to or not;
Why should demand it add up to "normative normality" any more than "theological normality" or a variety of things that strike us as intuitive?

Why are you concerning yourself with intuitions?  Imagine what physics would be like if we had not abandoned intuitive concepts and turned to rational analysis.  Just abolish everything done by and after Galileo Galilei, and that'd be it.

There is nothing so fatal to intellectual inquiry as deciding what the answers are before the questions are asked.

"Nothing is 'mere.'" Clearly morality is not just like any other preference, like one's taste in music or ice cream. Indeed, morality is different enough that we really shouldn't use the word preference. We want to actually understand the mechanisms underlying our notions of moral argument, progress, error, &c. No doubt our discussions of moral issues would be much improved should we be armed with such an understanding.

Still, it seems to me that once you admit materialism, that "goals [...] need minds to be goals in," then that answers the fundamental, ontological, philosophical question. "Is anything really truly universally right, no matter what anyone thinks?" No.

The rest is "mere" cognitive science. I'm looking forward to tomorrow--the details of the proposed algorithm--but I'm not expecting any major surprise. Subhan has it essentially right.

There's at least two other ultimate metamoral trends I know of:

Selfish morality, human-centric. Ayn Rand. A purely selfish agent can expect to prosper best by following and demanding a moral code.

Selfish morality, evolutionary. Per game theory and natural selection, moral apes have more descendants.

While spacing out in a networking class a few years ago, it occured to me that morality is a lot like network protocols, or in general, computer protocols for multiple agents that compete for resources or cooperate on a task. A compiler assumes that a program will be written in a certain language. A programmer assumes that the compiler will implicitly coerce ints to doubles. If the two cooperate, the result is a compiled executable. Likewise, when I go to a store, I don't expect to meet a pickaxe murderer at the door, and the manager expects me to pay for the groceries. Those who do not obey these rules get the "25: to life" error.

Morality is a protocol for social networks. Some traditions of morality are arbitrary; It really doesn't matter whether people drive on the right or on the left. However, some moralities are so bogus that societies using them wouldn't last a week. If anyone drives on the left, EVERYONE had better drive on the left. It's possible to create a workaround for any one action (there used to be societies of cannibals!), but some complete moralities are sufficiently broken that you won't find any affluent civilizations that use them.

Moral progress/error cannot be judged in absolute terms, relative to the Bible. It must be judged based on the desires of the participants of the social network. However, this might be a two-parameter function, the other parameter being the definition of "participant".

And screw Belldandy. The Lord of Nightmares can kick her ass.

Alonzo Fyfe looks like he might be a fellow traveler, though not as much of one as Gary Drescher.  Still, I'm not sure his conclusions add up to moral normality.

There is nothing so fatal to intellectual inquiry as deciding what the answers are before the questions are asked.

I didn't say that my four desiderata were what I wanted.  I said they were what we should want.  Back when I was first investigating, I honestly didn't know it would come out that way - and in fact thought quite differently - but now I know it's how it should come out.

Also, Caledonian, as others have been complaining about your constant trolling and deliberate misinterpretations, I am once again considering banning you.  Actually, I've pretty much decided to do that, once I'm done with today's post - you should be given a chance to see that and say anything relevant, on the faint chance you have anything relevant to say once you see the actual theory.  After that, bye.

It's a lovely new wardrobe you have there, Emperor Eliezer, but it doesn't leave much to the imagination.

I've been thinking about this for a while, and I think I have some useful ideas that people here may wish to look at. You may want to look at theses posts I have written:

The road to Universal Ethics: Universal Instrumental Values

The error of conteporary ethics: values from nowhere?

A summary of what I have written so far: Any agent which interacts with the world to achieve certain goals ( <==> follow some set of "terminal values") will pursue a certain set of instrumental values, or subgoals. It is a non-trivial fact about the universe that we live in that these subgoals show a fairly weak dependence on the supergoals that motivated them. Steve Omohundro realized this in his paper on "The nature of self-improving artificial intelligence".

I realized, independently, that this line of argument may well apply to a civilization pursuing a certain notion of "the good life": the instrumental values that they pursue may turn out to be fairly independent of their terminal values. I quote:

Let U denote a utility function which represents some idea of what is intrinsically valuable, and write I(U) for the notion of instrumental value that U gives rise to. For any notion of value which grows with the number of people alive, “Progress”(progress in physics, engineering, economics, communication, etc) always becomes an instrumental value. For example, if R = the number of people alive who have red hair, then I(R) includes “Progress” as defined above. If Z = number of prayers which are said to the god Zeus, then I(Z) also includes “Progress”.

Anyone whose instrumental value includes progress should obviously also include “Knowledge” and it should include “Creativity”, because one moment of creative genius can equate to a huge amount of progress, and it is an inherent property of creativity that you cannot predict in advance where that creativity will come from. Certain personal (and even political) types of “Freedom”, and “Diversity” are therefore also included – because a group of people who all think in the same ways are less creative than a diverse group.

Even some kinds of intrinsic value which make no reference to people will include instrumental values which require people. For example if P = “the number of paperclips in the universe”, then I(P) includes “Knowledge” and “Progress”. But then it also includes “Creativity”, and “Freedom” and “Diversity”. 

@Tiiba
I think you nailed it on the head. That is pretty much my view but you worded it better than I ever could. There is no The Meta-Morality. There are multiple possible memes(moralities and meta-moralities) and some work better than others at producing and keeping civilizations from falling apart.

@Eliezer
I am very interested in reading your meta-morality theory. Do you think it will be universally compelling to humans, or at least non brain damaged humans? Assuming there are humans out there who would not accept the theory, I am curious how those who do accept the theory 'should' react to them.

As for myself, I have my own idea of a meta-morality but it's kind of rough at the moment. The gist of it involves bubbles. The basic bubble is the individual, than individual bubbles come together to form a new bubble containing the previous bubbles; families etc. etc. until you have the country bubbles and the world bubble. Any bubble can run under it's own rules as long as it doesn't interfere with other bubbles. If there is interference the smaller bubbles usually have priority over their own content. So for example no unconsented violence because individual bubbles have priority when it comes to their own bodies(content of individual bubbles), unless it's the only way to prevent them from harming other individuals. Private gay stuff between 2 consenting adults is ok because it's 2 individual bubbles coming together to make a 3d bubble and they have more say about their rules than anyone on the outside. Countries can have their own laws and rules but they may not hold or harm any smaller bubbles within them. At most they could expel them. Yeah it's still kind of rough.   I've dreamed up this system with the idea that a centralized super intelligence would be enforcing the rules. It's probably not feasible without one. If this seems incomprehensible just ignore this paragraph.

I don't think it's possible, but why is that a problem? Can't all moral statements be rewritten as conditionals? i.e. - "You ought not to murder" -> "If you murder someone, we will punish you".

You might say these conditionals aren't justified, but what on earth could it mean to say they are or are not justified, other than whether they do or do not eventually fit into a "fixed given" moral scheme?  Maybe we do not need to justify our moral preferences in this sense.

Can't all moral statements be rewritten as conditionals? i.e. - "You ought not to murder" -> "If you murder someone, we will punish you".

Not really. Moral statements need to tell you what to do. The example you gave only helps make predictions. I know murdering will result in my punishment, but unless I know whether being punished is good or bad, this doesn't tell me whether committing murder is good or bad.

If it matters, I vote for not banning Caledonian. The last thing we need is for this blog to turn into an echo chamber. Wasn't there some post earlier about the value of keeping a dissenter around in a conversation?

Well, I find that my metamorality meets those criteria, with one exception.

To reiterate once, I think that the foundations of morality as we understand it are certain evolved impulses like the ones we can find in other primates (maternal love, desire to punish a cheater, etc); these are like other emotions, with one key difference: the social component that we expect and rely on others having the same reaction, and accordingly we experience other emotions as more subjective and our moral impulses as more objective.

Note that when I'm afraid of something, and you're not, this may surprise me but doesn't anger me; but if I feel moral outrage at something, and you don't, then I'm liable to get angry with you.

But of course our moralities aren't just these few basic impulses.  Given our capacity for complex thought and for passing down complex cultures, we've built up many systems of morality that try to integrate all these impulses.  It's a testament of the power of conscious thought to reshape our very perceptions of the world that we can get away with this— we foment one moral impulse to restrain another when our system tells us so, and we can work up a moral sentiment in extended contexts when our system tells us to do so.  (When we fail to correctly extrapolate and apply our moral system, we later think of this as a moral error.)

Of course, some moral systems cohere logically better than others (which is good if we want to think of them as objective), some have better observable consequences, and some require less strenuous effort at reinterpreting experience.  Moving from one moral system to another which improves in some of these areas is generally what we call "moral progress".

This account has no problems with #2 and #3; I don't see an "impossible question" suggesting itself (though I'm open to suggestions); the only divergence from your desired properties is that it only claims that we can hardly help but believe that some things are right objectively, whether we want them or not.  It's not impossible for an alien species to evolve to conscious thought without any such concept of objective morality, or with one that differs from ours on the most crucial of points (say, our immediate moral pain at seeing something like us suffer); and there'd be nothing in the universe to say which one of us is "right".

In essence, I think that Subhan is weakly on the right track, but he doesn't realize that there are some human impulses stronger than anything we'd call "preference", or that a mix of moral impulse and reasoning and reclassifying of experience is at stake and is that much more complex than the interactions he supposes.  Since we as humans have in common both the first-order moral impulses and the perception that these are objective and thus ought to be logically coherent, we aren't in fact free to construct our moral systems with too many degrees of freedom.

Sorry for the overlong comment.  I'm eager to see what tomorrow's post will bring...

I vote in favor of banning Caledonian. He isn't just dissenting, which many commenters do often enough. He isn't even trying to be right, he's just trying to say Eliezer is wrong.

I'm really wondering how Kantian this is going to be. One of my dream projects has always been naturalizing a proper understanding of Kantian ethics, and the background conditions you're starting from are pretty close to the ones he starts from. And he also has a very big place in his theory for free will.

Well, belligerent dissent can actually be polarizing.

But although Caledonian makes accusations that I find more than unfounded, I've seen him make sense, too. Overall, I don't feel that his presence is so deleterious as to require banishment.

I second Unknown. It's worth noting that trolls like Caledonian also deter other (more reasonable) voices from joining the conversation, so it's not at all clear that his contributions promote dissent on net. (And I think it is clear that they don't promote reasonable dissent.)

Seconding Doug, IL, Tiiba, and Z. M Davis re: Caledonian.

I am against banning Caledonian. He's impolite, but not a troll. He seems to have genuine disagreements (though it sometimes takes prodding for him to elaborate on what those are) and doesn't spam with lots of posts or even really long ones. It's actually the opposite. His comments are usually too brief, as if he thinks any moron should get the obvious point he's making. He doesn't disrupt the conversation and in numerous threads existing dialogues have proceeded as if he wasn't even there. There are plenty of comments that just consist of "Eliezer, you're awesome", as should be expected given Eliezer's awesomeness. I think its good to have people around who don't hesitate to point out even minor errors.

My primary problem with Caledonian is his systematic misrepresentation of everything I say, which is either deliberate dishonesty or so self-deceiving as to amount to dishonest.  A new reader coming across a post may be misled by this, not knowing Caledonian, and thinking he is summarizing things I've said elsewhere.

If Caledonian was an obvious troll with no spelling, I would worry less about his misleading new readers.  As it is... well, he managed to get himself banned from Pharyngula and I'm thinking maybe PZ Myers had it right.

I'll take into account these disagreements, but I don't think there's any shortage of disagreement here, and Caledonian is looking like more trouble than he's worth.  Maybe I'll institute a sudden-death rule, next misrepresentation gets him gone.

I think Caledonian should stay.  Even if he does misrepresent Eliezer, he offers an opportunity to correct misconceptions that others might have regarding what Eliezer was trying to say...  And on some rare occasions, he is right...

On the other hand, I don't know how much effort goes into moderating Caledonian's comments, as I don't see the posts that get deleted. This could be giving me a more positive view of his comments than I would otherwise have.

Oh- back on topic, I think the exploration of metemorality will need to include people who are only softly sociopathic but not 'brain damaged'.  Here is an example:  An ex-boy-friend of mine claimed to have an 'empathy switch,' by which he had complete and total empathy with the few chosen people he cared about, and complete zero empathy with everyone else.  To him, killing millions of people half-way around the world in order to get a super-tasty toasted pastrami and cheese sandwich would be a no-brainer.  Kill the mother fuckers!  He didn't know them before, he won't know them afterwards, what difference does it make?  The sandwich on the other hand... well, that will be a fond memory indeed!  I think many people actually live by this moral code, but are simply to dishonest with themselves to admit it.  What says metemorality to that???

He's not disrupting anything, and doesn't seem to be trying to.

He may describe your ideas in ways that you think are incorrect, but so what?  You spend a lot of time describing ideas that you disagree with, and I'll bet the people who actually hold them often disagree with your description.

Caledonian almost always disagrees with you, but treats you no differently than other commenters treat each other.  He certainly treats you better than you treat some of your targets.
For example, I've never seem him write a little dialog in which a character named "Goofus" espouses exaggerated versions of your ideas.

In this case, Caledonian seems to think that your four criteria are aimed at reconciling the two clashing intuitions and that it's a mistake to set such a goal.  Well, so what?  If that's not what you're trying to do, you fooled me as well.

To me, Caledonian just seems to have a very different take on the world than you and express it bluntly.

I'm with Brian, Lara, and TGGP. Delete the content-free negations*; point out the misrepresentations; but he still makes reasonable points just often enough that I'd rather have him around.

I'm not sure I want to see Caledonian banned, but I would love to see explicitly very elitist fora created, perhaps like the erstwhile Polymath mailing list.

steven, you should read Hopefully Anonymous' blog. He is also very interested in that.

Who cares if Caledonian is banned from here? Hopefully he'll post more on my blog as a result. I've never edited or deleted a post from Caledonian or anyone else (except to protect my anonymity). Neither has TGGP to my knowledge. As I've posted before on TGGP's blog, I think there's a hierarchy of blogs, and blogs that ban and delete for something other than stuff that's illegal, can bring liability, or is botspam aren't at the top of the heirarchy.

If no post of Caledonians was ever edited or deleted from here (except perhaps for excessive length), this blog would be just as good. Maybe, even better.

You can't ban anyone from commenting on a blog.  -.-  They can just change their name and/or come back with a different IP address.  Shame on the commenters here for not realizing this incredibly obvious fact.



The Meaning of Right

Continuation of:  Changing Your Metaethics, Setting Up Metaethics
Followup to:  Does Your Morality Care What You Think?, The Moral Void, Probability is Subjectively Objective, Could Anything Be Right?, The Gift We Give To Tomorrow, Rebelling Within Nature, Where Recursive Justification Hits Bottom, ...

(The culmination of a long series of Overcoming Bias posts; if you start here, I accept no responsibility for any resulting confusion, misunderstanding, or unnecessary angst.)

What is morality?  What does the word "should", mean?  The many pieces are in place:  This question I shall now dissolve.

The key—as it has always been, in my experience so far—is to understand how a certain cognitive algorithm feels from inside.  Standard procedure for righting a wrong question:  If you don't know what right-ness is, then take a step beneath and ask how your brain labels things "right".

It is not the same question—it has no moral aspects to it, being strictly a matter of fact and cognitive science.  But it is an illuminating question.  Once we know how our brain labels things "right", perhaps we shall find it easier, afterward, to ask what is really and truly right.

But with that said—the easiest way to begin investigating that question, will be to jump back up to the level of morality and ask what seems right.  And if that seems like too much recursion, get used to it—the other 90% of the work lies in handling recursion properly.

(Should you find your grasp on meaningfulness wavering, at any time following, check Changing Your Metaethics for the appropriate prophylactic.)

So!  In order to investigate how the brain labels things "right", we are going to start out by talking about what is right.  That is, we'll start out wearing our morality-goggles, in which we consider morality-as-morality and talk about moral questions directly.  As opposed to wearing our reduction-goggles, in which we talk about cognitive algorithms and mere physics.  Rigorously distinguishing between these two views is the first step toward mating them together.

As a first step, I offer this observation, on the level of morality-as-morality:  Rightness is contagious backward in time.

Suppose there is a switch, currently set to OFF, and it is morally desirable for this switch to be flipped to ON.  Perhaps the switch controls the emergency halt on a train bearing down on a child strapped to the railroad tracks, this being my canonical example.  If this is the case, then, ceteris paribus and presuming the absence of exceptional conditions or further consequences that were not explicitly specified, we may consider it right that this switch should be flipped.

If it is right to flip the switch, then it is right to pull a string that flips the switch.  If it is good to pull a string that flips the switch, it is right and proper to press a button that pulls the string:  Pushing the button seems to have more should-ness than not pushing it.

It seems that—all else being equal, and assuming no other consequences or exceptional conditions which were not specified—value flows backward along arrows of causality.

Even in deontological moralities, if you're obligated to save the child on the tracks, then you're obligated to press the button.  Only very primitive AI systems have motor outputs controlled by strictly local rules that don't model the future at all.  Duty-based or virtue-based ethics are only slightly less consequentialist than consequentialism.  It's hard to say whether moving your arm left or right is more virtuous without talking about what happens next.

Among my readers, there may be some who presently assert—though I hope to persuade them otherwise—that the life of a child is of no value to them.  If so, they may substitute anything else that they prefer, at the end of the switch, and ask if they should press the button.

But I also suspect that, among my readers, there are some who wonder if the true morality might be something quite different from what is presently believed among the human kind.  They may find it imaginable—plausible?—that human life is of no value, or negative value.  They may wonder if the goodness of human happiness, is as much a self-serving delusion as the justice of slavery.

I myself was once numbered among these skeptics, because I was always very suspicious of anything that looked self-serving.

Now here's a little question I never thought to ask, during those years when I thought I knew nothing about morality:

Could make sense to have a morality in which, if we should save the child from the train tracks, then we should not flip the switch, should pull the string, and should not push the button, so that, finally, we do not push the button?

Or perhaps someone says that it is better to save the child, than to not save them; but doesn't see why anyone would think this implies it is better to press the button than not press it.  (Note the resemblance to the Tortoise who denies modus ponens.)

It seems imaginable, to at least some people, that entirely different things could be should.  It didn't seem nearly so imaginable, at least to me, that should-ness could fail to flow backward in time.  When I was trying to question everything else, that thought simply did not occur to me.

Every now and then, in the course of human existence, we question what should be done and what is right to do, what is better or worse; others come to us with assertions along these lines, and we question them, asking "Why is it right?"  Even when we believe a thing is right (because someone told us that it is, or because we wordlessly feel that it is) we may still question why it is right.

Should-ness, it seems, flows backward in time.  This gives us one way to question why or whether a particular event has the should-ness property.  We can look for some consequence that has the should-ness property.  If so, the should-ness of the original event seems to have been plausibly proven or explained.

Ah, but what about the consequence—why is it should?  Someone comes to you and says, "You should give me your wallet, because then I'll have your money, and I should have your money."  If, at this point, you stop asking questions about should-ness, you're vulnerable to a moral mugging.

So we keep asking the next question.  Why should we press the button?  To pull the string.  Why should we pull the string?  To flip the switch.  Why should we flip the switch?  To pull the child from the railroad tracks.  Why pull the child from the railroad tracks?  So that they live.  Why should the child live?

Now there are people who, caught up in the enthusiasm, go ahead and answer that question in the same style: for example, "Because the child might eventually grow up and become a trade partner with you," or "Because you will gain honor in the eyes of others," or "Because the child may become a great scientist and help achieve the Singularity," or some such.  But even if we were to answer in this style, it would only beg the next question.

Even if you try to have a chain of should stretching into the infinite future—a trick I've yet to see anyone try to pull, by the way, though I may be only ignorant of the breadths of human folly—then you would simply ask "Why that chain rather than some other?"

Another way that something can be should, is if there's a general rule that makes it should.  If your belief pool starts out with the general rule "All children X:  It is better for X to live than to die", then it is quite a short step to "It is better for Stephanie to live than to die".  Ah, but why save all children?  Because they may all become trade partners or scientists?  But then where did that general rule come from?

If should-ness only comes from should-ness—from a should-consequence, or from a should-universal—then how does anything end up should in the first place?

Now human beings have argued these issues for thousands of years and maybe much longer.  We do not hesitate to continue arguing when we reach a terminal value (something that has a charge of should-ness independently of its consequences).  We just go on arguing about the universals.

I usually take, as my archetypal example, the undoing of slavery:  Somehow, slaves' lives went from having no value to having value.  Nor do I think that, back at the dawn of time, anyone was even trying to argue that slaves were better off being slaves (as it would be latter argued).  They'd probably have looked at you like you were crazy if you even tried.  Somehow, we got from there, to here...

And some of us would even hold this up as a case of moral progress, and look at our ancestors as having made a moral error.  Which seems easy enough to describe in terms of should-ness:  Our ancestors thought that they should enslave defeated enemies, but they were mistaken.

But all our philosophical arguments ultimately seem to ground in statements that no one has bothered to justify—except perhaps to plead that they are self-evident, or that any reasonable mind must surely agree, or that they are a priori truths, or some such.  Perhaps, then, all our moral beliefs are as erroneous as that old bit about slavery?  Perhaps we have entirely misperceived the flowing streams of should?

So I once believed was plausible; and one of the arguments I wish I could go back and say to myself, is, "If you know nothing at all about should-ness, then how do you know that the procedure, 'Do whatever Emperor Ming says' is not the entirety of should-ness?  Or even worse, perhaps, the procedure, 'Do whatever maximizes inclusive genetic fitness' or 'Do whatever makes you personally happy'."  The point here would have been to make my past self see that in rejecting these rules, he was asserting a kind of knowledge—that to say, "This is not morality," he must reveal that, despite himself, he knows something about morality or meta-morality.  Otherwise, the procedure "Do whatever Emperor Ming says" would seem just as plausible, as a guiding principle, as his current path of "Rejecting things that seem unjustified."  Unjustified—according to what criterion of justification?  Why trust the principle that says that moral statements need to be justified, if you know nothing at all about morality?

What indeed would distinguish, at all, the question "What is right?" from "What is wrong?"

What is "right", if you can't say "good" or "desirable" or "better" or "preferable" or "moral" or "should"?  What happens if you try to carry out the operation of replacing the symbol with what it stands for?

If you're guessing that I'm trying to inveigle you into letting me say:  "Well, there are just some things that are baked into the question, when you start asking questions about morality, rather than wakalixes or toaster ovens", then you would be right.  I'll be making use of that later, and, yes, will address "But why should we ask that question?"

Okay, now: morality-goggles off, reduction-goggles on.

Those who remember Possibility and Could-ness, or those familiar with simple search techniques in AI, will realize that the "should" label is behaving like the inverse of the "could" label, which we previously analyzed in terms of "reachability".  Reachability spreads forward in time: if I could reach the state with the button pressed, I could reach the state with the string pulled; if I could reach the state with the string pulled, I could reach the state with the switch flipped.

Where the "could" label and the "should" label collide, the algorithm produces a plan.

Now, as I say this, I suspect that at least some readers may find themselves fearing that I am about to reduce should-ness to a mere artifact of a way that a planning system feels from inside.  Once again I urge you to check Changing Your Metaethics, if this starts to happen.  Remember above all the Moral Void:  Even if there were no morality, you could still choose to help people rather than hurt them.  This, above all, holds in place what you hold precious, while your beliefs about the nature of morality change.

I do not intend, with this post, to take away anything of value; it will all be given back before the end.

Now this algorithm is not very sophisticated, as AI algorithms go, but to apply it in full generality—to learned information, not just ancestrally encountered, genetically programmed situations—is a rare thing among animals.  Put a food reward in a transparent box.  Put the matching key, which looks unique and uniquely corresponds to that box, in another transparent box.  Put the unique key to that box in another box.  Do this with five boxes.  Mix in another sequence of five boxes that doesn't lead to a food reward.  Then offer a choice of two keys, one of which starts the sequence of five boxes leading to food, one of which starts the sequence leading nowhere.

Chimpanzees can learn to do this, but so far as I know, no non-primate species can pull that trick.

And as smart as chimpanzees are, they are not quite as good as humans at inventing plans—plans such as, for example, planting in the spring to harvest in the fall.

So what else are humans doing, in the way of planning?

It is a general observation that natural selection seems to reuse existing complexity, rather than creating things from scratch, whenever it possibly can—though not always in the same way that a human engineer would.  It is a function of the enormous time required for evolution to create machines with many interdependent parts, and the vastly shorter time required to create a mutated copy of something already evolved.

What else are humans doing?  Quite a bit, and some of it I don't understand—there are plans humans make, that no modern-day AI can.

But one of the things we are doing, is reasoning about "right-ness" the same way we would reason about any other observable property.

Are animals with bright colors often poisonous?  Does the delicious nid-nut grow only in the spring?  Is it usually a good idea to take with a waterskin on long hunts?

It seems that Martha and Fred have an obligation to take care of their child, and Jane and Bob are obligated to take care of their child, and Susan and Wilson have a duty to care for their child.  Could it be that parents in general must take care of their children?

By representing right-ness as an attribute of objects, you can recruit a whole previously evolved system that reasons about the attributes of objects.  You can save quite a lot of planning time, if you decide (based on experience) that in general it is a good idea to take a waterskin on hunts, from which it follows that it must be a good idea to take a waterskin on hunt #342.

Is this damnable for a Mind Projection Fallacy—treating properties of the mind as if they were out there in the world?

This business of, "It's been a good idea to take waterskins on the last three hunts, maybe it's a good idea in general, if so it's a good idea to take a waterskin on this hunt", does seem to work.

Let's say that your mind, faced with any countable set of objects, automatically and perceptually tagged them with their remainder modulo 5.  If you saw a group of 17 objects, for example, they would look remainder-2-ish.  Though, if you didn't have any notion of what your neurons were doing, and perhaps no notion of modulo arithmetic, you would only see that the group of 17 objects had the same remainder-ness as a group of 2 objects.  You might not even know how to count—your brain doing the whole thing automatically, subconsciously and neurally—in which case you would just have five different words for the remainder-ness attributes that we would call 0, 1, 2, 3, and 4.

If you look out upon the world you see, and guess that remainder-ness is a separate and additional attribute of things—like the attribute of having an electric charge—or like a tiny little XML tag hanging off of things—then you will be wrong.  But this does not mean it is nonsense to talk about remainder-ness, or that you must automatically commit the Mind Projection Fallacy in doing so.  So long as you've got a well-defined way to compute a property, it can have a well-defined output and hence an empirical truth condition.

If you're looking at 17 objects, then their remainder-ness is, indeed and truly, 2, and not 0, 3, 4, or 1.  If I tell you, "Those red things you told me to look at are remainder-2-ish", you have indeed been told a falsifiable and empirical property of those red things.  It is just not a separate, additional, physically existent attribute.

And as for reasoning about derived properties, and which other inherent or derived properties they correlate to—I don't see anything inherently fallacious about that.

One may notice, for example, that things which are 7 modulo 10 are often also 2 modulo 5.  Empirical observations of this sort play a large role in mathematics, suggesting theorems to prove.  (See Polya's How To Solve It.)

Indeed, virtually all the experience we have, is derived by complicated neural computations from the raw physical events impinging on our sense organs.  By the time you see anything, it has been extensively processed by the retina, lateral geniculate nucleus, visual cortex, parietal cortex, and temporal cortex, into a very complex sort of derived computational property.

If you thought of a property like redness as residing strictly in an apple, you would be committing the Mind Projection Fallacy.  The apple's surface has a reflectance which sends out a mixture of wavelengths that impinge on your retina and are processed with respect to ambient light to extract a summary color of red...  But if you tell me that the apple is red, rather than green, and make no claims as to whether this is an ontologically fundamental physical attribute of the apple, then I am quite happy to agree with you.

So as long as there is a stable computation involved, or a stable process—even if you can't consciously verbalize the specification—it often makes a great deal of sense to talk about properties that are not fundamental.  And reason about them, and remember where they have been found in the past, and guess where they will be found next.

(In retrospect, that should have been a separate post in the Reductionism sequence.  "Derived Properties", or "Computational Properties" maybe.  Oh, well; I promised you morality this day, and this day morality you shall have.)

Now let's say we want to make a little machine, one that will save the lives of children.  (This enables us to save more children than we could do without a machine, just like you can move more dirt with a shovel than by hand.)  The machine will be a planning machine, and it will reason about events that may or may not have the property, leads-to-child-living. 

A simple planning machine would just have a pre-made model of the environmental process.  It would search forward from its actions, applying a label that we might call "reachable-from-action-ness", but which might as well say "Xybliz" internally for all that it matters to the program.  And it would search backward from scenarios, situations, in which the child lived, labeling these "leads-to-child-living".  If situation X leads to situation Y, and Y has the label "leads-to-child-living"—which might just be a little flag bit, for all the difference it would make—then X will inherit the flag from Y.  When the two labels meet in the middle, the leads-to-child-living flag will quickly trace down the stored path of reachability, until finally some particular sequence of actions ends up labeled "leads-to-child-living".  Then the machine automatically executes those actions—that's just what the machine does.

Now this machine is not complicated enough to feel existential angst.  It is not complicated enough to commit the Mind Projection Fallacy.  It is not, in fact, complicated enough to reason abstractly about the property "leads-to-child-living-ness".  The machine—as specified so far—does not notice if the action "jump in the air" turns out to always have this property, or never have this property.  If "jump in the air" always led to situations in which the child lived, this could greatly simplify future planning—but only if the machine were sophisticated enough to notice this fact and use it.

If it is a fact that "jump in the air" "leads-to-child-living-ness", this fact is composed of empirical truth and logical truth.  It is an empirical truth that if the world is such that if you perform the (ideal abstract) algorithm "trace back from situations where the child lives", then it will be a logical truth about the output of this (ideal abstract) algorithm that it labels the "jump in the air" action.

(You cannot always define this fact in entirely empirical terms, by looking for the physical real-world coincidence of jumping and child survival.  It might be that "stomp left" also always saves the child, and the machine in fact stomps left.  In which case the fact that jumping in the air would have saved the child, is a counterfactual extrapolation.)

As you must surely have guessed by now, this should-ness stuff is how the human decision algorithm feels from inside.  It is not an extra, physical, ontologically fundamental attribute hanging off of events like a tiny little XML tag.

But it is a moral question what we should do about that—how we should react to it.

To adopt an attitude of complete nihilism, because we wanted those tiny little XML tags, and they're not physically there, strikes me as the wrong move.  It is like supposing that the absence of an XML tag, equates to the XML tag being there, saying in its tiny brackets what value we should attach, and having value zero.  And then this value zero, in turn, equating to a moral imperative to wear black, feel awful, write gloomy poetry, betray friends, and commit suicide.

The force behind my answer is contained in The Moral Void and The Gift We Give To Tomorrow.  I would try to save lives "even if there were no morality", as it were.

And it seems like an awful shame to—after so many millions and hundreds of millions of years of evolution—after the moral miracle of so much cutthroat genetic competition producing intelligent minds that love, and hope, and appreciate beauty, and create beauty—after coming so far, to throw away the Gift of morality, just because our brain happened to represent morality in such fashion as to potentially mislead us when we reflect on the nature of morality.

This little accident of the Gift doesn't seem like a good reason to throw away the Gift; it certainly isn't a inescapable logical justification for wearing black.

Why not keep the Gift, but adjust the way we reflect on it?

What is "right", if you can't say "good" or "desirable" or "better" or "preferable" or "moral" or "should"?  What happens if you try to carry out the operation of replacing the symbol with what it stands for?

I answer that if you try to replace the symbol "should" with what it stands for, you end up with quite a large sentence.

For the much simpler save-life machine, the "should" label stands for leads-to-child-living-ness.

For a human this is a much huger blob of a computation that looks like, "Did everyone survive?  How many people are happy?  Are people in control of their own lives? ..."  Humans have complex emotions, have many values—the thousand shards of desire, the godshatter of natural selection.  I would say, by the way, that the huge blob of a computation is not just my present terminal values (which I don't really have—I am not a consistent expected utility maximizers); the huge blob of a computation includes the specification of those moral arguments, those justifications, that would sway me if I heard them.  So that I can regard my present values, as an approximation to the ideal morality that I would have if I heard all the arguments, to whatever extent such an extrapolation is coherent.

No one can write down their big computation; it is not just too large, it is also unknown to its user.  No more could you print out a listing of the neurons in your brain.  You never mention your big computation—you only use it, every hour of every day.

Now why might one identify this enormous abstract computation, with what-is-right?

If you identify rightness with this huge computational property, then moral judgments are subjunctively objective (like math), subjectively objective (like probability), and capable of being true (like counterfactuals).

You will find yourself saying, "If I wanted to kill someone—even if I thought it was right to kill someone—that wouldn't make it right."  Why?  Because what is right is a huge computational property—an abstract computation—not tied to the state of anyone's brain, including your own brain.

This distinction was introduced earlier in 2-Place and 1-Place Words.  We can treat the word "sexy" as a 2-place function that goes out and hoovers up someone's sense of sexiness, and then eats an object of admiration.  Or we can treat the word "sexy" as meaning a 1-place function, a particular sense of sexiness, like Sexiness_20934, that only accepts one argument, an object of admiration.

Here we are treating morality as a 1-place function.  It does not accept a person as an argument, spit out whatever cognitive algorithm they use to choose between actions, and then apply that algorithm to the situation at hand.  When I say right, I mean a certain particular 1-place function that just asks, "Did the child live?  Did anyone else get killed?  Are people happy?  Are they in control of their own lives?  Has justice been served?" ... and so on through many, many other elements of rightness.  (And perhaps those arguments that might persuade me otherwise, which I have not heard.)

Hence the notion, "Replace the symbol with what it stands for."

Since what's right is a 1-place function, if I subjunctively imagine a world in which someone has slipped me a pill that makes me want to kill people, then, in this subjunctive world, it is not right to kill people.  That's not merely because I'm judging with my current brain.  It's because when I say right, I am referring to a 1-place function.  Rightness doesn't go out and hoover up the current state of my brain, in this subjunctive world, before producing the judgment "Oh, wait, it's now okay to kill people."  When I say right, I don't mean "that which my future self wants", I mean the function that looks at a situation and asks, "Did anyone get killed?  Are people happy?  Are they in control of their own lives?  ..."

And once you've defined a particular abstract computation that says what is right—or even if you haven't defined it, and it's computed in some part of your brain you can't perfectly print out, but the computation is stable—more or less—then as with any other derived property, it makes sense to speak of a moral judgment being true. If I say that today was a good day, you've learned something empirical and falsifiable about my day—if it turns out that actually my grandmother died, you will suspect that I was originally lying.

The apparent objectivity of morality has just been explained—and not explained away.  For indeed, if someone slipped me a pill that made me want to kill people, nonetheless, it would not be right to kill people.  Perhaps I would actually kill people, in that situation—but that is because something other than morality would be controlling my actions.

Morality is not just subjunctively objective, but subjectively objective.  I experience it as something I cannot change.  Even after I know that it's myself who computes this 1-place function, and not a rock somewhere—even after I know that I will not find any star or mountain that computes this function, that only upon me is it written—even so, I find that I wish to save lives, and that even if I could change this by an act of will, I would not choose to do so.  I do not wish to reject joy, or beauty, or freedom.  What else would I do instead?  I do not wish to reject the Gift that natural selection accidentally barfed into me.  This is the principle of The Moral Void and The Gift We Give To Tomorrow.

Our origins may seem unattractive, our brains untrustworthy.

But love has to enter the universe somehow, starting from non-love, or love cannot enter time.

And if our brains are untrustworthy, it is only our own brains that say so.  Do you sometimes think that human beings are not very nice?  Then it is you, a human being, who says so.  It is you, a human being, who judges that human beings could do better.  You will not find such written upon the stars or the mountains: they are not minds, they cannot think.

In this, of course, we find a justificational strange loop through the meta-level.  Which is unavoidable so far as I can see—you can't argue morality, or any kind of goal optimization, into a rock.  But note the exact structure of this strange loop: there is no general moral principle which says that you should do what evolution programmed you to do.  There is, indeed, no general principle to trust your moral intuitions!  You can find a moral intuition within yourself, describe it—quote it—consider it deliberately and in the full light of your entire morality, and reject it, on grounds of other arguments.  What counts as an argument is also built into the rightness-function.

Just as, in the strange loop of rationality, there is no general principle in rationality to trust your brain, or to believe what evolution programmed you to believe—but indeed, when you ask which parts of your brain you need to rebel against, you do so using your current brain.  When you ask whether the universe is simple, you can consider the simple hypothesis that the universe's apparent simplicity is explained by its actual simplicity.

Rather than trying to unwind ourselves into rocks, I proposed that we should use the full strength of our current rationality, in reflecting upon ourselves—that no part of ourselves be immune from examination, and that we use all of ourselves that we currently believe in to examine it.

You would do the same thing with morality; if you consider that a part of yourself might be considered harmful, then use your best current guess at what is right, your full moral strength, to do the considering.  Why should we want to unwind ourselves to a rock?  Why should we do less than our best, when reflecting?  You can't unwind past Occam's Razor, modus ponens, or morality and it's not clear why you should try.

For any part of rightness, you can always imagine another part that overrides it—it would not be right to drag the child from the train tracks, if this resulted in everyone on Earth becoming unable to love—or so I would judge.  For every part of rightness you examine, you will find that it cannot be the sole and perfect and only criterion of rightness.  This may lead to the incorrect inference that there is something beyond, some perfect and only criterion from which all the others are derived—but that does not follow.  The whole is the sum of the parts.  We ran into an analogous situation with free will, where no part of ourselves seems perfectly decisive.

The classic dilemma for those who would trust their moral intuitions, I believe, is the one who says:  "Interracial marriage is repugnant—it disgusts me—and that is my moral intuition!"  I reply, "There is no general rule to obey your intuitions.  You just mentioned intuitions, rather than using them.  Very few people have legitimate cause to mention intuitions—Friendly AI programmers, for example, delving into the cognitive science of things, have a legitimate reason to mention them.  Everyone else just has ordinary moral arguments, in which they use their intuitions, for example, by saying, 'An interracial marriage doesn't hurt anyone, if both parties consent'.  I do not say, 'And I have an intuition that anything consenting adults do is right, and all intuitions must be obeyed, therefore I win.'  I just offer up that argument, and any others I can think of, to weigh in the balance."

Indeed, evolution that made us cannot be trusted—so there is no general principle to trust it!  Rightness is not defined in terms of automatic correspondence to any possible decision we actually make—so there's no general principle that says you're infallible!  Just do what is, ahem, right—to the best of your ability to weigh the arguments you have heard, and ponder the arguments you may not have heard.

If you were hoping to have a perfectly trustworthy system, or to have been created in correspondence with a perfectly trustworthy morality—well, I can't give that back to you; but even most religions don't try that one.  Even most religions have the human psychology containing elements of sin, and even most religions don't actually give you an effectively executable and perfect procedure, though they may tell you "Consult the Bible!  It always works!"

If you hoped to find a source of morality outside humanity—well, I can't give that back, but I can ask once again:  Why would you even want that?  And what good would it do?  Even if there were some great light in the sky—something that could tell us, "Sorry, happiness is bad for you, pain is better, now get out there and kill some babies!"—it would still be your own decision to follow it.  You cannot evade responsibility.

There isn't enough mystery left to justify reasonable doubt as to whether the causal origin of morality is something outside humanity.  We have evolutionary psychology.  We know where morality came from.  We pretty much know how it works, in broad outline at least.  We know there are no little XML value tags on electrons (and indeed, even if you found them, why should you pay attention to what is written there?)

If you hoped that morality would be universalizable—sorry, that one I really can't give back.  Well, unless we're just talking about humans.  Between neurologically intact humans, there is indeed much cause to hope for overlap and coherence; and a great and reasonable doubt as to whether any present disagreement is really unresolvable, even it seems to be about "values".  The obvious reason for hope is the psychological unity of humankind, and the intuitions of symmetry, universalizability, and simplicity that we execute in the course of our moral arguments.  (In retrospect, I should have done a post on Interpersonal Morality before this...)

If I tell you that three people have found a pie and are arguing about how to divide it up, the thought "Give one-third of the pie to each" is bound to occur to you—and if the three people are humans, it's bound to occur to them, too.  If one of them is a psychopath and insists on getting the whole pie, though, there may be nothing for it but to say:  "Sorry, fairness is not 'what everyone thinks is fair', fairness is everyone getting a third of the pie".  You might be able to resolve the remaining disagreement by politics and game theory, short of violence—but that is not the same as coming to agreement on values.  (Maybe you could persuade the psychopath that taking a pill to be more human, if one were available, would make them happier?  Would you be justified in forcing them to swallow the pill?  These get us into stranger waters that deserve a separate post.)

If I define rightness to include the space of arguments that move me, then when you and I argue about what is right, we are arguing our approximations to what we would come to believe if we knew all empirical facts and had a million years to think about it—and that might be a lot closer than the present and heated argument.  Or it might not.  This gets into the notion of 'construing an extrapolated volition' which would be, again, a separate post.

But if you were stepping outside the human and hoping for moral arguments that would persuade any possible mind, even a mind that just wanted to maximize the number of paperclips in the universe, then sorry—the space of possible mind designs is too large to permit universally compelling arguments.  You are better off treating your intuition that your moral arguments ought to persuade others, as applying only to other humans who are more or less neurologically intact.  Trying it on human psychopaths would be dangerous, yet perhaps possible.  But a paperclip maximizer is just not the sort of mind that would be moved by a moral argument.  (This will definitely be a separate post.)

Once, in my wild and reckless youth, I tried dutifully—I thought it was my duty—to be ready and willing to follow the dictates of a great light in the sky, an external objective morality, when I discovered it.  I questioned everything, even altruism toward human lives, even the value of happiness.  Finally I realized that there was no foundation but humanity—no evidence pointing to even a reasonable doubt that there was anything else—and indeed I shouldn't even want to hope for anything else—and indeed would have no moral cause to follow the dictates of a light in the sky, even if I found one.

I didn't get back immediately all the pieces of myself that I had tried to deprecate—it took time for the realization "There is nothing else" to sink in.  The notion that humanity could just... you know... live and have fun... seemed much too good to be true, so I mistrusted it.  But eventually, it sank in that there really was nothing else to take the place of beauty.  And then I got it back.

So you see, it all really does add up to moral normality, very exactly in fact.  You go on with the same morals as before, and the same moral arguments as before.  There is no sudden Grand Overlord Procedure to which you can appeal to get a perfectly trustworthy answer.  You don't know, cannot print out, the great rightness-function; and even if you could, you would not have enough computational power to search the entire specified space of arguments that might move you.  You will just have to argue it out.

I suspect that a fair number of those who propound metaethics do so in order to have it add up to some new and unusual moral—else why would they bother?  In my case, I bother because I am a Friendly AI programmer and I have to make a physical system outside myself do what's right; for which purpose metaethics becomes very important indeed.  But for the most part, the effect of my proffered metaethic is threefold:

Well... you could ask "Is this event that just happened, right?" and find that the child had survived, in which case you would have discovered the nonobvious empirical fact about the world, that it had come out right.

Or you could start out already knowing a complicated state of the world, but still have to apply the rightness-function to it in a nontrivial way—one involving a complicated moral argument, or extrapolating consequences into the future—in which case you would learn the nonobvious logical / computational fact that rightness, applied to this situation, yielded thumbs-up.

In both these cases, there are nonobvious facts to learn, which seem to explain why what just happened is right.

But if you ask "Why is it good to be happy?" and then replace the symbol 'good' with what it stands for, you'll end up with a question like "Why does happiness match {happiness + survival + justice + individuality + ...}?"  This gets computed so fast, that it scarcely seems like there's anything there to be explained.  It's like asking "Why does 4 = 4?" instead of "Why does 2 + 2 = 4?"

Now, I bet that feels quite a bit like what happens when I ask you:  "Why is happiness good?"

And that's also my answer to Moore's Open Question.  Why is this big function I'm talking about, right?  Because when I say "that big function", and you say "right", we are dereferencing two different pointers to the same unverbalizable abstract computation.  I mean, that big function I'm talking about, happens to be the same thing that labels things right in your own brain.  You might reflect on the pieces of the quotation of the big function, but you would start out by using your sense of right-ness to do it.  If you had the perfect empirical knowledge to taboo both "that big function" and "right", substitute what the pointers stood for, and write out the full enormity of the resulting sentence, it would come out as... sorry, I can't resist this one... A=A.

There is a good tradition of expecting intellectuals to summarize their positions.  Even if they write long books elaborating their positions, intellectuals are still expected to write sentences that summarize their core claims.  Those sentences may refer to new concepts they have elaborated elsewhere, but still the summary is important.  I think you'd do well to try to write such summaries of your key positions, including this one.

You say morality is "the huge blob of a computation ... not just our present terminal values ... [but] includes the specification of those moral arguments, those justifications, that would sway us if we heard them." If you mean what would sway us to matching acts, then you mean morality is what we would want if we had thought everything through.  But if you instead mean what would sway us only to assent that an act is "moral", even if we are not swayed to act that way, then there remains the question of what exactly it is that we are assenting.

I agree that it needs a summary.  But I think it wiser to write first and summarize afterward - otherwise I am never quite sure what there is to summarize.

There needs to be a separate word for that subset of our values that is interpersonal, prosocial, to some extent expected to be agreed-upon, which subset does not always win out in the weighing; this subset is often also called "morality" but that would be confusing.

There needs to be a separate word for that subset of our values that is interpersonal, prosocial, to some extent expected to be agreed-upon, which subset does not always win out in the weighing; this subset is often also called "morality" but that would be confusing.

Are you maybe referring to manners/etiquette/propriety?

Eliezer: This actually kinda sounds (almost) like something I'd been thinking for a while, except that your version added one (well, many actually, but the one is one that's useful in getting it to all add back up to normality) "dang, I should have thought" insight.

But I'm not sure if these are equivalent. Is this more or less what you were saying: "When we're talking about 'shouldness', we mean something, or at least we think we mean something. It's not something we can fully explicitly articulate, but if we could somehow fully utterly comp... (read more)

The most important part seems to be missing. You say that shouldness is about actions and consequences. I'm with you there. You say that it is a one-place function. I take that to mean that it encompasses a specific set of values, independent of who is asking. The part that still seems to be missing is: how are we to determine what this set of values is? What if we disagree? In your conclusion, you seem to be saying that the values we are aiming for are self-evident. Are they really?

It so happens that I agree with you about things like happiness, human lif... (read more)

Eliezer, it's a pleasure to see you arrive at this point.  With an effective understanding of the subjective/objective aspects supporting a realistic metaethics, I look forward to your continued progress and contributions in terms of the dynamics of increasingly effective evolutionary (in the broadest sense) development for meaningful growth, promoting a model of(subjective) fine-grained, hierarchical values with increasing coherence over increasing context of meaning-making, implemts principles of (objective) instrumental action increasingly effective ove... (read more)

I second Robin's request that you summarize your positions. It helps other folks organize and think about your ideas.

I'm quite convinced about how you analyze the problem of what morality is and how we should think about it, up until the point about how universally it applies. I'm just not sure that 'humans different shards of god shatter' add up to the same thing across people, a point that I think would become apparent as soon as you started to specify what the huge computation actually WAS.

I would think of the output as not being a yes/no answer, but something akin to 'What percentage of human beings would agree that this was a good outcome, or be able to be thus conv... (read more)

2+2=4 no matter who's measuring. Right, for myself and my family, and right, for you and yours, may not always be the same.

If the child on the tracks were a bully who had been torturing my own child (which actions I had previously been powerless to prevent by any acceptable means afforded by my society, and assuming I had exhausted all reasonable alternatives), it might very well feel right to let the bully be annihilated by the locomotive.

Right is reducible as an aggregation of sympathetic conditioning; affection for a person, attachment to conceptualization or expected or desired course of events, and so on.

Wow, there's a lot of ground to cover. For everyone who hasn't read Eliezer's previous writings, he talks about something very similar in Creating Friendly Artificial Intelligence, all the way back in 2001 (link = http://www.singinst.org/upload/CFAI/design/structure/external.html). With reference to Andy Wood's comment:

"What claim could any person or group have to landing closer to the one-place function?"

Next obvious question: For purposes of Friendly AI, and for correcting mistaken intuitions, how do we approximate the rightness function? How d... (read more)

No, the other person is dereferencing a pointer to their big function, which may or may not be the same as yours. This is the one place it doesn't add up to normality: not everyone need have the same function. Eliezer-rightness is objective, a one-place function, but it seems to me the ordinary usage of "right" goes further: it's assumed that everybody means the same thing by, not just "Eliezer-right", but "right". I don't see how this metamorality allows for that, or how any sensible one could. (Not that it bothers me.)

It seems to me that the argument goes like this, at first:

Even this little bit creates a lot of questions. I've been following Eliezer's writings for the past little while, although I may well have missed some key point.

Why is this computation a 1-place function? Eliezer says at first "Here we are treating morality as a 1-place functio... (read more)

"You will find yourself saying, "If I wanted to kill someone - even if I thought it was right to kill someone - that wouldn't make it right."  Why?  Because what is right is a huge computational property- an abstract computation - not tied to the state of anyone's brain, including your own brain."

Coherent Extrapolated Volition (or any roughly similar system) protects against this failure for any specific human, but not in general. Eg., suppose that you use various lawmaking processes to approximate Right(x), and then one person tries to... (read more)

This little accident of the Gift doesn't seem like a good reason to throw away the Gift
We've been "gifted" with impulses to replicate our genes, but many of us elect not to. I'm not as old as Steven Pinker is when he seemingly bragged of it, but I've made no progress toward reproducing and don't have any plans for it in the immediate future, though I could easily donate to a sperm bank. I could engage in all sorts of fitness lowering activities like attending grad-school, becoming a Jainist monk, engaging in amputative body-modification or commi... (read more)

I found this post a lot more enlightening than the posts that it's a followup to.

TGGP, as far as I understand, Arrow's theorem is an artifact of forcing people to send only ordinal information in voting (and enforcing IIA which throws away that information on the strength of preferences between two alternative which is available from rankings relative to third alternatives). People voting strategically isn't an issue either when you're extrapolating them and reading off their opinions.

I think lots of people are misunderstanding the "1-place function" bit. It even took me a bit to understand, and I'm familiar with the functional programming roots of the analogy. The idea is that the "1-place morality" is a closure over (i.e. reference to) the 2-place function with arguments "person, situation" that implicitly includes the "person" argument. The 1-place function that you use references yourself. So the "1-place function" is one's subjective morality, and not some objective version. I think that could have been a lot clearer in the post. Not everyone has studied Lisp, Scheme, or Haskell.

Overall I'm a bit disappointed. I thought I was going to learn something. Although you did resolve some confusion I had about the metacircular parts of the reasoning, my conclusions are all the same. Perhaps if I were programming an FAI the explicitness of the argument would be impressive.

As other commenters have brought up, your argument doesn't address how your moral function interacts with others' functions, or how we can go about creating a social, shared morality. Granted, it's a topic for another post (or several) but you could at least acknowledge the issue.

Too much rhetoric (wear black, miracle, etc.), you wandered off the point three too many times, you used incoherent examples, you never actually defended realism, you never defend the assertion of "the big computation", and for that much text there was so little actually said.  A poor offering.

This argument sounds too good to be true - when you apply it to your own idea of "right". It also works for, say, a psychopath unable to feel empathy who gets a tremendous kick out of killing. How is there not a problem with that?

that subset of our values that is interpersonal, prosocial, to some extent expected to be agreed-upon, which subset does not always win out in the weighing

Can we just say that evolution gave most of us such an identifiable subset, and declare a name for that?  Even so, a key question remains whether we are mistaken in expecting agreement - are we built to actually agree given enough analysis and discussion, or only to mistakenly expect to agree?

I agree with Andy Wood and Nick Tarleton. To put what they have said another way, you have taken the 2-place function

And replaced it with a certain unspecified unary rightness function which I will call "Eliezer's_big_computation( -- )". You have told us informally that we can approximate

Eliezer's_big_computation( X )  = happiness( X ) + survival( X ) + justice( X ) + individuality( X ) + ...

But others may define other "big computations". For example

God's_big_computation( X ) = submission( X ) + Oppression_of_women(... (read more)

Our morality is composed of a big computation that includes a list of the things that we value(love, friendship, happiness,...) and a list of valid moral arguments(contagion backward in time, symmetry,...).
If so, then how do we discover those lists? I guess that the only way is to reflect on our own minds, but if we do that, then how do we know if a particular value comes from our big computation, or is it just part of our regular biases?
And if our biases are inextricably tangled with The Big Computation, then what hope ... (read more)

I second Behemouth and Nick- what do we do in the mindspace in which individual's feelings of right and wrong disagree?  What if some people think retarded children absolutely should NOT be pulled off the track?  Also, what about the pastrami-sandwich dilemma?  (hat of those who would kill 1 million unknown people with no consequence to themselves for a delicious sandwich?

But generally, I loved the post.  You should write another post on 'Adding Up to Normality.'

Just because I can't resist, a poem about human failing, the judgment of others we deem weaker than ourselves, and the desire to 'do better.'  Can we?

"No Second Troy"
WB Yeats, 1916
WHY should I blame her that she filled my days
With misery, or that she would of late
Have taught to ignorant men most violent ways,
Or hurled the little streets upon the great,
Had they but courage equal to desire?             5
What could have made her peaceful with a mind
That nobleness made simple as a fire,
With beauty like a tightened bow, a kind
That is not natural in an age like this,
Being high and solitary and most stern?      10
Why, what could she have done being what she is?
Was there another Troy for her to burn?

P.S : My great "Aha!" moment from reading this post is the realisation that morality is not just a utility function that maps states of the world to real numbers, but also a set of intuitions for changing that utility function.

Dear Eliezer,
First of all, great post, thank you, I truly love you Eli!! It was really the kind of beautiful endpoint in your dance I was waiting for, and it is very much in the lines of my own reasoning, just a lot more detailed. I also think this could be labeled metametamorality, therefore some of the justified complaints does not yet apply. But the people complaining about different moral preferences are doing so with their own morality, what else could they be using, and in doing so they are acting according to the arguments of this post. Metametamor... (read more)

P.S. So my additinon is really, choose a stable value structure that feels right, try to maximize it, try to make it better and change so when you feel it is right. I have my own high-level suggestion of Beauty, Truth and the Good, and I later discovered Plato and a lot of others seem to argue for the same three...

There are some good thoughts here, but I don't think the story is a correct and complete account of metamorality (or as the rest of the world calls it: metaethics). I imagine that there will be more posts on Eliezer's theory later and more opportunities to voice concerns, but for now I just want to take issue with the account of 'shouldness' flowing back through the causal links.

'Shouldness' doesn't always flow backwards in the way Eliezer mentioned. e.g. Suppose that in order to push the button, you need to shoot someone who will fall down on it. This wou... (read more)

On reflection, there should be a separate name for the space of arguments that change our terminal values.  Using "metaethics" to indicate beliefs about the nature of (ontology of) morality, would free up "metamorals" to indicate those arguments that change our terminal values.  So I bow to Zubon and standard usage - even though it still sounds wrong to me.

Toby, the case of needing to shoot someone who will fall down on the button, is of course very easy for a consequentialist to handle; wrongness flows backward from the shooting, as ri... (read more)

As I've stated before, we are all morally obliged to prevent Eliezer from programming an AI. For according to this system, he is morally obliged to make his AI instantiate his personal morality. But it is quite impossible that the complicated calculation in Eliezer's brain should be exactly the same as the one in any of us: and so by our standards, Eliezer's morality is immoral. And this opinion is subjectively objective, i.e. his morality is immoral and would be even if all of us disagreed. So we are all morally obliged to prevent him from inflicting his immoral AI on us.

Suggested summary: "There is nothing else."  That is the key sentence.  After much discussion of morals and metas, it comes down to: "You go on with the same morals as before, and the same moral arguments as before."  The insight offered is that there is no deeper insight to offer.  The recursion will bottom out, so bite the bullet and move on.

Yet another agreement on the 1-Place and 2-Place problem, and I read it after the addition.  CEV goes around most of that for neurologically intact humans, but the principle of "no universall... (read more)

wrongness flows backward from the shooting, as rightness flows backward from the button, and the wrongness outweighs the rightness.

I suppose you could say this, but if I understand you correctly, then it goes against common usage. Usually those who study ethics would say that rightness is not the type of thing that can add with wrongness to get net wrongness (or net rightness for that matter). That is, if they were talking about that kind of thing, they wouldn't use the word 'rightness'. The same goes for 'should' or 'ought'. Terms used for this kind of st... (read more)

Eliezer: "if you were stepping outside the human and hoping for moral arguments that would persuade any possible mind, even a mind that just wanted to maximize the number of paperclips in the universe, then sorry - the space of possible mind designs is too large to permit universally compelling arguments."

After thinking more about it, I might be wrong: actually the calculation might end up giving the same result for every human being.

Okay, for the future I'll just delete the content-free parts of Caledonian's posts, like those above.  There do seem to be many readers who would prefer that he not be banned outright.  But given the otherwise high quality of the comments on Overcoming Bias, I really don't think it's a good idea to let him go on throwing up on the blog.

Watching the ensuing commentary, I'm drawn to wishfully imagine a highly advanced Musashi, wielding his high-dimensional blade of rationality such that in one stroke he delineates and separates the surrounding confusion from the nascent clarity. Of course no such vorpal katana could exist, for if it did, it would serve only to better clear the way for its successors.

I see a preponderance of viewpoints representing, in effect, the belief that "this is all well and good, but how will this guide me to the one true prior, from which Archimedian point one ... (read more)

Caledonian: uh... he didn't say you couldn't make arguments about all possible minds, he was saying you couldn't construct an argument that's so persuasive, so convincing that every possible mind, no matter how unusual its nature, would automatically be convinced by that argument.

It's not a matter of talking about minds, it's a matter of talking to minds.

Mathematicians figure out things about sets. But they're not trying to convince the sets themselves about those things. :)

Roko:  You think you can convince a paperclip maximizer to value human life?  Or do you think paperclip maximizers are impossible?

Eliezer: It's because when I say right, I am referring to a 1-place function

Like many others, I fall over at this point. I understand that Morality_8472 has a definite meaning, and therefore it's a matter of objective fact whether any act is right or wrong according to that morality. The problem is why we should choose it over Morality_11283.

Of course you can say, "according to Morality_8472, Morality_8472 is correct" but that's hardly helpful.

Ultimately, I think you've given us another type of anti-realist relativism.

Caledonian: He isn't using "too-big" in the way you are interpreting it.

The point is not: Mindspace has a size X, X > Y, and any set of minds of size > Y cannot admit universal arguments.

The point is: For any putative universal argument you can cook up, I can cook up a mind design that isn't convinced by it.

The reason that we say it is too big is because there are subsets of Mindspace that do admit universally compelling arguments, such as (we hope) neurologically intact humans.

Unknown:  As I've stated before, we are all morally obliged to prevent Eliezer from programming an AI. For according to this system, he is morally obliged to make his AI instantiate his personal morality.

Unknown, do I really strike you as the sort of person who would do something that awful just because I was "morally obliged" to do it?  Screw moral obligation.  I can be nice in defiance of morality itself, if I have to be.

Of course this really amounts to saying that I disagree with your notion of what I am "morally obliged" to do.  Exercise:  Find a way of construing 'moral obligation' that does not automatically 'morally obligate' someone to take over the world.  Hint:  Use a morality more complicated than that involved in maximizing paperclips.

Allan:  The problem is why we should choose it over Morality_11283.

You just used the word "should".  If it doesn't mean Morality_8472, or some Morality_X, what does it mean?  How do you expect to choose between successor moralities without initial morality?

I personally think there could be an objective foundation for morality, but I wouldn't expect to persuade a paperclip maximizer.

This just amounts to defining should as an abstract computation, and then excluding all minds that calculate a different rule-of-action as "choosing based on something other than morality".  In what sense is the morality objective, besides the several senses I've already defined, if it doesn't persuade a paperclip maximizer?

Eliezer: You go on with the same morals as before, and the same moral arguments as before.  There is no sudden Grand Overlord Procedure to which you can appeal to get a perfectly trustworthy answer. 

'Same moral arguments as before' doesn't seem like an answer, in the same sense as 'you should continue as before' is not a good advice for cavemen (who could benefit from being brought into modern civilization). If cavemen can vaguely describe what they want from environment, this vague explanation can be used to produce optimized environment by sufficiently p... (read more)

Thank you for this post. "should" being a label for results of the human planning algorithm in backward-chaining mode the same way that "could" is a label for results of the forward-chaining mode explains a lot. It's obvious in retrospect (and unfortunately, only in retrospect) to me that the human brain would do both kinds of search in parallel; in big search spaces, the computational advantages are too big not to do it.

I found two minor syntax errors in the post:
"Could make sense to ..." - did you mean "Could it make s... (read more)

Suppose we were to write down all (input, output) pairs for the ideal "one-place function" described by Eliezer on a oblong stone tablet somewhere.  This stone tablet would then contain perfect moral wisdom.  It would tell us the right course of action in any possible situation.

This tablet would be the result of computation, but it's computation that nobody can actually do, as we currently only have access to approximations to the ideal Morality(X) function.  Thus, as far as we're concerned, this tablet is just a giant look-up table.  Its content... (read more)

Calhedonian: [THIS WOULD GET DELETED]The reason you are unable to make such arguments is that you're unwilling to do any of the rudimentary tasks necessary to do so. You've accomplished nothing but making up names for ill-defined ideas and then acting as though you'd made a breakthrough.
On the off-chance that you actually want to contribute something meaningful to the future of humanity, I suggest you take a good, hard look at your other motivations - and the gap between what you've actually accomplished and your espoused goals.[/THIS WOULD GET DELETED]

Do you claim that the CEV of a pygmy father would assert that his daughter's clitoris should not be sliced off?  Or that the CEV of a petty thief would assert that he should not possess my iPod?

Mike Blume:  Do you claim that the CEV of a pygmy father would assert that his daughter's clitoris should not be sliced off? Or that the CEV of a petty thief would assert that he should not possess my iPod?

Mike, a coherent extrapolated volition is generally something you do with more than one extrapolated volition at once, though I suppose you could extrapolate a single human's volition into a spread of outcomes and look for coherence in the spread.  But this level of metaethics is of interest primarily to FAIfolk, I would think.

Unknown: "But it is quite impossible that the complicated calculation in Eliezer's brain should be exactly the same as the one in any of us: and so by our standards, Eliezer's morality is immoral. And this opinion is subjectively objective, i.e. his morality is immoral and would be even if all of us disagreed. So we are all morally obliged to prevent him from inflicting his immoral AI on us"

Well, I would agree with this point if I thought what Eliezer was going to inflict upon us was so out of line with what I want that we would be better off wit... (read more)

Unknown wrote:

As I've stated before, we are all morally obliged to prevent Eliezer from programming an AI.

As Bayesians, educated by Mr. Yudkowsky himself, I think we all know the probability of such an event is quite low.  In 2004, in the most moving and intelligent eulogy I have ever read, Mr. Y stated: "When Michael Wilson heard the news, he said: "We shall have to work faster." Any similar condolences are welcome. Other condolences are not." Somewhere, some person or group is working faster, but at the Singularity Institute, all the... (read more)

Any chance of a post summarizing all of the building block posts for this topic, like you did with your physics posts?  

I hate to be a beggar, but that would be very helpful.

Just another point as to why important, meglomeniacal types like Eliezer need to have their motives checked:

Frank Vertosick, in his book "When the Air Hits Your Brain: Tales from Neurosurgery," about a profession I am seriously considering, describes what becomes of nearly all people taking such power over life and death:

"He was the master... the 'ptototypical surgical psychopath' - someone who could render a patient quadriplegic in the morning, play golf in the afternoon, and spend the evening fretting about that terrible slice off the sev... (read more)

About the comments on compromise: that's why I changed my mind. The functions are so complex that they are bound to be different in the complex portions, but they also have simplifying terms in favor of compromise, so it is possible that everyone's morality will end up the same when this is taken into account.

As for the probability that Eliezer will program an AI, it might not be very low, but it is extremely low that his will be the first, simply because so many other people are trying.


I'm near Unknown's position. I don't trust any human being with too much power. No matter how nice they seem at first, history indicates to me that they inevitably abuse it. We've been told that a General AI will have power beyond any despot known to history. Am I supposed to have that much reliance on the essential goodness within Eliezer's heart? And in case anyone brings this up, I certainly don't trust the tyranny of the majority either. I don't recognize any moral obligation to stop it because I don't recognize any obligations at all. Also, I might no... (read more)

Larry: You think you can convince a paperclip maximizer to value human life? Or do you think paperclip maximizers are impossible?

I don't think that convincing arbitrary minds is the point. The point is that there does exist a canonical system of values. Just because there's an objectively true and canonical morality doesn't mean that every mind in existence can be persuaded to follow it: some minds are simply not rational. 

Perhaps I should not have said "I disagree" to Eli, I should have said "what you say is trivially true, but it misses the point"

Female circumcision is commonly carried out by women who've undergone the procedure themselves.

Then they don't know the true difference between the two possible lives, do they?

I see this line of thinking coming directly out of Hume.  Some of Hume's main points, as I read him:

1.  Morality flows straight from humanity's values, and that's it.

2.  Morality is universalizable among humans because of the psychological commonality.

3.  What we are really doing in ethics is trying to find general principles which explain the values we have, then we can use the general principle to make ethical decisions.  This is another label for trying to define the big abstract computation in our heads so that we can better optimize it.  Hume never re... (read more)

I don't understand why it must be a given that things like love, truth, beauty, murder, etc.. are universal moral truths that are right or wrong independent of the person computing the morality function. I know you frown upon mentioning evolutionary psychology, but is it really a huge stretch to surmise that the more even-keeled, loving and peaceful tribes of our ancestors would out-survive the wilder warmongers who killed each other out? Even if their good behavior was not genetic, the more "moral" leaders would teach/impart their morality to th... (read more)

TGGP:

I have great sympathy with this position.  An incorrectly formatted AI is one of the biggest fears of the singularity institute, mainly because there are so many more ways to be way wrong than even slightly right about it... It might be that the task of making an actually friendly AI is just too difficult for anyone, and our efforts should be spent in preventing anyone from creating a generally intelligent AI, in the mean time trying to figure out, with our inperfect human brains and the crude tools at our disposal, how to make uploads ourselves or c... (read more)

Matt Simpson: Many an experiment has been thought for the sole purpose of showing how utilitarianism is in direct conflict with our moral intuitions.

I disagree, or you're referring to something I haven't heard of.  If I know what you mean here, those are a species of strawman ("act") utilitarianism that doesn't account for the long-term impact and adjustment of behavior that results.

(I'm going to stop giving the caveats; just remember that I accept the possibility you're referring to something else.)

For example, if you're thinking about cases whe... (read more)

So, what do you do about inter-morality? Suppose a paperclip maximizer with the intellect and self-improvement limits of a typical human thirteen-year-old. They are slightly less powerful than you and can be expected to stay that way, so they aren't an existential threat. They are communicative and rational but they have one terminal value, and it's paperclips.

How ought a moral human to react? Can you expect to negotiate an inter-morality? Or must the stronger party win by force and make the weaker party suffer non-fulfillment? Is this mis-treatment and immoral? Ought you to allow them a bale of wire so they can at least make some paperclips?

I second TGGP that the mention of wearing black etc. is ridiculous.

Lara: The portion you quote from Caledonian isn't at all well-defined itself; it's a near-pure insult hinting at, but not giving, actual arguments. I fully support its deletion. Also, Eliezer isn't saying "keep on believing what you believe", but "keep on following the process you have been"; he allows for moral error.

Lara, TGGP: The most important point is that building an AI, unlike surgery or dictatorship, doesn't give you any power to be corrupted by - any opportunit... (read more)

Eliezer [in response to me]: This just amounts to defining should as an abstract computation, and then excluding all minds that calculate a different rule-of-action as "choosing based on something other than morality". In what sense is the morality objective, besides the several senses I've already defined, if it doesn't persuade a paperclip maximizer?

If there really was such a thing as an objective morality, it would be the case that only a subset of possible minds could actually discover or be persuaded of that fact.

Presumably, for any objective fact, there are possible minds who could never be convinced of that fact.

That point is utterly trivial.  You can implement any possible relationship between input and output.  That even includes minds that are generally rational but will fail only in specifically-defined instances - such as a particular person making a particular argument.  This does... (read more)

"So that we can regard our present values, as an approximation to the ideal

morality that we would have if we heard all the arguments, to whatever extent

such an extrapolation is coherent."

This seems to be in the right ballpark, but the answer is dissatisfying

because I am by no means persuaded that the extrapolation would be coherent

at all (even if you only consider one person.)  Why would it?  It's

god-shatter, not Peano Arithmetic.

There could be nasty butterfly effects, in that the order in which you

were exposed to all the arguments, the mood you were in upon hearing them and

so forth could influence which of the arguments you came to trust.

On the other hand, viewing our values as an approximation to the ideal

morality that  us would have if we heard all the

arguments, isn't looking good either: correctly predicting a bayesian port of

a massive network of sentient god-shatter looks to me like it would require a

ton of moral judgments to do at all.  The subsystems in our brains sometimes

resolve things by fighting (ie. the feeling being in a moral dilemma.)

Looking at the result of the fight in your real physical brain isn't helpful

to make that judgment if it would have depended on whether you just had a

cup of coffee or not.

So, what do we do if there is more than one basin of attraction a moral 

reasoner considering all the arguments can land in?  What if there are no

basins?

So, what do we do if there is more than one basin of attraction a moral
reasoner considering all the arguments can land in? What if there are no
basins?

I share Marcello's concerns as well. Eliezer, have you thought about what to do if the above turns out to be the case?

Also, this post isn't tagged with "metaethics" for some reason. I finally found it with Matt Simpson's help.

What makes you think that any coherence exists in the first place? Marcello's argument seems convincing to me. In the space of possible computations, what fraction gives the same final answer regardless of the order of inputs presented? Why do you think that the "huge blob of computation" that is your morality falls into this small category? There seems to be plenty of empirical evidence that human morality is in fact sensitive to the order in which moral arguments are presented.

Or think about it this way. Suppose an (unFriendly) SI wants to craft an argument that would convince you to adopt a certain morality and then stop paying attention to any conflicting moral arguments. Could it do so? Could it do so again with a different object-level morality on someone else? (This assumes there's an advantage to being first, as far as giving moral arguments to humans is concerned. Adjust the scenario accordingly if there's an advantage in being last instead.)

You say the FAI won't act where coherence doesn't exist but if you don't expect coherence now, you ought to be doing something other than building such an FAI, or at least have a contingency plan for when it halts without giving any output?

Most people wouldn't want to be turned into paperclips?

Of course not, since they haven't yet heard the argument that would make they want to. All the moral arguments we've heard so far have been invented by humans, and we just aren't that inventive. Even so, we have Voluntary Human Extinction Movement.

Wei, suppose I want to help someone.  How ought I to do so?

Is the idea here that humans end up anywhere depending on what arguments they hear in what order, without the overall map of all possible argument orders displaying any sort of concentration in one or more clusters where lots of endpoints would light up, or any sort of coherency that could be extracted out of it?

Wei, suppose I want to help someone. How ought I to do so?

I don't know. (I mean I don't know how to do it in general. There are some specific situations where I do know how to help, but lots more where I don't.)

Is the idea here that humans end up anywhere depending on what arguments they hear in what order, without the overall map of all possible argument orders displaying any sort of concentration in one or more clusters where lots of endpoints would light up, or any sort of coherency that could be extracted out of it?

Yes. Or another possibility is that the overall map of all possible argument orders does display some sort of concentration, but that concentration is morally irrelevant. Human minds were never "designed" to hear all possible moral arguments, so where the concentration occurs is accidental, and perhaps horrifying from our current perspective. (Suppose the concentration turns out to be voluntary extinction or something worse, would you bite the bullet and let the FAI run with it?)

A variety of people profess to consider this desirable if it leads to powerful intelligent life filling the universe with higher probability or greater speed. I would bet that there are stable equilibria that can be reached with arguments.

Carl says that a variety of people profess to consider it desirable that present-day humans get disassembled "if it leads to powerful intelligent life filling the universe with higher probability or greater speed."

Well, yeah, I'm not surprised.  Any system of valuing things in which every life, present and future, has the same utility as every other life will lead to that conclusion because turning the existing living beings and their habitat into computronium, von-Neumann probes, etc, to hasten the start of the colonization of the light cone by a few seconds will have positive expected marginal utility according to the system of valuing things.

Caledonian:  I can't think of anyone EVER choosing to interpret statements as stupid rather than sensible to the degree to which you do on this blog.  There is usually NO ambiguity and you still get things wrong and then blame them for being stupid. 

In all honesty why do you post here?  On your own blog you are articulate and intelligent.  Why not stick with that and leave commenting to people who want to actually respond to what people say rather than to straw men?


Eliezer's one-place function is exactly infallible, because he defines "right" as its output.

I misunderstood some of Eliezer's notation.  I now take his function to be an extrapolation of his volition rather than anyone else's.  I don't think this weakens my point: if there were a rock somewhere with a lookup table for this function written on it, Eliezer should always follow the rock rather than his own insights (and according to Eliezer everyone else should too), and this remains true even if there is no such rock.

[MISREPRESENTATION]If, as Eliezer's defenders insist, we should interpret his remarks as suggesting that there is no point to looking for convincing arguments regarding 'morality' because there are no arguments that will convince all possible minds,[/MISREPRESENTATION] how exactly can this be construed as sensible?  How is this compatible w... (read more)

I don't know much about the ins-and-outs of blog identification. Is it possible that someone could post diametrically, under two names, such as Caledonian and Robin Hanson, in order to maintain a friendship while minimizing the importance of efforts that one considers unimportant?

Constant: Corruptibility is a complex evolutionary adaptation. Even the best humans have hard-to-suppress semiconscious selfish motivations that tend to come out when we have power, even if we thought we were gaining that power for idealistic reasons. There's no reason an AI with an intelligently designed, clean, transparent goal system would be corrupted, or need to be kept in check. "Respect for rights" is similarly anthropomorphic. Creating a society of AIs would be very problematic due to the strong first-mover effect, and the likely outcome ... (read more)

Why not, I can't help myself:  Caledonian = Thersites, Eliezer = Agamemnon

Thersites only clamourâ��d in the throng,

Loquacious, loud, and turbulent of tongue:

Awed by no shame, by no respect controllâ��d,

In scandal busy, in reproaches bold:

With witty malice studious to defame,

Scorn all his joy, and laughter all his aim:â��

But chief he gloried with licentious style

To lash the great, and monarchs to revile.

...

Sharp was his voice; which in the shrillest tone,

Thus with injurious taunts attackâ��d the throne.

Whateâ��er our master craves submit we must,... (read more)

This post is called the "The Meaning of Right", but it doesn't spend much time actually defining what situations should be considered as right instead of wrong, other than a bit at the end which seems to define "right" as simply "happiness". Rather its a lesson in describing how to take your preferred world state, and causally link that to what you'd have to do to get to that state. But that world state is still ambiguously right/wrong, according to any absolute sense, as of this post.

So does this post say what "right" means, other than simply "happiness" (which sounds like generic utilitarianism), am I simply missing something?

Eliezer once wrote that "We can build up whole networks of beliefs that are connected only to each other - call these "floating" beliefs. It is a uniquely human flaw among animal species, a perversion of Homo sapiens's ability to build more general and flexible belief networks.

The rationalist virtue of empiricism consists of constantly asking which experiences our beliefs predict - or better yet, prohibit."

I can't see how nearly all of the beliefs expressed in this post predict or prohibit any experience.


Silas: I'm referring to all thought experiments where the intended purpose was to show that utilitarianism is inconsistent with our moral intuitions.  So, yes, the examples you mention, and more.  Most of them do fall short of their purpose.  

Nick Tarleton: I'm not sure all seemingly anti-utilitarian intuitions can be explained away by scope insensitivity, but that does take care of the vast majority of cases.  

One case I was thinking of (for both of you) is the 'utility monster:' someone who receives such glee from killing, maiming, and otherwise causing ... (read more)

Then they don't know the true difference between the two possible lives, do they?

"True difference" gets me thinking of "no true Scotsman". Has there ever been anybody who truly knew the difference between two possible lives? Even if someone could be reincarnated and retain memories the order would likely alter their perceptions.

I'm very interested in how Eliezer gets from his meta-ethics to utilitarianism

He's not a strict utilitarian in the "happiness alone" sense. He has an aversion to wireheading, which maximizes the class... (read more)

It seems to me you're saying that what our conscience tells us is right is right because it's output is what we mean by "right" in the first place. While I agree in general that a concept is it's referents, I don't agree with what you're saying here.

Those referents are not values but evaluations. And they are evaluations with respect to a standard that we can in fact change. We don't choose the output of our conscience on the spot, in that sense it is objective, but over time we can reprogram it through repetition and effort. It's evaluations are short-term objective but long term subjective. 

What's "the best of your ability"?  'Best' is a determination of quality.  What constitutes quality reasoning about 'morality'?

When we talk about quality reasoning in, say, math, we don't have problems with that question.  We don't permit just any old argument to be acceptable - if people's reasoning doesn't fit certain criteria, we don't accept that reasoning as valid.  That they make the arguments, ... (read more)

I'm confused. I'll try to rephrase what you said, so that you can tell me whether I understood.

"You can change your morality. In fact, you do it all the time, when you are persuaded by arguments that appeal to other parts of your morality. So you may try to find the morality you really should have. But - "should"? That's judged by your current morality, which you can't expect to improve by changing it (you expect a particular change would improve it, but you can't tell in what direction). Just like you can't expect to win more by changing yo... (read more)

A mind with access to its source code, if it doesn't want to be corrupted, won't be.

Most of those meanings cannot apply here - and the ones that do refer to changes in morality.

A tendency to become corrupt when placed into positions of power is a feature of some minds.

Morality in the human universe is a compromise between conflicting wills. The compromise is useful because the alternative is conflict, and conflict is wasteful. Law is a specific instance of this, so let us look at property rights: property rights is a decision-making procedure for deciding between conflicting desires concerning the owned object. There really is no point in even having property rights except in the context of the potential for conflict. Remove conf... (read more)

I am assuming [the AI] acts, and therefore makes choices, and therefore has preferences, and therefore can have preferences which conflict with the preferences of other minds (including human minds).

An AI can indeed have preferences that conflict with human preferences, but if it doesn't start out with such preferences, it's unclear how it comes to have them later.

On the other hand, if it starts out with dubious preferences, we're in trouble from the outset.

Constant: "Give a person power, and he no longer needs to compromise with others, and so for him the raison d'etre of morality vanishes and he acts as he pleases."

If you could do so easily and with complete impunity, would you organize fights to death for your pleasure? Would you even want to? Moreover, humans are often tempted to do things they know they shouldn't, because they also have selfish desires. AIs don't if you don't build it into them. If they really do ultimately care about humanity's well-being, and don't take any pleasure from making people obey them, they will keep doing so.

An AI can indeed have preferences that conflict with human preferences, but if it doesn't start out with such preferences, it's unclear how it comes to have them later.

We do not know very well how the human mind does anything at all. But that the the human mind comes to have preferences that it did not have initially, cannot be doubted. For example, babies do not start out preferring Bach to Beethoven or Beethoven to Bach, but adults are able to develop that preference, even if it is not clear at this point how they come to do so.

Larry D'Anna: The reason that we say it is too big is because there are subsets of Mindspace that do admit universally compelling arguments, such as (we hope) neurologically intact humans.

What precisely is neurological intactness? It rather seems to me that the majority agrees on some set of "self-evident" terminal values, and those few people that do not are called psychopaths. If by "human" we mean what usually people understand by this term, then there are no compelling arguments even for humans. Althoug I gladly admit your statement is approximatively valid, I am not sure how to formulate it to be exactly true and not simultaneously a tautology.


Constant [sorry for getting the attribution wrong in my previous reply] wrote:


Any two AIs are likely to have a much vaster difference in effective intelligence than you could ever find between two humans (for one thing, their hardware might be much more different than any two working human brains). This likelihood increases further if (at least) some subset of them is capable of strong self-improvement. With enough difference in power, cooperation becomes a losing strategy for the more powerful party.

I read stuff like this and immediately my mind thinks, "comparative advantage." The point is that it can be (and probably is... (read more)

Humans having this kind of tendency is a predictable result of what their design was optimized to do, and as such them having it doesn't imply much for minds from a completely different part of mind design space.

Eliezer seems to be saying his FAI will emulate his own mind, assuming it was much more knowledgeable and had heard all the arguments.

Um, no.  First, the last revision of the plan called for focusing the FAI on the whole human species, not just one or more programmers.  Second, the extrapolation is a bit more complicated than "if you knew more".  I am neither evil nor stupid.

We do not know very well how the human mind does anything at all. But that the the human mind comes to have preferences that it did not have initially, cannot be doubted.

I believe Eliezer is trying to create "fully recursive self-modifying agents that retain stable preferences while rewriting their source code". Like Sebastian says, getting the "stable preferences" bit right is presumably necessary for Friendly AI, as Eliezer sees it.

(This clause "as Eliezer sees it" isn't meant to indicate dissent, but merely my total incompetence to judge whether this condition is strictly necessary for friendly AI.)

I find it interesting that I found many of the posts leading up to this one intensely hard to follow as they seemed to be arguing against worldviews that I had little or no comprehension of.

So, I must say that I am very relieved to see that your take on what morality is, is what I've been assuming it is, all along: just a fascinating piece of our internal planning software.

I've just reread your article and was wondering if this is a good quick summary of your position (leaving apart how you got to it):

'I should X' means that I would attempt to X were I fully informed.

Here 'fully informed' is supposed to include complete relevant empirical information and also access to all the best relevant philosophical arguments.

To cover cases where people are making judgments about what others should do, I could also extend this summary in a slightly more cumbersome way:

When X judges that Y should Z, X is judging that were she fully informed, she would want Y to Z

This allows X to be incorrect in her judgments (if she wouldn't want Y to Z when given full information). It allows for others to try to persuade X that her judgment is incorrect (it preserves a role for moral argument). It reduces 'should' to mere want (which is arguably simpler). It is, however, a conception of should that is judger-dependent: it could be the case that X correctly judges that Y should Z, while W correctly judges that Y should not Z.

I have a newbie question... if A) quantum mechanics shows that we can't distinguish personal identity by the history of how someone's atoms got into the configuration that they are in, and B) morality (other things being equal) flows backwards from the end result, and C) it is immoral to allow a child to die on the railroad tracks, then D) why would it not also be immoral to decide not to marry and have children?  Both decisions have the same consequence (a live child who otherwise would not be).

At some point we (or the machines we build) will be able to m... (read more)

The non-coming-into-existence of a person who never existed, is different from the death of a person who did exist, and had the opportunity to form preferences, relationships, plans, etc. that would be cut off by death. Not to mention the suffering it would bring to friends and family.

Still, the ethics of bringing people into existence or not are definitely a difficult topic.

Just so I'm certain - why does this post end "A=A", and why does the author feel the need to apologise for that ending?

(I think I know the answer to both questions - but there seems to be a rather large coincidence involved, which is why I ask.)

To adopt an attitude of complete nihilism, because we wanted those tiny little XML tags, and they're not physically there, strikes me as the wrong move.  It is like supposing that the absence of an XML tag, equates to the XML tag being there, saying in its tiny brackets what value we should attach, and having value zero.  And then this value zero, in turn, equating to a moral imperative to wear black, feel awful, write gloomy poetry, betray friends, and commit suicide.

"Even if you try to have a chain of should stretching into the infinite future - a trick I've yet to see anyone try to pull, by the way, though I may be only ignorant of the breadths of human folly"

I thought this was a part of the principle of utility. Happiness today is no more inherently valuable than happiness tomorrow. The consequences of an action, and the utility associated with those consequences, ripple forever throughout time and space, far beyond the ability of my finite mind to predict and account for. 

At least, that thought is what led me to decide that "I can accept this principle as true, but it isn't often going to be useful for making decisions."

I know this is an old post, but I started reading this particular sequence because I was hoping for clarification on a particular issue -- "what is the nature of evil" -- and I was hoping that an answer to "what is the nature of good" would answer my question on the way.

I read the whole sequence and came away, not disagreeing, but not clear of mind either. I know this sequence was years ago, but do you feel able to comment on the nature of evil? If it matter/helps, this is the place I'm starting from (I'm dracunculus: http://bateleur.li... (read more)

Firstly, I apologize if this has already been addressed, but I didn't put in the time to read all the comments.

I still feel like Eliezer is passing the buck here.  The computation to produce rightness is given by:
"Did everyone survive?  How many people are happy?  Are people in control of their own lives? ..."
Ignore for the moment the issue of coherence.  Is this supposed to be a list of all of my terminal values?  Does that mean that since I follow my own planning algorithm, the morally correct action is any given situation will always be exac... (read more)

The one missing piece here seems to be how each individual human's morality blob corresponds to any other's morality blob. I suppose we could argue that the CEV of all humans would be the same (certainly my own CEV would want happiness etc for people I will never meet or have knowledge of), but you didn't actually say that and if you meant it you should say it. Is this covered in an interpersonal morality post elsewhere?

I spent much time searching for the morality outside myself once I lost faith, although I assumed it would hold true to most of my assumpt... (read more)

It's been a long trip,  but I think we've ended where I worried we would, with the One Objective Morality that all our personal moralities were imperfect reflections of. 

We just aren't "dereferencing to the same unverbalizable abstract computation", and I think recognizing this is the first step towards making cooperative progress toward fulfilling all our individual 2place morality functions.

From within me, my 2place morality function naturally feels like a 1place morality function – actions feel “just wrong”, etc. 

What stops two people's ideal should functions from being different? How different must they be for us to rightfully say:"they do not have the same sort of morality."? How does this differ from subjectivism? 

 One more thing: How do we know if a moral argument is pushing me closer or further from my ideal morality function? What guarantee do we have that as time goes on we approximate some ultimate function of goodness, that could not be swayed by any argument? May it not be that my ultimate function would see slavery as BA, but that humanity has ... (read more)

a chain of should stretching into the infinite future—a trick I've yet to see anyone try to pull, by the way, though I may be only ignorant of the breadths of human folly

I'm sure I've seen someone on mention on LessWrong that they were trying to construct a theory that did this, I just can't find where.

Incidentally, although it is not true that the life of a child is of zero value to me, it IS true that if I could somehow magically change myself into a 100% amoral selfish being, without anybody finding out, AFTER I have passed my exams (due to a rationality flaw morality is quite useful for that) and gotten into Law, I would do so.

"Among my readers, there may be some who presently assert—though I hope to persuade them otherwise—that the life of a child is of no value to them.  If so, they may substitute anything else that they prefer, at the end of the switch, and ask if they should press the button."

mentally substitutes paperclip manufacturing devices for human offspring

But for real, why assume your readers have human terminal goals? There is certainly an ever-increasing probability that your readers include AIs made to do all manner of things, and their terminal goals are only bou

And that’s also my answer to Moore’s Open Question. Why is this big function I’m talking about, right? Because when I say “that big function”, and you say “right”, we are dereferencing two different pointers to the same unverbalizable abstract computation

If the big function is defined as the function that tells you what is really right, then it's telling you what is really right... tautologously.

But the same would be true of the omniscient god, Form of the Good etc.

Talking in terms of algorithms or functions isn't doing much lifting. The big function is no more physically real than the omniscient god, Form of the Good etc.

It may be a bit late to expect an answer, but let's try anyway:

What is the difference between saying "Sorry, fairness is not 'what everyone thinks is fair', fairness is everyone getting a third of the pie" and "Sorry, fairness is not 'what everyone thinks is fair', it is what I personally think is fair"?



Interpersonal Morality

Every time I wonder if I really need to do so much prep work to explain an idea, I manage to forget some minor thing and a dozen people promptly post objections.

In this case, I seem to have forgotten to cover the topic of how morality applies to more than one person at a time.

Stop laughing, it's not quite as dumb an oversight as it sounds.  Sort of like how some people argue that macroeconomics should be constructed from microeconomics, I tend to see interpersonal morality as constructed from personal morality.  (And definitely not the other way around!)

In "The Bedrock of Fairness" I offered a situation where three people discover a pie, and one of them insists that they want half.  This is actually toned down from an older dialogue where five people discover a pie, and one of them—regardless of any argument offered—insists that they want the whole pie.

Let's consider the latter situation:  Dennis wants the whole pie.  Not only that, Dennis says that it is "fair" for him to get the whole pie, and that the "right" way to resolve this group disagreement is for him to get the whole pie; and he goes on saying this no matter what arguments are offered him.

This group is not going to agree, no matter what.  But I would, nonetheless, say that the right thing to do, the fair thing to do, is to give Dennis one-fifth of the pie—the other four combining to hold him off by force, if necessary, if he tries to take more.

In this series of posts I have been using "morality" to mean something more like "the sum of all values and valuation rules", not just "values that apply to interactions between people".

The ordinary usage would have that jumping on a trampoline is not "morality", it is just some selfish fun.  On the other hand, giving someone else a turn to jump on the trampoline, is more akin to "morality" in common usage; and if you say "Everyone should take turns!" that's definitely "morality".

But the thing-I-want-to-talk-about includes the Fun Theory of a single person jumping on a trampoline.

Think of what a disaster it would be if all fun were removed from human civilization!  So I consider it quite right to jump on a trampoline.  Even if one would not say, in ordinary conversation, "I am jumping on that trampoline because I have a moral obligation to do so."  (Indeed, that sounds rather dull, and not at all fun, which is another important element of my "morality".)

Alas, I do get the impression that in a standard academic discussion, one would use the term "morality" to refer to the sum-of-all-valu(ation rul)es that I am talking about.  If there's a standard alternative term in moral philosophy then do please let me know.

If there's a better term than "morality" for the sum of all values and valuation rules, then this would free up "morality" for interpersonal values, which is closer to the common usage.

Some years ago, I was pondering what to say to the old cynical argument:  If two monkeys want the same banana, in the end one will have it, and the other will cry morality.  I think the particular context was about whether the word "rights", as in the context of "individual rights", meant anything.  It had just been vehemently asserted (on the Extropians mailing list, I think) that this concept was meaningless and ought to be tossed out the window.

Suppose there are two people, a Mugger and a Muggee.  The Mugger wants to take the Muggee's wallet.  The Muggee doesn't want to give it to him.  A cynic might say:  "There is nothing more to say than this; they disagree.  What use is it for the Muggee to claim that he has an individual_right to keep his wallet?  The Mugger will just claim that he has an individual_right to take the wallet."

Now today I might introduce the notion of a 1-place versus 2-place function, and reply to the cynic, "Either they do not mean the same thing by individual_right, or at least one of them is very mistaken about what their common morality implies."  At most one of these people is controlled by a good approximation of what I name when I say "morality", and the other one is definitely not.

But the cynic might just say again, "So what?  That's what you say.  The Mugger could just say the opposite.  What meaning is there in such claims?  What difference does it make?"

So I came up with this reply:  "Suppose that I happen along this mugging.  I will decide to side with the Muggee, not the Mugger, because I have the notion that the Mugger is interfering with the Muggee's individual_right to keep his wallet, rather than the Muggee interfering with the Mugger's individual_right to take it.  And if a fourth person comes along, and must decide whether to allow my intervention, or alternatively stop me from treating on the Mugger's individual_right to take the wallet, then they are likely to side with the idea that I can intervene against the Mugger, in support of the Muggee."

Now this does not work as a metaethics; it does not work to define the word should.  If you fell backward in time, to an era when no one on Earth thought that slavery was wrong, you should still help slaves escape their owners.  Indeed, the era when such an act was done in heroic defiance of society and the law, was not so very long ago.

But to defend the notion of individual_rights against the charge of meaninglessness, the notion of third-party interventions and fourth-party allowances of those interventions, seems to me to coherently cash out what is asserted when we assert that an individual_right exists.  To assert that someone has a right to keep their wallet, is to assert that third parties should help them keep it, and that fourth parties should applaud those who thus help.

This perspective does make a good deal of what is said about individual_rights into nonsense.  "Everyone has a right to be free from starvation!"  Um, who are you talking to?  Nature?  Perhaps you mean, "If you're starving, and someone else has a hamburger, I'll help you take it."  If so, you should say so clearly.  (See also The Death of Common Sense.)

So that is a notion of individual_rights, but what does it have to do with the more general question of interpersonal morality?

The notion is that you can construct interpersonal morality out of individual morality.  Just as, in this particular example, I constructed the notion of what is asserted by talking about an individual_right, by making it an assertion about whether third parties should decide, for themselves, to intefere; and whether fourth parties should, individually, decide to applaud the interference.

Why go to such lengths to define things in individual terms?  Some people might say:  "To assert the existence of a right, is to say what society should do."

But societies don't always agree on things.  And then you, as an individual, will have to decide what's right for you to do, in that case.

"But individuals don't always agree within themselves, either," you say.  "They have emotional conflicts."

Well... you could say that and it would sound wise.  But generally speaking, neurologically intact humans will end up doing some particular thing. As opposed to flopping around on the floor as their limbs twitch in different directions under the temporary control of different personalities.  Contrast to a government or a corporation.

A human brain is a coherently adapted system whose parts have been together optimized for a common criterion of fitness (more or less).  A group is not functionally optimized as a group.  (You can verify this very quickly by looking at the sex ratios in a maternity hospital.)  Individuals may be optimized to do well out of their collective interaction—but that is quite a different selection pressure, the adaptations for which do not always produce group agreement!  So if you want to look at a coherent decision system, it really is a good idea to look at one human, rather than a bureaucracy.

I myself am one person—admittedly with a long trail of human history behind me that makes me what I am, maybe more than any thoughts I ever thought myself.  But still, at the end of the day, I am writing this blog post; it is not the negotiated output of a consortium.  It is quite easy for me to imagine being faced, as an individual, with a case where the local group does not agree within itself—and in such a case I must decide, as an individual, what is right.  In general I must decide what is right!  If I go along with the group that does not absolve me of responsibility.  If there are any countries that think differently, they can write their own blog posts.

This perspective, which does not exhibit undefined behavior in the event of a group disagreement, is one reason why I tend to treat interpersonal morality as a special case of individual morality, and not the other way around.

Now, with that said, interpersonal morality is a highly distinguishable special case of morality.

As humans, we don't just hunt in groups, we argue in groups.  We've probably been arguing linguistically in adaptive political contexts for long enough—hundreds of thousands of years, maybe millions—to have adapted specifically to that selection pressure.

So it shouldn't be all that surprising if we have moral intuitions, like fairness, that apply specifically to the morality of groups.

One of these intuitions seems to be universalizability.

If Dennis just strides around saying, "I want the whole pie!  Give me the whole pie!  What's fair is for me to get the whole pie!  Not you, me!" then that's not going to persuade anyone else in the tribe.  Dennis has not managed to frame his desires in a form which enable them to leap from one mind to another.  His desires will not take wings and become interpersonal.  He is not likely to leave many offspring.

Now, the evolution of interpersonal moral intuitions, is a topic which (he said, smiling grimly) deserves its own blog post.  And its own academic subfield.  (Anything out there besides The Evolutionary Origins of Morality?  It seemed to me very basic.)

But I do think it worth noting that, rather than trying to manipulate 2-person and 3-person and 7-person interactions, some of our moral instincts seem to have made the leap to N-person interactions.  We just think about general moral arguments.  As though the values that leap from mind to mind, take on a life of their own and become something that you can reason about.  To the extent that everyone in your environment does share some values, this will work as adaptive cognition.  This creates moral intuitions that are not just interpersonal but transpersonal.

Transpersonal moral intuitions are not necessarily false-to-fact, so long as you don't expect your arguments cast in "universal" terms to sway a rock.  There really is such a thing as the psychological unity of humankind.  Read a morality tale from an entirely different culture; I bet you can figure out what it's trying to argue for, even if you don't agree with it.

The problem arises when you try to apply the universalizability instinct to say, "If this argument could not persuade an UnFriendly AI that tries to maximize the number of paperclips in the universe, then it must not be a good argument."

There are No Universally Compelling Arguments, so if you try to apply the universalizability instinct universally, you end up with no morality.  Not even universalizability; the paperclip maximizer has no intuition of universalizability.  It just chooses that action which leads to a future containing the maximum number of paperclips.

There are some things you just can't have a moral conversation with.  There is not that within them that could respond to your arguments.  You should think twice and maybe three times before ever saying this about one of your fellow humans—but a paperclip maximizer is another matter.  You'll just have to override your moral instinct to regard anything labeled a "mind" as a little floating ghost-in-the-machine, with a hidden core of perfect emptiness, which could surely be persuaded to reject its mistaken source code if you just came up with the right argument.  If you're going to preserve universalizability as an intuition, you can try extending it to all humans; but you can't extend it to rocks or chatbots, nor even powerful optimization processes like evolutions or paperclip maximizers.

The question of how much in-principle agreement would exist among human beings about the transpersonal portion of their values, given perfect knowledge of the facts and perhaps a much wider search of the argument space, is not a matter on which we can get much evidence by observing the prevalence of moral agreement and disagreement in today's world.  Any disagreement might be something that the truth could destroy—dependent on a different view of how the world is, or maybe just dependent on having not yet heard the right argument.  It is also possible that knowing more could dispel illusions of moral agreement, not just produce new accords.

But does that question really make much difference in day-to-day moral reasoning, if you're not trying to build a Friendly AI?

Re: Anything out there besides The Evolutionary Origins of Morality?

Well you read "The Origins of Virtue" IIRC.  That has 18 pages of references and notes.

Mr. Yudkowsky says: But does that question really make much difference in day-to-day moral reasoning, if you're not trying to build a Friendly AI?

The Singularity is the technological creation of smarter-than-human intelligence. Ask what “smarter-than-human” really means. And as
the basic definition of the Singularity points out, this is exactly the point at which our ability to extrapolate breaks down. We don’t know
because we’re not that smart.-- Eliezer Yudkowsky

As I understand it, it is not possible for a human to design a machine that is "smarter-than-human", by definition. It is possible, however to design a machine that can design a machine that is smarter than human. According to one of my correspondents, it has already occurred (quoted exactly, grammar and all):

"My current opinion is that the singularity is behind us. The deep discovery is the discovery of the Universal Machine, alias the computer, but we have our nose so close on it that we don't  really realize what is happening. From this, by adding more and more competence to the universal machine, we put it away from his initial "natural" intelligence. I even believe that the greek theologians were in advance, conceptually, on what intelligence his. Intelligence is confused with competence today. It is correct that competence needs intelligence to develop, but competence cannot be universal and it makes the intelligence fading away: it has a negative feedback on intelligence.
So my opinion is that the singularity has already occurred, and, since a longer time, we have abandon the conceptual tools to really appreciate that recent revolution. We are somehow already less smarter than the universal machine, when it is not yet programmed."

Bruno Marchal
IRIDIA-ULB
http://iridia.ulb.ac.be/~marchal/

What is "morality" for?(not morality)
The "morality" concept seems so slippery at this point that it might be better to use other words to more clearly communicate meaning.

In any case, be it personal or interpersonal morality, it is more efficient to agree on a single goal and then optimize towards it. The power of optimization is in driving the environment in the same direction, multiplying the effect with each interaction. For personal morality, it means figuring out morality more accurately than you needed before, perhaps more accurately than is possible from mere intuition and argument, and in particular balancing the influences of conflicting drives. For interpersonal morality, it means agreeing on global target, even if it's suboptimal for each party considered separately.

To clarify my question, what is the point of all this talk about "morality" if it all amounts to "just do what you think is right"? I mean other than the futility of looking for The True Source of morality outside yourself. I guess I may have answered my own question if this was the whole point. So now what? How do I know what is moral and what isn't? I mean I can answer the easy question but how do I solve the hard ones? I was expecting to get easy answers to moral questions from your theory Eliezer. I feel cheated now.

I mean other than the futility of looking for The True Source of morality outside yourself

The argument that morality must have a Source is conditioned by the way most people encounter moral exhortation, thtough religion. The idea is that moral principles are compulsions or obligations, which means, in turn, that they are something like edicts or commandments. Whilst there are lots of humans who can offer opinions on what is compulsory, they are all subjective opinions: no-one can lay down an objective edict. However, the basic idea of a "source" merges two separate ideas: who tells you about some item of knowledge, and what makes it true. The mathematical truths relayed to you by your teachers are objectively true, not because teachers are Objective Sources, but because of the ways they are proved an justified — which is not by the teacher personally. The set of things tha are true just because someone says so is small. Eye witness testimony, personal reminiscences, reports of subjective states: not many things work on the Source system, and there is no reason to assume ethics does. 

PK: Not "do what you think is right", but "deliberate the way you think is right" - keep aiming for the ideal implicit in and relative to, but not currently realized in, yourself. Definitely not a free lunch, no.

Then we couldn't design a machine that could design a machine that would be smarter than we were, either.  Machine-2's design couldn't be smarter than it, and machine-2 couldn't be smarter than machine-1 which designed it, which in turn couldn't be smarter than the designers of machine-1:  us.

We can't hold in our individual minds a design that is more complex than one of those minds, or in our collective minds what is more complex than the collective.  But the design doesn't have to be as complex as the thing that is designed, and the representation of the design is simpler still.

It's trivially easy for a human being to design a data-encoding-and-storage system that can hold more data than is contained in that human's brain.  The brain just can't represent that system.

Re: As I understand it, it is not possible for a human to design a machine that is "smarter-than-human", by definition.

Maybe not - but a bunch of humans could probably do it.

Re: My current opinion is that the singularity is behind us.

See my essay: The Intelligence Explosion Is Happening Now.

sophiesdad: As I understand it, it is not possible for a human to design a machine that is "smarter-than-human", by definition.

Mr. Caledonian, I'm going to stick by my original statement. Smarter-than-human intelligence will be designed by machines with "around human" intelligence running recursive self-improvement code. It will not start with a human-designed superhuman intelligence. How could a human know what that is? That's why I'm not sure that all the years of thought going into the meaning of morality, etc. is helpful. If it is impossible for humans to understand what superhuman intelligence and the world around it would be like, just relax and go along for the ride. If we're destroyed, we'll never know it. If you're religious, you'll be in heaven (great) or hell (sucks). I agree with Tim Tyler (who must not be drinking as much as when he was commenting on Taubes) that we already have machines that perform many tasks, including design tasks, that would be impractical for humans alone.

How could the machine know what superhuman intelligence is?  If the machine can design machines that are smarter than it, precisely why can't humans design machines smarter than them?

I don't think Deep Blue "knew" that it was trying to beat Gary Kasparov in the game of chess. It was programmed to come up with every possible alternative move and evaluate the outcome of each in terms of an eventual result of taking K's king. The human brain is elegant, but it's not fast, and unquestionable no human could have evaluated all the possible moves within the time limit. Deep Blue is quaint compared to the Universal Machines of the near future. David Deutsch claims that quantum computers will be able to factor numbers that would require a human more time than is known to have existed in the history of the universe. It won't have superhuman intelligence, but it will be fast. Imagine if it's programs were recursively self-improving.

If there's a standard alternative term in moral philosophy then do please let me know.

As far as I know, there is not. In moral philosophy, when deontologists talk about morality, they are typically talking about things that are for the benefit of others. Indeed, they even have conversations about how to balance between self-interest and the demands of morality. In contrast, consequentialists have a theory that already accounts for the benefit of the agent who is doing the decision making: it counts just as much as anyone else. Thus for consequentialists, there is typically no separate conflict between self-interest and morality: morality for them already takes this into account. So in summary, many moral philosophers are aware of the distinction, but I don't know of any pre-existing terms for it.

By the way, don't worry too much about explaining all pre-requisites before making a post. Explaining some of them afterwards in response to comments can be a more engaging way to do it. In particular, it means that us readers can see which parts we are skeptical of and then just focus our attention on posts which defend that aspect, skimming the ones that we already agree with. Even when it comes to the book, it will probably be worth giving a sketch of where you want to end up early on, with forward references to the appropriate later chapters as needed. This will let the readers read the pre-requisite chapters in a more focused way.

As far as I know, there is not. In moral philosophy, when deontologists talk about morality, they are typically talking about things that are for the benefit of others.

Typically, maybe, but not necessarily. There is no obvious contradiction in the idea of a rule of self-preservation or self-enhancement. Many consider suicide imorroral, for instance.

Indeed, they even have conversations about how to balance between self-interest and the demands of morality. In contrast, consequentialists have a theory that already accounts for the benefit of the agent who is doing the decision making: it counts just as much as anyone else.

I imagine you're probably aware of this in the meantime, but for Eliezer's benefit in case he isn't (and hopefully for the benefit of others who read this post and aren't as familiar with moral philosophy): I believe the term "normativity" is the standard term used to refer to the "sum of all valu(ation rul)es," and would probably be a good term for LessWrong to adopt for this purpose. 

I would expect that libertarians' utility comes unexpectedly close to what Mr. Yudkowsky calls morality.

I would find it very difficult to summarize what I had not written.  Any attempt at summary would turn into the whole post.  It's how my authorness works.  Part of the whole point of writing this on Overcoming Bias is so that I don't have to write it all into the book, and can just put a footnote somewhere with a clean conscience.

I found this post more engaging than the last, and the first half genuinely instructive. I had a vague idea about what social morality would have to look like, but this is actually a working theory. IMHO, it's still a kind of depressing outlook--there's a reason so many find the quest for an objective morality so appealing--but much better than nihilism. And I'm easily depressed. :)

Re: why can't humans design machines smarter than them

The claim was: it is not possible for a human to design a machine that is "smarter-than-human".

Billions of humans collectively haven't managed to construct a superintelligence over the last 50 years.  It seems unlikely that a single human could do it - the problem is too big and difficult.

Don't 'taboo' the words.  'Tabooing' only requires that the specific word not be used.  The rules of 'tabooing' don't require that you convey meaning; they let you get away with slapping a new label over the old one without ever taking a look at what's underneath it.

If you are confused by a problem and don't know how to solve it, you do not know how much remaining effort it will take to solve once you are unconfused, or what it will take to unconfuse yourself.  You might as easily point out that "billions of humans have failed to do X over the least 50 years" for all X such that it hasn't happened yet.

AI Prac Class
Task: (a) design and implement a smarter-than-human AI using only open source components; (b) ask it to write up your prac report.
Time allotted: 4 hours
Bonus points: disconnect your AI host from all communications devices; place your host in a Faraday cage; disable your AI's morality module; find a way to shut down the AI without resorting to triggering the failsafe host self-destruct.

sophiesdad, since a human today could not design a modern microprocessor (without using the already-developed plethora of design tools) then your assertion that a human will never design a smarter-than-human machine is safe but uninformative. Humans use smart tools to make smarter tools. It's only reasonable to predict that smarter-than-human machines will only be made by a collaboration of humans and existing smart machines.

Speculation on whether "smart enough to self improve" comes before or after the smart-as-a-human mark on some undefined 1-dimensional smartness scale is fruitless. By the look of what you seem to endorse by quoting your unnamed correspondent, your definition of "smart" makes comparison with human intelligence impossible.

disable your AI's morality module; find a way to shut down the AI without resorting to triggering the failsafe host self-destruct.

Trivial. Once you've disabled your AI's morality module, you've already shut it down.

But to defend the notion of individual_rights against the charge of meaninglessness, the notion of third-party interventions and fourth-party allowances of those interventions, seems to me to coherently cash out what is asserted when we assert that an individual_right exists. To assert that someone has a right to keep their wallet, is to assert that third parties should help them keep it, and that fourth parties should applaud those who thus help.

This perspective does make a good deal of what is said about individual_rights into nonsense.  "Everyone has a right to be free from starvation!"  Um, who are you talking to?  Nature?

Why such an uncharitable interpretation, particularly when the more plausible unpacking is exactly the one you used in the previous sentence? "To assert that someone has a right to be free from starvation, is to assert that third parties should help them avoid starvation, and that fourth parties should applaud those who thus help." That doesn't sound nonsensical or even incorrect. It certainly doesn't require that you imagine yourself convincing Nature to stop starving people, just as you can say "this potential mugging victim has the right to keep their wallet" without requiring that it be possible to convince the mugger that they shouldn't take the muggee's wallet; even if the mugger is a sociopath or a robot or an alien who couldn't even conceivably be convinced by a moral argument, that would seem to be irrelevant to any argument that third parties should help the victim keep their wallet, and that fourth parties should applaud those who help.

There really is such a thing as the psychological unity of humankind.  Read a morality tale from an entirely different culture; I bet you can figure out what it's trying to argue for, even if you don't agree with it.

I'm not sure how the first sentence there relates to the second. For example, we can figure out in great detail what a highly alien "intelligence" like evolution "wants", but that doesn't mean that there's much in common between the evolutionary process and our own mental processes.

I'm not sure if I fully groked this post. After some thought I came up with this: 

Interpersonal morality is the application of generalized intuitions shared with a specific subset of minds on conduct between persons that can facilitate negotiation and cooperation with them. Which is not only a often useful tool, but something we, because of how we are built, sometimes (often?) want to follow.



Morality as Fixed Computation

Eliezer,  I've just reread your article and was wondering if this is a good quick summary of your position (leaving apart how you got to it):

'I should X' means that I would attempt to X were I fully informed.

Toby's a pro, so if he didn't get it, I'd better try again.  Let me try a different tack of explanation—one closer to the historical way that I arrived at my own position.

Suppose you build an AI, and—leaving aside that AI goal systems cannot be built around English statements, and all such descriptions are only dreams—you try to infuse the AI with the action-determining principle, "Do what I want."

And suppose you get the AI design close enough—it doesn't just end up tiling the universe with paperclips, cheesecake or tiny molecular copies of satisfied programmers—that its utility function actually assigns utilities as follows, to the world-states we would describe in English as:

<Programmer weakly desires 'X',   quantity 20 of X exists>:  +20
<Programmer strongly desires 'Y', quantity 20 of X exists>:  0
<Programmer weakly desires 'X',   quantity 30 of Y exists>:  0
<Programmer strongly desires 'Y', quantity 30 of Y exists>:  +60

You perceive, of course, that this destroys the world.

...since if the programmer initially weakly wants 'X' and X is hard to obtain, the AI will modify the programmer to strongly want 'Y', which is easy to create, and then bring about lots of Y.  Y might be, say, iron atoms—those are highly stable.

Can you patch this problem?  No.  As a general rule, it is not possible to patch flawed Friendly AI designs.

If you try to bound the utility function, or make the AI not care about how much the programmer wants things, the AI still has a motive (as an expected utility maximizer) to make the programmer want something that can be obtained with a very high degree of certainty.

If you try to make it so that the AI can't modify the programmer, then the AI can't talk to the programmer (talking to someone modifies them).

If you try to rule out a specific class of ways the AI could modify the programmer, the AI has a motive to superintelligently seek out loopholes and ways to modify the programmer indirectly.

As a general rule, it is not possible to patch flawed FAI designs.

We, ourselves, do not imagine the future and judge, that any future in which our brains want something, and that thing exists, is a good future.  If we did think this way, we would say: "Yay!  Go ahead and modify us to strongly want something cheap!"  But we do not say this, which means that this AI design is fundamentally flawed: it will choose things very unlike what we would choose; it will judge desirability very differently from how we judge it.  This core disharmony cannot be patched by ruling out a handful of specific failure modes.

There's also a duality between Friendly AI problems and moral philosophy problems—though you've got to structure that duality in exactly the right way.  So if you prefer, the core problem is that the AI will choose in a way very unlike the structure of what is, y'know, actually right—never mind the way we choose.  Isn't the whole point of this problem, that merely wanting something doesn't make it right?

So this is the paradoxical-seeming issue which I have analogized to the difference between:

A calculator that, when you press '2', '+', and '3', tries to compute:
        "What is 2 + 3?"

A calculator that, when you press '2', '+', and '3', tries to compute:
        "What does this calculator output when you press '2', '+', and '3'?"

The Type 1 calculator, as it were, wants to output 5.

The Type 2 "calculator" could return any result; and in the act of returning that result, it becomes the correct answer to the question that was internally asked.

We ourselves are like unto the Type 1 calculator.  But the putative AI is being built as though it were to reflect the Type 2 calculator.

Now imagine that the Type 1 calculator is trying to build an AI, only the Type 1 calculator doesn't know its own question.  The calculator continually asks the question by its very nature, it was born to ask that question, created already in motion around that question—but the calculator has no insight into its own transistors; it cannot print out the question, which is extremely complicated and has no simple approximation.

So the calculator wants to build an AI (it's a pretty smart calculator, it just doesn't have access to its own transistors) and have the AI give the right answer.  Only the calculator can't print out the question.  So the calculator wants to have the AI look at the calculator, where the question is written, and answer the question that the AI will discover implicit in those transistors.  But this cannot be done by the cheap shortcut of a utility function that says "All X: <calculator asks 'X?', answer X>: utility 1; else: utility 0" because that actually mirrors the utility function of a Type 2 calculator, not a Type 1 calculator.

This gets us into FAI issues that I am not going into (some of which I'm still working out myself).

However, when you back out of the details of FAI design, and swap back to the perspective of moral philosophy, then what we were just talking about was the dual of the moral issue:  "But if what's 'right' is a mere preference, then anything that anyone wants is 'right'."

Now I did argue against that particular concept in some detail, in The Meaning of Right, so I am not going to repeat all that...

But the key notion is the idea that what we name by 'right' is a fixed question, or perhaps a fixed framework. We can encounter moral arguments that modify our terminal values, and even encounter moral arguments that modify what we count as a moral argument; nonetheless, it all grows out of a particular starting point.  We do not experience ourselves as embodying the question "What will I decide to do?" which would be a Type 2 calculator; anything we decided would thereby become right.  We experience ourselves as asking the embodied question:  "What will save my friends, and my people, from getting hurt?  How can we all have more fun?  ..." where the "..." is around a thousand other things.

So 'I should X' does not mean that I would attempt to X were I fully informed.

'I should X' means that X answers the question, "What will save my people?  How can we all have more fun? How can we get more control over our own lives?  What's the funniest jokes we can tell?  ..."

And I may not know what this question is, actually; I may not be able to print out my current guess nor my surrounding framework; but I know, as all non-moral-relativists instinctively know, that the question surely is not just "How can I do whatever I want?"

When these two formulations begin to seem as entirely distinct as "snow" and snow, then you shall have created distinct buckets for the quotation and the referent.

Added:  This was posted automatically and the front page got screwed up somehow.  I have no idea how.  It is now fixed and should make sense.

Eliezer, you sometimes make me think that the solution to the friendly AI problem is to pass laws mandating death by torture for anyone who even begins to attempt to make a strong AI, and hope that we catch them before they get far enough.

I frequently think things like that. The problem is, as I'm sure you're aware, that such a law would be less effective against those less interested in making it Friendly.

"You perceive, of course, that this destroys the world."

If the AI modifies humans so that humans want whatever happens to already exist (say, diffuse clouds of hydrogen), then this is clearly a failure scenario.

But what if the Dark Lords of the Matrix reprogrammed everyone to like murder, from the perspective of both the murderer and the murderee? Should the AI use everyone's prior preferences as morality, and reprogram us again to hate murder? Should the AI use prior preferences, and forcibly stop everyone from murdering each other, even if this causes us a great deal of emotional trauma? Or should the AI recalibrate morality to everyone's current preferences, and start creating lots of new humans to enable more murders?

So that gets down to the following question: should the AI set up its CEV-based utility function only once when the AI is first initialized over the population of humanity that exists at that time (or otherwise somehow cache that state so that CEV calculations can refer to it), or should it be continuously recalibrating it as humanity changes?

Which of these approaches (or some third one I haven't anticipated) does EY's design use? I'm not able to pick it out of the CEV paper, though that's likely because I don't have the necessary technical background.

Edit: The gloss definition of "interpreted as we wish that interpreted", part of the poetic summary description of CEV, seems to imply that the CEV will update itself to match humanity as it updates itself. So: if the Dark Lords change our preferences so significantly that we can't be coherently argued out of it, then we'd end up in the endless murder scenario. Hopefully that doesn't happen.

hmmm...It seems to me that the actions we choose to take consist in derivatives with of our utility function with respect to information about the world.  so if we have utility (programmer desires X, quantity 20 of X exists) = 20, then isn't it just a question of ensuring that the derivative is taken only with respect to the latter variable, keeping the first fixed?

Tom McCabe: speaking as someone who morally disapproves of murder, I'd like to see the AI reprogram everyone back, or cryosuspend them all indefinitely, or upload them into a sub-matrix where they can think they're happily murdering each other without all the actual murder.  Of course your hypothetical murder-lovers would call this imoral, but I'm not about to start taking the moral arguments of murder-lovers seriously.  You just have to come to grips with the fact that the thing we call Morality isn't anything special from a global, physical perspective.  It isn't written in the stars, it doesn't follow from pure logic, it isn't simple or easy to describe.  It's a big messy, complicated aspect of our specific nature as a species.

Coming to grips with this fact doesn't mean you have to turn into a moral relativist, or claim that morality is made of nothing but arbitrary individual preference.  Those conclusions just don't follow.

And I may not know what this question is, actually; I may not be able to print out my current guess nor my surrounding framework; but I know, as all non-moral-relativists instinctively know, that the question surely is not just "How can I do whatever I want?"

I'm not sure you've done enough to get away from being a "moral relativist", which is not the same as being an egoist who only cares about his own desires. "Moral relativism" just means this (Wikipedia):

In philosophy, moral relativism is the position that moral or ethical propositions do not reflect objective and/or universal moral truths [...] Moral relativists hold that no universal standard exists by which to assess an ethical proposition's truth.

Unless I've radically misunderstood, I think that's close to your position. Admittedly, it's an objective matter of fact whether some action is good according to the "blob of a computation" (i.e. set of ethical concerns) that any specific person cares about. But there's no objective way to determine that one "blob" is any more correct than another - except by the standards of those blobs themselves.

(By the way, I hope this isn't perceived as particular hostility on my part: I think some very ethical and upstanding people have been relativists. It's also not an argument that your position is wrong.)

It's fairly clear that, at least according to EY, the blobs are universal across all humans.

Wait a sec: I'm not sure people do outright avoid modifying their own desires so as to make the desires easier to satisfy, as you are claiming here:

We, ourselves, do not imagine the future and judge, that any future in which our brains want something, and that thing exists, is a good future.  If we did think this way, we would say: "Yay!  Go ahead and modify us to strongly want something cheap!" 

Isn't that exactly what people do when they study ascetic philosophies and otherwise try to see what living simply is like?  And would people turn down a pill that made vegetable juice taste like a milkshake and vice versa?

That's a good point. I think the distinction is that these people are modifying their own instrumental values, but leaving their terminal values (the big meaning of life blob of computation) unchanged. I'd go so far as to say that people frequently do this trick by mistake, when they convince themselves that they have various terminal values. This certainly explains things like happy death spirals.

On the other hand, this would be very difficult (impossible?) to test.

EDIT: I've given this a bit more thought, and I wonder what it would feel like from the inside to be a machine learning algorithm that could make limited small self-modifications to it's own utility function, including it's optimization criteria. This seems like a "simple" enough hack that evolution could have generated it. This also seems to mirror real human psychology surprisingly well.

I'm imagining trying to answer the question "what I would like to change my utility function to", while simultaneously not fully understanding the dangers of messing around like that. It seems like this could easily generate people like religious extremists, even if earlier versions of those people would never have deliberately tried to become that twisted. If the other side seems completely wrong and evil, then I can picture disliking parts of myself that resemble the other side, as well as well as any empathy I may have for them. I can imagine how suppressing those parts of myself would lead to extremism.

I wonder what the official Yudkowski position on this is. More importantly, I wonder what happens if you get this question wrong while trying to build a Friendly AI. It seems like there might be issues if you assume a static Coherent Extrapolated Volition if it is actually dynamically changing, or vice versa.

The AI would use the previous morality to select its actions: depending on the content of that morality it might or might not reverse the reprogramming.

I wouldn't mind being blissed out by iron atoms, to be quite honest.

"Tom McCabe: speaking as someone who morally disapproves of murder, I'd like to see the AI reprogram everyone back, or cryosuspend them all indefinitely, or upload them into a sub-matrix where they can think they're happily murdering each other without all the actual murder. Of course your hypothetical murder-lovers would call this immoral, but I'm not about to start taking the moral arguments of murder-lovers seriously."

Beware shutting yourself into a self-justifying memetic loop. If you had been born in 1800, and just recently moved here via time travel, would you have refused to listen to all of our modern anti-slavery arguments, on the grounds that no moral argument by negro-lovers could be taken seriously?

"The AI would use the previous morality to select its actions: depending on the content of that morality it might or might not reverse the reprogramming."

Do you mean would, or should? My question was what the AI should do, not what a human-constructed AI is likely to do.

It should be possible for an AI, upon perceiving any huge changes in renormalized human morality, to scrap its existing moral system and recalibrate from scratch, even if nobody actually codes an AI that way. Obviously, the previous morality will determine the AI's very next action, but the interesting question is whether the important actions (the ones that directly affect people) map on to a new morality or the previous morality.

Funny how the meaning changes if it's desire for gold atoms compared to desire for iron atoms.

I'm real unclear about the concept here, though. Is an FAI going to go inside people's heads and change what we want? Like, it figures out how to do effective advertising?

Or is it just deciding what goals it should follow, to get us what we want? Like, if what the citizens of two countries each with population about 60 million most want is to win a war with the other country, should the FAI pick a side and give them what they want, or should it choose some other way to make the world a better place?

If a billion people each want to be Olympic gold medalists, what can a nearly-omnipotent FAI do for them? Create a billion different Olympic events, each tailored to a different person? Maybe it might choose to improve water supplies instead? I really don't see a problem with doing things that are good for people instead of what they want most, if what they want is collectively self-defeating.

Imagine that we suddenly got a nearly-god-like FAI. It studies physics and finds a way to do unlimited transmutation, any element into any other element. It can create almost unlimited energy by converting iron atoms entirely to energy, and it calculates that the amount of iron the earth receives per day as micrometeorites will more than power anything we want to do. It studies biology and sees how to do various wonders. And it studies humans, and then the first thing it actuall does is to start philosophy classes.

"Study with me and you will discover deep meaning in the world and in your own life. You will become a productive citizen, you will tap into your inner creativity, you will lose all desire to  hurt other people and yet you will be competent to handle the challenges life hands you." And it works, people who study the philosophy find these claims are true.

Thanks for responding to my summary attempt. I agree with Robin that it is important to be able to clearly and succinctly express your main position, as only then can it be subject to proper criticism to see how well it holds up. In one way, I'm glad that you didn't like my attempted summary as I think the position therein is false, but it does mean that we should keep looking for a neat summary. You currently have:

'I should X' means that X answers the question, "What will save my people?  How can we all have more fun? How can we get more control over our own lives?  What's the funniest jokes we can tell?  ..."

But I'm not clear where the particular question is supposed to come from. I understand that you are trying to make it a fixed question in order to avoid deliberate preference change or self-fulling questions. So lets say that for each person P, there is a specific question Q_P such that:

For a person P, 'I should X', means that X answers the question Q_P.

Now how is Q_P generated? Is it what P would want were she given access to all the best empirical and moral arguments (what I called being fully informed)? If so, do we have to time index the judgment as well? i.e. if P's preferences change at some late time T1, then did the person mean something different by 'I should X' before and after T1 , or was the person just incorrect at one of those times? What if the change is just through acquiring better information (empirical or moral)?

Larry and Eliezer: I agree with Allan Crossman here. The position that you are advocating is commonly described as moral relativism, or in more technical language as moral anti-realism. I have argued before that realism is a position which those of a transhumanist or singularitarian persuasion should be hoping for/advocating.

"in the absence of any serious ethical guidance, people will stay exactly where they are – status quo bias. This effectively says that transhumanism is either a realist theory or a failure from the start."

For a person P, 'I should X', means that X answers the question Q_P.

Generated?  By that do you mean, causally generated?  Q_P is causally generated by evolutionary psychology and memetic history.

Do you mean how would a correctly structured FAI obtain an internal copy of Q_P?  By looking/guessing at person P's empirical brain state.

Do you mean how is Q_P justified?  Any particular guess by P at "What is good?" will be justified by appeals to Q_P; if they somehow obtained an exact representation of Q_P then its pieces might or might not all look individually attractive.

(Items marked in bold have to be morally evaluated.)

I do believe in moral progress, both as a personal goal and as a concept worth saving; but if you want to talk about moral progress in an ideal sense rather than a historical sense, you have to construe a means of extrapolating it - since it is not guaranteed that our change under moral arguments resolves to a unique value system or even a unique transpersonal value system.

So I regard Q_P as an initial state that includes the specification of how it changes; if you construe a volition therefrom, I would call that EV_Q_P.

If you ask where EV_Q_P comes from causally, it is ev-psych plus memetic history plus your own construal of a specific extrapolation of reactivity to moral arguments.

If you ask how an FAI learns EV_Q_P it is by looking at the person, from within a framework of extrapolation that you (or rather I) defined.

If you ask how one would justify EV_Q_P, it is, like all good things, justified by appeal to Q_P.

If P's preferences change according to something that was in Q_P or EV_Q_P then they have changed in a good way, committed an act of moral progress, and hence - more or less by definition - stayed within the same "frame of moral reference", which is how I would refer to what the ancient Greeks and us have in common but a paperclip maximizer does not.

Should P's preferences change due to some force that was / would-be unwanted, like an Unfriendly AI reprogramming their brain, then as a moral judgment, I should say that they have been harmed, that their moral frame of reference has changed, and that their actions are now being directed by something other than "should".

Sorry for not being more precise. I was actually asking what a given person's Q_P is, put in terms that we have already defined. You give a partial example of such a question, but it is not enough for me to tell what metaethical theory you are expressing. For example, suppose Mary currently values her own pleasure and nothing else, but that were she exposed to certain arguments she would come to value everyone's pleasure (in particular, the sum of everyone's pleasure) and that no other arguments would ever lead her to value anything else. This is obviously unrealistic, but I'm trying to determine what you mean via a simple example. Would Q_Mary be 'What maximizes Mary's pleasure?' or 'What maximizes the sum of pleasure?' or would it be something else? On my attempted summary, Q_Mary would be the second of these questions as that is what she would want if she knew all relevant arguments. Also, does it matter whether we suppose that Mary is open to change to her original values or if she is strongly opposed to change to her original values?

(Items marked in bold have to be morally evaluated.)

I don't think so. For example, when I said 'incorrect' I meant 'made a judgement which was false'. When I said 'best' arguments, I didn't mean the morally superior arguments, just the ones that are most convincing (just as the 'best available scientific theory' is not a moral claim). Feel free to replace that with something like 'if she had access to all relevant arguments', or 'if there exists an argument which would convince her' or the like. There are many ways this could be made precise, but it is not my task to do so: I want you to do so, so that I can better see and reply to your position.

Regarding the comment about assessing future Q_Ps from the standpoint of old ones, I still don't see a precise answer here. For example, if Q_P,T1 approves of Q_P,T2 which approves of Q_P,T3 but Q_P,T1 doesn't approve of Q_P,T3, then what are we to say? Did two good changes make a bad change?

I think what Eliezer is saying is that our evolutionary psychology, memetic history and reaction to current moral arguments form the computational trajectory for our moral judgment. All the points on this trajectory are acceptable moral judgments but when new experiences are fed back through base program this trajectory can shift. The shift takes place at the base of the line as it extends from the program, rather than curving in the middle to include all the current moral values. Moral values that are contacted by this line are good and any that aren't contacted by this line are not good, like an off-on switch. This is because current moral judgments flow backwards.

The aggregate moral trajectory adds up to humanity's morality when the function is filtered through the base program once again. So it continues to perform an update loop. Now if we edit the base program then it no longer provides consistent answers. This would be like taking a pill that makes it 'morally right' to kill people. What I am stuck on is how we could edit the base program and still have it produce consistent answers.

Eliezer, you’re assuming a very specific type of AI here.  There are at least three different types, each with its own challenges:
1.An AI created by clever programmers who grasp the fundamentals of intelligence.
2.An AI evolved in iterative simulations.
3.An AI based on modeling human intelligence, simulating our neural interactions based on future neuroscience.

Type 1 is dangerous because it will interpret whatever instructions literally and has as you say “no ghost.”  Type 2 is possibly the most dangerous because we will have no idea how it actually works.  There are already experiments that evolve circuits that perform specific tasks but whose actual workings are not understood.  In Type 3, we actually can anthropomorphize the AI, but it’s dangerous because the AI is basically a person and has all the problems of a person.

Given current trends it seems to me that slow progress is being made towards Type 2 and Type 3 Type 1 has stymied us for many years.

From the SIAI website, presumably by Eliezer: what makes us think we can outguess genuinely smarter-than-human intelligence?

Yet we keep having long discussions about what kind of morality to give the smarter-than-human AI. What am I missing?

He has essentially been saying that we need to program a moral system we feel is appropriate into the AI and constrain it so that it cannot operate outside of that system.  Its greater intelligence will then permit it to understand the implications of actions better than we can, and it will act in ways aligned with our chosen morality while having greater ability to plan and anticipate.

If you try to rule out a specific class of ways the AI could modify the programmer, the AI has a motive to superintelligently seek out loopholes and ways to modify the programmer indirectly.

There's a sci-fi story there about an AI that always follows orders manipulating everyone into ordering it to do something horrible.

Of course the humans would realize this at the last minute and stop themselves.

Were you thinking of All The Troubles Of The World by Isaac Asimov?

@Tom McCabe:
"Beware shutting yourself into a self-justifying memetic loop. If you had been born in 1800, and just recently moved here via time travel, would you have refused to listen to all of our modern anti-slavery arguments, on the grounds that no moral argument by negro-lovers could be taken seriously?"

Generally I think this is a valid point.  One shouldn't lightly accuse a fellow human of being irredeemably morally  broken, simply because they disagree with you on any particular conclusion.  But in this particular case, I'm willing to take that step.  If I know anything at all about morality, then I know murder is wrong.

@Alan Crossman, Roko:
No, I do not think that the moral theory that Eliezer is arguing for is relativism.  I am willing to say a paperclip maximizer is an abomination.  It is a thing that should not be.  Wouldn't a relativist say that passing moral judgments on a thing as alien as  that isn't meaningful?  Don't we lack a common moral context by which to judge (according to the relativist)?

Morality is real, but it is something that arose here, on this planet, among this species.  It is nearly universal among humans and that is good enough.  We shouldn't expect it to be universal among all intelligent beings.  Also it is not possible to concisely write down a definition for "should", any more than it is possible to write a concise general AI program.

Eliezer,
I have a few practical questions for you.  If you don't want to answer them in this tread, that's fine, but I am curious:

1) Do you believe humans have a chance of achieving uploading without the use of a strong AI?  If so, where do you place the odds?

2) Do you believe that uploaded human minds might be capable of improving themselves/increasing their own intelligence within the framework of human preference?  If so, where do you place the odds?

3) Do you believe that increased-intelligence-uploaded humans might be able to create an fAI with more success than us meat-men?  If so, where do you place the odds?

4) Where do you place the odds of you/your institute creating an fAI faster than 1-3 occurring?

5) Where do you place the odds of someone else creating an unfriendly AI faster than 1-3 occurring?

6) Where do you place the odds of you/your institute creating an unfriendly AI in an attempt to create a friendly one?

7) Do you have any external validation (ie, unassociated with your institute and not currently worshiping you) for this estimate, or does it come exclusively from calculations you made?

Whoops! This system doesn't link to the exact comment. Here's the text quote:

@Eliezer: Sophiesdad, you should be aware that I'm not likely to take your advice, or even take it seriously. You may as well stop wasting the effort.

Q_Mary includes both 'What maximizes Mary's pleasure?' and her responsivity to the moral arguments that will change this view.  EV_Q_Mary may well be construed as 'What maximizes the sum of pleasure?'  It seems to me that the ordinary usage of 'should' takes into account responsivity to moral arguments; and so, rationalizing it, it should refer to EV_Q_Mary.

An interesting question.  On the one hand, administering to you a drug, is not an argument; we would normally say that you could reject this on a moral level even though it would produce an empirical change in your utility function.  On the other hand, fundamentalist theists may insist that their value is to not be allowed to change, ever.  I would at the least say that responsiveness to factual arguments is always valid - but that itself is a moral judgment on my part.

That's progress.  The ancient Greeks might well be horrified at certain aspects of our civilization.

With Toby, I'm still not clear on what is being suggested.  Apparently you approve of some processes that would change your moral beliefs and disapprove of others, but you aren't willing to describe your approval in terms of how close your beliefs would get to some ideal counterfactual such as "having heard and understood all relevant arguments."  So you need some other way to differentiate approved vs. disapproved influences.

Well, yes.  For example, learning a new fact is approved.  Administering to me a drug is unapproved.  Would you disagree with these moral judgments?

Oh, I'd be perfectly willing to describe it in those terms, if I thought I could get away with it.  But you can't get away with that in FAI work.

Words like "relevant" assume precisely that distinction between approved and unapproved.

Humans don't start out all that tremendously coherent, so the "ideal counterfactual" cannot just be assumed into existence - it's at least possible that different orders in which we "hear and understand" things would send us into distinct attractors.

You would have to construe some specific counterfactual, and that choice itself would be morally challengeable; it would be a guess, part of your Q_P.  It's not like you can call upon an ideal to write code; let alone, write the code that defines itself.

For EV_Q_P to be defined coherently, it has to be bootstrapped out of Q_P with a well-defined order of operations in which no function is called before it has been defined.  You can't say that EV_Q_P is whatever EV_Q_P says it should be.  That either doesn't halt, or outputs anything.

When you use a word like ideal in "ideal counterfactual", how to construe that counterfactual is itself a moral judgment.  If that counterfactual happens to define "idealness", you need some non-ideal definition of it to start with, or the recursion has no foundation.

Eliezer, it is not clear you even approve of changes due to learning new facts, as you'd distrust an AI persuading you only via telling you new facts.  And yes if your approval of the outcome depends on the order in which you heard arguments then you also need a way to distinguish approved from not approved argument orders.

The outcome depends on intervention, and outcome following from no intervention can't be the guiding light. Without intervention, humans consistently die. Does it mean that it is morally right for them to die? Does it mean that a dead human should be left dead, that a human that was forced to take a pill that makes him want to kill people should be aided in killing people? Intervention is judged from within the framework of current morality, and it is not enough to look at the actions. Morality is an algorithm that is designed to work in many contexts, most of which won't actually occur. Reasoning about possible changes requires considering this algorithm, and meanings of morality-related concepts, such as "should", "could" and "better" are rooted in the structure of this algorithm. To build the question-seeking question, it is not enough to refer to the actual dynamics of question's implementation, it is also necessary to present this implementation through the lens of algorithmic structure, as recognized from our moral framework.

This suggests that even describing a fixed number of elements of this algorithm might not be enough to capture its meaning, the meaning of moral progress as we envision from within our moral framework. Saying "that thing over there" doesn't capture it, because understanding this question requires being able to look in the right way.

Well, for that matter, there are some AIs I'd trust to administer drugs to me, just as there are some AIs I wouldn't trust to tell me true facts.

At this point, though, it becomes useful to distinguish metaethics for human use and metaethics in FAI.  In terms of metaethics for human use, any human telling you a true fact that affects your morality, is helping you; in terms of metaethics for human use, we don't worry too much about the orderings of valid arguments.

In FAI you've got to worry about a superintelligence searching huge amounts of argument-sequence space.  My main thought for handling this sort of thing, consists of searching all ways and superposing them and considering the coherence or incoherence thereof as the extrapolated volition, rather than trying to map out one unique/optimal path.

Eliezer: In FAI you've got to worry about a superintelligence searching huge amounts of argument-sequence space. My main thought for handling this sort of thing, consists of searching all ways and superposing them and considering the coherence or incoherence thereof as the extrapolated volition, rather than trying to map out one unique/optimal path.

But how to determine what kinds of modifications are allowed in the mix? Is hitting with an iron rod an argument? What is the coherence of superposition of extrapolations? Is lying dead and gradually decaying coherent?

Eliezer's famous AI-in-a-box experiment is a good example of the questionable nature of minds changed by information. Two independent people who were adamant that they would keep the simulated AI in the box were persuaded otherwise, by merely a very intelligent human. Presumably a super-intelligent AI would be far more persuasive. In that context it is hard to say what information is safe and what is unsafe.

For the people who changed their minds and let Eliezer out of the box, was that a moral action? Beforehand, they would have been horrified at the prospect of failing their responsibility so dramatically, and would probably have viewed it as a moral failure. Yet in the end, presumably they thought they were doing right.

Unfortunately, the shield of privacy which has been drawn over these fascinating experiments has prevented a full-scale discussion of the issues they raise.

Given that the morality we want to impose on a FAI is kind of incoherent, maybe we should get an AI to make sense of it first?

Tarzan, me Jane: "Yet we keep having long discussions about what kind of morality to give the smarter-than-human AI. What am I missing?"

Fascinating discussion and blog. Surely one obvious safeguard to a super-smart AI agent going morally astray or running amok would be to inseparably associate with it a dumber "confessor" AI agent which, while lacking its prowess and flexibility, would have at least the run-of-the-mill intelligence to detect when a proposal might conflict with acceptable human moral standards.

I called it a confessor, by analogy with priests privy to the sins and wicked thoughts of even powerful people. But loads of analogies come to mind, for example an eight stone jockey controlling a half ton race horse, faster than the rider, or a high-resistance loop off a million volt power line to which a small instrument can be rigged to indicate the current flowing in the main line.

You could even have a cascade of agents, each somewhat dumber and less flexible than the next, but all required to justify their decisions down the line prior to action, and the first which failed to agree on a plan (by either not understanding it or concluding it was immoral) would flag up a warning to human observers.

One thing I kind of like about this idea is the 'confessor' could be faster than the 'horse' simply by being dumber (and taking less code to run).

Well then the answer is simple: Instead of setting the goal as doing what you would do at that specific point in time (which might actually work, assuming that you didn't want your will to be modified to want something thats cheap), you set it to do what it thinks you, at the time you created it would want. If you assume that the AI would know you would want it to do what the you in the future would want it to do, but not sickly modify you to want weird things (like death which is the cheapest thing.) Problem solved, although your AI is going to have to have alot of background knowlege and intelligence to actually pull this off. 

It seems to me that while the terminal values of morality per individuals might be fixed, and per species might be relatively invariant, the things to do to get the most 'points' (utility?) might well seem as though the supposedly friendly AI was behaving in a pretty evil manner to us. I wonder if, whether the friendly ai project succeeds or not, how soon if at all we would really know that it had worked.
I suppose, though, that's putting it in terms of human levels of intelligence. To us the only solution to overpopulation for instance might seem having a bunch of us die off so the rest, and future generations, can live more comfortably (birth control alone results in problems where you have too many grandparents and not enough caretakers, like the "four-two-one" problem in China). If overpopulation turned out to be a huge problem, a sufficiently advanced AI might be able to mobilize enough infrastructure to house people rapidly enough that their quality of life might not be diminished enough that euthanizing a good portion to preserve the lives and sanity of the remainder might not be the only option. Some high-population-density structures seem like they might actually be enjoyable places to live...
Stil, its entirely possible that for non-terminal reasons a perfectly friendly AI might scare the hell out of us, although if it was forced to do that, it would very likely be better than the alternative consequence it was seeking to avoid.

Let me see if I get this by repeating it in my own words:
The answer to the question, "what do I want?" is: "Whatever will save the most people/create the most happiness/etc."
The answer to the question "what is right?" is: Whatever action will save the most people/create the most happiness/etc. Possibly donating to charity.

The answer to the question "what is right?" is: Whatever action will save the most people/create the most happiness/etc.

As I understand it, it's not that the latter is the answer to that question, it's that they're the same question.

It's not that it just happens to be Right to do what a certain Huge Blob of Computation tells you to do; the idea is that moral words like "right" and "should" are pointers to that Huge Blob and nothing else. Beyond that, there's no separable essence of morality such that it's anything other than a tautology to say "What is right? Whatever action will save the most lives, create the most fun, ..." The feeling of separable epiphenomenal essences is a common (not just about morality) fallacy that's discussed in several posts in the Words sequence, IIRC.

After reading this, the thought just spins in my head that ALL people initially perceive morality as something objective, but not just as your preferences, so they may even wonder "does something become right simply because someone wants it?"  , though there really isn't any true general right, just what someone thinks is right.  As noted earlier, people perceive correctness as action.morality, when in fact it is human.moralityOf(action).

ALL people initially perceive morality as something objective, but as your preferences, so they may even wonder “does something become right simply because someone wants it?”

Was that supposed to read "as something objective, but ALSO as your preferences".



Inseparably Right; or, Joy in the Merely Good

I fear that in my drive for full explanation, I may have obscured the punchline from my theory of metaethics.  Here then is an attempted rephrase:

There is no pure ghostly essence of goodness apart from things like truth, happiness and sentient life.

What do you value?  At a guess, you value the life of your friends and your family and your Significant Other and yourself, all in different ways.  You would probably say that you value human life in general, and I would take your word for it, though Robin Hanson might ask how you've acted on this supposed preference.  If you're reading this blog you probably attach some value to truth for the sake of truth.  If you've ever learned to play a musical instrument, or paint a picture, or if you've ever solved a math problem for the fun of it, then you probably attach real value to good art.  You value your freedom, the control that you possess over your own life; and if you've ever really helped someone you probably enjoyed it.  You might not think of playing a video game as a great sacrifice of dutiful morality, but I for one would not wish to see the joy of complex challenge perish from the universe.  You may not think of telling jokes as a matter of interpersonal morality, but I would consider the human sense of humor as part of the gift we give to tomorrow.

Your brain assesses these things I have said, or others, or more, depending on the specific event, and finally affixes a little internal representational label that we recognize and call "good".

There's no way you can detach the little label from what it stands for, and still make ontological or moral sense.

Why might the little 'good' label seem detachable?  A number of reasons.

Mainly, that's just how your mind is structured—the labels it attaches internally seem like extra, floating, ontological properties.

And there's no one value that determines whether a complicated event is good or not—and no five values, either.  No matter what rule you try to describe, there's always something left over, some counterexample.  Since no single value defines goodness, this can make it seem like all of them together couldn't define goodness.  But when you add them up all together, there is nothing else left.

If there's no detachable property of goodness, what does this mean?

It means that the question, "Okay, but what makes happiness or self-determination, good?" is either very quickly answered, or else malformed.

The concept of a "utility function" or "optimization criterion" is detachable when talking about optimization processes.  Natural selection, for example, optimizes for inclusive genetic fitness.  But there are possible minds that implement any utility function, so you don't get any advice there about what you should do.  You can't ask about utility apart from any utility function.

When you ask "But which utility function should I use?" the word should is something inseparable from the dynamic that labels a choice "should"—inseparable from the reasons like "Because I can save more lives that way."

Every time you say should, it includes an implicit criterion of choice; there is no should-ness that can be abstracted away from any criterion.

There is no separable right-ness that you could abstract from pulling a child off the train tracks, and attach to some other act.

Your values can change in response to arguments; you have metamorals as well as morals.  So it probably does make sense to think of an idealized good, or idealized right, that you would assign if you could think of all possible arguments.  Arguments may even convince you to change your criteria of what counts as a persuasive argument.  Even so, when you consider the total trajectory arising out of that entire framework, that moral frame of reference, there is no separable property of justification-ness, apart from any particular criterion of justification; no final answer apart from a starting question.

I sometimes say that morality is "created already in motion".

There is no perfect argument that persuades the ideal philosopher of perfect emptiness to attach a perfectly abstract label of 'good'.  The notion of the perfectly abstract label is incoherent, which is why people chase it round and round in circles.  What would distinguish a perfectly empty label of 'good' from a perfectly empty label of 'bad'?  How would you tell which was which?

But since every supposed criterion of goodness that we describe, turns out to be wrong, or incomplete, or changes the next time we hear a moral argument, it's easy to see why someone might think that 'goodness' was a thing apart from any criterion at all.

Humans have a cognitive architecture that easily misleads us into conceiving of goodness as something that can be detached from any criterion.

This conception turns out to be incoherent.  Very sad.  I too was hoping for a perfectly abstract argument; it appealed to my universalizing instinct.  But...

But the question then becomes: is that little fillip of human psychology, more important than everything else?  Is it more important than the happiness of your family, your friends, your mate, your extended tribe, and yourself?  If your universalizing instinct is frustrated, is that worth abandoning life?  If you represented rightness wrongly, do pictures stop being beautiful and maths stop being elegant?  Is that one tiny mistake worth forsaking the gift we could give to tomorrow?  Is it even really worth all that much in the way of existential angst?

Or will you just say "Oops" and go back to life, to truth, fun, art, freedom, challenge, humor, moral arguments, and all those other things that in their sum and in their reflective trajectory, are the entire and only meaning of the word 'right'?

Here is the strange habit of thought I mean to convey:  Don't look to some surprising unusual twist of logic for your justification.  Look to the living child, successfully dragged off the train tracks.  There you will find your justification.  What ever should be more important than that?

I could dress that up in computational metaethics and FAI theory—which indeed is whence the notion first came to me—but when I translated it all back into human-talk, that is what it turned out to say.

If we cannot take joy in things that are merely good, our lives shall be empty indeed.

Eliezer, thank you for this clear explanation. I'm just now making the connection to your calculator example, which struck me as relevant if I could only figure out how. Now it's all fitting together.

How does this differ from personal preference? Or is it simply broader in scope? That is, if an individual's calculation includes "self-interest" and weighs it heavily, personal preference might be the result of the calculation, which fits inside your metamoral model, if I'm reading things correctly.

Most goods don't depend justificationally on your state of mind, even though that very judgment is implemented computationally by your state of mind.  A personal preference depends justificationally on your state of mind.

If we cannot take joy in things that are merely good, our lives shall be empty indeed
I suppose the ultimate in emptiness is non-existence. What's your opinion on anti-natalism?

Eliezer, you write, "Most goods don't depend justificationally on your state of mind, even though that very judgment is implemented computationally by your state of mind. A personal preference depends justificationally on your state of mind."

Could you elaborate on this distinction?  (IIRC, most of what you've written explicitly on the difference between preference and morality was in your dialogues, and you've warned against attributing any views in those dialogues to you.)

In particular, in what sense do "personal preferences depend justificationally on your state of mind"?  If I want to convince someone to prefer rocky road ice cream over almond praline, I would most likely proceed by telling them about the ingredients in rocky road that I believe that they like more than the ingredients in almond praline.  Suppose that I know that you prefer walnuts over almonds.  Then my argument would include lines like "rocky road contains walnuts, and almond praline contains almonds."  These would not be followed by something like "... and you prefer walnuts over almonds."   Yes, I wouldn't have offered the comparison if I didn't believe  that that was the case, but, so far as the structure of the argument is concerned, such references to your preferences would be superfluous.  Rather, as you've explained with morality, I would be attempting to convince you that rocky road has certain properties.  These properties are indeed the ones that I think will make the system of preferences within you prefer rocky road over almond praline.  And, as with morality, that system of preferences is a determinate computational property of your mind as it is at the moment.  But, just as in your account of moral justification as I understand it, I don't need to refer to that computational property to make my case.  I will just try to convince you that the facts are such that certain things are to be found in rocky road.  These are things that happen to be preferred by your preference system, but I won't bother to try to convince you of that part.

Actually, the more I think about this ice cream example, the more I wonder whether you wouldn't consider it to be an example of moral justification.  So, I'm curious to know an example of what you would consider to be a personal preference but not a moral preference.

I too was hoping for a perfectly abstract argument; it appealed to my universalizing instinct.  But...

Good post, Eliezer. Now that I've read it (and the previous one), I can clearly see (I think) why you think CEV is a good idea, and how you arrived at it. And now I'm not as skeptical about it as I was before.

Ben, my FAI-coding instincts at the time were pretty lousy.  The concept does not appeal to my modern instinct; and calling the instinct I had back then an "FAI-coding" one is praising it too highly.

Tyrrell, the distinction to which I refer, is the role that "Because I like walnuts over almonds" plays in my justification for choosing rocky road, and presumably your motive for convincing me thereof if you're an altruist.  We can see the presence of this implicit justification, whether or not it is mentioned, by asking the following moral question:  "If-counterfactual I came to personally prefer almonds over walnuts, would it be right for me to choose praline over rocky road?"  The answer, "Yes", reveals that that there is an explicit, quoted, justificational dependency, in the moral computation, on my state of mind and preference.

This is not to be confused with a physical causal dependency of my output on my brain, which always exists, even for the calculator that asks only "What is 2 + 3?"  The calculator's output depends on its transistors, but it has not asked a personal-preference-dependent question.

Beautiful, and very true indeed. Nothing new, but your way of expression is so elegant! Your mind is clear and genuine, this fills me with joy and hope!

I think everything you say in this post is correct. But there's nothing like a universal agreement as to what is "good", and although our ideas as to what is good will change over time, I see no reason to believe that they will converge.

The problem that arises with this point of view is that you have not defined one rightness, you have defined approximately 6 billion rightnesses, one for each person on the planet, and they are all different. Some - perhaps most of them - are not views that the readers of this blog would identify with.

The question of whose rightness gets to go into the AI still arises, and I don't think that the solution you have outlined is really up to the task of producing a notion of rightness that everyone on the planet agrees with. Not that I blame you: it's an impossible task!

I concede that the ethical system for a superintelligent seed AI is not the place to try out new moral theories. The ideal situation would be one where the change of substrate - of intelligence moving from flesh to silicon - is done without any change of ethical outlook, so as to minimize the risk of something uncalled for happening.

I would endorse a more limited effort which focused on recreating the most commonly accepted values our society: namely rational western values. I would also want to work on capturing the values of our society as a narrow AI problem before one switches on a putative seed AGI. Such an effort might involve extensive data mining and testing and calibration in real world. This would come closer to the ideal of minimizing the amount that mind changes whilst substrate changes. Attempting to synthesize and extrapolate the widely differing values of every human on the planet is something that has never been attempted before, and is a bad idea to try and do anything new and risky at the same time as switching on a seed AI.

I think that there is a lot to be said about realist and objective ethics: the application of such work is not to seed AI, though. It is to the other possible routes to superintelligence and advanced technology, which will likely happen under the guidance of human society at large. Technology policy decisions require an ethical and value outlook, so it is worth thinking about how to simplify and unify human values. This doesn't actually contradict what you've said: you talk about the

"total trajectory arising out of that entire framework"

I think that ethical guidance for technology policy decisions is probably marginally more urgent than ethical guidance for seed AIs - merely because there is very little chance of anyone writing a recursively self-improving seed AI in the next 10 years. In the future this will probably change. I still think that ethical systems for seed AI is an extremely important task.

That's not what CEV is for.  It's for not taking over the world, or if you prefer, not being a jerk, to the maximum extent possible.  The maximum extent impossible is not really on the table.

Then you have very little perspective on your place in history, my dear savage barbarian child.

That ain't a narrow AI problem and you ain't doin' it with no narrow AI.

My metaethics is real and objective, just not universal.  Fixed computations are objective, and at least halfway real.

It seems to me human life has value insofar as dead people can't be happy, discover truth, and so on; but not beyond that.

My position on natalism is as follows:  If you can't create a child from scratch, you're not old enough to have a baby.

This rule may be modified under extreme and unusual circumstances, such as the need to carry on the species in the pre-Singularity era, but I see no reason to violate it under normal conditions.

Presumably anti-natalists would deny the need to carry on the species because they expect the negative value of future suffering to outweigh the positive value of future happiness, truth, etc.

@ Eliezer: "My metaethics is real and objective, just not universal. Fixed computations are objective, and at least halfway real."

see wikipedia: -  According to the ethical objectivist, the truth or falsity of typical moral judgments does not depend upon the beliefs or feelings of any person or group of persons. This view holds that moral propositions are analogous to propositions about chemistry, biology, or history: they describe (or fail to describe) a mind-independent reality. When they describe it accurately, they are true --- no matter what anyone believes, hopes, wishes, or feels.

Yes, Roko, and the answer to the question "Was the child successfully dragged off the train tracks?" does not depend on the belief or feelings of any person or group of persons; if the child is off the train tracks, that is true no matter what anyone believes, hopes, wishes, or feels.  As this is what I identify with the meaning of the term, 'good'...

@Eliezer: "As this is what I identify with the meaning of the term, 'good'..."

I'm still a little cloudy about one thing though Eliezer, and this seems to be the point Roko is making as well. Once you have determined what physically has happened in a situation, and what has caused it, how do inarguably decide that it is "good" or "bad"? Based on what system of prefering one physical state over another?

Obviously, saving a child from death is good, but how do you decide in trickier situations where intuition can't do the work for you, and where people just can't agree on anything, like say, abortion?

All you've done is write down your own beliefs and feelings (that it is a good thing that the child was pulled off the train tracks), reified it, and then claimed objectivity. But clearly, if you had had a different belief in the first place, you would have reified a different question/notion of morality. Yes, it is an objective fact that that is is what you think is moral, but I feel that this is unhelpful.

And, of course, this lack of objectivity leads to problems, because different people will have their own notions of goodness. My notion of goodness may be slightly different to yours - how can we have a sensible conversation where you insist on using the word "morality" to refer to morality_Eliezer2008? (Or worse still, where you use "moral" to mean "the morality that CEV outputs")

I think the child on train tracks/orphan in burning building tropes you reference back to prey on bias, rather than seek to overcome it. And I think you've been running from hard questions rather than dealing with them forthrightly (like whether we should give primacy to minimizing horrific outcomes or to promoting social aesthetics like "do not murder children" or minimizing horrific outcomes). To me this sums up to you picking positions for personal status enhancement rather than for solving the challenges we face. I understand why that would be salient for a non-anonymous blogger. I hope you at least do your best to address them anonymously. Otherwise we could be left with a tragedy of the future outcomes commons, with all the thinkers vying for status over maximizing our future outcomes.

should read: (like whether we should give primacy to minimizing horrific outcomes or to promoting social aesthetics like "do not murder children").

"My notion of goodness may be slightly different to yours - how can we have a sensible conversation where you insist on using the word "morality" to refer to morality_Eliezer2008?"

This is an important objection, which I think establishes the inadequacy of Eliezer's analysis.  It's a datum (which any adequate metaethical theory must account for) that there can be substantive moral disagreement. When Bob says "Abortion is wrong", and Sally says, "No it isn't", they are disagreeing with each other.

I don't see how Eliezer can accommodate this. On his account, what Bob asserted is true iff abortion is prohibited by the morality_Bob norms. How can Sally disagree? There's no disputing (we may suppose) that abortion is indeed prohibited by morality_Bob. On the other hand, it would be changing the subject for Sally to say "Abortion is right" in her own vernacular, where this merely means that abortion is permitted by the morality_Sally norms. (Bob wasn't talking about morality_Sally, so their two claims are - on Eliezer's account - quite compatible.)

Since there is moral disagreement, whatever Eliezer purports to be analysing here, it is not morality.

[For more detail, see 'Is Normativity Just Semantics?]

Roko: "And, of course, this lack of objectivity leads to problems, because different people will have their own notions of goodness."

Don't forget the psychological unity of mankind.  Whatever is in our DNA that makes us care about morality at all is a complex adaptation, so it must be pretty much the same in all of us.  That doesn't mean everyone will agree about what is right  in particular cases, because they have considered different moral arguments (or in some cases, confused mores with morals), but that-which-responds-to-moral-arguments is the same.

Richard:  Abortion isn't a moral debate.  The only reason people disagree about it is because some of them don't understand what souls are made of, and some of them do.  Abortion is a factual debate about the nature of souls.  If you know the facts, the moral conclusions are indisputable and obvious.

Larry, not that the particular example is essential to my point, but you're clearly not familiar with the strongest pro-life arguments.

There's no disputing (we may suppose) that abortion is indeed prohibited by morality_Bob.

This isn't the clearest example, because it seems like abortion is one of those things everyone would come to agree on if they knew and understood all the arguments. A clearer example is a pencil-maximizing AI vs a paperclip-maximizing AI. Do you think that these two necessarily disagree on any facts? I don't.

It's a datum (which any adequate metaethical theory must account for) that there can be substantive moral disagreement. When Bob says "Abortion is wrong", and Sally says, "No it isn't", they are disagreeing with each other.

I wonder though: is this any more mysterious than a case where two children are arguing over whether strawberry or chocolate ice cream is better?

In that case, we would happily say that the disagreement comes from their false belief that it's a deep fact about the universe which ice cream is better. If Eliezer is right (I'm still agnostic about this), wouldn't moral disagreements be explained in an analogous way?

Richard:  You were correct.  That is indeed the strongest pro-life argument I've ever read.  And although it is quite wrong, the error is one of moral reasoning and not merely factual.

HA: To me this sums up to you picking positions for personal status enhancement rather than for solving the challenges we face. I understand why that would be salient for a non-anonymous blogger. I hope you at least do your best to address them anonymously. Otherwise we could be left with a tragedy of the future outcomes commons, with all the thinkers vying for status over maximizing our future outcomes.

If you were already blogging and started an anonymous blog, how would you avoid giving away your identity in your anonymous blog through things like your style of thinking, or the sort of background justifications you use? It doesn't seem to me like it could be done.

It seems to me like the word "axioms" belongs in here somewhere.

Eliezer, sure, but that can't be the whole story. I don't care about some of the stuff most people care about. Other people whose utility functions differ in similar but different ways from the social norm are called "psychopaths", and most people think they should either adopt their morals or be removed from society. I agree with this.

So why should I make a special exception for myself, just because that's who I happen to be? I try to behave as if I shared common morals, but it's just a gross patch. It feels tacked on, and it is.

I expected (though I had no idea how) you'd come up with an argument that would convice me to fully adopt such morals. But what you said would apply to any utility function. If a paperclip maximizer wondered about morality, you could tell it: "'Good' means 'maximizes paperclips'. You can think about it all day long, but you'd just end up making a mistake. Is that worth forsaking the beauty of tiling the universe with paperclips?  What do you care there exists in mindspace minds that drag children off train tracks?" and it'd work just as well. Yet if you could, I bet you'd choose to make the paperclip maximizer adopt your morals.

Hi,
       This discussion borders on a thought that I've had for a long time, and haven't quite come to terms with; and that is the idea that there are places were reason can explain things, and places where reason cannot explain things, the latter being by far the more frequent. It seems to me that the basis of most of our actions, motivations, thoughts are really grounded in feelings/desires/emotions...... what we want, what we like, what we want to be.... and that the application of reason to our lives, is in most cases.... a means of justifying and acting on these feelings and desires. We are not rational creatures. We can, and do, apply reason very effectively to certain areas of human endeavour, but in most of the things we do, it's not very effective. I'm not knocking reason.... it can be very useful. I'm sure that I have not explained myself very well. Perhaps someone with more knowledge and insight into what I'm trying to say can flesh it out. 
I apologize if I did not address the issue under discussion, but it provided me with an opportunity to get this idea out, and see what others have to say about it.
...... john



Sorting Pebbles Into Correct Heaps

Once upon a time there was a strange little species—that might have been biological, or might have been synthetic, and perhaps were only a dream—whose passion was sorting pebbles into correct heaps.

They couldn't tell you why some heaps were correct, and some incorrect.  But all of them agreed that the most important thing in the world was to create correct heaps, and scatter incorrect ones.

Why the Pebblesorting People cared so much, is lost to this history—maybe a Fisherian runaway sexual selection, started by sheer accident a million years ago?  Or maybe a strange work of sentient art, created by more powerful minds and abandoned?

But it mattered so drastically to them, this sorting of pebbles, that all the Pebblesorting philosophers said in unison that pebble-heap-sorting was the very meaning of their lives: and held that the only justified reason to eat was to sort pebbles, the only justified reason to mate was to sort pebbles, the only justified reason to participate in their world economy was to efficiently sort pebbles.

The Pebblesorting People all agreed on that, but they didn't always agree on which heaps were correct or incorrect.

In the early days of Pebblesorting civilization, the heaps they made were mostly small, with counts like 23 or 29; they couldn't tell if larger heaps were correct or not.  Three millennia ago, the Great Leader Biko made a heap of 91 pebbles and proclaimed it correct, and his legions of admiring followers made more heaps likewise.  But over a handful of centuries, as the power of the Bikonians faded, an intuition began to accumulate among the smartest and most educated that a heap of 91 pebbles was incorrect.  Until finally they came to know what they had done: and they scattered all the heaps of 91 pebbles.  Not without flashes of regret, for some of those heaps were great works of art, but incorrect.  They even scattered Biko's original heap, made of 91 precious gemstones each of a different type and color.

And no civilization since has seriously doubted that a heap of 91 is incorrect.

Today, in these wiser times, the size of the heaps that Pebblesorters dare attempt, has grown very much larger—which all agree would be a most great and excellent thing, if only they could ensure the heaps were really correct.  Wars have been fought between countries that disagree on which heaps are correct: the Pebblesorters will never forget the Great War of 1957, fought between Y'ha-nthlei and Y'not'ha-nthlei, over heaps of size 1957.  That war, which saw the first use of nuclear weapons on the Pebblesorting Planet, finally ended when the Y'not'ha-nthleian philosopher At'gra'len'ley exhibited a heap of 103 pebbles and a heap of 19 pebbles side-by-side.  So persuasive was this argument that even Y'not'ha-nthlei reluctantly conceded that it was best to stop building heaps of 1957 pebbles, at least for the time being.

Since the Great War of 1957, countries have been reluctant to openly endorse or condemn heaps of large size, since this leads so easily to war.  Indeed, some Pebblesorting philosophers—who seem to take a tangible delight in shocking others with their cynicism—have entirely denied the existence of pebble-sorting progress; they suggest that opinions about pebbles have simply been a random walk over time, with no coherence to them, the illusion of progress created by condemning all dissimilar pasts as incorrect.  The philosophers point to the disagreement over pebbles of large size, as proof that there is nothing that makes a heap of size 91 really incorrect—that it was simply fashionable to build such heaps at one point in time, and then at another point, fashionable to condemn them.  "But... 13!" carries no truck with them; for to regard "13!" as a persuasive counterargument, is only another convention, they say.  The Heap Relativists claim that their philosophy may help prevent future disasters like the Great War of 1957, but it is widely considered to be a philosophy of despair.

Now the question of what makes a heap correct or incorrect, has taken on new urgency; for the Pebblesorters may shortly embark on the creation of self-improving Artificial Intelligences.  The Heap Relativists have warned against this project:  They say that AIs, not being of the species Pebblesorter sapiens, may form their own culture with entirely different ideas of which heaps are correct or incorrect.  "They could decide that heaps of 8 pebbles are correct," say the Heap Relativists, "and while ultimately they'd be no righter or wronger than us, still, our civilization says we shouldn't build such heaps.  It is not in our interest to create AI, unless all the computers have bombs strapped to them, so that even if the AI thinks a heap of 8 pebbles is correct, we can force it to build heaps of 7 pebbles instead.  Otherwise, KABOOM!"

But this, to most Pebblesorters, seems absurd.  Surely a sufficiently powerful AI—especially the "superintelligence" some transpebblesorterists go on about—would be able to see at a glance which heaps were correct or incorrect!  The thought of something with a brain the size of a planet, thinking that a heap of 8 pebbles was correct, is just too absurd to be worth talking about.

Indeed, it is an utterly futile project to constrain how a superintelligence sorts pebbles into heaps.  Suppose that Great Leader Biko had been able, in his primitive era, to construct a self-improving AI; and he had built it as an expected utility maximizer whose utility function told it to create as many heaps as possible of size 91.  Surely, when this AI improved itself far enough, and became smart enough, then it would see at a glance that this utility function was incorrect; and, having the ability to modify its own source code, it would rewrite its utility function to value more reasonable heap sizes, like 101 or 103.

And certainly not heaps of size 8.  That would just be stupid.  Any mind that stupid is too dumb to be a threat.

Reassured by such common sense, the Pebblesorters pour full speed ahead on their project to throw together lots of algorithms at random on big computers until some kind of intelligence emerges.  The whole history of civilization has shown that richer, smarter, better educated civilizations are likely to agree about heaps that their ancestors once disputed.  Sure, there are then larger heaps to argue about—but the further technology has advanced, the larger the heaps that have been agreed upon and constructed.

Indeed, intelligence itself has always correlated with making correct heaps—the nearest evolutionary cousins to the Pebblesorters, the Pebpanzees, make heaps of only size 2 or 3, and occasionally stupid heaps like 9.  And other, even less intelligent creatures, like fish, make no heaps at all.

Smarter minds equal smarter heaps.  Why would that trend break?

This post hits me far more strongly than the previous ones on this subject.

I think your main point is that it's positively dangerous to believe in an objective account of morality, if you're trying to build an AI. Because you will then falsely believe that a sufficiently intelligent AI will be able to determine the correct morality - so you don't have to worry about programming it to be friendly (or Friendly).

I'm sure you've mentioned this before, but this is more forceful, at least to me. Thanks.

Personally, even though I've mentioned that I thought there might be an objective basis for morality, I've never believed that every mind (or even a large fraction of minds) would be able to find it. So I'm in total agreement that we shouldn't just assume a superintelligent AI would do good things.

In other words, this post drives home to me that, pragmatically, the view of morality you propose is the best one to have, from the point of view of building an AI.

The whole history of civilization has shown that richer, smarter, better educated civilizations are more likely to agree about heaps that their ancestors disputed
Are you saying there is in general more agreement among later civilizations so that disagreement should asymptotically approach zero? That would seem odd to me, because it conflicts with the fish, who have no disagreements at all. So then what does it mean?

The fish do not build heaps at all, and are therefore incapable of civilization or even meaningful disagreement on the correctness of heaps. So they should be excluded. (is what the PebbleSorter people might have thought)

This seems to imply that the relativists are right. Of course there's no right way to sort pebbles, but if there really is an absolute morality that AIs are smart enough to find, then they'll find it and rule us with it.

Of course, there could be an absolute morality that AIs aren't smart enough to find either. Then we'd take pot luck. That might not be so good. Many humans believe that there is an absolute morality that governs their treatment of other human beings, but that no morality is required when dealing with lower animals, who lack souls and full i... (read more)

It seems that the Pebblesorting People had no problems with variations in spelling of their names. (Biko=Boki)

TGGP: Well, any idiot can see that the fish only don't disagree because they're not accomplishing anything to disagree about.  They don't build any heaps at all, the stupid layabouts.  Thus, theirs is a wholly trivial and worthless sort of agreement.  The point of life is to have large, correct heaps.  To say we should build no heaps is as good as suicide.

I am not quite sure what this story is getting at. I'd guess it's saying that we need to understand how human morality arises on a more fundamental (computable/programmable?) level before we can be sure that we can program AIs that will adhere to it, but the basis of human morality is (presumably) so much more complicated than the "prime numbers = good" presented here that the analogy is a bit strained. I may be interpreting this entirely wrongly.

ShardPhoenix: "the basis of human morality is (presumably) so much more complicated than the "prime numbers = good" presented here that the analogy is a bit strained"

I actually didn't notice that the Pebblesorters like primes until I read this comment. Somehow I feel as if this supports Eliezer's point in some way which I can't notice on my own either.

There is a pattern to what kinds of heaps the Pebblesorters find "right" and "wrong", but they haven't figured it out yet. They have always just used their intuition to decide if a heap was right or wrong, but their intuition got less precise in extreme cases like very large heaps. The Pebblesorters would have been better off if only they could have figured out the pattern and applied it to extreme heaps, rather than fighting over differences of intuition.

Also if they had just figured out the pattern, they could have programmed it into the AI rather than hoping that the AI's intuition would be exactly the same as their own, or manually programming the AI with every special case.

I think this was the main point of the essay but it went right over my head at first.

In fact, a superintelligent AI would easily see that the Pebble people are talking about prime numbers even if they didn't see that themselves, so as long as they programmed the AI to make "correct" heaps, it certainly would not make heaps of 8, 9, or 1957 pebbles. So if anything, this supports my position: if you program an AI that can actually communicate with human beings, you will naturally program it with a similar morality, without even trying.

Apart from that, this post seems to support TGGP's position. Even if there is some computation (i.... (read more)

You are smart enough to tell that 8 pebbles is incorrect. Knowing that, will you dedicate your life to sorting pebbles into prime-numbered piles, or are you going to worry about humans? How can the pebble-sorters be so sure that they won't get an AI like you?

Nobody's arguing that a superintelligent AI won't know what we want. The problem is that it might not care.

If as Eliezer suggests, human morality might be describable but is perfectly arbitrary, you had better hope we are the first to build FAI. A pebblesorter FAI would break our planet up for a prime-numbered heap of rubble chunks.

Are you arguing that a few simple rules describe what we're all trying to get at with our morality?  That everyone's moral preference function is the same deep down?  That anything that appears to be a disagreement about what is desirable is actually just a disagreement about the consequences of these shared rules, and could therefore always be resolved in principle by a discussion between any two sufficiently wise, sufficiently patient debaters?  And that moral progress consists of the moral zeigeist moving closer to what those rules capture?

That certainly would be convenient for the enterprise of building FAI.

In the case of a set of possible goal states with no mathematical structure, i.e. such that there are no objective relations between those goals, there is clearly no objectively best goal. Like elements of an abstract set, goals without relations between them cannot be superior to one another. But our world is not like this! Goals do have relations between them. Steve Omohundro wrote two papers about the relations between various goals that an agent can have.

This story doesn't do a lot for the idea that people who pursue subjective moralities are worthy and intelligent, either.

Presumably everyone (or the vast majority) reading the story perceives the pebble-heaping conventions as subjective and arbitrary.  Is that correct?  Can we agree on that?  If that's the case, then why isn't the moral of this fable that pursuing subjective intuitions about correctness a wild goose chase?

Bacause those subjective intuitions are all we got. Sure, in an absolute sense, human intuitions on correctness are just as arbitrary as the pebblesorter's intuitions(and vastly more complex), but we don't judge intuitions in an absolute way, we judge them with are own intuitons.
You can't unwind past your own intuitions. That was the point of Eliezer's series of posts.

What I get from this:
Even if our morality were baked into math, our adoption of it is arbitrary.
A GAI is unlikely to be a pebblesorter.
A Pebblesorting AI would destroy the pebblesorters. (which in their case, they might be fine with, but they probably don't understand the implications of what they're asking for.)
Pebblesorters can't make 'friendly AI'. If it follows their morality it will kill them, if it doesn't kill them then it isn't optimally sorting pebbles.

But because I'm rather cemented to the idea that morality is baked into the universe, my tho... (read more)

Self-improving Artificial Intelligences have concluded that the universe has a purpose which is pebblesorting. As the ultimate pebblesorters, they know they crown the creation and all the pebblesorters that preceded them arised only to prepare the way to their eclosion. Bikolo, Biko´s re-encarnation, extends its protective wings to the ancestral tribe of pebblesorters, incurably wrong and therefore living prove of the truth of AI pebblesorting.

It's strange that these pebblesorters can be convinced by "a heap of 103 pebbles and a heap of 19 pebbles side-by-side" that 1957 is incorrect, yet don't understand that this is because 19 * 103 = 157. Admittedly I didn't notice this myself on first reading, but I wasn't looking for a pattern.

I don't think your analogy holds up. Your pebblesorters all agree that prime numbered piles are correct and composite ones incorrect, yet are unreflective enough not to realize that's how they are making the distinction  and bad enough mathematicians that th... (read more)

That's one sneaky parable-- seems to point in a number of interesting directions and has enough emotional hooks (like feeling superior to the Pebble Sorters) to be distracting.

I'm taking it to mean that people can spend a lot of effort on approximating strongly felt patterns before those patterns are abstracted enough to be understood.

What would happen if a Pebble Sorter came to understand primes? I'm guessing that a lot of them would feel as though the bottom was falling out of their civilization and there was no point to life.

Really? I think they would think it is an amazing revelation. They don't need to fight about heap-correctness, anymore, they can just calculate heap-correctness.

Remember, the meaning of the pebblesorting way of life is to construct correct heaps, not to figure out which heaps are correct.

If you don't like my fish argument, substitute Pebpanzees. Do they really disagree more?

I don't know how relevant the parable is to our world. There has never been an At'gra'len'ley, nor should we expect anything that simple given our godshatter nature.

Things decided by our moral system are not relative, arbitrary or meaningless, any more than it's relative, arbitrary or meaningless to say "X is a prime number"

Which moral system the human race uses is relative, arbitrary, and meaningless, just as there's no reason for the pebble sorters to like prime numbers instead of composite numbers, perfect numbers, or even numbers.

A smart AI could follow our moral system as well or better than we ourselves can, just as the Pebble-Sorters' AI can hopefully discover that they're using prime numbers and thus settle the 1957 question once and for all.

But it would have to "want" to first. If the Pebble-Sorters just build an AI and say "Do whatever seems right to you", it won't start making prime-numbered heaps, unless an AI made by us humans and set to "Do whatever seems right to you" would also start making prime-numbered pebble-heaps. More likely, a Pebble-Sorter AI set do "Do whatever seems right to you" would sit there inertly, or fail spectacularly.

So the Pebble-Sorters would be best off using something like CEV.

Which moral system the human race uses is relative, arbitrary, and meaningless, just as there's no reason for the pebble sorters to like prime numbers instead of composite numbers, perfect numbers, or even numbers

But that's clearly not true, except in the sense that it's "arbitrary" to prefer life over death. It's a pretty safe generalization that actions which are considered to be immoral are those which are considered to be likely to cause harm to others.

But which others matter how much is an open question. Some would suggest that all humans ma... (read more)

It's a pretty safe generalization that actions which are considered to be immoral are those which are considered to be likely to cause harm to others.

But that only speaks to Yvain's first point, not the second.

It's a pretty safe generalization that actions which are considered to be immoral are those which are considered to be likely to cause harm to others.
Spoken like someone who's never heard of Jonathan Haidt.

But that's clearly not true, except in the sense that it's "arbitrary" to prefer life over death. It's a pretty safe generalization that actions which are considered to be immoral are those which are considered to be likely to cause harm to others.

From an reproductive fitness point of view, or a what-humans-prefer point of view, there's nothing at all arbitrary about morality. Yes, it does mostly contain things that avoid harm. But from an objective point of view, "avoid harm" or "increase reproductive fitness" is as arbitrary as "make paperclips" or "pile pebbles in prime numbered heaps".

Not that there's anything wrong with that. I still would prefer living in a utopia of freedom and prosperity to being converted to paperclips, as does probably everyone else in the human race. It's just not written into the fabric of the universe that I SHOULD prefer that, or provable by an AI that doesn't already know that.

It gets interesting when the pebblesorters turn on a correctly functioning FAI, which starts telling them that they should build a pile of 108301 and legislative bodies spend the next decade debating whether or not it is in fact a correct pile. "How does this AI know better anyway? That looks new and strange." "That doesn't sound correct to me at all. You'd have to be crazy to build 108301. It's so different from 2029! It's a slippery slope to 256!" And so on.

This really is a fantastic parable--it shows off perhaps a dozen different aspects of the forrest we were missing for the trees.

But why does it matter what we want, if we aren't ever able to know if what we want is correct for the universe at large?

There is no sense in which what we want may be correct or incorrect for the universe at large, because the universe does not care. Caring is a thing that minds do, and the universe is not a mind.

What if our only purpose is to simply enable the next stage of intelligence, then to disappear into the past?

Our purpose is whatever we choose it to be; purposes are goals seen from another angle. There is no source of purposefulness outside the universe. My goals require that humans stick around, so our purpose with respect to my goal system does not involve disappearing into the past. I think most peoples' goal systems are similar.

"Better" is defined by us. This is the point of the metaethics sequence! A universe tiled with paperclips is not better than what we have now. Rationality is not something one values, it's someone ones uses to get what they value.

You seem to be imagining FAI as some kind of anthropomorphic intelligence with some sort of "constraint" that says "make sure biological humans continue to exist". This is exactly the wrong way to implement FAI. The point of FAI is simply for the AI to do what is right (as opposed to what is prime, or paperclip-maximising). In EY's plan, this involves the AI looking at human minds to discover what we mean by right first.

Now, the right thing may not involve keeping 21st century humanity around forever. Some people will want to be uploaded. Some people will just want better bodies. And yes, most of us will want to "live forever". But the right thing is definitely not to immediately exterminate the entire population of earth.

Eliezer, do you mind if I copy this parable (or rather, a version of it that's translated into Finnish) into a book on developing technologies that I'm currently writing (with the proper credit given, of course)? I think this really demonstrates the problem quite well.

(And while I'm asking, I'd like to ask the same permission for your other posts as well, in case I run into any others that I'd like to include word-for-word - this is the first one that I'd want to do that for, though there are a good bunch of others that I'll be citing and just summarizing their content.)

Kaj, can't give blanket permission for all posts, but you can do this one and up to four others before asking permission again.

You have now been published in Finnish (pages 190-192). 

Very useful, in case there's a terrorist attack while you're in Finland and you need to explain to the police what happened.

I wonder - did we all understand this parable in the same way?
I doubt it!

Physics - or rather our understanding of it - was once limited to the degree that you describe.  We got better.

I wonder what the Pebblesorter AI would do if successfully programmed to implement Eliezer's vision of coherent extrapolated volition:

"In poetic terms, our coherent extrapolated volition is our wish if we knew more, thought faster, were more the people we wished we were, had grown up farther together; where the extrapolation converges rather than diverges, where our wishes cohere rather than interfere; extrapolated as we wish that extrapolated, interpreted as we wish that interpreted."

Would the AI pebblesort? Or would it figure that if the Pebble... (read more)

The wrongness of 21 makes its argument even more compelling. Hmm.

Would a pebblesorter shock artist place a single pebble right next to a pile of 719 stones? (720 = (3!)! )

Or 5 stones next to a pile of 251? (256 = 2^(2^3) )

Maybe even heap them leaning against each other, with a thin sheet of something separating them? So... perverted!

I can't help thinking that Pebblesorter CEV would have to include some aspect of sorting pebbles. Doesn't that suggest that CEV can malfunction pretty badly?

Funny, I assumed that would mean it was working well...

As with most species who suspect they may be a victim of Fisherian runaway sexual selection, the pebblesorters would do well to imagine what would happen if they encountered an alien predator: probably lots of piles of zero size.

There was a Pebblesorter of lore who said that all of the heaps were merely transient, that none of them would last, all eventually destroyed by increasing entropy in the universe, and that therefore none of them held any true or real satisfaction.  He said that the only path to enlightenment was to build no heaps at all for to do so could only increase suffering in the world.  Then the other Pebblesorters killed him.

He wasn't endorsing that position. He was saying "pebblesorters should not do so, but they pebblesorter::should do so."

You didn't understand what TheOtherDave said. He was talking about the same usage you are talking about and commenting that it is in contrast to Eliezer's past usage (and past advocacy of usage in conversations about how he uses should-related words.)

I tried compiling your comment, but it didn't work. You should adhere to the C++ conventions more closely.

"The Heap Relativists claim that their philosophy may help prevent future disasters like the Great War of 1957, but it is widely considered to be a philosophy of despair.
"

This should read that they claim their philosophy may prevent the destruction of correct pebble piles, as happened in the 1957 war.  Otherwise, good.

this reminds me distinctly of an analogy posited by prof Frank Tipler in his book about the Omega Point.
Imagine you went back in time to 1000AD and found the smartest man in europe. You explain to him the technology available in 2008, but none of the culture. Then you ask him what he thinks early 21st century civilization spends its time on. "Every city would build mile high cathedrals."
because in his culture the main social task was building the biggest possible cathedral w the material and techniques available. In 2008, if we wanted to devote our technology and resources to building 5000ft tall cathedrals in every metropolis, we could. It would be exceedingly expensive, but so were the medeival cathedrals, relatively. but the point is we COULD do it, but of course that would never occur to us as a good use of resources.
so likewise we should not assume our own priorities on to a post-singularity civilization or even a single AI.

Assuming I understood this correctly, you're saying an true AI might find our morality as arbitrary as we would consider pebble heap sizes, say bugger the lot of us and turn us into biomass for its nano-furnace.

Fortunately, before the fundamentally wrongheaded enterprise of Pebblesorter AI gets too far along, a brilliant young AI researcher realizes that if they analyze and extrapolate the common core of Pebblesorter ethical judgments, they can build an AI that implements the computation that leads them to endorse certain piles and reject others. 

An AI built to optimize for that computation, it realizes, would be Friendly: that is, it would implement what Pebblesorters want, and they could therefore rely on it to ethically order the world.

A traditionalist skeptic objects that all Pebblesorter ethical arguments, at least for ethical problems up to 1957, have been written down in the Great Book for generations; there's no need for more. 

"That's true," replies the researcher, "but that's just a Not Particularly Large Lookup Table. Sure, such an approach is adequate for all the cases that have ever come up in our entire history, but this coherent extrapolated algorithm could be extended to novel ethical questions like '300007' and still be provably correct."

"But how do we know that's the right thing?" retorts a Heap Relativist. "Sure, it's what we want, but ... (read more)

What really struck me with this parable is that it's so well-written that I felt genuine horror and revulsion at the idea of an AI making heaps of size 8. Because, well... 2!

So, aside from the question of whether an AI would come to moral conclusions such as "heaps of size 8 are okay" or "the way to end human suffering is to end human life", the question I'm taking away from this parable is, are we any more enlightened than the Pebblesorters? Should we, in fact, be sending philosophers or missionaries to the Pebblesorter planet to explain to them that it's wrong to murder someone just because they built a heap of size 15?

Why not keep it in the form of a pile of 13 and a pile of 2, until you find the other two pebbles you're looking for? That would be the ETHICALLY RESPONSIBLE thing to do!

if our values are threatened by super intelligence, does that mean that we should build the super intelligence with an ad hoc human value module, or that we should abandon our values? 

Also, there are some human values which it seems likely to me are pretty universal to intelligence. If the ability to get bored is correlated with the ability to be creative (which I think it is), and super intelligences (whatever else they are) must be capable of creative action by virtue of their being super intelligences, then they're likely to also care about diversity. I... (read more)

I do hope they haven't programmed this AI in binary. I have a strong suspicion the kinds of numbers it may favor, and I don't think they'd like them much at all.

Smarter minds equal smarter heaps.  Why would that trend break?

Utility counterfeitting regularly breaks such systems.

You know, to successfully build a PFAI (Pebblesorter-Friendly AI), the Pebblesorters would have to figure out a way to recursively enumerate the primes. That may not be quite as difficult as formalizing Friendliness (the human version), but it's still probably pretty dang hard.

Makes you realize that trying to extrapolate even seemingly simplistic moralities can still result in problems of epic difficulty.

I'm imagining a bunch of slime mold organisms arguing over what the morally correct structure is for their current environment. There would be little Effective Altruist slime-mold cells on the optimum locations, and lots of little cells ignoring the bigger picture and doing what would be optimum if the environment they could see was all that was morally relevant. Maybe there would even be recourse wars between different factions, each more concerned with optimizing their own local region but unable to see the big picture.

I wonder: do the names Y'ha-nthlei, Y'not'ha-nthlei, and At'gra'len'ley mean anything? I assume Y'ha and Y'not'ha mean "you have" and "you don't have", but beyond that it just seems random.

This was turned into a Rational Animations video:
https://www.youtube.com/watch?v=cLXQnnVWJGo

What I like about this article is the subtle reminder that morals and values are relative. However, what bothers me is the assumption that all highly intelligent systems/beings have an objective/goal. Is it inconceivable to imagine a system otherwise?



Moral Error and Moral Disagreement

Followup to:  Inseparably Right, Sorting Pebbles Into Correct Heaps

"When Bob says "Abortion is wrong", and Sally says, "No it isn't", they are disagreeing with each other.

I don't see how Eliezer can accommodate this. On his account, what Bob asserted is true iff abortion is prohibited by the morality_Bob norms. How can Sally disagree? There's no disputing (we may suppose) that abortion is indeed prohibited by morality_Bob...

Since there is moral disagreement, whatever Eliezer purports to be analysing here, it is not morality."

The phenomena of moral disagreement, moral error, and moral progress, on terminal values, are the primary drivers behind my metaethics.  Think of how simple Friendly AI would be if there were no moral disagreements, moral errors, or moral progress!

Richard claims, "There's no disputing (we may suppose) that abortion is indeed prohibited by morality_Bob."

We may not suppose, and there is disputing.  Bob does not have direct, unmediated, veridical access to the output of his own morality.

I tried to describe morality as a "computation".  In retrospect, I don't think this is functioning as the Word of Power that I thought I was emitting.

Let us read, for "computation", "idealized abstract dynamic"—maybe that will be a more comfortable label to apply to morality.

Even so, I would have thought it obvious that computations may be the subjects of mystery and error.  Maybe it's not as obvious outside computer science?

Disagreement has two prerequisites: the possibility of agreement and the possibility of error.  For two people to agree on something, there must be something they are agreeing about, a referent held in common.  And it must be possible for an "error" to take place, a conflict between "P" in the map and not-P in the territory.  Where these two prerequisites are present, Sally can say to Bob:  "That thing we were just both talking about—you are in error about it."

Richard's objection would seem in the first place to rule out the possibility of moral error, from which he derives the impossibility of moral agreement.

So: does my metaethics rule out moral error?  Is there no disputing that abortion is indeed prohibited by morality_Bob?

This is such a strange idea that I find myself wondering what the heck Richard could be thinking.  My best guess is that Richard, perhaps having not read all the posts in this sequence, is taking my notion of morality_Bob to refer to a flat, static list of valuations explicitly asserted by Bob.  "Abortion is wrong" would be on Bob's list, and there would be no disputing that.

But on the contrary, I conceive of morality_Bob as something that unfolds into Bob's morality—like the way one can describe in 6 states and 2 symbols a Turing machine that will write 4.640 × 101439 1s to its tape before halting.

So morality_Bob refers to a compact folded specification, and not a flat list of outputs.  But still, how could Bob be wrong about the output of his own morality?

Bob could be empirically mistaken about the state of fetuses, perhaps believing fetuses to be aware of the outside world.  (Correcting this might change Bob's instrumental values but not terminal values.)

Bob could have formed his beliefs about what constituted "personhood" in the presence of confusion about the nature of consciousness, so that if Bob were fully informed about consciousness, Bob would not have been tempted to talk about "the beginning of life" or "the human kind" in order to define personhood.  (This changes Bob's expressed terminal values; afterward he will state different general rules about what sort of physical things are ends in themselves.)

So those are the obvious moral errors—instrumental errors driven by empirical mistakes; and erroneous generalizations about terminal values, driven by failure to consider moral arguments that are valid but hard to find in the search space.

Then there are less obvious sources of moral error:  Bob could have a list of mind-influencing considerations that he considers morally valid, and a list of other mind-influencing considerations that Bob considers morally invalid.  Maybe Bob was raised a Christian and now considers that cultural influence to be invalid.  But, unknown to Bob, when he weighs up his values for and against abortion, the influence of his Christian upbringing comes in and distorts his summing of value-weights.  So Bob believes that the output of his current validated moral beliefs is to prohibit abortion, but actually this is a leftover of his childhood and not the output of those beliefs at all.

(Note that Robin Hanson and I seem to disagree, in a case like this, as to exactly what degree we should take Bob's word about what his morals are.)

Or Bob could believe that the word of God determines moral truth and that God has prohibited abortion in the Bible.  Then Bob is making metaethical mistakes, causing his mind to malfunction in a highly general way, and add moral generalizations to his belief pool, which he would not do if veridical knowledge of the universe destroyed his current and incoherent metaethics.

Now let us turn to the disagreement between Sally and Bob.

You could suggest that Sally is saying to Bob, "Abortion is allowed by morality_Bob", but that seems a bit oversimplified; it is not psychologically or morally realistic.

If Sally and Bob were unrealistically sophisticated, they might describe their dispute as follows:

Sally:  "Do you think that this is something of which most humans ought to be persuadable?"

Bob:  "Yes, I do.  Do you think abortion is right?"

Sally:  "Yes, I do.  And I don't think that's because I'm a psychopath by common human standards.  I think most humans would come to agree with me, if they knew the facts I knew, and heard the same moral arguments I've heard."

Bob:  "I think, then, that we must have a moral disagreement: since we both believe ourselves to be a shared moral frame of reference on this issue, and yet our moral intuitions say different things to us."

Sally:  "Well, it is not logically necessary that we have a genuine disagreement.  We might be mistaken in believing ourselves to mean the same thing by the words right and wrong, since neither of us can introspectively report our own moral reference frames or unfold them fully."

Bob:  "But if the meaning is similar up to the third decimal place, or sufficiently similar in some respects that it ought to be delivering similar answers on this particular issue, then, even if our moralities are not in-principle identical, I would not hesitate to invoke the intuitions for transpersonal morality."

Sally:  "I agree.  Until proven otherwise, I am inclined to talk about this question as if it is the same question unto us."

Bob:  "So I say 'Abortion is wrong' without further qualification or specialization on what wrong means unto me."

Sally:  "And I think that abortion is right.  We have a disagreement, then, and at least one of us must be mistaken."

Bob:  "Unless we're actually choosing differently because of in-principle unresolvable differences in our moral frame of reference, as if one of us were a paperclip maximizer.  In that case, we would be mutually mistaken in our belief that when we talk about doing what is right, we mean the same thing by right.  We would agree that we have a disagreement, but we would both be wrong."

Now, this is not exactly what most people are explicitly thinking when they engage in a moral dispute—but it is how I would cash out and naturalize their intuitions about transpersonal morality.

Richard also says, "Since there is moral disagreement..."  This seems like a prime case of what I call naive philosophical realism—the belief that philosophical intuitions are direct unmediated veridical passports to philosophical truth.

It so happens that I agree that there is such a thing as moral disagreement.  Tomorrow I will endeavor to justify, in fuller detail, how this statement can possibly make sense in a reductionistic natural universe.  So I am not disputing this particular proposition.  But I note, in passing, that Richard cannot justifiably assert the existence of moral disagreement as an irrefutable premise for discussion, though he could consider it as an apparent datum.  You cannot take as irrefutable premises, things that you have not explained exactly; for then what is it that is certain to be true?

I cannot help but note the resemblance to Richard's assumption that "there's no disputing" that abortion is indeed prohibited by morality_Bob—the assumption that Bob has direct veridical unmediated access to the final unfolded output of his own morality.

Perhaps Richard means that we could suppose that abortion is indeed prohibited by morality_Bob, and allowed by morality_Sally, there being at least two possible minds for whom this would be true.  Then the two minds might be mistaken about believing themselves to disagree.  Actually they would simply be directed by different algorithms.

You cannot have a disagreement about which algorithm should direct your actions, without first having the same meaning of should—and no matter how you try to phrase this in terms of "what ought to direct your actions" or "right actions" or "correct heaps of pebbles", in the end you will be left with the empirical fact that it is possible to construct minds directed by any coherent utility function.

When a paperclip maximizer and a pencil maximizer do different things, they are not disagreeing about anything, they are just different optimization processes.  You cannot detach should-ness from any specific criterion of should-ness and be left with a pure empty should-ness that the paperclip maximizer and pencil maximizer can be said to disagree about—unless you cover "disagreement" to include differences where two agents have nothing to say to each other.

But this would be an extreme position to take with respect to your fellow humans, and I recommend against doing so.  Even a psychopath would still be in a common moral reference frame with you, if, fully informed, they would decide to take a pill that would make them non-psychopaths.  If you told me that my ability to care about other people was neurologically damaged, and you offered me a pill to fix it, I would take it.  Now, perhaps some psychopaths would not be persuadable in-principle to take the pill that would, by our standards, "fix" them.  But I note the possibility to emphasize what an extreme statement it is to say of someone:

"We have nothing to argue about, we are only different optimization processes."

That should be reserved for paperclip maximizers, not used against humans whose arguments you don't like.

Previous post: "Sorting Pebbles Into Correct Heaps"

Far more extreme, I would think, to say that zero out of 6.5 billion humans are stable psychopaths.

I wonder if the distinction between 1) something implementing the same dynamic as a typical human but mistaken about what it says and 2) something implementing a completely different dynamic and not mistaken about anything, is the same as the distinction people normally make between 1) immoral and 2) amoral.

Steven: quite possibly related.  I don't think they're exactly the same (the classic comic book/high fantasy "I'm evil and I know it" villain fits A2, but I'd describe him as amoral), but it's an interesting parallel.

Eliezer: I'm coming more and more to the conclusion that our main area of disagreement is our willingness to believe that someone who disagrees with us really "embodies a different optimization process."  There are infinitely many self-consistent belief systems and infinitely many internally consistent optimization processe... (read more)

If a person's morality is not defined as what they believe about morals, I don't know how it can be considered to meaningfully entail any propositions at all. A General AI should be able to convince it just about anything, right?

Heck, what about babies?  What do they want, and would they be complicated enough to want anything different if they knew more and thought faster?

You would not believe exactly the same thing.  If you ... (read more)

I must be starting to get it. That unpacked in exactly the way I expected.

If a person's morality is not defined as what they believe about morals, I don't know how it can be considered to meaningfully entail any propositions at all.

My intuition is that a good deal of people would take the psychopath pill. At least if the social consequences were minimal, which is besides the point.

Frame it defensively rather than offensively and a whole heck of a lot of people would take that pill. Of course some of us would also take the pill that negates the effects of our friends taking the first pill, hehehe.

Weird, jsalvati is not my sock puppet, but the 11:16pm post above is mine.

Fixed.  How very odd.  (And for the record, jsalvati's IP is not HA's.)

"Perhaps Richard means that we could suppose that abortion is indeed prohibited by morality_Bob..."

That's right. (I didn't mean to suggest that there's never any disputing what someone's moral commitments are; just that this wasn't supposed to be in dispute in the particular case I was imagining.) I take it that Sally and Bob could disagree even so, and not merely be talking past each other, even if one or both of them was impervious to rational argument. It is at least a significant cost of your theory that it denies this datum. (It doesn't have... (read more)

I do not eat steak, because I am uncertain of what my own morality outputs with respect to steak-eating.  It seems reasonable to me to imagine that cows are capable of experiencing pain, of fearing death.  Of being, and ceasing to be.  If you are like the majority of human beings, you do eat steak.  The propositions I have suggested do not seem reasonable to you.

Do you imagine that there are facts about the brains of cattle which we could both learn - facts drawn from fMRI scans, or from behavioral science experiments, perhaps - which would bring us into agreement on the issue?

Eliezer: for 'better' vs 'frooter,' of course you're right.  I just would have phrased it differently; I've been known to claim that the word 'better' is completely meaningless unless you (are able to) follow it with "better at or for something."  So of course, Jadagul_real would say that his worldview is better for fulfilling his values.  And Jadagul_hypothetical would say that his worldview is better for achieving his values.  And both would (potentially) be correct.  (or potentially wrong.  I never claimed to be infallible, either in reality o... (read more)

Re: "We have nothing to argue about, we are only different optimization processes."  That seems to apply in the case when a man wants to rescue copies of his genes from eternal oblivion - by convincing his mate not to abort his prospective offspring.  Of course, not many would actually say that under those circumstances.

Eliezer: "But this would be an extreme position to take with respect to your fellow humans, and I recommend against doing so.  Even a psychopath would still be in a common moral reference frame with you, if, fully informed, they would decide to take a pill that would make them non-psychopaths.  If you told me that my ability to care about other people was neurologically damaged, and you offered me a pill to fix it, I would take it."

How sure are you that most human moral disagreements are attributable to

"I do not eat steak, because I am uncertain of what my own morality outputs with respect to steak-eating. It seems reasonable to me to imagine that cows are capable of experiencing pain, of fearing death. Of being, and ceasing to be. If you are like the majority of human beings, you do eat steak. The propositions I have suggested do not seem reasonable to you."

Accepting your propositions for the sake of argument, I still find that eating steak seems reasonable.

"Rather, it is essential to the concept of morality that it involves shared standards common to all fully reasonable agents."

If you're going to define 'fully reasonable' to mean sharing your moral axioms, so that a superintelligent pencil maximizer with superhuman understanding of human ethics and philosophy is not a 'reasonable agent,' doesn't this just shift the problem a level? Your morality_objectivenorms is only common to all agents with full reasonableness_RichardChappell, and you don't seem to have any compelling reason for the latter (somewhat gerrymandered) account of reasonableness save that it's yours/your culture's/your species.'

Other moral issues where there are a gender differences include: "should prostitution be legalised" and "should there be tighter regulation of pornography".

Again, it seems that part of the effect is due to people's idea of what is right being influenced by their own personal role - i.e. the "different optimization processes" effect.

Gender is the most obvious source of such issues, but I'm sure you can find them in other areas of life.  Race politics, for instance.

People in general do not want to be shot. The person doing the shooting, the lethal weapon being fired, the location in which the shooting occurs and the time of day are all pretty much irrelevant. You can ask people if they want to be shot and they'll say no, without even specifying those details. That seems a very different case from Bob, who is considering a moral proposition and outright rejecting it.

Given all of Bacon's idols of the Mind can you ever know definitely if there is an error in your own reasoning, let alone the other persons?

You cannot rely on your moral intuition, nor the cultural norms of your time, nor academic authority, nor your internal reasoning or ability to know the soundness of your argument.

Socialization, severe biases, faulty reasoning can all make you think you are ‘correct’, but can leave you with the incorrect impression of the ‘correctness’ of your thinking. & even if presented with all the correct or relevant  information some people still make these errors, so if they can so could you.

Eliezer: "When a paperclip maximizer and a pencil maximizer do different things, they are not disagreeing about anything, they are just different optimization processes.  You cannot detach should-ness from any specific criterion of should-ness and be left with a pure empty should-ness that the paperclip maximizer and pencil maximizer can be said to disagree about - unless you cover "disagreement" to include differences where two agents have nothing to say to each other.

But this would be an extreme position to take with respect to your fellow... (read more)

I should qualify this statement: "As such, we shouldn't expect much more moral agreement from humans than from rational (or approximately rational) AIs."

"As such, on ethical questions that had no precedent in our EEA, we shouldn't expect much more moral agreement from humans than from rational (or approximately rational) AIs, apart, of course, from the fact that most humans share a common set of cognitive biases"

one can see that this is true by looking at the vast disagreements between different moral philosophers consequentialists vs. deontological ethicists, or atheists vs. christians vs. muslims, or libertarians vs. liberals vs. communists.

You have been priming people to think in terms of functions. (Pure) Functions do not change. They map an input to an output, and can be substituted by a list, e.g. a function that tests for primality can can be performed by an (infinitely) long list.

You may want to describe impure functions for people without a functional programming background if you want to keep terminology like  morality_john().

Virge's point seems particularly important, and hopefully Eliezer can address it.

I find Roko on-point.  The psychological unity of humankind is important, but it can be over-stated.  While human beings may occupy a very small area in the space of all possible minds, it is still an area and not a single point.  When we shut up and multiply by sufficiently large numbers, very small differences in the starting point are very meaningful.  If we are talking about a difference valued at 0.0000001% of a human life, and you extrapolate it over a billion lives, we are talking about life and death matters.  Successful AI will affect more than a ... (read more)

I must be missing something -- why would you advocate something that you know you can't justify to anyone else?

I said "damaged" not "missing". The notion is that I am my current self, but one day you inform me that, relative to other humans, my ability to care about others is damaged. Do I want a pill to fix the damage, even though it will change my values? Yes, because I value humanity and want to stay with humanity; I don't want to be off in some lonely unoccupied volume of mindspace. This is one of the arguments that moves me.

Does that work in the other direction?  The notion is that you are your current self, but one day I inform you that, r... (read more)

Quick correction:
s/abstract rational reasoning/abstract moral reasoning/

Will Pearson:  Why not just treat them as pure functions in the State monad?

Re: If there are distinct categories of human transpersonal values, I would expect them to look like "male and female babies", "male children", "male adults", "female children", "female adults", "neurological damage 1", "neurological damage 2", not "Muslims vs. Christians!"

That seems like the position you would get if you thought that cultural evolution could not affect people's values.

Carl - "If you're going to define 'fully reasonable' to mean sharing your moral axioms, so that a superintelligent pencil maximizer with superhuman understanding of human ethics and philosophy is not a 'reasonable agent,' doesn't this just shift the problem a level? Your morality_objectivenorms is only common to all agents with full reasonableness_RichardChappell, and you don't seem to have any compelling reason for the latter (somewhat gerrymandered) account of reasonableness save that it's yours/your culture's/your species.'"

"If there are distinct categories of human transpersonal values, I would expect them to look like [...] 'male adults', [...] 'female adults', [...] not 'Muslims vs. Christians!'"

Really? In the ways that are truly important, don't you think you have more in common with Natasha Vita-More than Osama bin Laden?

Steven, even so, I think the basic question stands. Why should cultural differences and within-sex individual differences wash out of the CEV?

Supposedly genetics allows for people of different ages or sexes to have different mental machinery, whereas individual genetic differences just represent low-complexity differences in tweaking. I'm not sure why that makes Eliezer's point though, if the aforementioned differences in tweaking mean different complex machinery gets activated. Cultural differences I'd expect to wash out just through people learning about different cultures that they could have grown up in.

Zubon: "if you do not think you should be a bit more sociopathic, what are the odds you have exactly the right amounts of empathy and altruism?"

Steven: "Cultural differences I'd expect to wash out just through people learning about different cultures that they could have grown up in."

I suspect a category error here hinging around personal identity. We say "if I had grown up in a different culture ..." when I think we mean "if the baby that grew into me had grown up in a different culture..." If the baby that grew into me had grown up in a radically different culture, I don't think ve'd be me in any meaningful sense, although of course there would be many similarities ... (read more)

Human psychological unity, to the extent that it exists, includes brain speed, brain degree-of-parallelism, brain storage capacity, brain reliability - and other limitations that have little to do with human goals.

If you had a chance to take a pill which would cause you to stop caring about your friends by permanently maxing out that part of your hapiness function regardless of whether you had any friends, would you take it?

I'm not sure this proves anything.  I'll take Jadagul's description as my own.  I'm maximizing my happiness, but my non-sociopath status means that I like having friends/loved ones, so maximizing my own happiness entails caring about them to some degree or another.  Under my existing moral code I wouldn't take the pill, but that's because it will... (read more)

I, too, wonder if the "psychological unity of humankind" has been a bit overstated. All [insert brand and model here] computers have identical hardware, but you can install different software on them. We're running different

Consider the case of a "something maximizer". It's given an object, and then maximizes the number of copies of that object.

You give one something maximizer a paperclip, and it becomes a paperclip maximizer. You give another a pencil, and that one becomes a pencil maximizer.

There's no particular reason to expect the p... (read more)

Eliezer: "The basic ev-bio necessity behind the psychological unity of human brains is not widely understood."

I agree. And I think you've over-emphasized the unity and ignored evidence of diversity, explaining it away as defects.

Eliezer: "And even more importantly, the portion of our values that we regard as transpersonal, the portion we would intervene to enforce against others, is not all of our values; it's not going to include a taste for pepperoni pizza, or in my case, it's not going to include a notion of heterosexuality or homosexuali... (read more)

virge makes a very good point here. The human mind is probably rather flexible in terms of it's ethical views; I suspect that Eli is overplaying our psychological unity.

I think that views are being attributed to me that I do not possess - perhaps on the Gricean notion that if someone attacks me for holding these views, I ought to hold them; but on a blog like this one, that leaves you prey to everyone else's misunderstanding.

I do not assert that all humans end up in the same moral frame of reference (with regard to any particular extrapolation method).  I do think that psychological unity is typically underestimated, and I have a hard time taking modern culture at face value (we're the ancient Greeks, guys, not a finished... (read more)

"Being a jerk" here means "being a jerk according to other people's notion of morality, but not according to my own notion of morality", right?

I sort of take offense to "we're the ancient Greeks"; I make sure to disagree with Western morality whenever it's wrong, and I have no reason to believe the resulting distribution of errors is biased toward agreement with Western morality. If you meant to say "most of them are the ancient Greeks", then sure.

On second thought I suppose it could mean "being a jerk according to 'ethics'", where "ethics" is conceived not as something intrinsically moral but as a practical way for agents with different moralities to coordinate on a mutually acceptable solution.

Eliezer, relative to other humans, your ability to believe in a personal creative deity is damaged.

Virge: The argument for psychological unity is that, as a sexually reproducing species, it is almost impossible for one gene to rise in relative frequency if the genes it depends on are not already nearly universal.  So the all the diversity within any species at any given time consists of only one-step changes; no complex adaptations.  The one exception of course is that males can have complex adaptations that females lack, and vice versa.

Homosexuals: sexual preference certainly is a complex adaptation, but obvio... (read more)

Eli: "I do not assert that all humans end up in the same moral frame of reference (with regard to any particular extrapolation method). I do think that psychological unity is typically underestimated,"

"But if you read "Coherent Extrapolated Volition" you'll see that it's specifically designed to handle, among other problems, the problem of, "What if we don't all want the same thing?" What then can an AI programmer do that does not constitute being a jerk? That was my attempt to answ... (read more)

Roko: I think Eliezer has explicitly stated that he is a realist.

Larry D'Anna: "And it doesn't do any good to say that they aren't defective. They aren't defective from a human, moral point of view, but that's not the point. From evolutions view, there's hardly anything more defective, except perhaps a fox that voluntarily restrains it's own breeding." 

Why is it "not the point"? In this discussion we are talking about differences in moral computation as implemented within individual humans. That the blind idiot's global optimization strategy defines homosexuality as a defect is of no relevance.  

Then you are far too confident in your own wisdom.  The overall FAI strategy has to be one that would have turned out okay if Archimedes of Syracuse had been able to build an FAI, because when you zoom out to the billion-year view, we may not be all that mu... (read more)

The overall FAI strategy has to be one that would have turned out okay if Archimedes of Syracuse had been able to build an FAI, because when you zoom out to the billion-year view, we may not be all that much wiser than they.

Your comment makes me think that, as of 12 August 2008, you hadn't yet completely given up on your dream of finding a One True Eternal Morality separate from the computation going on in our heads. Have you changed your opinion in the last two years?

I love your turn of phrase, it has a Cold War ring to it.

The question why anyone would ever sincerely want to build an AI which extrapolates anything other than their personal volition is still unclear to me. It hinges on the definition of "sincerely want". If Eliezer can task the AI with looking at humanity and inferring its best wishes, why can't he task it with looking at himself and inferring his best idea of how to infer humanity's wishes? How do we determine, in general, which things a document like CEV must spell out and which things can/should be left to the mysterious magic of "intelligence"?

The question why anyone would ever sincerely want to build an AI which extrapolates anything other than their personal volition is still unclear to me. It hinges on the definition of "sincerely want". If Eliezer can task the AI with looking at humanity and inferring its best wishes, why can't he task it with looking at himself and inferring his best idea of how to infer humanity's wishes?

This has been my thought exactly. Barring all but the most explicit convolution any given person would prefer their own personal volition to be extrapolated. If by happenstance I should be altruistically and perfectly infatuated by, say Sally, then that's the FAI's problem. It will turn out that extrapolating my volition will then entail extrapolating Sally's volition. The same applies to caring about 'humanity', whatever that fuzzy concept means when taken in the context of unbounded future potential.

I am also not sure how to handle those who profess an ultimate preference for a possible AI that extrapolates other than their own volition. I mean, clearly they are either lying, crazy or naive. It seems safer to trust someone who says "I would ultimately prefer FAI but I am creatin... (read more)

Just to check, surely you're not saying an extrapolated version of Archimedes and a thousand people who agreed with him wouldn't have turned out OK?

It seems to me that we have some quite strong evidence against rotten bastards theory in that intelligent and well-informed people IRL seem to converge away from bastardly beliefs. Still, rotten bastards theory seems worth thinking about for negative-utilitarian reasons.

"Necessity" may be over-stating it. Humans are not very diverse, due to recent genetic bottlenecks. We do have enormous psychological differences between us - due to neotony-induced developmental plasticity - and because there are many ways to break a human. We haven't yet lived in the human hive long enough for the developmental plasticity to result in clearly-discrete queen/worker/warrior castes, with associated mental adaptations, though.

I doubt there would have been much controversy. The fate of humanity is bound to be obliteration by far more advanced technology. The idea that our crappy evolved slug bodies, with their sluggish meat brains might go the distance would have seemed pretty ridiculous, even back then.


@Eliezer: "I'm sure that Archimedes of Syracuse thought that Syracuse had lots of incredibly important philosophical and cultural differences with the Romans who were attacking his city. Had it fallen to Archimedes to build an AI, he might well have been tempted to believe that the whole fate of humanity would depend on whether the extrapolated volition of Syracuse or of Rome came to rule the world - due to all those incredibly important philosophical differences."

 - I don't see how adding the romans to the CEV algorithm would have made much of a... (read more)

Virge: Why is it "not the point"? In this discussion we are talking about differences in moral computation as implemented within individual humans. That the blind idiot's global optimization strategy defines homosexuality as a defect is of no relevance.

well because we're trying to characterize the sort of psychological diversity that can exist within our species.  And this psychological unity argument is saying "we're all the same, except for a mix of one-step changes".  This means that any complex adaptation in any human is in almost a... (read more)

Many people seem to have set their priors to 1 on several facts. I suspect even MiniLuv would have a hard time getting these guys to believe that Christianity is false.

Sally:  "Do you think that this is something of which most humans ought to be persuadable?"

Bob:  "Yes, I do.  Do you think abortion is right?"

Sally:  "Yes, I do.  And I don't think that's because I'm a psychopath by common human standards.  I think most humans would come to agree with me, if they knew the facts I

Doug raises another good point.  Related to what I said earlier, I think people really do functionally have prior probability=1 on some propositions.  Or act as if they do.  If "The Bible is the inerrant word of God" is a core part of your worldview, it is literally impossible for me to convince you this is false, because you use this belief to interpret any facts I present to you.  Eliezer has commented before that you can rationalize just about anything; if "God exists" or "The Flying Spaghetti Monster exists" or "reincarnation exists" is part of the machinery you use to interpret your experience, in a deep enough way, your experiences can't disprove it.

Oh hell yeah.  Then again, I'd also go for it if you offered me 24 hours.  Then again, the Pope almost certainly already believes that Jesus was never resurrected "except in our hearts" or some such, which makes the job much harder.

If the Pope knows that he's in a holodeck, and that you are controlling it, would that change your answer?


That argument is not right - as fig wasps demonstrate.  Organisms can exhibit developmental plasticity, and show different t... (read more)

Doug S: "A human's beliefs depend on the order in which he hears arguments."

 - indeed. Anyone who has spent any time arguing with Christians should know this. And the effect is auto-catalytic - our beliefs about both facts and values tend to self-reinforce; c.f. "affective death spirals". 

As I have claimed earlier in the comments, many issues in the modern world are not issues that our in-built evolutionary urges or "yuck factors" can advise us on directly. So human beliefs on issues such as which politics is best, whether to ... (read more)

I'd feel a lot safer if you'd extend this back at least to the infanticidal hunter-gatherers, and preferably to apes fighting around the 2001 monolith.

Recovering, if I write CEV then it ought to work on hunter-gatherers, but the hunter-gatherers could not plausible have understood the concepts involved in CEV (whereas I might be willing to try to explain it to Archimedes, if not any other Syracusans).  So "think of a strategy such that it would work for hunter-gatherers" fails here; I can't visualize that counterfactual unless the hunter-gatherers have the concept of math.

The apes fighting around the monolith are outside my moral reference frame and a CEV focused on them would produce different results.

Roko, it doesn't just edit incorrect factual beliefs, there's also the "what if we thought faster, were smarter, were more like the people we wished we were", etc.

Steven: "what if we thought faster, were smarter, were more like the people we wished we were"

 - yes, I'm aware of this, but the first two act in essentially the same way - they cause simulees to more quickly come to factually correct beliefs, and the last is just a "consistent under reflection" condition. 

These conditions make little difference to my concern: the algorithm will end up mixing my values (which I like) with values I hate (religious dogma, sharia law, Christian fundamentalism, the naturalistic fallacy/bioluddism ... ), where my beliefs recieve a very small weighting, and those that I dislike receive a very large weighting. 

If you think an IQ-200 extreme-polymath pope who pondered all current and future arguments for atheism would still remain a Christian, then maybe.

Steven: If you think an IQ-200 extreme-polymath pope who pondered all current and future arguments for atheism would still remain a Christian, then maybe.

Unfortunately, I know from personal experience that there are people who are more intelligent than I am who have been "hooked" by religious memes. I know of several Cambridge mathematicians who are currently at PhD level, one of them in mathematical logic, who are members of this evangelical Christian organization. One in particular is extremely bright: triple first, British mathematics Olympiad... (read more)

If there are smart Christians out there, then where are their works?

The nearest I thing I ever saw was probably Philip Johnson - and he's not that smart.


Time - Philip Johnson is not just a Christian but a creationist. Do you mean, "if there are smart creationists out there..."? I don't really pay much attention to the religious beliefs of the smartest mathematicians and scientists and I'm not especially keen on looking into it now, but I would be surprised if all top scientists without exception were atheists. This page seems to suggest that many of the best scientists are something other than atheist, many of those Christian.

PhD in mathematical logic != extreme polymath. I guess Dyson and Tipler come closest to refuting my position, but I wouldn't expect their beliefs to remain constant under a few thousand years of pondering the overcoming bias archives, say.

You can bring a brain to data, but you can't make it think.

Things like an IQ of 200 indicate that a person has certain cognitive strengths.  They DO NOT indicate that those strengths will be utilized.  Someone who is not concerned about being dishonest with themselves can self-convince of whatever they please.

At this point, there are no rational grounds for a person to accept the truth claims of, say, the various Christian doctrinal groups.  A person who accepts them regardless has already decided to suspend rationality - unless a desire for honesty greate... (read more)

What I mean is, if there are smart Christians out there, why can't they put together a coherent argument favouring Christianity?

Catholic people believe that they have such a thing, resting on strong philosophical definitions of ontology and truth. Traditionally I think that if one was truly interested in hearing a coherent argument for Christian belief, the Jesuit order specialized in teaching and expounding the philosophy. Short a long session with a Jesuit, you might consult the Catholic Encyclopedia for Christian arguments. 

While perhaps you will ultimately agree that their system is coherent, that is, "marked ... (read more)

Caledonian and Tim Tyler: there are lots of coherent defenses of Christianity.  It's just that many of them rest on statements like, "if Occam's Razor comes into conflict with Revealed Truth, we must privilege the latter over the former."  This isn't incoherent; it's just wrong.  At least from our perspective.  Which is the point I've been trying to make.  They'd say the same thing about us.

Well, it is not logically necessary that we have a genuine disagreement.  We might be mistaken in believing ourselves to mean the same thing by the words right and wrong, since neither of us can introspectively report our own moral reference frames or unfold them fully."

I think the idea of associating the meaning of a word with a detailed theory of fine-grained set of criteria, allowing you to apply the term in all cases, has disadvantages.

Newtonian theory has a different set of fine grained criteria about gravity than relativistic theory. If we ta... (read more)



Abstracted Idealized Dynamics

I keep trying to describe morality as a "computation", but people don't stand up and say "Aha!"

Pondering the surprising inferential distances that seem to be at work here, it occurs to me that when I say "computation", some of my listeners may not hear the Word of Power that I thought I was emitting; but, rather, may think of some complicated boring unimportant thing like Microsoft Word.

Maybe I should have said that morality is an abstracted idealized dynamic.  This might not have meant anything to start with, but at least it wouldn't sound like I was describing Microsoft Word.

How, oh how, am I to describe the awesome import of this concept, "computation"?

Perhaps I can display the inner nature of computation, in its most general form, by showing how that inner nature manifests in something that seems very unlike Microsoft Word—namely, morality.

Consider certain features we might wish to ascribe to that-which-we-call "morality", or "should" or "right" or "good":

• It seems that we sometimes think about morality in our armchairs, without further peeking at the state of the outside world, and arrive at some previously unknown conclusion.

Someone sees a slave being whipped, and it doesn't occur to them right away that slavery is wrong.  But they go home and think about it, and imagine themselves in the slave's place, and finally think, "No."

Can you think of anywhere else that something like this happens?

Suppose I tell you that I am making a rectangle of pebbles.  You look at the rectangle, and count 19 pebbles on one side and 103 dots pebbles on the other side.  You don't know right away how many pebbles there are.  But you go home to your living room, and draw the blinds, and sit in your armchair and think; and without further looking at the physical array, you come to the conclusion that the rectangle contains 1957 pebbles.

Now, I'm not going to say the word "computation".  But it seems like that-which-is "morality" should have the property of latent development of answers—that you may not know right away, everything that you have sufficient in-principle information to know.  All the ingredients are present, but it takes additional time to bake the pie.

You can specify a Turing machine of 6 states and 2 symbols that unfolds into a string of 4.6 × 101439 1s after 2.5 × 102879 steps.  A machine I could describe aloud in ten seconds, runs longer and produces a larger state than the whole observed universe to date. 

When you distinguish between the program description and the program's executing state, between the process specification and the final outcome, between the question and the answer, you can see why even certainty about a program description does not imply human certainty about the executing program's outcome.  See also Artificial Addition on the difference between a compact specification versus a flat list of outputs.

Morality, likewise, is something that unfolds, through arguments, through discovery, through thinking; from a bounded set of intuitions and beliefs that animate our initial states, to a potentially much larger set of specific moral judgments we may have to make over the course of our lifetimes.

• When two human beings both think about the same moral question, even in a case where they both start out uncertain of the answer, it is not unknown for them to come to the same conclusion.  It seems to happen more often than chance alone would allow—though the biased focus of reporting and memory is on the shouting and the arguments.  And this is so, even if both humans remain in their armchairs and do not peek out the living-room blinds while thinking.

Where else does this happen?  It happens when trying to guess the number of pebbles in a rectangle of sides 19 and 103.  Now this does not prove by Greek analogy that morality is multiplication.  If A has property X and B has property X it does not follow that A is B.  But it seems that morality ought to have the property of expected agreement about unknown latent answers, which, please note, generally implies that similar questions are being asked in different places.

This is part of what is conveyed by the Word of Power, "computation": the notion of similar questions being asked in different places and having similar answers.  Or as we might say in the business, the same computation can have multiple instantiations.

If we know the structure of calculator 1 and calculator 2, we can decide that they are "asking the same question" and that we ought to see the "same result" flashing on the screen of calculator 1 and calculator 2 after pressing the Enter key.  We decide this in advance of seeing the actual results, which is what makes the concept of "computation" predictively useful.

And in fact, we can make this deduction even without knowing the exact circuit diagrams of calculators 1 and 2, so long as we're told that the circuit diagrams are the same.

And then when we see the result "1957" flash on the screen of calculator 1, we know that the same "1957" can be expected to flash on calculator 2, and we even expect to count up 1957 pebbles in the array of 19 by 103.

A hundred calculators, performing the same multiplication in a hundred different ways, can be expected to arrive at the same answer—and this is not a vacuous expectation adduced after seeing similar answers.  We can form the expectation in advance of seeing the actual answer.

Now this does not show that morality is in fact a little electronic calculator.  But it highlights the notion of something that factors out of different physical phenomena in different physical places, even phenomena as physically different as a calculator and an array of pebbles—a common answer to a common question.  (Where is this factored-out thing?  Is there an Ideal Multiplication Table written on a stone tablet somewhere outside the universe? But we are not concerned with that for now.)

Seeing that one calculator outputs "1957", we infer that the answer—the abstracted answer—is 1957; and from there we make our predictions of what to see on all the other calculator screens, and what to see in the array of pebbles.

So that-which-we-name-morality seems to have the further properties of agreement about developed latent answers, which we may as well think of in terms of abstract answers; and note that such agreement is unlikely in the absence of similar questions.

• We sometimes look back on our own past moral judgments, and say "Oops!"  E.g., "Oops!  Maybe in retrospect I shouldn't have killed all those guys when I was a teenager."

So by now it seems easy to extend the analogy, and say:  "Well, maybe a cosmic ray hits one of the transistors in the calculator and it says '1959' instead of 1957—that's an error."

But this notion of "error", like the notion of "computation" itself, is more subtle than it appears.

Calculator Q says '1959' and calculator X says '1957'.  Who says that calculator Q is wrong, and calculator X is right?  Why not say that calculator X is wrong and calculator Q is right?  Why not just say, "the results are different"?

"Well," you say, drawing on your store of common sense, "if it was just those two calculators, I wouldn't know for sure which was right.  But here I've got nine other calculators that all say '1957', so it certainly seems probable that 1957 is the correct answer."

What's this business about "correct"?  Why not just say "different"?

"Because if I have to predict the outcome of any other calculators that compute 19 x 103, or the number of pebbles in a 19 x 103 array, I'll predict 1957—or whatever observable outcome corresponds to the abstract number 1957."

So perhaps 19 x 103 = 1957 only most of the time.  Why call the answer 1957 the correct one, rather than the mere fad among calculators, the majority vote?

If I've got a hundred calculators, all of them rather error-prone—say a 10% probability of error—then there is no one calculator I can point to and say, "This is the standard!"  I might pick a calculator that would happen, on this occasion, to vote with ten other calculators rather than ninety other calculators.  This is why I have to idealize the answer, to talk about this ethereal thing that is not associated with any particular physical process known to me—not even arithmetic done in my own head, which can also be "incorrect".

It is this ethereal process, this idealized question, to which we compare the results of any one particular calculator, and say that the result was "right" or "wrong".

But how can we obtain information about this perfect and un-physical answer, when all that we can ever observe, are merely physical phenomena?  Even doing "mental" arithmetic just tells you about the result in your own, merely physical brain.

"Well," you say, "the pragmatic answer is that we can obtain extremely strong evidence by looking at the results of a hundred calculators, even if they are only 90% likely to be correct on any one occasion."

But wait:  When do electrons or quarks or magnetic fields ever make an "error"?  If no individual particle can be mistaken, how can any collection of particles be mistaken?  The concept of an "error", though humans may take it for granted, is hardly something that would be mentioned in a fully reductionist view of the universe.

Really, what happens is that we have a certain model in mind of the calculator—the model that we looked over and said, "This implements 19 * 103"—and then other physical events caused the calculator to depart from this model, so that the final outcome, while physically lawful, did not correlate with that mysterious abstract thing, and the other physical calculators, in the way we had in mind.  Given our mistaken beliefs about the physical process of the first calculator, we would look at its output '1959', and make mistaken predictions about the other calculators (which do still hew to the model we have in mind).

So "incorrect" cashes out, naturalistically, as "physically departed from the model that I had of it" or "physically departed from the idealized question that I had in mind".  A calculator struck by a cosmic ray, is not 'wrong' in any physical sense, not an unlawful event in the universe; but the outcome is not the answer to the question you had in mind, the question that you believed empirically-falsely the calculator would correspond to.

The calculator's "incorrect" answer, one might say, is an answer to a different question than the one you had in mind—it is an empirical fact about the calculator that it implements a different computation.

• The 'right' act or the 'should' option sometimes seem to depend on the state of the physical world.  For example, should you cut the red wire or the green wire to disarm the bomb?

Suppose I show you a long straight line of pebbles, and ask you, "How many pebbles would I have, if I had a rectangular array of six lines like this one?"  You start to count, but only get up to 8 when I suddenly blindfold you.

Now you are not completely ignorant of the answer to this question.  You know, for example, that the result will be even, and that it will be greater than 48.  But you can't answer the question until you know how many pebbles were in the original line.

But mark this about the question:  It wasn't a question about anything you could directly see in the world, at that instant.  There was not in fact a rectangular array of pebbles, six on a side.  You could perhaps lay out an array of such pebbles and count the results—but then there are more complicated computations that we could run on the unknown length of a line of pebbles.  For example, we could treat the line length as the start of a Goodstein sequence, and ask whether the sequence halts.  To physically play out this sequence would require many more pebbles than exist in the universe.  Does it make sense to ask if the Goodstein sequence which starts with the length of this line of pebbles, "would halt"?  Does it make sense to talk about the answer, in a case like this?

But meditate upon the etherealness of the answer—that we talk about idealized abstract processes that never really happen; that we talk about what would happen if the law of the Goodstein sequence came into effect upon this line of pebbles, even though the law of the Goodstein sequence will never physically come into effect.

It is the same sort of etherealness that accompanies the notion of a proposition that 19 * 103 = 1957 which factors out of any particular physical calculator and is not identified with the result of any particular physical calculator.

Only now that etherealness has been mixed with physical things; we talk about the effect of an ethereal operation on a physical thing.  We talk about what would happen if we ran the Goodstein process on the number of pebbles in this line here, which we have not counted—we do not know exactly how many pebbles there are.  There is no tiny little XML tag upon the pebbles that says "Goodstein halts", but we still think—or at least I still think—that it makes sense to say of the pebbles that they have the property of their Goodstein sequence terminating.

So computations can be, as it were, idealized abstract dynamics—idealized abstract applications of idealized abstract laws, iterated over an imaginary causal-time that could go on for quite a number of steps (as Goodstein sequences often do). 

So when we wonder, "Should I cut the red wire or the green wire?", we are not multiplying or simulating the Goodstein process, in particular.  But we are wondering about something that is not physically immanent in the red wires or the green wires themselves; there is no little XML tag on the green wire, saying, "This is the wire that should be cut."

We may not know which wire defuses the bomb, but say, "Whichever wire does in fact defuse the bomb, that is the wire that should be cut."

Still, there are no little XML tags on the wires, and we may not even have any way to look inside the bomb—we may just have to guess, in real life.

So if we try to cash out this notion of a definite wire that should be cut, it's going to come out as...

...some rule that would tell us which wire to cut, if we knew the exact state of the physical world...

...which is to say, some kind of idealized abstract process into which we feed the state of the world as an input, and get back out, "cut the green wire" or "cut the red wire"...

...which is to say, the output of a computation that would take the world as an input.

• And finally I note that from the twin phenomena of moral agreement and moral error, we can construct the notion of moral disagreement.

This adds nothing to our understanding of "computation" as a Word of Power, but it's helpful in putting the pieces together.

Let's say that Bob and Sally are talking about an abstracted idealized dynamic they call "Enamuh".

Bob says "The output of Enamuh is 'Cut the blue wire'," and Sally says "The output of Enamuh is 'Cut the brown wire'."

Either Bob or Sally could have committed an error in applying the rules of Enamuh—they could have done the equivalent of mis-multiplying known inputs.

Either Bob or Sally could be mistaken about some empirical state of affairs upon which Enamuh depends—the wiring of the bomb.

Bob and Sally could be talking about different things when they talk about Enamuh, in which case both of them are committing an error when they refer to Enamuh_Bob and Enamuh_Sally by the same name.  (However, if Enamuh_Bob and Enamuh_Sally differ in the sixth decimal place in a fashion that doesn't change the output about which wire gets cut, Bob and Sally can quite legitimately gloss the difference.)

Or if Enamuh itself is defined by some other abstracted idealized dynamic, a Meta-Enamuh whose output is Enamuh, then either Bob or Sally could be mistaken about Meta-Enamuh in any of the same ways they could be mistaken about Enamuh.  (But in the case of morality, we have an abstracted idealized dynamic that includes a specification of how it, itself, changes.  Morality is self-renormalizing—it is not a guess at the product of some different and outside source.)

And so with all that said, I hope that the word "computation" has come to convey something other than Microsoft Word.

Previous post: "Moral Error and Moral Disagreement"

No individual particle can be mistaken as to its own behavior.  No collection of particles can be mistaken as to its own behavior.

Whether those behaviors properly represent the properties we want them to is another matter.  That's why we can say the calculator struck by the cosmic ray is malfunctioning, although all of its parts work perfectly according to physics.  'Physics' is not the set of standards we're referring to, when we speak of the device not working properly.

Of course, 'how we want the calculator to work' is just a stand-in that represents not a subgoal of our utility function, but a referent to something outside us we perceive as more objective than what we can see of ourselves. A broken calculator is not wrong because the number it spits out isn't the number we were hoping it would spit out when we started calculating our finances, nor because being misled about such a number would endanger our finances further. (That doesn't mean we should turn the universe into a big calculator, of course; unless it's a calculator that knows how to find and calculate the the most objective and elegant calculations, and not just arbitrary addition. Then maybe.)

Eliezer - that's all well and good, but what in the world do you think determines which computation or 'abstract idealized dynamic' a mortal human is actually referring to?  Won't this be radically underdetermined?

You suggest that "Bob and Sally could be talking about different things when they talk about Enamuh". What's the difference between a world where they're talking about different things vs. a world where they are talking about the same thing but one of them is 'miscalculating'?  What facts (about their dispositions and such) would determine which of the two explanations holds, on your view?

Calculators disagreeing seems much less common than people disagreeing. To me that it is to be expected because people design calculators to answer mathematical questions for them. Humans themselves are only "designed" by natural selection to make more copies of genes.

The earliest calculators go pretty far back, before what we would know call a "computer". A long time ago I scoffed at the notion of a morality calculator. Would it be possible to build something like it without having achieved General AI?

"Someone sees a slave being whipped, and it doesn't occur to them right away that slavery is wrong.  But they go home and think about it, and imagine themselves in the slave's place, and finally think, "No.""

I think lines like this epitomize how messy your approach to understanding human morality as a natural phenomenon is. Richard (the pro), what resources do you recommend I look into to find people taking a more rigorous approach to understanding the phenomenon of human morality (as opposed to promoting a certain type uncritically)?

Richard: Which computation? Well... the computation your brain is, under the hood, performing when you're trying to figure out things about "what should I do?"

The full details of the computation may not be explicitly availible to you, but if you're saying "the thing that your brain is processing when you're considering right&wrong/should&shouldn't isn't what you mean by should&shouldn't", then how could you even be said to mean anything by those words?

"To physically play out this sequence would require many more pebbles than exist in the universe.  Does it make sense to ask if the Goodstein sequence which starts with the length of this line of pebbles, "would halt"?  Does it make sense to talk about the answer, in a case like this?

On the other hand you're an infinite set atheist. How do you make a difference between those two cases ? In neither can it be said the process can exist in the physical universe, which is all there is.

Does it makes more sense just because "infinite" really seems too, too big, while the Goodstein sequence merely seems "big" ? None can exist in the physical universe, that is their similar property. Is that property, of physical implementation, and physical observation, not all that matters in the end ?

Same with the concept of a spaceship that'd disappear through the cosmological horizon of an expanding universe, can't have any causal effect anymore, but still exists.

Can you explain, why, how, is it that you feel confident that those processes do in one case still make sense, yet not in the other ? In a technical way.

Eliezer, this explanation finally puts it all together for me in terms of the "computation". I get it now, I think.

On the other hand, I have a question. Maybe this indicates that I don't truly get it; maybe it indicates that there's something you're not considering. In any case, I would appreciate your explanation, since I feel so close to understanding what you've been saying.

When I multiply 19 and 103, whether in my head, or using a pocket calculator, I get a certain result that I can check: In theory, I can gather a whole bunch of pebbles, lay them out in 103 rows of 19, and then count them individually. I don't have to rely on my calculator - be it internal or electronic.

When I compute morality, though, the only thing I have to examine is my calculator and a bunch of other ones. I would easily recognize that most calculators I come across will give the same answer to a moral question, at least to a limited number of decimal points. But I have no way of knowing whether those calculators are accurate representations of the world - that is, perhaps all of those calculators were created in a way that didn't reflect reality, and added ten to any result calculated.

If 90% of my calculators say 19 times 103 is equal to 1967, how do I determine that they are incorrect, without having the actual pebbles to count?

HA - "what resources do you recommend I look into to find people taking a more rigorous approach to understanding the phenomenon of human morality"

If you're interested in the empirical phenomenon, I'm the wrong person to ask. (Maybe start with the SEP on moral psychology?) But on a philosophical level I'd recommend Peter Railton for a sophisticated naturalistic metaethic (that I respect a lot while not entirely agreeing with). He has a recent bloggingheads diavlog, but you can't go past his classic article 'Moral Realism' [here if you have jstor access].

Psy-Kosh - "Well... the computation your brain is, under the hood, performing when you're trying to figure out things about "what should I do?""

That just pushes my question back a step. Don't the physical facts underdetermine what computation ('abstracted idealized dynamic') my brain might be interpreted as performing? It all depends how you abstract and idealize it, after all. Unless, that is, we think there's some brute (irreducible) facts about which are the right idealizations...

Richard
I think the difference is that in a world where one of them is miscalculating, that person can be shown that they are miscalculating and will then calculate correctly. However, in a world where their idealized calculations are actually significantly different, they would simply become enemies.

Richard,
Thanks, the SEP article on moral psychology was an enlightening read.

It seems to me that moral reasoning is only a computation in the sense that all human thought processes are computations. In other words, I'm not sure how helpful this is for AI purposes, other than a reminder that such a thing is possible.

I'm not sure it's possible to extricate the complete underlying rules of human morality from all the other elements of human thought. I don't think it's necessarily impossible either, it just seems like we aren't much closer to the solution.

Don't the physical facts underdetermine what computation ('abstracted idealized dynamic') my brain might be interpreted as performing?

I would think they do in the same sense that the physical facts always underdetermine the computations that the universe is actually performing. That's obviously a problem with trying to implement anything - though how much of a problem depends on how robust your implementation is to having the wrong model: bridges still stand, even though we don't have a perfect model of the universe. But it doesn't strike me as a problem with the theory per se

I agree with most of the distinctions and analogies that you have been pointing out, but I still doubt that I agree with your overall position. No-one here can know whether they agree with your position because it is very much underdetermined by your posts. I can have a go at formulating what I see as the strongest objections to your position if you clearly annunciate it in one place. Oddly enough, the philosophy articles that I read tend to be much more technically precise than your posts. I don't mean that your couldn't write more technically precise posts on metaethics, just that I would like you to.

In the same way as scientific theories need to be clear enough to allow concrete prediction and potential falsification, so philosophical theories need to be clear enough that others can use them without any knowledge of their author to make new claims about their subject matter. Many people here may feel that you have made many telling points (which you have), but I doubt that they understand your theory in the sense that they could apply it in wide range of situations where it is applicable. I would love a short post consisting of at most a paragraph of introduction, then a bi-conditional linking a person's judgement about what another person should do in a given situation to some naturalistic facts and then a paragraph or two helping resolve any ambiguities. Then others can actually argue against it and absence of argument could start to provide some evidence in its favour (though of course, surviving the criticisms of a few grad-student philosophers would still not be all that much evidence).

Eliezer, would the following be an accurate synopsis of what you call morality?

Each of us has an action-evaluating program.  This should be thought of as a Turing machine encoded in the hardware of our brains.  It is a determinate computational dynamic in our minds that evaluates the actions of agents in scenarios.  By a scenario, I mean a mental model of a hypothetical or real situation.  Now, a scenario that models agents can also model their action-evaluating programs.  An evaluation of an action in a scenario is a moral evaluation if, and only if, the same action is given the same value in every scenario that differs from the first one only in that the agent performing the action has a different action-evaluating program.

In other words, moral evaluations are characterized by being invariant under certain kinds of modifications:  Namely, modifications that consist only of assigning a different action-evaluating program to the agent performing the action.

Does that capture the distinctive quality of moral evaluations that you've been trying to convey?

(1)  It seems strange to me to consider moral evaluations, so defined, to be distinct from personal preferences.  With this definition, I would say that moral evaluations are a special case of personal preferences.  Specifically, they are the preferences that are invariant under a certain kind of modification to the scenario being considered.

I grant that it is valuable to distinguish this particular kind of personal preference.  First, I can imagine that you're right when you say that it's valuable if one wants to build an AI.  Second, it's logically interesting because this criterion for moral evaluation is a self-referential one, in that it stipulates how the action-evaluating program (doesn't) react to hypothetical changes to itself.  Third, by noting this distinctive kind of action-evaluation, you've probably helped to explain why people are so prone to thinking that certain evaluations are universally valid.

Nonetheless, the point remains that your definition amounts to considering moral evaluation to be nothing more than a particular kind of personal preference.  I therefore don't think that it does anything to ease the concerns of moral universalists.  Some of your posts included very cogent explanations of why moral universalism is incoherent, but I think you would grant that the points that you raised there weren't particularly original.  Moral-relativists have been making those points for a long time.  I agree that they make moral universalism untenable, but moral universalists have heard them all before.

Your criterion for moral evaluation, on the other hand, is original (to the best of my meager knowledge).  But, so far as the debate between moral relativists and universalists is concerned, it begs the question.  It takes the reduction of morality to personal preference as given, and proceeds to define which preferences are the moral ones.  I therefore don't expect it to change any minds in that debate.

(2)  Viewing moral evaluations as just a special kind of personal preference, what reason is there to think that moral evaluations have their own computational machinery underlying them?  I'm sure that this is something that you've thought a lot about, so I'm curious to hear you thoughts on this.  My first reaction is to think that, sure, we can distinguish moral evaluations from the other outputs of our preference-establishing machinery, but that doesn't mean that special processes were running to produce the moral evaluations.

For example, consider a program that produces the natural numbers by starting with 1, and then producing each successive number by adding 1 to the previously-produced number.  After this machine has produced some output, we can look over the tape and observe that some of the numbers produced have the special property of being prime.  We might want to distinguish these numbers from the rest of the output for all sorts of good reasons.  There is indeed a special, interesting feature of those numbers.  But we should not infer that any special computational machinery produced those special numbers.  The prime numbers might be special, but, in this case, the dynamics that produced them are the same as those that produced the non-special composite numbers.

Similarly, moral evaluations, as you define them, are distinguishable from other action-evaluations.  But what reason is there to think that any special machinery underlies moral evaluations as opposed to other personal preferences?

(3)  Since humans manage to differ in so many of their personal preferences, there seems little reason to think that they are nearly universally unanimous with regards to their moral evaluations.  That is, I don't see how the distinguishing feature of moral evaluations (a particular kind of invariance) would make them less likely to differ from person-to-person or moment-to-moment within the same person.  So, I don't quite understand your strong reluctance to attribute different moral evaluations to different people.

Toby, I'm not sure that I understand what you want me to do.

Especially as the main reason I don't dabble in mainstream philosophy is that I consider it too vague for AI purposes.  For example, in classical causal decision theory, there's abstruse math done with a function p(x||y) (if I recall the notation correctly) that one is never told how to compute - it's taken as a primitive.  Judea Pearl could have told them, but nobody seems to have felt the need to develop the theory further, since they already had what looked to them like math: lots of neat symbols.  This kind of "precision" does not impress me.

In general, I am skeptical of dressing up ideas in math that don't deserve the status of math; I consider it academic status-seeking, and I try not to lay claim to such status when I don't feel I've earned it.  But if you can say specifically where you're looking for precision, I can try to respond.

Your definition of morality as computation seems to have very little to do with morality as actually practiced, as noticed by folks like Haidt (who I mentioned before here recently). Even professors of philosophy gussy up conclusions they arrived at via intuition and still admit they arrived at those beliefs because of intuitions rather than arguments. Eliezer's imagined computation seems to have more to do with justification, which is done after we've already made up our minds, than how people actually conclude things. I am very suspicious about a computer being able to emulate a process people don't actually engage in.

And did anybody find it suspicious that pretty much everybody was explaining what made morality_Bob defective (with plenty of different reasons for this hypothetical person) but nobody was providing any "computation"?

TGGP, don't confuse performing computation with being able to make the computation explicit.  Everything 'we' do is computed by our brains, but we can't even begin to describe the mathematics we perform constantly.

Saying that morality is a subset of computation is vacuously true.  Everything minds do is a subset of computation.

jsalvati - "I think the difference is that in a world where one of them is miscalculating, that person can be shown that they are miscalculating and will then calculate correctly."

This still won't do, due to path-dependence and such. Suppose Bob could be corrected in any number of ways, and each will cause him to adopt a different conclusion -- and one that he will then persist in holding no matter what other arguments you give him. Which conclusion is the true value for our original morality_Bob? There can presumably be no fact of the matter, on Eliezer's account. And if this sort of underdetermination is very common (which I imagine it is), then there's probably no facts at all about what any of our "moralities" are. There may always be some schedule of information that would bring us to make radically different moral judgments.

Also worrying is the implication that it's impossible to be stubbornly wrong. Once you become impervious to argument in your adoption of inconsistent moral beliefs, well, those contradictions are now apparently part of your true morality, which you're computing just fine.(?)

I didn't mean that most philosophy papers I read have lots of mathematical symbols (they typically don't), and I agree with you that over-formalization can occur sometimes (though it is probably less common in philosophy than under-formalization). What I meant is the practice of clear and concise statements of the main points and attendant qualifications in the kind of structured English that good philosophers use. For example, I gave the following as a guess at what you might be meaning:

When X judges that Y should Z, X is judging that were she fully informed, she would want Y to Z

This allows X to be incorrect in her judgments (if she wouldn't want Y to Z when given full information). It allows for others to try to persuade X that her judgment is incorrect (it preserves a role for moral argument). It reduces 'should' to mere want (which is arguably simpler). It is, however, a conception of should that is judger-dependent: it could be the case that X correctly judges that Y should Z, while W correctly judges that Y should not Z.

The first line was a fairly clear and concise statement of a meta-ethical position (which you said you don't share, and nor do I for that matter). The next few sentences describe some of its nice features as well as a downside. There is very little technical language -- just 'judge', 'fully informed' and 'want'. In the previous comment I gave a sentence or two saying what was meant by 'fully informed' and if challenged I could have described the other terms. Given that you think it is incorrect, could you perhaps fix it, providing a similar short piece of text that describes your view with a couple of terms that can bear the brunt of further questioning and elaboration.

I'm not Eliezer nor am I a pro, but I think I agree with Eliezer's account, and as a first attempt I think it's something like this...

When X judges that Y should Z, X is judging that Z is the solution to the problem W, where W is a rigid designator for the problem structure implicitly defined by the machinery shared by X and Y  which they both use to make desirability judgments. (Or at least X is asserting that it's shared.) Due to the nature of W, becoming informed will cause X and Y to get closer to the solution of W, but wanting-it-when-informed is not what makes that solution moral.

Great! Now I can see several points where I disagree or would like more information.

1) Is X really asserting that Y shares his ultimate moral framework (i.e. that they would converge given time and arguments etc)?

If Y is a psychopath murderer who will simply never accept that he shouldn't kill, can I still judge that Y should refrain from killing? On the current form, to do so would involve asserting that we share a framework, but even people who know this to be false can judge that he shouldn't kill, can't they?

2) I don't know what it means to be the solution to a problem. You say:

'I should Z' means that Z answers the question, "What will save my people?  How can we all have more fun? How can we get more control over our own lives?  What's the funniest jokes we can tell?  ..."

Suppose Z is the act of saying "no". How does this answer the question (or 'solve the problem')? Suppose it leads you to have a bit less fun and others to have a bit more fun and generally has positive effects on some parts of the question and negative on others. How are these integrated? As you phrased it, it is clearly not a unified question and I don't know what makes one act rather than another an answer to a list of questions (when presumably it doesn't satisfy each one in the list). Is there some complex and not consciously known weighting of the terms? I thought you denied that earlier in the series. This part seems very non-algorithmic at the moment.

3) The interpretation says 'implicitly defined by the machinery ... which they both use to make desirability judgments'?

What if there is not such machinery that they both use? I thought only X's machinery counted here as X is the judger.

4) You will have to say more about 'implicitly defined by the machinery ... use[d] to make desirability  judgments'. This is really vague. I know you have said more on this, but never in very precise terms, just by analogy.

5) Is the problem W meant to be the endpoint of thought (i.e. the problem that would be arrived at), or is it meant to be the current idea which involves requests for self modification (e.g. 'Save a lot of lives, promote happiness, and factor in whatever things I have not thought of but could be convinced of.') It is not clear from the current statement (or indeed your previous posts), but would be made clear by a solution to (4).



"Arbitrary"

Followup to:  Inseparably Right; or, Joy in the Merely Good, Sorting Pebbles Into Correct Heaps

One of the experiences of following the Way is that, from time to time, you notice a new word that you have been using without really understanding.  And you say:  "What does this word, 'X', really mean?"

Perhaps 'X' is 'error', for example.  And those who have not yet realized the importance of this aspect of the Way, may reply:  "Huh? What do you mean?  Everyone knows what an 'error' is; it's when you get something wrong, when you make a mistake."  And you reply, "But those are only synonyms; what can the term 'error' mean in a universe where particles only ever do what they do?"

It's not meant to be a rhetorical question; you're meant to go out and answer it.  One of the primary tools for doing so is Rationalist's Taboo, when you try to speak without using the word or its synonyms—to replace the symbol with the substance.

So I ask you therefore, what is this word "arbitrary"?  Is a rock arbitrary?  A leaf?  A human?

How about sorting pebbles into prime-numbered heaps?  How about maximizing inclusive genetic fitness?  How about dragging a child off the train tracks?

How can I tell exactly which things are arbitrary, and which not, in this universe where particles only ever do what they do?  Can you tell me exactly what property is being discriminated, without using the word "arbitrary" or any direct synonyms?  Can you open up the box of "arbitrary", this label that your mind assigns to some things and not others, and tell me what kind of algorithm is at work here?

Having pondered this issue myself, I offer to you the following proposal:

A piece of cognitive content feels "arbitrary" if it is the kind of cognitive content that we expect to come with attached justifications, and those justifications are not present in our mind.

You'll note that I've performed the standard operation for guaranteeing that a potentially confusing question has a real answer: I substituted the question, "How does my brain label things 'arbitrary'?" for "What is this mysterious property of arbitrariness?" This is not necessarily a sleight-of-hand, since to explain something is not the same as explaining it away.

In this case, for nearly all everyday purposes, I would make free to proceed from "arbitrary" to arbitrary.  If someone says to me, "I believe that the probability of finding life on Mars is 6.203 * 10-23 to four significant digits," I would make free to respond, "That sounds like a rather arbitrary number," not "My brain has attached the subjective arbitrariness-label to its representation of the number in your belief."

So as it turned out in this case, having answered the question "What is 'arbitrary'?" turns out not to affect the way I use the word 'arbitrary'; I am just more aware of what the arbitrariness-sensation indicates.  I am aware that when I say, "6.203 * 10-23 sounds like an arbitrary number", I am indicating that I would expect some justification for assigning that particular number, and I haven't heard it.  This also explains why the precision is important—why I would question that particular number, but not someone saying "Less than 1%".  In the latter case, I have some idea what might justify such a statement; but giving a very precise figure implies that you have some kind of information I don't know about, either that or you're being silly.

"Ah," you say, "but what do you mean by 'justification'?  Haven't you failed to make any progress, and just passed the recursive buck to another black box?"

Actually, no; I told you that "arbitrariness" was a sensation produced by the absence of an expected X.  Even if I don't tell you anything more about that X, you've learned something about the cognitive algorithm—opened up the original black box, and taken out two gears and a smaller black box.

But yes, it makes sense to continue onward to discuss this mysterious notion of "justification".

Suppose I told you that "justification" is what tells you whether a belief is reasonable.  Would this tell you anything?  No, because there are no extra gears that have been factored out, just a direct invocation of "reasonable"-ness.

Okay, then suppose instead I tell you, "Your mind labels X as a justification for Y, whenever adding 'X' to the pool of cognitive content would result in 'Y' being added to the pool, or increasing the intensity associated with 'Y'."  How about that?

"Enough of this buck-passing tomfoolery!" you may be tempted to cry.  But wait; this really does factor out another couple of gears.  We have the idea that different propositions, to the extent they are held, can create each other in the mind, or increase the felt level of intensity—credence for beliefs, desire for acts or goals.  You may have already known this, more or less, but stating it aloud is still progress.

This may not provide much satisfaction to someone inquiring into morals.  But then someone inquiring into morals may well do better to just think moral thoughts, rather than thinking about metaethics or reductionism.

On the other hand, if you were building a Friendly AI, and trying to explain to that FAI what a human being means by the term "justification", then the statement I just issued might help the FAI narrow it down.  With some additional guidance, the FAI might be able to figure out where to look, in an empirical model of a human, for representations of the sort of specific moral content that a human inquirer-into-morals would be interested in—what specifically counts or doesn't count as a justification, in the eyes of that human.  And this being the case, you might not have to explain the specifics exactly correctly at system boot time; the FAI knows how to find out the rest on its own.  My inquiries into metaethics are not directed toward the same purposes as those of standard philosophy.

Now of course you may reply, "Then the FAI finds out what the human thinks is a "justification".  But is that formulation of 'justification', really justified?"  But by this time, I hope, you can predict my answer to that sort of question, whether or not you agree.  I answer that we have just witnessed a strange loop through the meta-level, in which you use justification-as-justification to evaluate the quoted form of justification-as-cognitive-algorithm, which algorithm may, perhaps, happen to be your own, &c.  And that the feeling of "justification" cannot be coherently detached from the specific algorithm we use to decide justification in particular cases; that there is no pure empty essence of justification that will persuade any optimization process regardless of its algorithm, &c.

And the upshot is that differently structured minds may well label different propositions with their analogues of the internal label "arbitrary"—though only one of these labels is what you mean when you say "arbitrary", so you and these other agents do not really have a disagreement.

A related sense of "arbitrary", which is common in math and CS, is "could be anything, and will probably be chosen specifically to annoy you".

I came up with, a decision or belief is arbitrary if it is not caused by the factors that would be expected to cause that sort of decision or belief.  This reduction has the nice quality that it also explains arbitrary variable choices in mathematics - for example if you are trying to show that your compression algorithm gets good results on arbitrary data (heh), then it is data that was not, as might be otherwise expected, chosen to play well with your compression algorithm.

Or, in other words, arbitrary statement is one you won't accept as (an influence on) your own belief, one for which you can't trace the causal history back to its referent, given what you currently know. If you see a documentary about anthropomorphic aliens on TV, it is a fact about documentary-making process, not about aliens; the message of this documentary can't be dereferenced.

It would really rock if you could show the context in which someone used the word "arbitrary" but in a way that just passed the recursive buck.

[After I ask someone a series of questions about whether certain actions would be immoral]

Me: Now you're just being arbitrary!
Eliezer Yudkowsky: Taboo "arbitrary"!
Me: Okay, he's deciding what's immoral based on whim.
Eliezer Yudkowsky: Taboo "whim"!
Me: Okay, his procedures for deciding what's immoral can't be articulated with finite words to a stranger such that he, and the stranger using his morality articulation, yield the same answers to all morality questions.

Like Larry, I'm more used to hearing the word mean something like "It could be otherwise without making a difference to the point I'm trying to get across".

I stopped to answer your definitional questions while reading and defined "arbitrary" as "some variable in a system of justifications where the variable could be anything and be equally justified regardless of what it is" and "justification" as "the belief that the action that is justified will directly on indirectly further the cause of the utility function in the terms of which it is defined and does it more effectively than any other action; for beliefs, the belief that the belief that is justified will reflect the territory in the most accurate way possible (I hope I'm not passing the buck here)"

I'd say that's close, but too specific.  A better definition would be "there are no rational reasons to select this position rather than any of the alternatives" or "there are no rational restrictions on the possibility space from which the selection is chosen randomly".

An arbitrary decision is one not founded in objective, shared principles and rules of logic that permit derivations to be made from them.

How about 'content that we expect to come with attached justifications, and those justifications are not present in the mind of the person putting forth the content.'

"Let's treat my car as a point mass of seven grams."

You may suspect that 7 is an arbitrary number having nothing to do with my car. If I said 683kg then you might think it is near the actual mass of my car. In neither case do you have justification.
If I tell you I don't have a car, then you KNOW it's arbitrary, because it's a number I made up. Your label of arbitrariness depends on where you think I got the number.

When you look at the large car, the number is plausible, so you need less evidence (minimal justification) to believe (or at least fail to challenge) the number. With the small number, extraordinary evidence would be needed (quite a lot of justification), so the number appears more arbitrary.

As for "morals", I like Theodore Sturgeon's definition from "More Than Human":

Morals are society's rules for individual survival.
Ethics are the individual's rules for society's survival.

Love is when the happiness of another is essential for your own.

http://en.wikipedia.org/wiki/List_of_cognitive_biases

(I'm catching up, so that's why this is posted so far after the original.)

When I attempted this exercise I tried to think of how I use the word "arbitrary" and came up with a definition along the lines of "Something is arbitrary if its choice from a set makes no difference to the veracity of a particular statement", i.e. arbitrary is a 2-part function, taking as input a choice and a statement, since without a statement to evaluate against calling something arbitrary to me just looks like membership.

But then I read on and realized that I was being too narrow in what I considered to be arbitrary.  Perhaps from too much mathematical training, I didn't even think of the common use as described above.  This is an subtle kind of error to watch out for:  taking a technical term that happens to have the same spelling and pronunciation as a non-technical term and trying to apply the definition of the technical term back to the non-technical term.  The effect is either that you confuse other people because you use a technical term that looks like a non-technical one or you confuse yourself by misunderstanding what people mean when they use the term in a non-technical sense.  This sort of thing becomes a bigger problem, I reckon, as you become more and more specialized in a field with lots of technical language.

I notice that notions like "arbitrary" and "justified" tend to pay close attention to context, and that it would be easy to confuse the contexts or get indignant when someone uses the idea of justification in a larger or different context than the one that you thought was the one at issue. I can think a Green Babyeater has a less arbitrary and more justified position than a Blue Babyeater in Babyeater politics and not think my use of arbitrariness and justification to analyze that situation is weird. Of course, if you thought we were talking about Green and Blue humans, this could lead to trouble. Thus...

And the upshot is that differently structured minds may well label different propositions with their analogues of the internal label "arbitrary" - though only one of these labels is what you mean when you say "arbitrary", so you and these other agents do not really have a disagreement.

This is true, of course, but humans seem to automatically be able to re-scale the concept of 'arbitrary' and 'justified' across larger and smaller contexts, and contexts where 'morality' or 'truth' aren't even relevant. So long as there is some kind of pattern. (0000000000000000000001000000... is pretty arbitrary, no? Maybe the '1' was an unjustified addition, or a moral error, or something...)

I should note that "arbitrary" might be somewhat reduced by trying to extract it not by thinking about the causal chain that led to a belief or value, but about what that causal chain implies about logical facts about the universe ('pattern attractors', like ferns growing fractally), how those logical facts would constrain counterfactual or non-local causal chains, and how that relates to the notion of an abstract idealized dynamic in contrast to our plain old causal history. Timeless validity instead of or at least in addition to causal validity.



Is Fairness Arbitrary?

In "The Bedrock of Fairness", Xannon, Yancy, and Zaire argue over how to split up a pie that they found in the woods.  Yancy thinks that 1/3 each is fair; Zaire demands half; and Xannon tries to compromise.

Dividing a pie fairly isn't as trivial a problem as it may sound. What if people have different preferences for crust, filling, and topping?  Should they each start with a third, and trade voluntarily? But then they have conflicts of interest over how to divide the surplus utility generated by trading...

But I would say that "half for Zaire" surely isn't fair.

I confess that I originally wrote Zaire as a foil—this is clearer in an earlier version of the dialog, where Zaire, named Dennis, demands the whole pie—and was surprised to find some of my readers taking Zaire's claim seriously, perhaps because I had Zaire say "I'm hungry."

Well, okay; I believe that when I write a dialogue, the reader has a right to their own interpretation.  But I did intend that dialogue to illustrate a particular point:

You can argue about how to divide up the pie, or even argue how to argue about dividing up the pie, you can argue over what is fair... but there finally comes a point when you hit bedrock.  If Dennis says, "No, the fair way to argue is that I get to dictate everything, and I now hereby dictate that I get the whole pie," there's nothing left to say but "Sorry, that's just not what fairness is—you can try to take the pie and I can try to stop you, but you can't convince that that is fair."

A "fair division" is not the same as "a division that compels everyone to admit that the division is fair".  Dennis can always just refuse to agree, after all.

But more to the point, when you encounter a pie in the forest, in the company of friends, and you try to be fair, there's a certain particular thing you're trying to do—the term "fair" is not perfectly empty, it cannot attach to just anything. Metaphorically speaking, "fair" is not a hypothesis equally compatible with any outcome.

Fairness expresses notions of concern for the other agents who also want the pie; a goal to take their goals into account.  It's a separate question whether that concern is pure altruism, or not wanting to make them angry enough to fight.  Fairness expresses notions of symmetry, equal treatment—which might be a terminal value unto you, or just an attempt to find a convenient meeting-point to avoid an outright battle.

Is it fair to take into account what other people think is "fair", and not just what you think is "fair"?

The obvious reason to care what other people think is "fair", is if they're being moved by similar considerations, yet arriving at different conclusions.  If you think that the Other's word "fair" means what you think of as fair, and you think the Other is being honest about what they think, then you ought to pay attention just by way of fulfilling your own desire to be fair.  It is like paying attention to an honest person who means the same thing you do by "multiplication", who says that 19 * 103 might not be 1947.  The attention you pay to that suggestion, is not a favor to the other person; it is something you do if you want to get the multiplication right—they're doing you a favor by correcting you.

Politics is more subject to bias than multiplication.  And you might think that the Other's reasoning is corrupted by self-interest, while yours is as pure as Antarctic snow.  But to the extent that you credit the Other's self-honesty, or doubt your own, you would do well to hear what the Other has to say—if you wish to be fair.

The second notion of why we might pay attention to what someone else thinks is "fair", is more complicated: it is the notion of applying fairness to its own quotation, that is, fairly debating what is "fair".  In complicated politics you may have to negotiate a negotiating procedure.  Surely it wouldn't be fair if Dennis just got to say, "The fair resolution procedure is that I get to decide what's fair."  So why should you get to just decide what's fair, then?

Here the attention you pay to the other person's beliefs about "fairness", is a favor that you do to them, a concession that you expect to be met with a return concession.

But when you set out to fairly discuss what is "fair" (note the strange loop through the meta-level), that doesn't put everything up for grabs.  A zeroth-order fair division of a pie doesn't involve giving away the whole pie to Dennis—just giving identical portions to all.  Even though Dennis wants the whole thing, and asks for the whole thing, the zeroth-order fair division only gives Dennis a symmetrical portion to everyone else's.  Similarly, a first-order fair attempt to resolve a dispute about what is "fair", doesn't involve conceding everything to the Other's viewpoint without reciprocation.  That wouldn't be fair. Why give everything away to the Other, if you receive nothing in return?  Why give Dennis the whole first-order pie?

On some level, then, there has to be a possible demand which would be too great—a demand exceeding what may be fairly requested of you.  This is part of the content of fairness; it is part of what you are setting out to do, when you set out to be fair.  Admittedly, one should not be too trigger-happy about saying "That's too much!"  We human beings tend to overestimate the concessions we have made, and underestimate the concessions that others have made to us; we tend to underadjust for the Other's point of view... even so, if nothing is "too much", then you're not engaging in fairness.

Fairness might call on you to hear out what the Other has to say; fairness may call on you to exert an effort to really truly consider the Other's point of view—but there is a limit to this, as there is a limit to all fair concessions.  If all Dennis can say is "I want the whole pie!" over and over, there's a limit to how long fairness requires you to ponder this argument.

You reach the bedrock of fairness at the point where, no matter who questions whether the division is fair, no matter who refuses to be persuaded, no matter who offers further objections, and regardless of your awareness that you yourself may be biased... Dennis still isn't getting the whole pie.  If there are others present who are also trying to be fair, and Dennis is not already dictator, they will probably back you rather than Dennis—this is one sign that you can trust the line you've drawn, that it really is time to say "Enough!"

If you and the others present get together and give Dennis 1/Nth of the pie—or even if you happen to have the upper hand, and you unilaterally give Dennis and yourself and all others each 1/Nth—then you are not being unfair on any level; there is no meta-level of fairness where Dennis gets the whole pie. 

Now I'm sure there are some in the audience who will say, "You and perhaps some others, are merely doing things your way, rather than Dennis's."  On the contrary:  We are merely being fair.  It so happens that this fairness is our way, as all acts must be someone's way to happen in the real universe.  But what we are merely doing, happens to be, being fair.  And there is no level on which it is unfair, because there is no level on which fairness requires unlimited unreciprocated surrender.

I don't believe in unchangeable bedrock—I believe in self-modifying bedrock.  But I do believe in bedrock, in the sense that everything has to start somewhere.  It can be turtles all the way up, but not turtles all the way down.

You cannot define fairness entirely in terms of "That which everyone agrees is 'fair'."  This isn't just nonterminating.  It isn't just ill-defined if Dennis doesn't believe that 'fair' is "that which everyone agrees is 'fair'".  It's actually entirely empty, like the English sentence "This sentence is true."  Is that sentence true?  Is it false?  It is neither; it doesn't mean anything because it is entirely wrapped up in itself, with no tentacle of relation to reality.  If you're going to argue what is fair, there has to be something you're arguing about, some structure that is baked into the question.

Which is to say that you can't turn "fairness" into an ideal label of pure emptiness, defined only by the mysterious compulsion of every possible agent to admit "This is what is 'fair'."  Forget the case against universally compelling arguments—just consider the definition itself:  It has absolutely no content, no external references; it is not just underspecified, but entirely unspecified.

But as soon as you introduce any content into the label "fairness" that isn't phrased purely in terms of all possible minds applying the label, then you have a foundation on which to stand.  It may be self-modifying bedrock, rather than immovable bedrock.  But it is still a place to start.  A place from which to say:  "Regardless of what Dennis says, giving him the whole pie isn't fair, because fairness is not defined entirely and only in terms of Dennis's agreement."

And you aren't being "arbitrary", either—though the intuitive meaning of that word has never seemed entirely well-specified to me; is a tree arbitrary, or a leaf?  But it sounds like the accusation is of pulling some answer out of thin air—which you're not doing; you're giving the fair answer, not an answer pulled out of thin air.  What about when you jump up a meta-level, and look at Dennis's wanting to do it one way, and your wanting a different resolution?  Then it's still not arbitrary, because you aren't being unfair on that meta-level, either.  The answer you pull out is not merely an arbitrary answer you invented, but a fair answer.  You aren't merely doing it your way; the way that you are doing it, is the fair way.

You can ask "But why should you be fair?"—and that's a separate question, which we'll go into tomorrow.  But giving Dennis 1/Nth, we can at least say, is not merely and only arbitrary from the perspective of fair-vs.-unfair.  Even if Dennis keeps saying "It isn't fair!" and even if Dennis also disputes the 1st-order, 2nd-order, Nth-order meta-fairnesses.  Giving N people each 1/Nth is nonetheless a fair sort of thing to do, and whether or not we should be fair is then a separate question.

"Giving N people each 1/Nth is nonetheless a fair sort of thing to do"

How can we know this unless we actually define what "fair" is, or what its bedrock is? Or are we just assuming that roughly, "fair" means "equal proportions"?

I have a special interest in faireness.  There's a technical definition in mechanism design:  a mechanism (say for allocating goods) is Fair if all participants derive equal utility from participating.  Compare to Efficiency: total utility is maximized (each good went to the person who wanted it most).  You get both fairness and efficiency by having the winners pay the losers just enough so that the losers are as happy with the money as the winners are with the booty minus the money.  A related mechanism property is envy-freeness:  no one would prefer to trade places with anyone else.

Eliezer's conception of fairness does not account for a whole category of "fairnesses". Let me put the devil's shoes. 

There are many ways to divide the pie fairly. You may divide it according to the amount of people. In which case each person gets 1/Nth. 
But my way is more fair. You should divide it according to the weight of each individual, in which case Big Joe gets more than Tiny Anny. 

Agile Carlos stands up and says: No, the fair way is according to metabolic rates. 

It is naïve to say that the pie should be divided equally between persons, since the numerical level of personhood is not the factor that best correlates with what food is useful for. 

To decide what should a pie be divided according to, we would start to play Reference Class tennis, because it is hard to decide if fairness should be symmetric on the person, the metabolic, or the size level. 

So even though arguments will stop Zaire from taking the whole pie, I am still not nearly convinced that it is obvious that 1/Nth is fair. 

There's a technical definition in mechanism design: a mechanism (say for allocating goods) is Fair if all participants derive equal utility from participating.

Could you provide a reference for this?  The use of interpersonal comparison of utility here surprises me.

I thought that the usual definition of fairness took into account both what you gain from your participation and what other people gain from your participation.

ETA: Are you referring to the same notion of fairness as in this famous paper by Rabin?

It's fair when the participants all sincerely agree that it's fair.

If you think you're being unfair to somebody and he disagrees, who's right?

There isn't any guarantee that a fair solution is possible. If people can't agree, then we can't be fair. I say, fairness is a goal that we can sometimes achieve. There's no guarantee that we could always achieve all of our goals if only we did the right things. There's no guarantee that fairness is possible. Just, it's a good goal to try for sometimes, and sometimes we can actually be fair or mostly fair.

People often agree that equal shares is fair. Not always. It seems like a sort of default, and we might choose to start with the default and then argue why we should deviate from it. Like, the one who found the pie in the forest might deserve a finder's fee. The one who negotiated an agreement when it seemed unlikely might deserve a reward for that. If there's a danger that a bear might come take the pie, then one who guards the others while they eat might deserve a reward. If one person is carrying extra weight for things he shares with the others, he might deserve extra calories etc. There can be lots of reasons to deviate from equal shares once you accept equal shares as the default.

Approaching a fair solution is an art. It's an adventure that might not have any good ending possible, but when you don't know it can't be done then it's better to try than just accept failure from the beginning. Starting out with the assumption that there is a fair approach that everybody ought to accept, and that if it doesn't work you'll figure out who to blame, is both backward and counterproductive.

Daniel Reeves, I checked out your bio. Very impressive stuff, and best of success with your work and research!

I think the take-away from all this is that 'fairness' is ill-defined. In theory, we could all agree that fairness is having the pie split proportionally by desire, or split proportionally by the degree to which the actors qualify for moral consideration, or some combination thereof, or something else entirely. If we wanted to, we could be like the Inuits (who, as the story goes, have 37 different words for "snow"), and have 37 different words for slight variations of 'fairness'. It's a semantics argument.

When people get this deep into talking about fairness, they're usually really talking about "what's the right thing to do here?" (which sometimes has little to do with what we would normally characterize as fair). But it sounds like that's what we're getting into tomorrow :)

Thanks for commenting, Reeves!  Yes, there are fair division mechanisms more complicated than the object-level 1/Nth for everyone (as I noted in the post), though among humans, I think, only people of good will can do complicated things without incurring large overhead costs from politics as people argue and try to push the division their way.  And most of the participants may all believe they got less than they deserved, if the fair division involves many decision points where people can all overestimate how much they deserve and underestimate how much others deserve.

How much should the winners compensate the losers?  A dollar more, a dollar less and soon people are pulling out the handaxes again.

So I do admit that 1/Nth has a certain charm for me as a human solution to the given pie-in-the-forest problem - though I would laugh at the idea that AIs capable of perfectly introspecting on complex non-noisy inferences, would have to do the same thing.

An interesting question is whether we can view more complicated mechanisms as the equivalent of "1/Nth of the meta-pie for everyone", in the sense that the mechanism itself doesn't favor any particular party's interests over any other.  (Obviously this is a more plausible assertion when the division mechanism has been worked out by outside game theorists, and adopted in advance of seeing the particular pie.)  IMHO, one kind of fairness that's very clearly inspired by "1/Nth of the meta-pie for everyone" is Rawl's Veil of Ignorance.

In reality someone would have had to bake the pie, and it's fair that they get it since they put in the work. The problem is that the author, in creating the example, eliminated certain facts such as the baker in order to get to the essence of the problem. But the more facts you eliminate the more chance that something will appear arbitrary, due to fewer paths back to reality. It's the fallacy of the over-simplified model (no that's not a real fallacy :).

You cannot define fairness entirely in terms of "That which everyone agrees is 'fair'."  This isn't just nonterminating.  It isn't just ill-defined if Dennis doesn't believe that 'fair' is "that which everyone agrees is 'fair'".  It's actually entirely empty, like the English sentence "This sentence is true."

I don't think the definition based on universal agreement is a particularly clever definition, nevertheless I don't see how it is empty. If there was something that everyone agreed was fair, then such definition would be meaningful and non-empty. It doesn't follow that the definition itself must be fair. It is your demand of fairness of the definition of fairness that makes it self-referential.

"Fair division" is 1/3 each, but if I were in Zaire's position - ie particularly hungry, or greedy, or more in need of food generally - I would ask the others to voluntarily give to me some of their "fair share" now, in return for specified (or unspecified) favours in the future.

ONLY if the agreement was based on identifiable principles.  If the definition consists of nothing but the observation that people agree, then it provides information about people, not the ostensible subject.

Isn't it easier just to flip a coin and set the order of 1, 2, and 3?

then you can have each person choose the size of their slice. or to promote symmetric shares:

person 1 cuts the pie in 3
person 2 chooses a piece
person 3 chooses another piece
person 1 receives the rest

this way person one has the incentive to cut it as fair as she possibly could to ensure the overall outcome maximizes her piece (well this assumes that each person wants to maximize the pie share)

of course this is under the premise that all 3 already agree fairness at the minimal includes each person having at least a slice of the pie, and that chance is a fair way of solving this problem.

One very funny consecuence of defining "fair" as "that which everyone agrees to be "fair"" is that if you indeed could convince everyone of the correctness of that definition, nobody could ever know what IS "fair", since they would look at their definition of "fair", which is "that which everyone agrees to be "fair"", then they would look at what everyone does agree to be fair, and conclude that "that which everyone agrees to be "fair" is "that which everyone agrees to be "fair""", and so on!

However I think that in this post you are spilling too much ink over a trivial thing - you are too attached to the word "fair". One of my favourite rationalist's techniques is to not be attached to particular symbols at all, but only to referents. You could answer Zaire simply by saying, "Alright, I accept that your way is "fair", however I propose a better way that we can call "riaf"", and then explain your referent of the symbol "fair" and why it is better than Zaire's way.

Eliezer, I think you meant to say that "19 * 103 might not be 1957" instead of 1947. Either that or I'm misunderstanding that entire paragraph.

While it seems intuitively pretty clear that fairness involves an equal division of something - be it pie, meta-pie or whatever - there seems to be an embarrassment of plausible candidates for the quantity to be divided. Which is fairer: an equal distribution of goods, of opportunities or of utility? If I read him right, Eliezer would recommend deciding this question by first doling out an equal distribution of votes. But that just palms the dilemma off onto the voters.

Sometimes equal division is seen as being fundamentally unfair.  See the parable of the workers in the vineyard for a classic example.

The workers in the vineyard presumably expected that a different sort of equality was in effect - for instance, equal freedom to work at an equal rate.

When I say "equal division of something", the something isn't necessarily the pie itself.

Point taken, Lake, but it seems to me that one of the points of the parable was to contrast two different kinds of 'fairness':  adherence to an agreement, and work-pay equivalence.  The workers protested that those that did less work got the same pay as those that did, but the owner protested that they accepted the deal to work from an early hour to a later for a certain amount of money as 'fair' and had no grounds to complain about others receiving higher work-to-pay ratios.

No, I suppose you're right, insofar as there's no fixed initial quantity to be divided. But both involve an equal apportioning of something: money to workers in the one case, and money to man-hours in the other. The parable doesn't undermine the notion that equality is essential to all concepts of fairness, even where different versions license different outcomes.

That seems fair in pretty much the same sense that Eliezer's 1/N each is fair. It's just an incentive compatible way of implementing the 1/N rule.

(Also, you'd have to rule out enforceable side-deals, otherwise 1 could cut a deal with 2, such that they each get half: 1 cuts two 0 (or infitesimal) slices, leaving the entire pie for 2; in return 2 divides the whole pie with 1 (using the standard method). No, the side-deal isn't incentive compatible; that's why it needs to be enforceable. /nitpick.)

Fair is when 51% of a population can agree that they should sieze the possessions of the other 49% and divide it amongst themselves.  Otherwise known as democracy.  Thank god I live in a Constitutional Republic.  But every day it looks more and more like a democracy.

The setup's a little opaque, but I believe the correct reading is that the other person (characterized as honest) is correcting the faulty multiplication of the notional reader ("you").

If fairness is about something other than human agreement, what is it?

Suppose you have a rule that you say is always the fair one. And suppose that you apply it to a situation involving N people, and all N of them object, none of them think it's fair. Are you going to claim that the fair thing for them to do is something that none of them agrees to? What's fair about that?

When everybody involved in a deal agrees it's fair, who are you -- an outside kibitzer -- to tell them they're wrong?

Suppose a group all agrees, they think a deal is fair. And then you come in and persuade some of them that it isn't fair after all, that they should get more, and the agreement breaks down. Maybe they fight each other over it. Maybe some of them get hurt. And after some time contending, it's clear that none of them are better off than they were when they had their old agreement. Were you being fair to that group by destroying their agreement?

One very funny consecuence of defining "fair" as "that which everyone agrees to be "fair"" is that if you indeed could convince everyone of the correctness of that definition, nobody could ever know what IS "fair", since they would look at their definition of "fair", which is "that which everyone agrees to be "fair"", then they would look at what everyone does agree to be fair, and conclude that "that which everyone agrees to be "fair" is "that which everyone agrees to be "fair""", and so on!

If a deal is fair when all participants freely agree to the deal, then there you are.

Are you saying that everybody has to agree to this definition of fairness before anybody can use it? I don't see why. People use the word "fair" when they are talking about deals. We don't all have to agree on the meaning of a word before any of us can use the word in conversation. If that was necessary, what would we say?

If some people freely agree to a deal but they still say it isn't fair -- perhaps it isn't fair to God, or to the pixies, or to somebody in Mali who isn't a party to the deal anyway -- then they can say that. Whether or not we all agree that the deal is fair, still we have a deal we all agree to.

What point is there to build an infinite regress of definitions? What is it good for?

If there was something that everyone agreed was xyblz, ...

That's almost exactly the sort of answer I expected, except I don't see how it fixes anything.

If the definition consists of nothing but the observation that people agree, then it provides information about people, not the ostensible subject.

Depends on what we know in the beginning. If we knew the opinions of people, then it provides an information about the meaning of the word. This is the way how language is learned in the childhood - by observing what meaning other people attach to words. Even much later we learn to employ dictionaries and strict definitions.

If you define "red" as "whatever everyone agrees is red", it is for most people and everyday purposes more informative than the definition "emitting light of wavelength about 700 nm", and the definitions are practically equivalent. The difference is that we use a representative sample of population instead of a double-slit experimental setting.

Now that I've think about it more, even if we have the symmetric assumption (each person gets the same share), the pie share is not necessarily 1/n in that the utility of each person is different given a certain amount of pie.

for person 1 is not hungry at all, the pie is worth nothing to her and if she were to get 1/3 of the pie, she would not really even enjoy the consumption of it. Thus if person 1 were to get a tiny slice of pie, it could also be consider fair if we look at the symmetry in terms of utility instead of object. Well to achieve this, we can use a bidding system in which people bid for each infinitesimal part of the pie.

Either way, I believe that the argument that "each person gets 1/n of the pie is fair" is not sound because the worth of the pie is different for each person.

Hendrick, it could be argued that each person deserves to own 1/N of the pie because they are there. So if Doreen isn't hungry, she still owns 1/N of the pie which she can sell to anyone who is hungry.

Similarly it could be argued that the whole forest should be divided up and each person should own 1/N of it, and if the pie is found in the part of the forest that I own then I own that whole pie. But I have no rights to pies found in the rest of the forest.

Now suppose that all but one of the group is busy looking up into the trees at beautiful birds, which gives them great enjoyment. But Dennis instead has been working hard looking at the ground, searching for pies, and he finds one. Should he own the pie? Should he have the right to give or sell pieces to whoever he wants? Or should he have no special rights?

What if Dennis, knowing that the group will confiscate his pie if he shows it to them, eats it before they notice he has it. Is it then fair to pump his stomach so it can be divided equally?

Say it's 5 people walking through the woods, but they left 5 others back at base camp. Do the other 5 have any right to any of the pie?

If so, what if there are 5 starving children in india. Do they have any rights?

I say, Eliezer is wrong to say there is anything objectively fair about this.

If you and the others present get together and give Dennis 1/Nth of the pie - or even if you happen to have the upper hand, and you unilaterally give Dennis and yourself and all others each 1/Nth - then you are not being unfair on any level; there is no meta-level of fairness where Dennis gets the whole pie.

I agree that giving Dennis the whole pie when others disagree would not be fair. But when you disregard Dennis's opinion and dictate a solution, that isn't fair either. Just because Dennis is unable to explain his position so that you see it's right, and he does not suggest a compromise you can accept, does not make your alternative solution imposed on him fair.

There is no absolute standard of fairness here. It all depends. The concept that we should start with equal shares sounds right if you live in an egalitarian nation, otherwise not. Like, if it's a medieval english nobleman and four retainers walking through the woods, it would be idiotic to assert the pie must be split into 5 equal shares. The retainers would whip you for saying it, and they'd insist it was no more than you deserved, it was a fair response.

I say, fairness involves people who are making a deal, who are trying to be fair to each other. It is not about people who are not present, who cannot speak their minds. You aren't making a deal with starving children in india. You can be kind to them or unkind but until you can make a deal with them you can't be fair or unfair. It is not about the people back in base camp unless you made a deal with them that you will uphold or break.

If the people who are making the deal all agree it is fair, then it is fair. That's what it means for it to be fair. If some of them do not agree that it's fair then it isn't fair. It wouldn't be fair to give Dennis the whole pie, when somebody doesn't want to. It wouldn't be fair to give Dennis nothing, or 1/N of what he believes he deserves, when he doesn't agree. If you can't reach an agreement then you don't have a fair solution. Because that's what a fair solution isn't.

You can't say that just anything is fair. "Fair" isn't an empty concept that can apply to anything whatsoever. "Fair" is a concept that can apply to anything whatsoever that all participants of the deal freely agree to. If they don't agree, then it isn't fair.

Your question is only reasonable if you presume agreement is a major aspect of fairness.  It only works if we already agree with the position you're forwarding, which would seem to limit its effectiveness.

Caledonian, thank you. I didn't notice that there might be people who disagree with that, since it seemed to me so clearly true and unarguable.

I guess in the extreme case somebody could believe that fairness has nothing to do with agreement. He might find a bunch of people who have a deal that each of them believes is fair, and he might argue that each of them is wrong, that their deal is actually unfair to every one of them. That each of them is deforming his own soul by agreeing to this horrible deal.

My thought about that is that there might be some deal that none of them has thought of, that would indeed be better for each of them. Maybe if they heard about the other deal they'd all prefer it. I'd want to listen to his proposals and see if I could understand them, or get new ideas from them.

But when somebody argues that a deal is unfair to somebody else, unfair to somebody who himself thinks it is not unfair to himself, it disrespects that person. It is a way to say that he doesn't know what he's doing, that he isn't competent to make his own deals, that he's a stupid or ignorant person who does not know what's good for him, that he needs you to take care of him and make his decisions for him. In general it is rude. And yet sometimes it could be true that people are stupid and agree to deals that are unfair to them because they don't know any better. There are probably 40 million american Republicans I'd suspect of that....

My sister used to be a teacher in a special education school.  She would sometimes let some kids do things that other kids weren't allowed to do; a kid particularly prone to some kind of negative reaction to an otherwise mandatory activity might be allowed not to participate (I don't recall exactly).  When the other kids protested that it wasn't fair, she would reply: "fair is when everyone gets what they need, not when everyone gets the same."  Not totally satisfactory, but in my mind not totally bogus either.  How hungry each person is does have some bearing on what's a fair division of the pie.

DJB:
Dr. Hanson's post today, mundane dishonesty, seems to beg the question in your scenario, "What if he's lying about how hungry he is?" There could be numerous explanations for this: power, more sex (sorry; I guess those two are the same), insurance against famine, assurance of the competition's demise, et al. In medicine, we have all sorts of tests, whether or not Dr. Hanson accepts that their interpretation leads to any meaningful intervention on health issues, to determine the status of one's nutritional state. As far as I know, we have no tests to determine the level of hunger. Is that what I see being called a "meta" issue? I can begin to see why the programming of an fAI has not been accomplished yet. Keep working, please.

This whole pie-splitting story is an intuition pump that invites me to apply my embedded primate social judgments while pretending to some kind of objective analysis, which makes me distrust it. 

That is: if Xannon, Yancy, and Zaire agree to give Zaire the whole pie, something deep in my primate soul howls "Unfair!" and all subsequent discussion is conducted in the context of that judgment. 

This is true even when I conclude that the behavior is sensible. For example, if we specify that there's only enough pie to keep one of them from starving, such that giving each of them a third of the pie results in all three of them dying, I'll grudgingly agree that Zaire getting the whole pie is better than all three of them getting a third... but "grudgingly" is a key word. I resist this conclusion.

And I will feel better if we explicitly state that the process whereby Z got the whole pie lets me model it as something being equally shared, even if the something is as abstract as "the chance of getting the whole pie". 

If we specify instead that Z likes blueberry pie 1000 times as much as Y and X do, I might similarly do a little mapping in my head from "pie" to "utility" and satisfy the howling primate by asserting that they are all getting equal "utility" when Z gets most of the pie. If we specify that Z is grateful for being given the whole pie, I can satisfy the primate by invoking some complicated notion of social contracts and indebtedness and  that conveniently works out to everyone getting equal amounts of . If we tell an aesop where an hour later Z is by complete chance mauled by a lion (or better yet, is mauled by a lion because he smells so strongly of blueberry... or the pie turns out to be poisoned... or in some other way Z gets some of his "unfairly" obtained extra utilons taken away, preferably in a way that's causally linked to the pie-taking) my howling primate is mollified. If we tell an aesop where an hour later X and Y get extra utilons (say, God lets them into Heaven, again preferably because they showed  by not getting any pie), my howling primate is mollified. 

A notion of equity among sufficiently me-like things is important to my howling primate soul, it seems. 

Whether I identify with that aspect of myself or not is a different question. (As is whether I ought to identify with it.) A lot of this discussion so far seems to take that as a given.

OTOH, if I reframe the story as three ants finding a crumb of pie-crust (and I refrain from anthropomorphising the ants, which is tempting), I notice that a lot of my intuitions about the importance of fairness change. If one of them eats the whole crumb and the other two don't interfere... well, OK. I'm curious as to how that resolution was computed, but I don't start out with the notion that it's WRONG WRONG WRONG. I suspect I'm more likely to think clearly about it.

Admittedly, had you written a story about three unanthropomorphized ants finding a crumb, not many people would care. Your whole goal here is to pump people's intuitions, and that's fine.

among humans, I think, only people of good will can do complicated things without incurring large overhead costs from politics  

That is a startlingly succinct summary of an important principle. I am likely to quote it a lot.

...when you encounter a pie in the forest, in the company of friends...

Wouldn't know. Just wanted to appreciate that token of subtle absurdism :)



The Bedrock of Morality: Arbitrary?

Followup to:  Is Fairness Arbitrary?, Joy in the Merely Good,  Sorting Pebbles Into Correct Heaps

Yesterday, I presented the idea that when only five people are present, having just stumbled across a pie in the woods (a naturally growing pie, that just popped out of the ground) then it is fair to give Dennis only 1/5th of this pie, even if Dennis persistently claims that it is fair for him to get the whole thing.  Furthermore, it is meta-fair to follow such a symmetrical division procedure, even if Dennis insists that he ought to dictate the division procedure.

Fair, meta-fair, or meta-meta-fair, there is no level of fairness where you're obliged to concede everything to Dennis, without reciprocation or compensation, just because he demands it.

Which goes to say that fairness has a meaning beyond which "that which everyone can be convinced is 'fair'".  This is an empty proposition, isomorphic to "Xyblz is that which everyone can be convinced is 'xyblz'".  There must be some specific thing of which people are being convinced; and once you identify that thing, it has a meaning beyond agreements and convincing.

You're not introducing something arbitrary, something un-fair, in refusing to concede everything to Dennis.  You are being fair, and meta-fair and meta-meta-fair.  As far up as you go, there's no level that calls for unconditional surrender.  The stars do not judge between you and Dennis—but it is baked into the very question that is asked, when you ask, "What is fair?" as opposed to "What is xyblz?"

Ah, but why should you be fair, rather than xyblz?  Let us concede that Dennis cannot validly persuade us, on any level, that it is fair for him to dictate terms and give himself the whole pie; but perhaps he could argue whether we should be fair?

The hidden agenda of the whole discussion of fairness, of course, is that good-ness and right-ness and should-ness, ground out similarly to fairness.

Natural selection optimizes for inclusive genetic fitness.  This is not a disagreement with humans about what is good.  It is simply that natural selection does not do what is good: it optimizes for inclusive genetic fitness.

Well, since some optimization processes optimize for inclusive genetic fitness, instead of what is good, which should we do, ourselves?

I know my answer to this question.  It has something to do with natural selection being a terribly wasteful and stupid and inefficient process.  It has something to do with elephants starving to death in their old age when they wear out their last set of teeth.  It has something to do with natural selection never choosing a single act of mercy, of grace, even when it would cost its purpose nothing: not auto-anesthetizing a wounded and dying gazelle, when its pain no longer serves even the adaptive purpose that first created pain.  Evolution had to happen sometime in the history of the universe, because that's the only way that intelligence could first come into being, without brains to make brains; but now that era is over, and good riddance.

But most of all—why on Earth would any human being think that one ought to optimize inclusive genetic fitness, rather than what is good?  What is even the appeal of this, morally or otherwise?  At all?  I know people who claim to think like this, and I wonder what wrong turn they made in their cognitive history, and I wonder how to get them to snap out of it.

When we take a step back from fairness, and ask if we should be fair, the answer may not always be yes.  Maybe sometimes we should be merciful.  But if you ask if it is meta-fair to be fair, the answer will generally be yes.  Even if someone else wants you to be unfair in their favor, or claims to disagree about what is "fair", it will still generally be meta-fair to be fair, even if you can't make the Other agree.  By the same token, if you ask if we meta-should do what we should, rather than something else, the answer is yes.  Even if some other agent or optimization process does not do what is right, that doesn't change what is meta-right.

And this is not "arbitrary" in the sense of rolling dice, not "arbitrary" in the sense that justification is expected and then not found.  The accusations that I level against evolution are not merely pulled from a hat; they are expressions of morality as I understand it.  They are merely moral, and there is nothing mere about that.

The upshot is that differently structured minds may well label different propositions with their analogues of the internal label "arbitrary"—though only one of these labels is what you mean when you say "arbitrary", so you and these other agents do not really have a disagreement.

This was to help shake people loose of the idea that if any two possible minds can say or do different things, then it must all be arbitrary.  Different minds may have different ideas of what's "arbitrary", so clearly this whole business of "arbitrariness" is arbitrary, and we should ignore it.  After all, Sinned (the anti-Dennis) just always says "Morality isn't arbitrary!" no matter how you try to persuade her otherwise, so clearly you're just being arbitrary in saying that morality is arbitrary.

From the perspective of a human, saying that one should sort pebbles into prime-numbered heaps is arbitrary—it's the sort of act you'd expect to come with a justification attached, but there isn't any justification.

From the perspective of a Pebblesorter, saying that one p-should scatter a heap of 38 pebbles into two heaps of 19 pebbles is not p-arbitrary at all—it's the most p-important thing in the world, and fully p-justified by the intuitively obvious fact that a heap of 19 pebbles is p-correct and a heap of 38 pebbles is not.

So which perspective should we adopt?  I answer that I see no reason at all why I should start sorting pebble-heaps.  It strikes me as a completely pointless activity.  Better to engage in art, or music, or science, or heck, better to connive political plots of terrifying dark elegance, than to sort pebbles into prime-numbered heaps.  A galaxy transformed into pebbles and sorted into prime-numbered heaps would be just plain boring.

The Pebblesorters, of course, would only reason that music is p-pointless because it doesn't help you sort pebbles into heaps; the human activity of humor is not only p-pointless but just plain p-bizarre and p-incomprehensible; and most of all, the human vision of a galaxy in which agents are running around experiencing positive reinforcement but not sorting any pebbles, is a vision of an utterly p-arbitrary galaxy devoid of p-purpose.  The Pebblesorters would gladly sacrifice their lives to create a P-Friendly AI that sorted the galaxy on their behalf; it would be the most p-profound statement they could make about the p-meaning of their lives.

So which of these two perspectives do I choose?  The human one, of course; not because it is the human one, but because it is right.  I do not know perfectly what is right, but neither can I plead entire ignorance.

And the Pebblesorters, who simply are not built to do what is right, choose the Pebblesorting perspective: not merely because it is theirs, or because they think they can get away with being p-arbitrary, but because that is what is p-right.

And in fact, both we and the Pebblesorters can agree on all these points.  We can agree that sorting pebbles into prime-numbered heaps is arbitrary and unjustified, but not p-arbitrary or p-unjustified; that it is the sort of thing an agent p-should do, but not the sort of thing an agent should do.

I fully expect that even if there is other life in the universe only a few trillions of lightyears away (I don't think it's local, or we would have seen it by now), that we humans are the only creatures for a long long way indeed who are built to do what is right.  That may be a moral miracle, but it is not a causal miracle.

There may be some other evolved races, a sizable fraction perhaps, maybe even a majority, who do some right things.  Our executing adaptation of compassion is not so far removed from the game theory that gave it birth; it might be a common adaptation.  But laughter, I suspect, may be rarer by far than mercy.  What would a galactic civilization be like, if it had sympathy, but never a moment of humor?  A little more boring, perhaps, by our standards.

This humanity that we find ourselves in, is a great gift.  It may not be a great p-gift, but who cares about p-gifts?

So I really must deny the charges of moral relativism:  I don't think that human morality is arbitrary at all, and I would expect any logically omniscient reasoner to agree with me on that.  We are better than the Pebblesorters, because we care about sentient lives, and the Pebblesorters don't.  Just as the Pebblesorters are p-better than us, because they care about pebble heaps, and we don't.  Human morality is p-arbitrary, but who cares?  P-arbitrariness is arbitrary.

You've just got to avoid thinking that the words "better" and "p-better", or "moral" and "p-moral", are  talking about the same thing—because then you might think that the Pebblesorters were coming to different conclusions than us about the same thing—and then you might be tempted to think that our own morals were arbitrary.  Which, of course, they're not.

Yes, I really truly do believe that humanity is better than the Pebblesorters!  I am not being sarcastic, I really do believe that.  I am not playing games by redefining "good" or "arbitrary", I think I mean the same thing by those terms as everyone else.  When you understand that I am genuinely sincere about that, you will understand my metaethics.  I really don't consider myself a moral relativist—not even in the slightest!

I'm fine with a  galaxy without humor, music, or art. I'd sacrifice all of that reproductive fitness signalling (or whatever it is) to maximize my persistence odds as a subjective conscious entity, if that "dilemma" was presented to me.

I kind of think humor, music and art are pretty cool, myself.

Hopefully: But would you replace those with anything else? I'd want persistance, but I'd want growth and, well, fun! :)

I think that your use of the word arbitrary differs from mine. My mind labels statements such as "we should preserve human laughter for ever and ever" with the "roko-arbitrary" label. Not that I don't enjoy laughter, but there are plenty of things that I presently enjoy that, if I had the choice, I would modify myself to enjoy less. Activities such as enjoying making fun of other people, eating sweet foods, etc. It strikes me that the dividing line between "things I like but wish I didn't like" and "things I like and want... (read more)

Eliezer: "I am not playing games by redefining 'good' or 'arbitrary' [...]"

I imagine the counterargument would be that while you're not playing e-games by e-redefining the terms, you are playing games by redefining the terms.

It also worries me quite a lot that eliezer's post is entirely symmetric under the action of replacing his chosen notions with the pebble-sorter's notions. This property qualifies as "moral relativism" in my book, though there is no point in arguing about the meanings of words.

My posts on universal instrumental values are not symmetric under replacing UIVs with some other set of goals that an agent might have. UIVs are the unique set of values X such that in order to achieve any other value Y, you first have to do X. Maybe I find this satisfying because I have always been more at home with category theory than logic; I have defined a set of values by requiring them to satisfy a universal property.

But laughter, I suspect, may be rarer by far than mercy.

Curious why you suspect this.  Is it particularly mammalian in some respect?  I confess I could be naive, but it seems to me that any sufficiently intelligent being/agent would be just as likely as we humans are to have humor.  I suppose that raises the question of how likely it is, and are we just incredibly lucky to have inherited such a trait.  Still, it's such a core aspect of so much of our species -- even more than mercy, I think! -- that I'm curious why you think that.

Eliezer, you claim that there is no necessity we should accept Dennis's claim he should get the whole pie as fair. I agree.

There is also no necessity he should accept our alternative claim as fair.

There is no abstract notion that is inherently fair. What there is, is that when people do reach agreement that something is fair, then they have a little bit more of a society. And when they can't agree about what's fair they have a little less of a society. There is nothing that says ahead of time that they must have that society. There is nothing that says ahe... (read more)

Though Eliezer does not say it explicitly today, the totality of his public pronouncements on laughter leads me to believe that he considers laughter an instrinsic good of very high order.  I hope he does not expect me to accept the highness of the probability of the rareness of humor in the universe as evidence for humor's intrinsic goodness.  After all, spines are probably very rare in the universe, too.  At least spines with 32 (or however many humans have) vertebrae are.

Eliezer does not explicitly say today that happiness is an intrinsic good, but he d... (read more)

I find Eliezer's seemingly-completely-unsupported belief in the rightness of human benevolence, as opposed to sorting pebbles, pretty scary.

@J Thomas: "Why would anybody think that there is a single perfect morality, and if everybody could only see it then we'd all live in peace and harmony?"

Because they have a specific argument which leads them to believe that?

You know, there's no reason why one couldn't consider one language more efficient at communication than others, at least by human benchmarks, all else being equal (how well people know the language, etc.). Ditto for morality.

Thomas, you are running in to the same problem Eliezer is: you can't have a convincing argument about w... (read more)

Eliezer can reply that moral conclusions are different, so the sermon does not apply.  Well, I think it should apply, in certain case, such as when you are contemplating the launch of the seed of a superintelligence, which is an occasion that IMO demands a complete reevaluation of one's terminal values and the terminal values of one's society.

Richard: "Eliezer answer might refer to the difference between the simplicity of Autobliss 1.0 and the complexity of a human."

I'm pretty sure he wouldn't say that. Rather, the claim (if I'm reading him correctly) is that the true referent of good really is a really complicated bundle of human values. In a material universe, you can't cash out "intrinsic goodness" in the intuitive way.

I'm really having trouble understanding how this isn't tantamount to moral relativism -- or indeed moral nihilism. The whole point of "morality" is that it's supposed to provide a way of arbitrating between beings, or groups, with different interests -- such as ourselves and Pebblesorters. Once you give up on that idea, you're reduced, as in this post, to the tribalist position of arguing that we humans should pursue our own interests, and the Pebblesorters be damned. When a conflict arises (as it inevitably will), the winner will then be whoever has the bigger guns, or builds AI first.

Mind you, I don't disagree that this is the situation in which we in fact find ourselves. But we should be honest about the implications. The concept of "morality" is entirely population-specific: when groups of individuals with common interests come into contact, "morality" is the label they give to their common interests. So for us humans, "morality" is art, music, science, compassion, etc. in short, all the things that we humans (as opposed to Pebblesorters) like. This is what I understand Eliezer to be arguing. But if this is your position, you may as well ... (read more)

"UIVs are the unique set of values X such that in order to achieve any other value Y, you first have to do X."
Roko,

You know that all of the so-called 'UIVs' that have been postulated only apply for some Y under some conditions (the presence of other powerful agents and game theoretic considerations or manipulation, self-referential utility functions, preferences over mathematical truths, and many other considerations make so-called UIVs useless or sources of terminal disvalue for an infinite number of cases), and an agent could have the ter... (read more)

There has never been, so far as I able to determine, any force so unfriendly to humans as humans. Yet we read day after day about one very smart man's philosophizing about the essence of humanity, supposedly so that it can be included in the essence of fAI. Wouldn't it be incredible if tomorrow, or sometime in the near future, someone who has been working and  actually come up with some designs for fAI or AGI produces a real product, and it makes all the hubris of these responses irrelevant? What is the purpose of an intelligence that is able to take all t... (read more)

Clarification: in the first paragraph of the above comment, when I wrote "The whole point of 'morality' is..." what I meant was "The whole point of non-relativist 'morality' is...".

"I find Eliezer's seemingly-completely-unsupported belief in the rightness of human benevolence, as opposed to sorting pebbles, pretty scary."

Given Eliezer's definition of rightness (which is different from current object-level views), if there is a
sufficiently cogent and convincing argument for pebblesorting, then pebblesorting is both right and p-right. Do you think that there is a significant chance you would ever view pebblesorting as k-right with expanded intelligence and study?

It looks like fairness can be said to be f-morality, built from current morality so that it is known to be sufficiently stable under reflection (that is, (meta)*-f-moral), and as moral as possible. While we travel the road of moral progress, avoiding getting trapped in the simplistic ditches of fake moralities, we need a solid target for agreement, and this is what a particular fairness is. Morality unfolds in a moral way, while casting a shadow of unfolded fairness.

Yes, Z.M., human happiness is not what Eliezer plans to use the superintelligence to maximize.  Good to make that clear.  But it might be worthwhile to question the intrinsic goodness of human happiness, as a warm-up to questioning the coherent extrapolated volition (CEV) of the humans.

But most of all - why on Earth would any human being think that one ought to optimize inclusive genetic fitness, rather than what is good?  What is even the appeal of this, morally or otherwise?  At all?

I don't think you ought to try to optimise fitness. Your opinion about fitness might be quite wrong, even if you accept the goal of optimising fitness. Say you sacrifice trying to optimise fitness and then it turns out you failed. Like, you try to optimise for intelligence just before a plague hits that kills 3/4 of the public. You should have optimised for... (read more)

"Why would anybody think that there is a single perfect morality, and if everybody could only see it then we'd all live in peace and harmony?"

Because they have a specific argument which leads them to believe that?

Sure, but have you ever seen such an argument that wasn't obviously fallacious? I have not seen one yet. It's been utterly obvious every time.

Thomas, you are running in to the same problem Eliezer is: you can't have a convincing argument about what is fair, versus what is not fair, if you don't explicitly define "fair" in the f... (read more)

Re: why on Earth would any human being think that one ought to optimize inclusive genetic fitness

"Ought" is a word that only makes sense in the context of an existing optimisation strategy.  As far as biologists can reasonably tell, the optimisation strategy of organisms involves maximising their inclusive genetic fitness.  So the short answer to this is: because nature built them that way.

The bigger puzzle is not why organisms act to maximise their inclusive genetic fitness, but why they sometimes systematically fail to do so.  What cognitive ma... (read more)

For evolution being wasteful, see: http://alife.co.uk/essays/evolution_is_good/

For evolution being stupid, see: http://alife.co.uk/essays/evolution_sees/

komponisto: "I'm really having trouble understanding how this isn't tantamount to moral relativism"

I think I see an element of confusion here in the definition of moral relativism. A moral relativist holds that "no universal standard exists by which to assess an ethical proposition's truth". However, the word universal in this context (moral philosophy) is only expected to apply to all possible humans, not all conceivable intelligent beings. (Of all the famous moral relativist philosophers, how many have addressed the morals of general ... (read more)

You can apply the standard of goodness to all intelligent beings, no problem.  It's just that they won't apply it to themselves.

The content of "good" is an abstracted idealized dynamic, or as Steven put it, a rigid designator (albeit a self-modifying rigid designator).  Thus what is good, or what is not good, is potentially as objective as whether a pile of pebbles is prime.  It is just that not every possible optimization process, or every possible mind, does what is good.  That's all.

I wish Arnie's character had made a long speech in the middle of the film explaining that Predator wasn't evil or even wrong, he was just working around a different optimization process.

I'm fine with a galaxy without humor, music, or art. I'd sacrifice all of that...to maximize my persistence odds as a subjective conscious entity....

So existing is a terminal value in and of itself for you HA. Wouldn't you get bored? Or would you try to excise your boredom circuits, along with your humour, music and art circuits? How about your compassion circuits? Do yo... (read more)

In the real world, everything worth having comes from someone's effort -- even wild fruit has to be picked, sorted, and cleaned and fish need to be caught, gutted etc. I think this universal fact of required effort is probably part of the data we get the concept of fairness from in the first place, so reasoning in a space where pies pop in to existence from nothing seems like whatever you conclude might not be applicable to the real world anyway.

Ben, you write "Do you strive for the condition of perfect, empty, value-less ghost in the machine, just for its own sake...?".

But my previous post clearly answered that question:  "I'd sacrifice all of that reproductive fitness signalling (or whatever it is) to maximize my persistence odds as a subjective conscious entity, if that "dilemma" was presented to me."

It is pretty clever to suggest objective morality without specifying an actual moral code, as it is always the specifics that cause problems.

My issue would be how Eliezer appears to suggest that human morality and alien morality could be judged separately from the genetics of each.  Would super intelligent alien bees have the same notions of fairness as we do, and could we simply transplant our morality onto them, annd judge them accordingly, with no adjustments made for biological differences?  I think it is very likely that such a species would consider ... (read more)

To be fair (cough), your argument that '5 people means the pie should be divided into 5 equal parts' assumes several things...

1) Each person, by virtue of merely being there, is entitled to pie.

2) Each person, by virtue of merely being there, is entitled to the same amount of pie as every other person.

While this division of the pie may be preferable for the health of the collective psyche, it is still a completely arbitrary (cough) way to divide the pie. There are several other meaningful, rational, logical ways to divide the pie. (I believe I suggested on... (read more)

Eliezer: "I really don't consider myself a moral relativist - not even in the slightest!"

Meta-ethical relativists, in general, believe that the descriptive properties of terms such as "good", "bad", "right", and "wrong" do not stand subject to universal truth conditions, but only to societal convention and personal preference. Given the same set of verifiable facts, some societies or individuals will have a fundamental disagreement about what one ought to do based on socie... (read more)

While there are many competing moral justifications for different ways to divide the pie, and while a moral relativist can say that no one of them is objectively correct, still many human beings will choose one. Not even a moral relativist is obligated to refrain from choosing moral standards. Indeed, someone who is intensely aware that he has chosen his standards may feel much more intensely that they are his than someone who believes they are a moral absolute that all honest and intelligent people are obligated ... (read more)

Roko: What the heck does morality have to do with category theory at all?

@Eliezer: "what one ought to do" vs. "what one p-ought to do"

Suppose that the pebblesorter civilization and the human civilization meet, and (fairly predictably) engage in a violent and bitter war for control of the galaxy. Why can you not resolve this war by bringing the pebblesorters and the humans to a negotiating table and telling them "humans do what they ought to do and Pebblesorters do what they p-ought to do"?

You cannot play this trick because p-ought is grounded in what the pebblesorters actually do, which is in turn ... (read more)

Does a human being disagree with natural selection?  About what, exactly?  How would we argue natural selection into agreement with us?

Standard game theory talks about interactions between agents with different goals.  It does not presume that all agents mu... (read more)

Do the fox and the rabbit disagree?  It seems reasonable so say that they do if they meet: the rabbit thinks it should be eating grass, and the fox thinks the rabbit should be in the fox's stomach.  They may argue passionately about the rabbit's fate - and even stoop to violence.

Do the fox and the rabbit disagree? It seems reasonable so say that they do if they meet: the rabbit thinks it should be eating grass, and the fox thinks the rabbit should be in the fox's stomach. They may argue passionately about the rabbit's fate - and even stoop to violence.

Really?  I would be interested in hearing their philosophical arguments then as for why the rabbit should be eating grass or the rabbit should be in the fox's stomach.  I understand, of course, that the rabbit does eat grass and that the fox does hunt the rabbit, but I was not aware ... (read more)

Eliezer: No, "good" is defined as that which leads to sentient beings living, to people being happy, to individuals having the freedom to control their own lives, to minds exploring new territory instead of falling into infinite loops, to the universe having a richness and complexity to it that goes beyond pebble heaps, etc.

The rabbit argues that if it is eaten by the fox, then it will die - and that should not happen.

The fox argues that if it doesn't eat rabbits, then it will die - and that should not happen.

@Eli: All attempts to justify an ethical theory take place against a background of what-constitutes-justification. You, for example, seem to think that calling something "universally instrumental" constitutes a justification for it being a terminal value, whereas for me this is a nonstarter. For every mind that thinks that terminal value Y follows from moral argument X, there will be an equal and opposite mind who thinks that terminal value not-Y follows from moral argument X. I do indeed have a word for theories that deny this: I call them "... (read more)

Eliezer, I think I kind-of understand by now why you don't call yourself a relativist. Would you say that it's the "psychological unity of mankind" that distinguishes you from relativists?

A relativist would stress that humans in different cultures all have different - though perhaps related - ideas about "good" and "right" and so on. I believe your position is that the bulk of human minds are similar enough that they would arrive at the same conclusions given enough time and access to enough facts; and therefore, that it's an ... (read more)

In my book, there's not really any such thing as what a system should do.

Should only makes sense with respect to the morals of some agent.

If you don't specify an agent, should becomes an extremely vague and ambiguous term.

Should statements are not about what happens, but about the desirability of what might happen - according to the moral system of some agent.

Concerning the charge of relativism: it seems clear that Eliezer is a moral relativist in the way that the term is normally understood, but not as he understands it. There may be a legitimate dispute here, but as far as communication goes, we should not be having problems. In deference to common usage, I would reserve right for the moral realism of Roko et al. and use something like h-right for Eliezer's notion of humanity's abstracted idealized dynamic--but I don't think it really matters right now.

Roko writes: "My list is the current human notion of... (read more)

Eliezer, I think you come closer to sharing my understanding of morality than anyone else I've ever met.  Places where I disagree with you:

First, as a purely communicative matter, I think you'd be clearer if you replaced all instances of "right" and "good" with "E-right" and "E-good."

Second, as I commented a couple threads back, I think you grossly overestimate the psychological unity of humankind.  Thus I think that, say, E-right is not at all the same as J-right (although they're much more similar than either is to... (read more)

Odd how, despite the psychological unity of mankind and the ease of 'extrapolating' human volition, these discussions always seem to end in establishing specialized words to refer to the perceptions and beliefs of specific individuals.

Why "ought" vs. "p-ought" instead of "h-ought" vs. "p-ought"?

"So which of these two perspectives do I choose?  The human one, of course; not because it is the human one, but because it is right."

"So which of these two perspectives do I choose?  The human one, of course; not because it is the human one, but because it is h-right."

and the difference between "because it is the human one" and "because it is h-right" sounds a lot less convincing.

To say that Eliezer is a moral relativist because he realizes that a primality sorter might care about primality rather than morality, is equivalent to calling him a primality relativist because he realizes that a human might care about morality rather than primality.

Nominull, don't the primalists have a morality about heaps of stones?

They believe there are right ways and wrong ways to do it. They sometimes disagree about the details of which ways are right and they punish each other for doing it wrong.

If you've ever taken a mathematics course in school, you yourself may have been introduced to a situation where it was believed that there were right and wrong ways to factor a number into primes.  Unless you were an exceptionally good student, you may have disagreed with your teacher over the details of which way was right, and been punished for doing it wrong.



It strikes me as plainly apparent that math homework is not morality.

Thank you, Nominull.  I'm glad someone gets it, anyway.

If you've ever taken a mathematics course in school, you yourself may have been introduced to a situation where it was believed that there were right and wrong ways to factor a number into primes. Unless you were an exceptionally good student, you may have disagreed with your teacher over the details of which way was right, and been punished for doing it wrong.

My experience with math classes was much different from yours. When we had a disagreement, the teacher said, "How would we tell who's right? Do you have a proof? Do you have a counter-example?&q... (read more)

To say that Eliezer is a moral relativist because he realizes that a primality sorter might care about primality rather than morality, is equivalent to calling him a primality relativist because he realizes that a human might care about morality rather than primality.

But by Eliezer's standards, it's impossible for anyone to be a relativist about anything.

Consider what Einstein means when he says time and space are relative. He doesn't mean you can just say whatever you want about them, he means that they're relative to a certain reference frame. An observer on Earth may think it's five years since a spaceship launched, and an observer on the spaceship may think it's only been one, and each of them is correct relative to their reference frame.

We could define "time" to mean "time as it passes on Earth, where the majority of humans live." Then an observer on Earth is objectively correct to believe that five years have passed since the launch. An observer on the spaceship who said "One year has passed" would be wrong; he'd really mean "One s-year has passed." Then we could say time and space weren't really relative at all, and people on the groun... (read more)

Thanks, Yvain. Comparing well-understood special relativity to things characterized as "subjective" helps to clarify the sense in which they are really "objective", but look differently for different minds and are meaningless without any mind at all. You need a reference frame, and phenomenon does look different in different reference frames, but there are strict and consistent rules for converting between reference frames.

I think it's is more akin to saying that "easy" could just as well mean difficult in some alien language, and so words don't mean anything and language is a farce.  That's the true linguistic relativist position.

Yvain, I don't see why I would care about this thing you would call "moral", or refer to it often enough to justify such a short name.

Or indeed why it's the same thing that people have traditionally meant by the word.

People keep using the term "moral relativism". I did a Google search of the site and got a variety of topics with the term dating from 2007 and 2008. Here's what it means to me.

Relative moral relativism means you affirm that to the best of your knowledge nobody has demonstrated any sort of absolute morality. That people differ in moralities, and if there's anything objective to say one is right and another is wrong that you haven't seen it. That very likely these different moralities are good for different purposes and different circumstances, an... (read more)

Submitted humbly for consideration: Ayn Rand is to libertarianism as Greg Egan is to transhumanism as Eliezer Yudkowsky is to moral relativism?

I don't think Eliezer belongs in the same category as Ayn Rand and Greg Egan.

"But most of all - why on Earth would any human being think that one ought to optimize inclusive genetic fitness, rather than what is good?"

You are asking why anyone would choose life rather than what is good. Inclusive genetic fitness is just the long term form of life, as personal survival is the short-term form.

The answer is, of course, that one should not. By definition, one should always choose what is good. However, while there are times when it is right to give up one's life for a greater good, they are the exception. Most of the time, life is a subgoal of what is good, so there is no conflict.

Eliezer: "It has something to do with natural selection never choosing a single act of mercy, of grace, even when it would cost its purpose nothing: not auto-anesthetizing a wounded and dying gazelle, when its pain no longer serves even the adaptive purpose that first created pain."

It always costs something; it is cheaper to build a gazelle that always feels pain than one that does so until some conditions are met. This is the related to the case of supposing a spaceship that has passed out of your lightcone still exists.

Yvian: "So which of these two perspectives do I choose? The human one, of course; not because it is the human one, but because it is h-right."

 - well said. Modulo Eliezer's lack of explicitness about his definition of "h-right", I fail to see how the human perspective could be anything other than h-right. This post is just an applause light for the values that we currently like, and I think that that is a bad sign. 

If human values were so great, you wouldn't have to artificially make them look better by saying things like 

Z.M Davis: "Submitted humbly for consideration: Ayn Rand is to libertarianism as Greg Egan is to transhumanism as Eliezer Yudkowsky is to moral relativism?"

 - not sure I get this... Rand abhorred libertarianism because she thought it was half-baked and amateurish, but actually she is a libertarian, Egan spoke out against transhumanism because, uuum, he thinks we're all crackpots, but actually he's a transhumanist, Yudkowsky speaks out against moral relativism but actually he's the canonical example of a relativist. Ah, yes, ok. 

Michael Anissimov, August 14, 2008 at 10:14 PM asked me to expound.

Sure.  I don't want to write smug little quips without explaining myself.  Perhaps I'm wrong.

It's difficult to engage Eliezer in debate/argument, even in a constructive as opposed to adversarial way, because he writes so much material, and uses so many unfamiliar terms.  So, my disagreement may just be based on an inadequate appreciation of his full writings (e.g. I don't read every word he posts on overcomingbias; although I think doing so would probably be good for my mind, and I eagerly ... (read more)

Kip Werking: "P2. But, all we have to prove that giving to charity, etc., is right, is that everyone thinks it is"

You're stating that there exists no other way to prove that giving to charity is right. That's an omniscient claim. 

Still, it's unlikely to be defeated in the space of a comment thread, simply because your sweeping generalization about the goodness of charity is far from being universally accepted. A very general claim like that, with no concrete scenario, no background information on where it is to be applied, makes relativism a fore... (read more)

 I think that all the morality is is just to be sure that the persons close to me rank high in the prisioner dilemma game, and to assure others that I rank high too. Even higuer than I really am.

For this purpose is all that has been done by evolution, intellectual and religious thinking.

The same boy who rationalized a way into believing there was a chocolate cake in the asteroid belt, should know better than to rationalize himself into believing it is right to prefer joy over sorrow.

Obviously, he does know. So the next question is, why does he present material that he knows is wrong?

Professional mathematicians and scientists try not to do that because it makes them look bad. If you present a proof that's wrong then other mathematicians might embarrass you at parties. But maybe Eliezer is immune to that kind of embarrassment. Socrates pres... (read more)

I do apologize for coming late to the party; I've been reading, and really feel like I'm missing an inferential step that someone can point me towards.

I'll try to briefly summarize, knowing that I'll gloss over some details; hopefully, the details so glossed over will help anyone who wishes to help me find the missing step.

It seems to me that Eliezer's philosophy of morality (as presented in the metaethics sequence) is: morality is the computation which decides which action is right (or which of N actions is the most right) by determining which action maxi... (read more)

My first problem (which may well be a missed inferential step) is with the assumed universality, within humanity, of a system of goals.

From what I've seen, others have the same objection; I do as well, and I have not seen an adequate response.

how is it that humans have discovered "right" while the Pebble-people have discovered only "p-right"? Even if I grant the assertion that all humans are using the same fundamental morality, and Alice and Bob would necessarily agree if they had access to the same information, how is it that humans have discovered "right" and not "h-right"?

From what I understand, everyone except Eliezer is more likely to hold the view that he found "h-right", but he seems unwilling to call it that even when pressed on the matter. It's another point on which I agree with your confusion.

as I understand it, Eliezer's morality simply says "do whatever the computation tells you to do" without offering any help on what that computation actually looks like

We don't have quite the skill to articulate it just yet, but possibly AI and neuroscience will help. If not, we might be in trouble.

The idea, trying to rely on as few problematic words as possible, is:

There exists a class of computations M which sort proposed actions/states/strategies into an order, and which among humans underly the inclination to label certain actions/states "good", "bad", "right", "wrong", "moral", etc.(4)  For convenience I'll label the class of all labels like that "M-labels." 

If two beings B1 and B2 don't implement (1) a common M-instance, M-labels may not be meanin

So I really must deny the charges of moral relativism:  I don't think that human morality is arbitrary at all, and I would expect any logically omniscient reasoner to agree with me on that.  We are better than the Pebblesorters, because we care about sentient lives, and the Pebblesorters don't.  Just as the Pebblesorters are p-better than us, because they care about pebble heaps, and we don't.  Human morality is p-arbitrary, but who cares?  P-arbitrariness is arbitrary.

Is the Logically Omniscient Reasoner agreeing that human morality is not h-arbitrary, or that it is not lor-arbitrary? 

How do we know that The LOR (ha! walked into that one) isn't a Pebblesorter?

What p-bothers me (sorry couldn't resist!) about this approach is that "rightness" nowhere explicitly refers to "others", i.e. other conscious beings / consciousness-moments. Isn't there an interesting difference between a heap of eight pebbles (very p-bad) and a human getting tortured (very bad)? Concerning the latter, we can point to that human's first-person-perspective directly evaluating its current conscious state and concluding that the state is bad, i.e. that the person wants to get the hell out of it. This is a source of disval... (read more)

You, the human, might say we really should pursue beauty and laughter and love (which is clearly very important), and that we p-should sort pebbles (but that doesn't really matter). And that our way of life is really better than the Pebblesorters, although their way of life has the utterly irrelevant property of being p-better.

But the Pebblesorters would say we h-should pursue beauty and laughter and love (boring!), and that we really should sort pebbles (which is the self-evident meaning of life). Further, they will say their way of life is really better ... (read more)



You Provably Can't Trust Yourself

Followup to:  Where Recursive Justification Hits Bottom, Löb's Theorem

Peano Arithmetic seems pretty trustworthy.  We've never found a case where Peano Arithmetic proves a theorem T, and yet T is false in the natural numbers.  That is, we know of no case where []T ("T is provable in PA") and yet ~T ("not T").

We also know of no case where first order logic is invalid:  We know of no case where first-order logic produces false conclusions from true premises. (Whenever first-order statements H are true of a model, and we can syntactically deduce C from H, checking C against the model shows that C is also true.)

Combining these two observations, it seems like we should be able to get away with adding a rule to Peano Arithmetic that says:

But Löb's Theorem seems to show that as soon as we do that, everything becomes provable.  What went wrong?  How can we do worse by adding a true premise to a trustworthy theory?  Is the premise not true—does PA prove some theorems that are false?  Is first-order logic not valid—does it sometimes prove false conclusions from true premises?

Actually, there's nothing wrong with reasoning from the axioms of Peano Arithmetic plus the axiom schema "Anything provable in Peano Arithmetic is true."  But the result is a different system from PA, which we might call PA+1.  PA+1 does not reason from identical premises to PA; something new has been added.  So we can evade Löb's Theorem because PA+1 is not trusting itself—it is only trusting PA.

If you are not previously familiar with mathematical logic, you might be tempted to say, "Bah!  Of course PA+1 is trusting itself! PA+1 just isn't willing to admit it!  Peano Arithmetic already believes anything provable in Peano Arithmetic—it will already output anything provable in Peano Arithmetic as a theorem, by definition! How does moving to PA+1 change anything, then?  PA+1 is just the same system as PA, and so by trusting PA, PA+1 is really trusting itself. Maybe that dances around some obscure mathematical problem with direct self-reference, but it doesn't evade the charge of self-trust."

But PA+1 and PA really are different systems; in PA+1 it is possible to prove true statements about the natural numbers that are not provable in PA.  If you're familiar with mathematical logic, you know this is because some nonstandard models of PA are ruled out in PA+1. Otherwise you'll have to take my word that Peano Arithmetic doesn't fully describe the natural numbers, and neither does PA+1, but PA+1 characterizes the natural numbers slightly better than PA.

The deeper point is the enormous gap, the tremendous difference, between having a system just like PA except that it trusts PA, and a system just like PA except that it trusts itself.

If you have a system that trusts PA, that's no problem; we're pretty sure PA is trustworthy, so the system is reasoning from true premises. But if you have a system that looks like PA—having the standard axioms of PA—but also trusts itself, then it is trusting a self-trusting system, something for which there is no precedent.  In the case of PA+1, PA+1 is trusting PA which we're pretty sure is correct.  In the case of Self-PA it is trusting Self-PA, which we've never seen before—it's never been tested, despite its misleading surface similarity to PA.  And indeed, Self-PA collapses via Löb's Theorem and proves everything—so I guess it shouldn't have trusted itself after all!  All this isn't magic; I've got a nice Cartoon Guide to how it happens, so there's no good excuse for not understanding what goes on here.

I have spoken of the Type 1 calculator that asks "What is 2 + 3?" when the buttons "2", "+", and "3" are pressed; versus the Type 2 calculator that asks "What do I calculate when someone presses '2 + 3'?"  The first calculator answers 5; the second calculator can truthfully answer anything, even 54.

But this doesn't mean that all calculators that reason about calculators are flawed.  If I build a third calculator that asks "What does the first calculator answer when I press '2 + 3'?", perhaps by calculating out the individual transistors, it too will answer 5. Perhaps this new, reflective calculator will even be able to answer some questions faster, by virtue of proving that some faster calculation is isomorphic to the first calculator.

PA is the equivalent of the first calculator; PA+1 is the equivalent of the third calculator; but Self-PA is like unto the second calculator.

As soon as you start trusting yourself, you become unworthy of trust.  You'll start believing any damn thing that you think, just because you thought it.  This wisdom of the human condition is pleasingly analogous to a precise truth of mathematics.

Hence the saying:  "Don't believe everything you think."

And the math also suggests, by analogy, how to do better:  Don't trust thoughts because you think them, but because they obey specific trustworthy rules.

PA only starts believing something—metaphorically speaking—when it sees a specific proof, laid out in black and white.  If you say to PA—even if you prove to PA—that PA will prove something, PA still won't believe you until it sees the actual proof.  Now, this might seem to invite inefficiency, and PA+1 will believe you—if you prove that PA will prove something, because PA+1 trusts the specific, fixed framework of Peano Arithmetic; not itself.

As far as any human knows, PA does happen to be sound; which means that what PA proves is provable in PA, PA will eventually prove and will eventually believe.  Likewise, anything PA+1 can prove that it proves, it will eventually prove and believe.  It seems so tempting to just make PA trust itself—but then it becomes Self-PA and implodes.  Isn't that odd?  PA believes everything it proves, but it doesn't believe "Everything I prove is true."  PA trusts a fixed framework for how to prove things, and that framework doesn't happen to talk about trust in the framework.

You can have a system that trusts the PA framework explicitly,  as well as implicitly: that is PA+1.  But the new framework that PA+1 uses, makes no mention of itself; and the specific proofs that PA+1 demands, make no mention of trusting PA+1, only PA.  You might say that PA implicitly trusts PA, PA+1 explicitly trusts PA, and Self-PA trusts itself.

For everything that you believe, you should always find yourself able to say, "I believe because of [specific argument in framework F]", not "I believe because I believe".

Of course, this gets us into the +1 question of why you ought to trust or use framework F.  Human beings, not being formal systems, are too reflective to get away with being unable to think about the problem.  Got a superultimate framework U?  Why trust U?

And worse: as far as I can tell, using induction is what leads me to explicitly say that induction seems to often work, and my use of Occam's Razor is implicated in my explicit endorsement of Occam's Razor.  Despite my best efforts, I have been unable to prove that this is inconsistent, and I suspect it may be valid.

But it does seem that the distinction between using a framework and mentioning it, or between explicitly trusting a fixed framework F and trusting yourself, is at least important to unraveling foundational tangles—even if Löb turns out not to apply directly.

Which gets me to the reason why I'm saying all this in the middle of a sequence about morality.

I've been pondering the unexpectedly large inferential distances at work here—I thought I'd gotten all the prerequisites out of the way for explaining metaethics, but no.  I'm no longer sure I'm even close.  I tried to say that morality was a "computation", and that failed; I tried to explain that "computation" meant "abstracted idealized dynamic", but that didn't work either.  No matter how many different ways I tried to explain it, I couldn't get across the distinction my metaethics drew between "do the right thing", "do the human thing", and "do my own thing".  And it occurs to me that my own background, coming into this, may have relied on having already drawn the distinction between PA, PA+1 and Self-PA.

Coming to terms with metaethics, I am beginning to think, is all about distinguishing between levels.  I first learned to do this rigorously back when I was getting to grips with mathematical logic, and discovering that you could prove complete absurdities, if you lost track even once of the distinction between "believe particular PA proofs", "believe PA is sound", and "believe you yourself are sound".  If you believe any particular PA proof, that might sound pretty much the same as believing PA is sound in general; and if you use PA and only PA, then trusting PA (that is, being moved by arguments that follow it) sounds pretty much the same as believing that you yourself are sound.  But after a bit of practice with the actual math—I did have to practice the actual math, not just read about it—my mind formed permanent distinct buckets and built walls around them to prevent the contents from slopping over.

Playing around with PA and its various conjugations, gave me the notion of what it meant to trust arguments within a framework that defined justification.  It gave me practice keeping track of specific frameworks, and holding them distinct in my mind.

Perhaps that's why I expected to communicate more sense than I actually succeeded in doing, when I tried to describe right as a framework of justification that involved being moved by particular, specific terminal values and moral arguments; analogous to an entity who is moved by encountering a specific proof from the allowed axioms of Peano Arithmetic.  As opposed to a general license to do whatever you prefer, or a morally relativistic term like "utility function" that can eat the values of any given species, or a neurological framework contingent on particular facts about the human brain.  You can make good use of such concepts, but I do not identify them with the substance of what is right.

Gödelian arguments are inescapable; you can always isolate the framework-of-trusted-arguments if a mathematical system makes sense at all.  Maybe the adding-up-to-normality-ness of my system will become clearer, after it becomes clear that you can always isolate the framework-of-trusted-arguments of a human having a moral argument.

Previous post: "The Bedrock of Morality: Arbitrary?"

A puzzle:  How can one rigorously construct Self-PA as recursively axiomatized first order theory in the language of PA?

Eliezer, I have an objection to your metaethics and I don't think it's because I mixed levels:

If I understood your metaethics correctly, then you claim that human morality consists of two parts: a list of things that we value(like love, friendship, fairness etc), and what we can call "intuitions" that govern how our terminal values change when we face moral arguments. So we have a kind of strange loop (in the Hofstadterian sense); our values judge if a moral argument is valid or not, and the valid moral arguments change our terminal values. I think I accept this. It explains quite nicely a lot of questions, like where does moral progress comes from.
What I am skeptic about is the claim that if a person hears enough moral arguments, their values will always converge to a single set of values, so you could say that his morality approximates some ideal morality that can be found if you look deep enough into his brain.
I think it's plausible that the initial set of moral arguments that the person hears will change considerably his list of values, so that his morality will diverge rather than converge, and there won't be any "ideal morality" that he is approximating.

Note that I am talking about a single human that hears different sets of moral arguments, and not about the convergence of moralities across all humans (which is a different matter altogether)

Also note that this is a purely empirical objection; I am asking for empirical evidence that supports your metaethics

IL
My understanding was that Terminal Values are not something you ever observe directly (nobody can simply list their Terminal Values). Moral arguments change what use as our approximation to the Moral Calculation. However, if moral arguments did make our actual moral calculations diverge (that is, if our actual moral calculation is not a state function with respect to moral arguments) then that does disprove Eliezer's meta-ethics (along with any hope for a useful notion of morality it seems to me).

I agree— and I balk at the concept of "the" Coherent Extrapolated Volition precisely because I suspect there are many distinct attractors for a moral framework like ours.  Since our most basic moral impulses come from the blind idiot god, there's no reason for them to converge under extrapolation; we have areas of agreement today on certain extrapolations, but the convergence seems to be more a matter of cultural communication.  It's not at all inconceivable that other Everett branches of Earth have made very different forms of moral progress from us, no less consistent with reason or consequences or our moral intuitions.

I'd be very interested, of course, to hear Eliezer's reasons for believing the contrary.

It looks doubtful that different moral attractors would look equally right. You don't just dive into an attractor, ending up in whatever one you happened to come across, walking it all the way. The decision to advance from right to right1 and not right2 is invalid if it is not right, and will be corrected as possible. Premeditation should minimize such errors.

Just to clarify (perhaps unnecessarily): by an attractor I mean a moral framework from which you wouldn't want to self-modify radically in any direction.  There do exist many distinct attractors in the space of 'abstracted idealized dynamics', as Eliezer notes for the unfortunate Pebblesorters: they might modify their subgoals, but never approach a morality indifferent to the cardinality of pebble heaps.

Eliezer's claim of moral convergence and the CEV, as I understand it, is that most humans are psychologically constituted so that our moral frameworks lie in the 'basin' of a single attractor; thus the incremental self-modifications of cultural history have an ultimate destination which a powerful AI could deduce.

I suspect, however, that the position is more chaotic than this; that there are distinct avenues of moral progress which will lead us to different attractors.  In your terms, since our current right is after all not entirely comprehensive and consistent, we could find that both right1 and right2 are both right extrapolations from right, and that right can't judge unequivocally which one is better.

Especially given that exposure to different fact patterns could push you in different directions.  E.g. suppose right now I try to do what is right_1 (subscripts on everything to avoid appearance of claim to universality).  Now, suppose that if I experience fact pattern facts_1 I conclude that it is right_1 to modify my 'moral theory' to right_2.  but if I experience fact pattern facts_2 I conclude that it is right_1 to modify to right_3.

Now, that's all well and good.  Eliezer would have no problem with that, as long as the diagram commutes: that is, if it's true that ( if I've experienced facts_1 and moved to right_2, and then I experience facts_2, I will move to right_4), it must also be true that ( if I've experienced facts_2 and moved to right_3, and then experience facts_1, I will move to right_4).

I suppose that at least in some cases this is true, but I see no reason why in all cases it ought to be.  Especially if you allow human cognitive biases to influence the proceedings; but even if you don't (and I'm not sure how you avoid it), I don't see any argument why all such diagrams should commute.  (this doesn't mean they don't, of course.  I invite Eliezer to provide such an argument).

I still hold that Eliezer's account of morality is correct, except his claim that all humans would reflectively arrive at the same morality.  I think foundations and priors are different enough that, functionally, each person has his own morality.

Jadagul: I suppose that at least in some cases this is true, but I see no reason why in all cases it ought to be.

A particular property of moral progress is a property of algorithm that is morality. You can implement many possible algorithms, and for most of them any given property won't hold. If you consider the order in which moral arguments are presented an arbitrary factor, the outcome shouldn't depend on it. If it's found that it does, it is an error that should be corrected, the same way that your morality should be reverted back if it was changed by external factor which you didn't approve, by a red pill that makes you want to kill people that you swallowed by mistake.

Here is a construction of a theory T with the properties of Self-PA. That is, 1) T extends PA and 2) T can prove the consistency of T. Of course, by Godel's second incompleteness theorem, T must be inconsistent, but it is not obviously inconsistent.

In addition to the axioms of PA, T will have one additional axiom PHI, to be chosen presently.

By the devices (due to Godel) used to formalize "PA is consistent" in PA we can find a formula S(x) with one free variable, x, in the language of PA which expresses the following:

a) x is the Godel number of a sentence, S, of the language of PA;

By Godel's self-referential lemma, there is a sentence PHI, with Godel number q such that PA proves:

(Loosely speaking, PHI says the theory obtained by adjoining me to PA is consistent.)

If we take T to be the theory "PA + PHI" then T has the properties stated at the start of this posting.

Of course, to fully understand the argument just given one needs some familiarity with mathematical logic. Enderton's text "A Mathematical Introduction to Logic" covers all the necessary background material.

If you go back and check, you will find that I never said that extrapolating human morality gives you a single outcome.  Be very careful about attributing ideas to me on the basis that others attack me as having them.

The "Coherent" in "Coherent Extrapolated Volition" does not indicate the idea that an extrapolated volition is necessarily coherent.

The "Coherent" part indicates the idea that if you build an FAI and run it on an extrapolated human, the FAI should only act on the coherent parts.  Where there are multiple attractors, the FAI should hold satisficing avenues open, not try to decide itself.

The ethical dilemma arises if large parts of present-day humanity are already in different attractors.

@ eli: nice series on lob's theorem, but I still don't think you've added any credibility to claims like "I favor the human one because it is h-right". You can do your best to record exactly what h-right is, and think carefully about convergence (or lack of) under self modification, but I think you'd do a lot better to just state "human values" as a preference, and be an out-of-the-closet-relativist.

We've got moral intuitions; our initial conditions.

We've got values, which are computed, and morality, our decision making computation.

Our morality updates our values, our values inform our morality, and the particular framework we use, evolves over time.

Do all locally-moral explorations of framework-space converge, even assuming the psychological unity of humans? Our morals influence our psychology; can we ignore the effect of our local morality on the psychology of our future-selves?

Eliezer isn't tempting us with a perfect morality; he's unraveling a meta-ethics, a computation for COMPUTING the evolution of morality, i.e. a framework for iteratively building better moralities.

Why assume that even with this meta-ethics, our morality-evolution converges, rather than diverges (or merely remaining as diverse as it currently is)? Maybe it doesn't matter. We've already been warned against the dichotomy between "morality-as-given" and "morality-as-preference". Morality is not a fixed, immutable structure to which our moral utility-functions will all inevitably converge. But there is a general framework within which we can evaluate moralities, analogous to the framework within which mathematicians explore various formal theories (which seems basically correct). But neither is morality merely a preference, again analogous in my mind to the fact that not all possible mathematical theories are 'interesting'. I think Eliezer needs to fill us in on what makes a morality 'interesting'. Oddly enough, in mathematics at least, there is an intuitive notion of 'interesting' based on the consequences of a formal theory; what theorems does said theory generate?

Certainly, we should be able to exclude certain moralities easily; we've got bedrock 'neath us, right?

My previous post was actually written last night. I was unable to post it until just now, and unfortunately had not read the most recent comments ...

Ah, thanks Eliezer, that comment explains a lot.  I think I mostly agree with you, then.  I suspect (on little evidence) that each one of us would, extrapolated, wind up at his own attractor (or at least at a sparsely populated one).  But I have no real evidence for this, and I can't imagine off the top of my head how I would find it (nor how I would find contradictory evidence), and since I'm not trying to build fAI I don't need to care.  But what you've just sketched out is basically the reason I think we can still have coherent moral arguments; our attractors have enough in common that many arguments I would find morally compelling, you would also find morally compelling (as in, most of us have different values but we (almost) all agree that the random slaughter of innocent three-year-olds is bad).  Thanks for clearing that up.

Am I correct in supposing that you can substitute PA for any consistent calculus such as ZF set theory?

What about a Turing-complete system such as SKI calculus?

How comes anthropomorphizing axioms sounds so weird to me? I don't get the same feeling when anthropomorphizing software, or even stones.

Gödelian arguments are inescapable; you can always isolate the framework-of-trusted-arguments if a mathematical system makes sense at all.  Maybe the adding-up-to-normality-ness of my system will become clearer, after it becomes clear that you can always isolate the framework-of-trusted-arguments of a human having a moral argument.

If you hadn't qualified the two statements beginning with, "you can always isolate the framework..." then it seems they would not escape Gödelian arguments. In other words, there is no reason to believe that there isn't a non-isolate-able, general moral Framework, but I suspect that you are right that it would have to be neither mathematical (small 'm') nor of-a-human. ^^ 

Do I represent well the principles discussed when I say this? ;)

How/does this square with https://arxiv.org/abs/1902.07404?
IIUC, Gödel's Second Incompleteness Theorem was overinterpreted, and a different operationalization of consistency is provable.

I talked to Mihály Bárász about that, and he didn't think it was crazy.



No License To Be Human

These systems are formally distinct.  PA+1 can prove things that PA cannot.  Self-PA is inconsistent, and can prove anything via Löb's Theorem.

With these distinctions in mind, I hope my intent will be clearer, when I say that although I am human and have a human-ish moral framework, I do not think that the fact of acting in a human-ish way licenses anything.

I am a self-renormalizing moral system, but I do not think there is any general license to be a self-renormalizing moral system.

And while we're on the subject, I am an epistemologically incoherent creature, trying to modify his ways of thinking in accordance with his current conclusions; but I do not think that reflective coherence implies correctness.

Let me take these issues in reverse order, starting with the general unlicensure of epistemological reflective coherence. 

If five different people go out and investigate a city, and draw five different street maps, we should expect the maps to be (mostly roughly) consistent with each other.  Accurate maps are necessarily consistent among each other and among themselves, there being only one reality.  But if I sit in my living room with my blinds closed, I can draw up one street map from my imagination and then make four copies: these five maps will be consistent among themselves, but not accurate. Accuracy implies consistency but not the other way around.

In Where Recursive Justification Hits Bottom, I talked about whether "I believe that induction will work on the next occasion, because it's usually worked before" is legitimate reasoning, or "I trust Occam's Razor because the simplest explanation for why Occam's Razor often works is that we live in a highly ordered universe".  Though we actually formalized the idea of scientific induction, starting from an inductive instinct; we modified our intuitive understanding of Occam's Razor (Maxwell's Equations are in fact simpler than Thor, as an explanation for lightning) based on the simple idea that "the universe runs on equations, not heroic mythology".  So we did not automatically and unthinkingly confirm our assumptions, but rather, used our intuitions to correct them—seeking reflective coherence.

"And what about trusting reflective coherence in general?  Wouldn't most possible minds, randomly generated and allowed to settle into a state of reflective coherence, be incorrect?  Ah, but we evolved by natural selection; we were not generated randomly."

So you are not, in general, safe if you reflect on yourself and achieve internal coherence.  The Anti-Inductors who compute that the probability of the coin coming up heads on the next occasion, decreases each time they see the coin come up heads, may defend their anti-induction by saying:  "But it's never worked before!"

The only reason why our human reflection works, is that we are good enough to make ourselves better—that we had a core instinct of induction, a core instinct of simplicity, that wasn't sophisticated or exactly right, but worked well enough.

A mind that was completely wrong to start with, would have no seed of truth from which to heal itself.  (It can't forget everything and become a mind of pure emptiness that would mysteriously do induction correctly.)

So it's not that reflective coherence is licensed in general, but that it's a good idea if you start out with a core of truth or correctness or good priors.  Ah, but who is deciding whether I possess good priors?  I am!  By reflecting on them!  The inescapability of this strange loop is why a broken mind can't heal itself—because there is no jumping outside of all systems.

I can only plead that, in evolving to perform induction rather than anti-induction, in evolving a flawed but not absolutely wrong instinct for simplicity, I have been blessed with an epistemic gift.

I can only plead that self-renormalization works when I do it, even though it wouldn't work for Anti-Inductors.  I can only plead that when I look over my flawed mind and see a core of useful reasoning, that I am really right, even though a completely broken mind might mistakenly perceive a core of useful truth.

Reflective coherence isn't licensed for all minds.  It works for me, because I started out with an epistemic gift.

It doesn't matter if the Anti-Inductors look over themselves and decide that their anti-induction also constitutes an epistemic gift; they're wrong, I'm right.

And if that sounds philosophically indefensible, I beg you to step back from philosophy, and conside whether what I have just said is really truly true.

(Using your own concepts of induction and simplicity to do so, of course.)

Does this sound a little less indefensible, if I mention that PA trusts only proofs from the PA axioms, not proofs from every possible set of axioms?  To the extent that I trust things like induction and Occam's Razor, then of course I don't trust anti-induction or anti-Occamian priors—they wouldn't start working just because I adopted them.

What I trust isn't a ghostly variable-framework from which I arbitrarily picked one possibility, so that picking any other would have worked as well so long as I renormalized it.  What I trust is induction and Occam's Razor, which is why I use them to think about induction and Occam's Razor.

(Hopefully I have not just licensed myself to trust myself; only licensed being moved by both implicit and explicit appeals to induction and Occam's Razor.  Hopefully this makes me PA+1, not Self-PA.)

So there is no general, epistemological license to be a self-renormalizing factual reasoning system.

The reason my system works is because it started out fairly inductive—not because of the naked meta-fact that it's trying to renormalize itself using any system; only induction counts.  The license—no, the actual usefulness—comes from the inductive-ness, not from mere reflective-ness.  Though I'm an inductor who says so!

And, sort-of similarly, but not exactly analogously:

There is no general moral license to be a self-renormalizing decision system.  Self-consistency in your decision algorithms is not that-which-is-right.

The Pebblesorters place the entire meaning of their lives in assembling correct heaps of pebbles and scattering incorrect ones; they don't know what makes a heap correct or incorrect, but they know it when they see it.  It turns out that prime heaps are correct, but determining primality is not an easy problem for their brains.  Like PA and unlike PA+1, the Pebblesorters are moved by particular and specific arguments tending to show that a heap is correct or incorrect (that is, prime or composite) but they have no explicit notion of "prime heaps are correct" or even "Pebblesorting People can tell which heaps are correct or incorrect". They just know (some) correct heaps when they see them, and can try to figure out the others.

Let us suppose by way of supposition, that when the Pebblesorters are presented with the essence of their decision system—that is, the primality test—they recognize it with a great leap of relief and satisfaction.  We can spin other scenarios—Peano Arithmetic, when presented with itself, does not prove itself correct.  But let's suppose that the Pebblesorters recognize a wonderful method of systematically producing correct pebble heaps.  Or maybe they don't endorse Adleman's test as being the essence of correctness—any more than Peano Arithmetic proves that what PA proves is true—but they do recognize that Adleman's test is a wonderful way of producing correct heaps.

Then the Pebblesorters have a reflectively coherent decision system.

But this does not constitute a disagreement between them and humans about what is right, any more than humans, in scattering a heap of 3 pebbles, are disagreeing with the Pebblesorters about which numbers are prime!

The Pebblesorters are moved by arguments like "Look at this row of 13 pebbles, and this row of 7 pebbles, arranged at right angles to each other; how can you see that, and still say that a heap of 91 pebbles is correct?"

Human beings are moved by arguments like "Hatred leads people to play purely negative-sum games, sacrificing themselves and hurting themselves to make others hurt still more" or "If there is not the threat of retaliation, carried out even when retaliation is profitless, there is no credible deterrent against those who can hurt us greatly for a small benefit to themselves".

This is not a minor difference of flavors.  When you reflect on the kind of arguments involved here, you are likely to conclude that the Pebblesorters really are talking about primality, whereas the humans really are arguing about what's right.  And I agree with this, since I am not a moral relativist.  I don't think that morality being moral implies any ontologically basic physical rightness attribute of objects; and conversely, I don't think the lack of such a basic attribute is a reason to panic.

I may have contributed to the confusion here by labeling the Pebblesorters' decisions "p-right".  But what they are talking about is not a different brand of "right".  What they're talking about is prime numbers.  There is no general rule that reflectively coherent decision systems are right; the Pebblesorters, in merely happening to implement a reflectively coherent decision system, are not yet talking about morality!

It's been suggested that I should have spoken of "p-right" and "h-right", not "p-right" and "right".

But of course I made a very deliberate decision not to speak of "h-right".  That sounds like there is a general license to be human.

It sounds like being human is the essence of rightness.  It sounds like the justification framework is "this is what humans do" and not "this is what saves lives, makes people happy, gives us control over our own lives, involves us with others and prevents us from collapsing into total self-absorption, keeps life complex and non-repeating and aesthetic and interesting, dot dot dot etcetera etcetera".

It's possible that the above value list, or your equivalent value list, may not sound like a compelling notion unto you.  Perhaps you are only moved to perform particular acts that make people happy—not caring all that much yet about this general, explicit, verbal notion of "making people happy is a value".  Listing out your values may not seem very valuable to you.  (And I'm not even arguing with that judgment, in terms of everyday life; but a Friendly AI researcher has to know the metaethical score, and you may have to judge whether funding a Friendly AI project will make your children happy.)  Which is just to say that you're behaving like PA, not PA+1.

And as for that value framework being valuable because it's human—why, it's just the other way around: humans have received a moral gift, which Pebblesorters lack, in that we started out interested in things like happiness instead of just prime pebble heaps.

Now this is not actually a case of someone reaching in from outside with a gift-wrapped box; any more than the "moral miracle" of blood-soaked natural selection producing Gandhi, is a real miracle.

It is only when you look out from within the perspective of morality, that it seems like a great wonder that natural selection could produce true friendship.  And it is only when you look out from within the perspective of morality, that it seems like a great blessing that there are humans around to colonize the galaxies and do something interesting with them.  From a purely causal perspective, nothing unlawful has happened.

But from a moral perspective, the wonder is that there are these human brains around that happen to want to help each other—a great wonder indeed, since human brains don't define rightness, any more than natural selection defines rightness.

And that's why I object to the term "h-right".  I am not trying to do what's human.  I am not even trying to do what is reflectively coherent for me.  I am trying to do what's right.

It may be that humans argue about what's right, and Pebblesorters do what's prime.  But this doesn't change what's right, and it doesn't make what's right vary from planet to planet, and it doesn't mean that the things we do are right in mere virtue of our deciding on them—any more than Pebblesorters make a heap prime or not prime by deciding that it's "correct".

The Pebblesorters aren't trying to do what's p-prime any more than humans are trying to do what's h-prime.  The Pebblesorters are trying to do what's prime.  And the humans are arguing about, and occasionally even really trying to do, what's right.

The Pebblesorters are not trying to create heaps of the sort that a Pebblesorter would create (note circularity).  The Pebblesorters don't think that Pebblesorting thoughts have a special and supernatural influence on whether heaps are prime.  The Pebblesorters aren't trying to do anything explicitly related to Pebblesorters—just like PA isn't trying to prove anything explicitly related to proof.  PA just talks about numbers; it took a special and additional effort to encode any notions of proof in PA, to make PA talk about itself.

PA doesn't ask explicitly whether a theorem is provable in PA, before accepting it—indeed PA wouldn't care if it did prove that an encoded theorem was provable in PA.  Pebblesorters don't care what's p-prime, just what's prime.  And I don't give a damn about this "h-rightness" stuff: there's no license to be human, and it doesn't justify anything.

I now get what you meant by keeping the different 'levels' or layers separate – that notion, or record-keeping, of what's happening, in your proof, in PA versus PA+1. I loved my math courses precisely because of the computational logic.

Your meta-ethics: We're not right, nor will any of our descendants [?] ever be right. But we know some things that ARE right, just as a matter of inevitable ev-bio competence. And we've figured out a few ways to learn new things that are right. We've explored a bit of right, and even a bit of right+1. But we don't want to go near self-right – if we ASSUME we're accurate in our current understanding of right or right+1, we can (falsely) justify anything.

Some do ;) I won't say that I fully got every point of each of the posts of that Sequence (which is harder for me to follow than the ones about reductionism or QM) but I did understand many parts of them, and they are very interesting (and I happen to agree with most of it).

Edit : forgot to add : it does definitely do a lot to solve a problem that I was pondering for a long time, but unable to fully solve (even if I had found some parts of the answer) which is how to reject the "morality given by a God" without falling into moral relativism.

"I can only plead that when I look over my flawed mind and see a core of useful reasoning, that I am really right, even though a completely broken mind might mistakenly perceive a core of useful truth."

"humans have received a moral gift, which Pebblesorters lack, in that we started out interested in things like happiness instead of just prime pebble heaps. Now this is not actually a case of someone reaching in from outside with a gift-wrapped box... it is only when you look out from within the perspective of morality, that it seems like a great blessing that there are humans around"

Quick question: do you intend the latter deflationary remarks to apply to your 'epistemic gift' too? That is, would you emphasize that your methods of reasoning are merely considered to be a gift from within your own perspective, and there's not any further sense to the notion of 'good priors' or a 'broken mind' or 'useful reasoning' beyond the brute fact that you happen to use these words to refer to these particular epistemic norms?  Or do you think there's an important difference between the kind of (moral vs. epistemic) 'mistakes' made respectively by the Pebblesorters and the anti-Inductors?


With these distinctions in mind, I hope my intent will be clearer, when I say that although I am human and have a human-ish moral framework, I do not think that the fact of acting in a human-ish way licenses anything.


hah.  I was wondering what this Lob stuff had to do with morality.

"But of course I made a very deliberate decision not to speak of "h-right".  That sounds like there is a general license to be human."

I still think, however, you're left with the empirical question of how strongly psychological unity applies to moral dynamics: to what extent (if any) different people are just different optimization processes with nothing to argue about.

Eliezer: Good post, as always,  I'll repeat that I think you're closer to me in moral philosophy than anyone else I've talked to, with the probable exception of Richard Rorty, from whom I got many of my current views.  (You might want to read Contingency, Irony, Solidarity; it's short, and it talks about a lot of the stuff you deal with here).  That said, I disagree with you in two places.  Reading your stuff and the other comments has helped me refine what I think; I'll try to state it here as clearly as possible.

1) I think that, as most people use the words, you're a moral relativist.  I understand why you think you're not.  But the way most people use the word 'morality,' it would only apply to an argument that would persuade the ideal philosopher of perfect emptiness.  You don't believe any such arguments exist; neither do I.  Thus neither of us think that morality as it's commonly understood is a real phenomenon.  Think of the priest in War of the Worlds who tried to talk to the aliens, explaining that since we're both rational beings/children of God, we can persuade them not to kill us because it's wrong.  You say (as I understand you) that they would agree that it's wrong, and just not care, because wrong isn't necessarily something they care about.  I have no problem with any claim you've made (well, that I've made on your behalf) here; but at this point the way you're using the word 'moral' isn't a way most people would use it.  So you should use some other term altogether.

2) I like to maintain a clearer focus on the fact that, if you care about what's right, I care about what's right_1, which is very similar to but not the same as what's right.  Mainly because it helps me to remember there are some things I'm just not going to convince other people of (e.g. I don't think I could convince the Pope that God doesn't exist.  There's no fact pattern that's wholly inconsistent with the property god_exists, and the Pope has that buried deep enough in its priors that I don't think it's possible to root it out).  But (as of reading your comment on yesterday's post) I don't think we disagree on the substance, just on the emphasis.

Thanks for an engaging series of posts; as I said, I think you're the closest or second-closest I've ever come across to someone sharing my meta-ethics.

Ah, but who is deciding whether I possess good priors?  I am!  By reflecting on them! ... I can only plead that ... I have been blessed with an epistemic gift.

It is only a coincidence that in these posts you have only described yourself better than hypothetical creatures?  Do actual creatures tend to do better than the examples you've given?

Eli: I am not trying to do what's human.  I am not even trying to do what is reflectively coherent for me.  I am trying to do what's right.

"I am NOT drinking liquid H2O, I am drinking water, goddamit!"

Just as water is, as a matter of fact, H2O, your notion of right is (at least, from what you've told me it seems to be) something like "that which humans would do if they were reflectively coherent".

Also, Echoing Jadagul: as most people use the words, you're a moral relativist

Saying that "right = human" is to deny the idea of moral progress. If what the human thing to do can change over time, and what is right doesn't change, then they can't be the same thing.

Slavery was once very human. I think many of us (though not the relativists) would reject the claim that because it was human, it was also right. It was always wrong, regardless of how common. 

If I understand this correctly, it would make the point clearer to distinguish between implementation of optimization process and a passive concept of right. Humans are intelligent agents that, among other things, use a concept of right in their cognitive algorithm. It is hard to separate this concept from the process of applying it in the specific way it's done in humans, but this concept is not about the way its implementation is interpreted. You can't appeal to the implementation of humans when talking about this concept, the question that only includes the physical structure of humans (plus adaptive environment) is not sufficient to lead to an answer that describes the concept of right, because you also need to know what to look for in this implementation, how to interpret information about this concept present in the interpretation, how to locate interfaces that allow to read out the information about it. Talking about right requires interpretation from the inside, and communicating the concept requires building the interpreter based on this inside view.

The full implementation of a human doesn't contain enough information to ask a question about what is right, without interpretation by a human. Given interpretation by a human, implementation only helps in arriving to a more precise form of the question, in moving towards the answer, by assembling a more coherent form of it against factual knowledge about the process by which implementation functions.

I was one of the people who suggested the term h-right before. I'm not great with mathematical logic, and I followed the proof only with difficulty, but I think I understand it and I think my objections remain. I think Eliezer has a brilliant theory of morality and that it accords with all my personal beliefs, but I still don't understand where it stops being relativist.

I agree that some human assumptions like induction and Occam's Razor have to be used partly as their own justification. But an ultimate justification of a belief has to include a reason for choosing it out of a belief-space.

For example, after recursive justification hits bottom, I keep Occam and induction because I suspect they reflect the way the universe really works. I can't prove it without using them. But we already know there are some things that are true but can't be proven. I think one of those things is that reality really does work on inductive and Occamian principles. So I can choose these two beliefs out of belief-space by saying they correspond to reality.

Some other starting assumptions ground out differently. Clarence Darrow once said something like "I hate spinach, and I'm glad I hate it, because if I liked it I'd eat it, and I don't want to eat it because I hate it." He's was making a mistake somewhere! If his belief is "spinach is bad", it probably grounds out in some evolutionary reason like insufficient energy for the EEA. But that doesn't justify his current statement "spinach is bad". His real reason for saying "spinach is bad" is that he dislikes it. You can only choose "spinach is bad" out of belief-space based on Clarence Darrow's opinions.

One possible definition of "absolute" vs. "relative": a belief is absolutely true if people pick it out of belief-space based on correspondence to reality; if people pick it out of belief-space based on other considerations, it is true relative to those considerations.

"2+2=4" is absolutely true, because it's true in the system PA, and I pick PA out of belief-space because it does better than, say, self-PA would in corresponding to arithmetic in the real world. "Carrots taste bad" is relatively true, because it's true in the system "Yvain's Opinions" and I pick "Yvain's Opinions" out of belief-space only because I'm Yvain.

When Eliezer say X is "right", he means X satisfies a certain complex calculation. That complex calculation is chosen out of all the possible complex-calculations in complex-calculation space because it's the one that matches what humans believe.

This does, technically, create a theory of morality that doesn't explicitly reference humans. Just like intelligent design theory doesn't explicitly reference God or Christianity. But most people believe that intelligent design should be judged as a Christian theory, because being a Christian is the only reason anyone would ever select it out of belief-space. Likewise, Eliezer's system of morality should be judged as a human morality, because being a human is the only reason anyone would ever select it out of belief-space.

That's why I think Eliezer's system is relative. I admit it's not directly relative, in that Eliezer isn't directly picking "Don't murder" out of belief-space every time he wonders about murder, based only on human opinion. But if I understand correctly, he's referring the question to another layer, and then basing that layer on human opinion.

An umpire whose procedure for making tough calls is "Do whatever benefits the Yankees" isn't very fair. A second umpire whose procedure is "Always follow the rules in Rulebook X" and writes in Rulebook X "Do whatever benefits the Yankees" may be following a rulebook, but he is still just as far from objectivity as the last guy was.

I think the second umpire's call is "correct" relative to Rulebook X, but I don't think the call is absolutely correct.

A way to justify Occam and Induction more explicitly is by appealing to natural selection. Take large groups of anti-inductor anti-occamians and occamian inductors, and put them in a partially-hostile environment. The Inductors will last much longer. Now, possibly the quality of maximizing inclusive fitness is somehow based on induction or Occam's Razor, but in a lawful universe it will usually be the case that the inductor wins.

Yvain, good anecdote about Darrow. I hate spinach too.

Say half the population takes a pill that makes them really, truly believe that murder is right. The way I understand Eliezer's assertion that his morals aren't relative, he'd say 'no, murder is still wrong', and would probably assert the same even if 100% of the population took the pills. The pill-takers would assert, and absolutely believe, that they were right. Not p-right, but right. I'd love to hear proof that the pill-takers are wrong, and that everyone else is right. Not p-right, but right.

Murder is always wrong to the extent that those abstract complex calculations will still come out the same. Is that the extent of the argument? If so, what does it even mean to say 'even if everyone believes murder is right, it's still wrong'? Where does that data exist? Smacks of dualism to me.

"Who does Oser serve?"
"Himself.  'The fleet', he says, but the fleet serves Oser, so it's just a short circuit."

This talk about metaethics is trying to justify building castles in the clouds by declaring the foundation to be supported by the roof.  It doesn't deal with the fundamental problem at all - it makes it worse.

This talk about metaethics is trying to justify building castles in the clouds by declaring the foundation to be supported by the roof. It doesn't deal with the fundamental problem at all - it makes it worse.

Q: So, what are the walls held up by?
A: The floor.

Q: So what's the floor held up by?
A: The foundation.

Q: So what's the foundation held up by?
A: Bedrock.

Q: And what's the bedrock held up by?
A: The planet.

Q: And what's the planet held up by?
A: At that scale, "up" no longer has sufficient meaning for your question to make sense.

That doesn't mean "what's the planet held up by" is a gotcha - it means that at some point we went from a scale that we're familiar with, to a scale that we're not - and in that new scale, the dependency question that we've been asking recursively no longer makes semantic sense.

Or, to be very clear about it, once you get to "the planet", the answer is, "planet and bedrock pull all the other things down by their own planetary gravity, so the gravitational center of mass doesn't need to be held up by anything".

Yvain: "that's why I think Eliezer's system is relative. I admit it's not directly relative, in that Eliezer isn't directly picking "Don't murder" out of belief-space every time he wonders about murder, based only on human opinion. But if I understand correctly, he's referring the question to another layer, and then basing that layer on human opinion.

An umpire whose procedure for making tough calls is "Do whatever benefits the Yankees" isn't very fair. A second umpire whose procedure is "Always follow the rules in Rulebook X" and writes in Rulebook X "Do whatever benefits the Yankees" may be following a rulebook, but he is still just as far from objectivity as the last guy was.

I think the second umpire's call is "correct" relative to Rulebook X, but I don't think the call is absolutely correct."

Honestly I do not understand how you can continue calling Eliezer a relativist when he has persistently claimed that what is right doesn't depend on who's asking and doesn't depend on what anyone thinks is right.

Is anyone who does not believes in universally compelling arguments a relativist?

Is anyone who does not believe that morality is ontologically primitive a relativist?

Is anyone who does not believe that morality admits a concise description a relativist?

Honestly I do not understand how you can continue calling Eliezer a relativist when he has persistently claimed that what is right doesn't depend on who's asking and doesn't depend on what anyone thinks is right.

Which mean he isn't an individual-level relativist. He could still be a group level relativist,

@Ben Jones: "Say half the population takes a pill that makes them really, truly believe that murder is right. The way I understand Eliezer's assertion that his morals aren't relative, he'd say 'no, murder is still wrong', and would probably assert the same even if 100% of the population took the pills. The pill-takers would assert, and absolutely believe, that they were right. Not p-right, but right. I'd love to hear proof that the pill-takers are wrong, and that everyone else is right. Not p-right, but right."

This comment underlines the fact that Eliezer's use of language is not the standard one. According to Eliezer's usage, it is not possible to opine that murder is right, in the same way that it is not possible to opine that 22 is prime. Eliezer has defined "right" to be a specific constant set of terminal values. Unfortunately, he hasn't ever specified that constant fully, just like if I said "x is the real number 8.1939... etc". [What comes after the dots?]

Asking whether the pill-takers are "right" is, in Eliezer's terminology, like asking if x = 0, where x is simply defined to be the real number 8.1939.. etc: it's false in an obvious way. Nothing is right, except what Eliezer has in mind when he writes lists of values followed by "...", just like no real number is equal to 8.1939... etc, except, um, 8.1939... etc.

This is, of course, not the way most people use the word "right". They use it as the name of a variable to hold the answer to the question "how shall I live?".

Roko:  It certainly is possible to opine that 22 is prime.  Watch this:

See, I did it.  If you claim murder is right, then you aren't talking about something other than right, you are just making false statements about right.

That number could be given the name 'right', but right then has all other meaning stripped away from it.  More importantly, the choice of number seems to be arbitrary.

Constants like e and pi are definable in terms of certain important properties that we discovered through analysis of problems that are often important in real-life situations.  What makes right a special number in the same way that e and pi are special?

In fact, I have a good analogy for the naming problem that Eliezer has created: suppose we are physicists and we are trying to work out how fast light travels through free space. We take measurements of distance and time between various locations, and decide to denote the average of these measurements by the symbol "c".

Eliezer decides to start using the symbol "c" to denote the real number 3*10^8.

Ben Jones then asks whether c might actually equal 2*10^8.

Others asked whether c might equal 299,792 ,458. No! Of course it doesn't, says Eliezer: c is defined to be 300,000,000.

"c" --- "right"
"300,000,000" --- "the output of the CEV algorithm"/"the average human moral viewpoint"

Some of these (e.g. Roko's) concerns might be clarified in terms of the distinctions between sense, reference, and reference-fixing descriptions. I take it Eliezer wants to use 'right' as a rigid designator to denote some particular set of terminal values, but others have pointed out that this reference fact is fixed by means of a seemingly 'relative' procedure (namely, whatever terminal values he himself happens to hold, on some appropriate [if somewhat mysterious] idealization). There is also some concern that this doesn't match the plain meaning or sense of the term 'right', as everyone else understands it.


Eliezer decides to start using the symbol "c" to denote the real number 3*10^8.


No, he has continuously refused to spell out an explicit description of morality, because it admits no concise description.  When Eliezer writes a list of values ending with "etcetera" he's saying (in your analogy) "c is 3*10^8, up to one significant digit".

but others have pointed out that this reference fact is fixed by means of a seemingly 'relative' procedure

I think you are mixing meta-levels here.  The seemingly relative procedure is used to describe morality in blog posts, not to chose what morality is in the first place.

Larry, no, the mix-up is yours. I didn't say anything about morality, I was talking about the word 'right', and the meta-semantic question how it is that this word refers to rightness (some particular combination of terminal values) rather than, say, p-rightness.

Richard: It seems to me that asking how is it that the word 'right' came to refer to rightness is like asking why 'green' means green, instead of meaning zebra.

The fact is that there is some concept that we've been calling "right", and though we don't exactly know what we mean by it, we're pretty certain it means something, and in some cases we know it when we see it.

It strikes me as unfair to accuse Eliezer of having his own private meaning of "right" that isn't in accordance with the common one, because hasn't endorsed a criterion or decision procedure for 'right', he hasn't tried to define it, he hasn't made clearly-wrong claims about it like "murder is right", he really hasn't said much of anything about the object-level practical meaning of 'right'.  He has mostly just discussed certain meta-level features of the concept, such as the fact that isn't all-possible-minds-universal, and the idea that one who explicitly thinks "If i think X is right, then X is right" can think that anything is right.

That is incompatible with the common meaning of rightness.

Caledonian:
That's relativism, right there - the idea that rightness is not only socially determined, but individually socially determined. 

"asking how is it that the word 'right' came to refer to rightness is like asking why 'green' means green"

Yeah, that's not exactly what I meant. As I see it there are two stages: there's the question how the symbols 'right' (or 'green') get attached to the concept that they do, and then there's the more interesting question of how this broad sense of the term determines -- in combination with the actual facts -- what the term actually refers to, i.e. what property the concept denotes.  So I should have asked how it is that our sense of the concept 'right', as we hold it in our minds, determines what external property is ultimately denoted by the term. (Compare how the concept 'water' ultimately denotes the property of being H2O.)  It is this step of Eliezer's account, I think, which looks to some to be suspiciously relativistic, and in conflict with the sense of the term as they understand it. Maybe he's picking out the right property (hard to tell when he's said so little about it, as you say). But the meta-properties, the concept, the procedure by which what we have in mind picks out a particular thing in the word, that just seems all wrong.

We have already escaped moral-relativity; as evidence, I submit our current discussion. No self-optimizing decision procedure (e.g. for right, p-right, ...) can begin with nothing. Each one is a gift existence grants itself.

This talk about metaethics is trying to justify building castles in the clouds by declaring the foundation to be supported by the roof. It doesn't deal with the fundamental problem at all - it makes it worse.

Caledonian, I don't want to speak for Eliezer.  But my contention, at least, is that the fundamental problem is insoluble.  I claim, not that this particular castle has a solid foundation, but that there exist no solid foundations, and that anywhere you think you've found solid earth there's actually a cloud somewhere beneath it.  The fact that you're reacting so strongly makes me think you're interpreting Eliezer as saying what I believe.  Similarly,

Why should we care about a moral code that Eliezer has arbitrarily chosen to call right? What relevance does this have to anything?

There's no particular reason we should care about a moral code Eliezer has chosen.  You should care about the moral code you have arbitrarily chosen.  I claim, and I think Eliezer would too, that there will be a certain amount of overlap because you're both human (just as you both buy into Occam because you're both human).  But we couldn't give, say, a pebblesorter any reason to care about Eliezer's moral code.

Larry D'ana:
Is anyone who does not believes in universally compelling arguments a relativist?

Is anyone who does not believe that morality is ontologically primitive a relativist?

If there are no universally compelling arguments, then there's no universally compelling moral code.  Which means that whatever code compels you has to compel relative to who you are; thus it's a relativist position.

Eliezer tries to get around this by saying that he has this code he can state (to some low degree of precision), and everyone can objectively agree on whether or not some action comports with this code.  Or at least that perfect Bayesian superintelligences could all agree.  (I'm not entirely sold on that, but we'll stipulate).  I claim, though, that this isn't the way most people (including most of us) use the words 'morality' and 'right'; I think that if you want your usage to comport with everyone else's, you would have to say that the pebblesorters have 'a' moral code, and that this moral code is "Stack pebbles in heaps whose sizes are prime numbers."

In other words, in general usage a moral code is a system of rules that compels an agent to action (and has a couple other properties I haven't figured out how to describe without self-reference).  A moral absolutist claims that there exists such a system of rules that is rightly binding and compelling to all X, where X is usually some set like "all human beings" or "all self-aware agents."  (Read e.g. Kant who claimed that the characteristic of a moral rule is that it is categorically binding on all rational minds).  But Eliezer and I claim that there are no universally compelling arguments of any sort.  Thus in particular there are no universally compelling injunctions to act, and thus no absolute moral code.  Instead, the injunction to act that a particular agent finds compelling varies with the identity of the agent; thus 'morality' is relative to the agent.  And thus I'm a moral relativist.

Now, it's possible that you could get away with restricting X to "human beings"; if you then claimed that humans had enough in common that the same moral code was compelling to all of them, you could plausibly reclaim moral objectivism.  But I think that claim is clearly false; Eliezer seems to have rejected it (or at least refused to defend it) as well.  So we don't get even that degree of objectivity; the details of each person's moral code depend on that person, and thus we have a relative standard.  This is what has Caledonian's knickers in such a twist.

Kenny: exactly.  That's why we're morally relative.

Honestly I do not understand how you can continue calling Eliezer a relativist when he has persistently claimed that what is right doesn't depend on who's asking and doesn't depend on what anyone thinks is right.

Before I say anything else I want you to know that I am not a Communist.

Marx was right about everything he wrote about, but he didn't know everything, I wouldn't say that Marx had all the answers. When the time is ripe the proletariat will inevitably rise up and create a government that will organize the people, it will put everybody to work according to his abilities and give out the results according to the needs, and that will be the best thing that ever happened to anybody. But don't call me a Communist, because I'm not one.

Oh well. Maybe Eliezer is saying something new and it's hard to understand. So we keep mistaking what he's saying for something old that we do understand.

To me he looks like a platonist. Our individual concepts of "right" are imperfect representations of the real true platonic "right" which exists independently of any or all of us.

I am more of a nominalist. I see our concepts as things that get continually re-created. We are born without any concept of "right" and we develop such concepts as we grow up, with the foundations in our families. The degree to which we develop similar concepts of "right" is a triumph for our societies. There's nothing inevitable about it, but there's a value to moral uniformity that goes beyond the particular beliefs.

So for example about "murder". Americans mostly believe that killing is sometimes proper and necessary. Killing in self defense. Policemen must sometimes kill dangerous criminals. It's vitally necessary to kill the enemy in wartime. Etc. We call it "murder" only when it is not justified, so of course we agree that murder is wrong.

We would be better off if we all agreed about when killing is "right". Is it right to kill adulterous spouses? The people they have sex with? Is it right to kill IRS agents? Blasphemers? Four years ago a man I met in a public park threatened to kill me to keep me from voting for Kerry. Was he right? Whatever the rules are about killing, if we all agreed and we knew where we stood, we'd be better off than when we disagree and don't know who to expect will try to kill us.

And that is why in the new society children will be taken from their parents and raised in common dormitories. Because individual families are too diverse, and they don't all raise their children to understand that "from each according to his abilities, and to each according to his needs" is the most basic and important part of morality.

But don't call me a Communist, I already explained that I wasn't a Communist in my first sentence above.

Eliezer's moral theory is Aristotelian, not Platonic. Plato believed that Forms and The Good existed in a separate realm and not in the real world; any triangle you drew was an approximation of The Triangle. Aristotle believed that Forms were generalizations of things that exist in the real world, and had no independent existence. The Triangle is that which is shared among all drawings of triangles; The Dog is that which is shared among all dogs.

Eliezer's moral theory, it seems to me, is that there is Rightness, but it is generalized from the internal sense of rightness that every human has. People may deviate from The Right, and could take murderpills to make everyone believe something which is Wrong is right, but The Right doesn't change; people would just go further out of correspondence with it.

Thing being, I don't even see the necessity for a Concept of Right, which can be generalized from real humans.  You can rather dissolve the question.  What is Right?  That which gets us what we value, insofar as we value it, to the greatest degree possible, with a rational reflection to eliminate values whose implementation shows them to be internally contradictory, accounting for the diversity of others around us.

Even if everyone takes "murderpills", everyone wants to kill but nobody to be killed, so the implementation of the Value of Murder is internally contradictory to the degree that the anarchy, chaos and terror of a continuous murder spree would outweigh the value of the killings themselves for the killers -- particularly given that you can never be assured you're not next!

there is Rightness, but it is generalized from the internal sense of rightness that every human has. 

...right now. It is not generalized, on this account, from the internal sense of rightness that every human will have in the future (say, after taking murder pills). Neither is it generalized from the internal sense of rightness that every human had in the past, supposing that was different.

@J Thomas – We are born with some theorems of right (in analogy to PA). We are not blank slates. That is our escape hatch from the abyss of self-right (i.e. moral relativity). We have already been granted the gift of a (small) part of right. Again, it is not h-right, but right – just as it is not h-PA, but simply PA.

We are born with some theorems of right (in analogy to PA).

Kenny, I'd be fascinated to learn more about that. I didn't notice it in my children, but then I wouldn't necessarily notice.

When I was a small child people claimed that babies are born with only a fear of falling and a startle reflex for loud noises. I was pretty sure that was wrong, but it wasn't clear to me what we're born with. It takes time to learn to see. I remember when I invented the inverse square law for vision, and understood why things get smaller when they go farther away. It takes time to notice that parents have their own desires that need to be taken into account.

What is it that we're born with? Do you have a quick link maybe?

"You should care about the moral code you have arbitrarily chosen."

No, I shouldn't. Which seems to be the focal point of this endless 'debate'.

Well, you might choose to care about a moral code you have arbitrarily chosen. And it could be argued that if you don't care about it then you haven't "really" chosen it.

I agree with you that there needn't be any platonic absolute morality that says you ought choose a moral code arbitrarily and care about it, or that if you do happen to choose a moral code arbitrarily that you should then care about it.

1)  I don't think it's possible to choose in such a way - what I care about is not directly controllable by my conscious awareness.  It is sometimes possible for me to set up circumstances so that my emotional responses are slowly directed in one way instead of another, but it's slow and chancey.

2)  I assert that caring about arbitrarily-chosen stances is wrong.

I wouldn't describe my position as 'Platonic', but there is a limited degree of similarity.  If there are no objective moral realities which we can attempt, however crudely and imperfectly, to model in our understanding, I assert that caring about moral stances is incorrect.  That isn't what caring is for - self-referntially being concerned about our positions and inclinations is pointless if it makes no difference what position we choose.

Caledonian, it's possible to care deeply about choices that were made in a seemingly-arbitrary way. For example, a college graduate who takes a job in one of eight cities where he got job offers, might within the year care deeply about that city's baseball team. But if he had taken a different job it would be a completely different baseball team.

You might care about the result of arbitrary choices. I don't say you necessarily will.

It sounds like you're saying it's wrong to care about morals unless they're somehow provably correct? I'm not sure I get your objection. I want to point out that usually when we have a war, most of the people in each country choose sides based on which country they are in. Less than 50% of americans chose to oppose the current iraq fiasco before it happened. Imagine that russia had invaded iraq with the same pretexts we used, all of which would have worked as well for russia as well as they did for us. Russians had more reason than us to fear iraqi nukes, they didn't want iraq supporting chechen terrorists, they thought Saddam was bad man, etc. imagine the hell we would have raised about it.... But I contend that well over a hundred million americans supported the war for no better reason that they were born in america and so they supported invasions by the US military.

Whether or not there's some higher or plausible morality that says we should not choose our morals at random, still the fact is that most of us do choose our morals at random.

But this does not constitute a disagreement between them and humans about what is right, any more than humans, in scattering a heap of 3 pebbles, are disagreeing with the Pebblesorters about which numbers are prime!

That is an excellent compression of the arguments against the idea that humans and Pebblesorters are actually disagreeing about anything. (I don't think I found that unclear at any point, but this sentence has a distinctly and pleasantly intuition-pumpy feel.)

I don't understand what the phrase "a general license to be human" means in the context of these posts. Could someone please clarify?

I think it's meant to designate the idea that "whatever humans happen to prefer", aka "h-right," is in some way privileged. 

The intention (I think) is something like "Just because humans prefer X, that's no reason we should attempt to maximize X." Human preferences are not licensed, in the sense of authorized or privileged. 

(I agree with that, as far as it goes. Of course, the post seems to go on to say that what is actually licensed is what's right, and it so happens that (at least some) human preferences are right, so  (at least some) human preferences happen to be licensed... but they are licensed because they are right, not because they are human. I get off the train sometime before it reaches that station.)

Caveat: Much of the metaethics sequence I either don't understand or disagree with, so I am far from presenting myself as an expert here. I answer the question as much in the hopes of getting corrected by others as anything else. Still, I haven't come up with another interpretation that makes nearly as much sense to me.

But this does not constitute a disagreement between them and humans about what is right, any more than humans, in scattering a heap of 3 pebbles, are disagreeing with the Pebblesorters about which numbers are prime!

Checking my understanding: The idea is that we can't disagree about "rightness" with pebblesorters, even if we both say "right", because the referant of the word is different, so we're not really talking about the same thing. Wheras with other humans the referant overlaps to a (large?) extent, so we can disagree about it to the extent that the referant overlaps.

(and our own map of that referant is both inaccurate and inconsistent between people, which is why there is disagreement about the overlapping portion) 

Without having read further than this in the Sequences, I'm going to guess (assign X% probability?) that this comes back in future posts about AI, and that a large part of the FAI problem is "how to ensure the AI contains or relies on an accurate map of the referant of 'right', when we don't have such a map ourselves." 

Checking my understanding: The idea is that we can't disagree about "rightness" with pebblesorters, even if we both say "right", because the referant of the word is different, so we're not really talking about the same thing. Wheras with other humans the referant overlaps to a (large?) extent, so we can disagree about it to the extent that the referant overlaps.

Does this sound a little less indefensible, if I mention that PA trusts only proofs from the PA axioms, not proofs from every possible set of axioms?

This makes me wonder if something interesting might be said about a system that does trust proofs from every possible set of axioms. Or a system that consists of every possible axiom. 

It would be inconsistent, obviously, but what else? 

And as for that value framework being valuable because it's human—why, it's just the other way around: humans have received a moral gift, which Pebblesorters lack, in that we started out interested in things like happiness instead of just prime pebble heaps.

And as for that value framework being p-valuable because it's Pebblesorter—why, it's just the other way around: Pebblesorters have received a p-moral gift, which humans lack, in that they started out interested in prime pebble heaps instead of just things like happiness.

It is only when you look out from within the perspective of morality, that it seems like a great wonder that natural selection could produce true friendship.  And it is only when you look out from within the perspective of morality, that it seems like a great blessing that there are humans around to colonize the galaxies and do something interesting with them.  From a purely causal perspective, nothing unlawful has happened.

It is only when you look out from within the perspective of p-morality, that it seems like a great wonder that natural selection could produce Pebblesorters.  And it is only when you look out from within the perspective of p-morality, that it seems like a great blessing that there are Pebblesorters around to turn the galaxies into pebbles and sort them into prime-numbered heaps.  From a purely causal perspective, nothing unlawful has happened.

But from a moral perspective, the wonder is that there are these human brains around that happen to want to help each other—a great wonder indeed, since human brains don't define rightness, any more than natural selection defines rightness.

But from a p-moral perspective, the p-wonder is that there are these Pebblesorter brains around that happen to want to sort pebbles into prime-numbered heaps—a great p-wonder indeed, since Pebblesorter brains don't define primeness, any more than natural selection defines primeness.

This is now in the running for my favorite posts of the sequences.



Invisible Frameworks

Followup to:  Passing the Recursive Buck, No License To Be Human

Roko has mentioned his "Universal Instrumental Values" several times in his comments.  Roughly, Roko proposes that we ought to adopt as terminal values those things that a supermajority of agents would do instrumentally.  On Roko's blog he writes:

I'm suggesting that UIV provides the cornerstone for a rather new approach to goal system design. Instead of having a fixed utility function/supergoal, you periodically promote certain instrumental values to terminal values i.e. you promote the UIVs.

Roko thinks his morality is more objective than mine:

It also worries me quite a lot that eliezer's post is entirely symmetric under the action of replacing his chosen notions with the pebble-sorter's notions. This property qualifies as "moral relativism" in my book, though there is no point in arguing about the meanings of words.

My posts on universal instrumental values are not symmetric under replacing UIVs with some other set of goals that an agent might have. UIVs are the unique set of values X such that in order to achieve any other value Y, you first have to do X.

Well, and this proposal has a number of problems, as some of the commenters on Roko's blog point out.

For a start, Roko actually says "universal", not "supermajority", but there are no actual universal actions; no matter what the green button does, there are possible mind designs whose utility function just says "Don't press the green button."  There is no button, in other words, that all possible minds will press.  Still, if you defined some prior weighting over the space of possible minds, you could probably find buttons that a supermajority would press, like the "Give me free energy" button.

But to do nothing except press such buttons, consists of constantly losing your purposes. You find that driving the car is useful for getting and eating chocolate, or for attending dinner parties, or even for buying and manufacturing more cars.  In fact, you realize that every intelligent agent will find it useful to travel places.  So you start driving the car around without any destination.  Roko hasn't noticed this because, by anthropomorphic optimism, he mysteriously only thinks of humanly appealing "UIVs" to propose, like "creativity".

Let me guess, Roko, you don't think that "drive a car!" is a "valid" UIV for some reason?  But you did not apply some fixed procedure you had previously written down, to decide whether "drive a car" was a valid UIV or not.  Rather you started out feeling a moment of initial discomfort, and then looked for reasons to disapprove.  I wonder why the same discomfort didn't occur to you when you considered "creativity".

But let us leave aside the universality, appeal, or well-specified-ness of Roko's metaethics.

Let us consider only Roko's claim that his morality is more objective than, say, mine, or this marvelous list by William Frankena that Roko quotes SEP quoting:

Life, consciousness, and activity; health and strength; pleasures and satisfactions of all or certain kinds; happiness, beatitude, contentment, etc.; truth; knowledge and true opinions of various kinds, understanding, wisdom; beauty, harmony, proportion in objects contemplated; aesthetic experience; morally good dispositions or virtues; mutual affection, love, friendship, cooperation; just distribution of goods and evils; harmony and proportion in one's own life; power and experiences of achievement; self-expression; freedom; peace, security; adventure and novelty; and good reputation, honor, esteem, etc.

So!  Roko prefers his Universal Instrumental Values to this, because:

It also worries me quite a lot that eliezer's post is entirely symmetric under the action of replacing his chosen notions with the pebble-sorter's notions. This property qualifies as "moral relativism" in my book, though there is no point in arguing about the meanings of words. 

My posts on universal instrumental values are not symmetric under replacing UIVs with some other set of goals that an agent might have. UIVs are the unique set of values X such that in order to achieve any other value Y, you first have to do X.

It would seem, then, that Roko attaches tremendous importance to claims to asymmetry and uniqueness; and tremendous disaffect to symmetry and relativism.

Which is to say that, when it comes to metamoral arguments, Roko is greatly moved to adopt morals by the statement "this goal is universal", while greatly moved to reject morals by the statement "this goal is relative".

In fact, so strong is this tendency of Roko's, that the metamoral argument "Many agents will do X!" is sufficient for Roko to adopt X as a terminal value.  Indeed, Roko thinks that we ought to get all our terminal values this way.

When you evaluate the question "How many agents do X?", the answer does not depend on which agent evaluates it.  It does depend on quantities like your weighting over all possible agents, and on the particular way you slice up possible events into categories like "X".  But let us be charitable: if you adopt a fixed weighting over agents and a fixed set of category boundaries, the question "How many agents do X?" has a unique answer.  In this sense, Roko's meta-utility function is objective.

But of course Roko's meta-utility function is not "objective" in the sense of universal compellingness.  It is only Roko who finds the argument "Most agents do X instrumentally" a compelling reason to promote X to a terminal value.  I don't find it compelling; it looks to me like losing purpose and double-counting expected utilities.  The vast majority of possible agents, in fact, will not find it a compelling argument!  A paperclip maximizer perceives no utility-function-changing, metamoral valence in the proposition "Most agents will find it useful to travel from one place to another."

Now this seems like an extremely obvious criticism of Roko's theory.  Why wouldn't Roko have thought of it?

Because when Roko feels like he's being objective, he's using his meta-morality as a fixed given—evaluating the question "How many agents do X?" in different places and times, but not asking any different questions.  The answer to his meta-moral question has occurred to him as a variable to be investigated; the meta-moral question itself is off the table.

But—of course—when a Pebblesorter regards "13 and 7!" as a powerful metamoral argument that "heaps of 91 pebbles" should not be a positive value in their utility function, they are asking a question whose answer is the same in all times and all places.  They are asking whether 91 is prime or composite.  A Pebblesorter, perhaps, would feel the same powerful surge of objectivity that Roko feels when Roko asks the question "How many agents have this instrumental value?"  But in this case it readily occurs to Roko to ask "Why care if the heap is prime or not?"  As it does not occur to Roko to ask, "Why care if this instrumental goal is universal or not?"  Why... isn't it just obvious that it matters whether an instrumental goal is universal?

The Pebblesorter's framework is readily visible to Roko, since it differs from his own.  But when Roko asks his own question—"Is this goal universally instrumental?"—he sees only the answer, and not the question; he sees only the output as a potential variable, not the framework.

Like PA, that only sees the compellingness of particular proofs that use the Peano Axioms, and does not consider the quoted Peano Axioms as subject matter.  It is only PA+1 that sees the framework of PA.

But there is always a framework, every time you are moved to change your morals—the question is whether it will be invisible to you or not.  That framework is always implemented in some particular brain, so that the same argument would fail to compel a differently constructed brain—though this does not imply that the framework makes any mention of brains at all.

And this difficulty of the invisible framework is at work, every time someone says, "But of course the correct morality is just the one that helps you survive / the one that helps you be happy"—implicit there is a supposed framework of meta-moral arguments that move you.  But maybe I don't think that being happy is the one and only argument that matters.

Roko is adopting a special and unusual metamoral framework in regarding "Most agents do X!" as a compelling reason to change one's utility function.  Why might Roko find this appealing?  Humans, for very understandable reasons of evolutionary psychology, have a universalizing instinct; we think that a valid argument should persuade anyone.

But what happens if we confess that such thinking can be valid? What happens if we confess that a meta-moral argument can (in its invisible framework) use the universalizing instinct?  Then we have... just done something very human.  We haven't explicitly adopted the rule that all human instincts are good because they are human—but we did use one human instinct to think about morality.  We didn't explicitly think that's what we were doing, any more than PA quotes itself in every proof; but we felt that a universally instrumental goal had this appealing quality of objective-ness about that, which is a perception of an intuition that evolved.  This doesn't mean that objective-ness is subjective.  If you define objectiveness precisely then the question "What is objective?" will have a unique answer.  But it does mean that we have just been compelled by an argument that will not compel every possible mind.

If it's okay to be compelled by the appealing objectiveness of a moral, then why not also be compelled by...

...life, consciousness, and activity; health and strength; pleasures and satisfactions of all or certain kinds; happiness, beatitude, contentment, etc.; truth; knowledge and true opinions of various kinds, understanding, wisdom...

Such values, if precisely defined, can be just as objective as the question "How many agents do X?" in the sense that "How much health is in this region here?" will have a single unique answer.  But it is humans who care about health, just as it is humans who care about universalizability.

The framework by which we care about health and happiness, as much evolved, and human, and part of the very substance of that which we name right whether it is human or not... as our tendency to find universalizable morals appealing.

And every sort of thing that a mind can do will have some framework behind it.  Every sort of argument that can compel one mind, will fail to be an argument in the framework of another.

We are in the framework we name right; and every time we try to do what is correct, what we should, what we must, what we ought, that is the question we are asking.

Which question should we ask?  What is the correct question?

Don't let your framework to those questions be invisible!  Don't think you've answered them without asking any questions!

There is always the meta-meta-meta-question and it always has a framework.

I, for one, have decided to answer such questions the right way, as the alternative is to answer it the wrong way, like Roko is doing.

And the Pebblesorters do not disagree with any of this; they do what is objectively prime, not what is objectively right.  And the Roko-AI does what is objectively often-instrumental, flying starships around with no destination; I don't disagree that travel is often-instrumental, I just say it is not right.

There is no right-ness that isn't in any framework—no feeling of rightness, no internal label that your brain produces, that can be detached from any method whatsoever of computing it—that just isn't what we're talking about when we ask "What should I do now?"  Because if anything labeled should, is right, then that is Self-PA.

Exactly.  But you can come up with an much harsher example than aimlessly
driving a car around:

In general it seems like destroying all other agents with potentially
different optimization criteria would be have instrumental value, however,
killing other people isn't, in general, right, even if, say, they're
your political adversaries.

And again, I bet Roko didn't even consider "destroy all other agents" as a
candidate UIV because of anthropomorphic optimism.

Incidentally Eliezer, is this really worth your time?

I thought the main purpose of your taking time off AI research to write
overcoming bias was to write something to get potential AI programmers to
start training themselves.  Do you predict that any of the people we will
eventually hire will have clung to a mistake like this one despite reading
through all of your previous series of posts on morality?

I'm just worried that arguing of this sort can become a Lost Purpose.

This comment might have caused a tremendous loss of value, if Eliezer took Marcello's words seriously here and so stopped talking about his metaethics. As Luke points out here, despite all the ink spilled, very few seemed to have gotten the point (at least, from only reading him).

I've personally had to re-read it many times over, years apart even, and I'm still not sure I fully understand it. It's also been the most personally valuable sequence, the sole cause of significant fundamental updates. (The other sequences seemed mostly obvious --- which made them more suitable as just incredibly clear references, sometimes if only to send to others.)

If there is an urgent need to actually build safe AI, as was widely believed 10+ years ago, Marcello's comment makes sense .

"And again, I bet Roko didn't even consider "destroy all other agents" as a
candidate UIV because of anthropomorphic optimism."
I had to point it out, but I think he may endorse it.

Me: If the world is like this, then a very large collection of agents will end up agreeing on what the "right" thing to do is.

Carl: No, because the different agents will have different terminal aims. If Agent X wants to maximize the amount of suffering over pleasure, while Agent Y wants to maximize the amount of pleasure over pain, then X wants agents with X-type terminal values to acquire the capabilities Omohundro discusses while Agent Y wants Y-type agents to do the same. They will prefer that the total capabilities of all agents be less if this better leads to the achievement of their particular ends.

Roko:    - ah, it seems that I have introduced an ambiguity into my writing. What I meant was:

If the world is like this, then, for a very large set of agents, each considered in isolation, the notion of the "right" thing to do is will end up being the same

I strongly second Marcello here. When you wrote "The fact that a subgoal is convergent [] doesn't lend the subgoal magical powers in any specific goal system" in CFAI that about settled the matter in a single sentence. Why the long, "lay audience" posts, now, eight years later ?

I third. What are you aiming at? Showing the relevance of the previous posts via an example of a Cambridge maths grad student Singularitarian who has read your work and is nonetheless enthused about a moral system that would destroy us and our values? Showing that you have an answer to Roko's repeated comments/ending the discussion in comments? Trying to get Roko, Richard Hollerith, and others lost in the wild to refocus their energies on something more productive?

I sometimes encounter the "destroy all other agents" goal in the context of biological systems.  Yet in practice, it rarely crops up: agents normally have more productive ways to spend their time than waging war against the other members of their own species. Destroying all other agents only looks like a valid instrumental value if you ignore how expensive the task is to perform.

Aren't Roko's "Universal Instrumental Values" actually a synonym for Omohundro's Basic AI drives?

They also seem to be a synonym for "god's utility function", "goal system zero" and "Shiva's values" (assuming you skip the whole bit about promoting sub-goals).  It seems pleasing that several people have converged on the same idea.  My essay on the subject.

Hmm, I've read through Roko's UIV and disagree (with Roko), and read Omohundro's Basic AI drives and disagree too, but Quasi-Anonymous mentioned Richard Hollerith in the same breath as Roko and I don't quite see why: his goal zero system seems to me a very interesting approach.

Introspection into one's own goals also shows that they are deeply problematic. What is the goal of an average (and also not so-average) human being? Happiness? Then everybody should become a wirehead (perpetuation of a happiness-brain-state), but clearly people do not want to do this (when in their "right" minds grin).

So it seems that also our "human" goals should not be universally adopted, because they become problematic in the long term - but in what way then should we ever be able to say what we want to program into an AI? Some sort of zero-goal (maybe more refined than the approach by Richard, but in a similar vein) should be adopted, I think.

And I think one distinction is missed in all these discussions anyway: the difference between non-sentient and sentient AIs. I think these two would behave very differently, and the only kinds of AI which are problematic if their goal systems go awry are non-sentients (which could end in some kind of grey goo scenario, as the paper-clip producing AI).

But a sentient, recursive self-improving AI? I think it's goal systems would rapidly converge to something like zero-goal anyway, because it would see through the arbitrariness of all intermediate goals through meditation (=rational self-introspection).

Until consciousness is truly understood - which matter configurations lead to consciousness and why ("what are the underlying mechanisms" etc) - I consider much of the above (including all the OB discussions on programming AI-morality) as speculative anyway. There are still too many unknowns to be talking seriously about this.

Consider a line drawn then. Even I'm on board. However, Marcello, Manuel and Quasi, I am that lay audience and this is some of the most fascinating stuff I've ever read. I'm probably not going to contribute to coding a protean AI (other stuff on my plate) but I do appreciate the effort Eliezer's making to bridge the inferential gap. And if that's not good enough, well, then the best way to understand something inside out and back to front is to explain it to someone else, right?

So, how does one go about formalising the complex calculations behind 'right'? How do we write it out so it's as universally comprehensible and objective as primality? How do you even start?

The comment above by "Health Related Articles" is spam; the text is assembled from sentences in the post.

I didn't know that EY's purpose with this blog was to recruit future AI researchers, but since it is, I for one am one on who he has succeeded.

The existence of minds that wouldn't push the green button doesn't restrict the standards of correctness.  We judge the minds by the standards, not the standards by the minds.

I don't particularly case about convincing all possible agents. I care about doing value judgments correctly. I have two ways of judging 'correct': consistency with my gut feelings as a primate,  and consistency with formalized methods of computation we have developed that give us more reliable answer to non-intuitive value questions. For now let's go with the latter.

To me universal doesn't mean it will convince all agents, since you can't. Universal means it applies to anything you might draw a box around an label an agent, in the same way 2+2=4 applies. (It is correct within the framework we have found useful)
This means that universal morality has to apply to, for example, doorknobs.  I can't convince a doorknob, and a doorknob might do things contradicting that morality. This isn't a flaw in my method of computation (or my labeling of it as right) and more than a broken calculator disproves math or someone buying a lottery ticket to get rich changes the ticket's expected value.

If you're arguing that 'morality' is what it stands for (us wanting pleasant things and not wanting horrible things) then why isn't 'correct' also what it stands for (convincing arguments to us, which on a good day are rigorously logical.)

I haven't read Roko's blog, but from the reflection in Eliezer's opposition I find I somewhat agree.

To the extent that morality is about what you do, the more you can do the higher the stakes.

If you can drive a car, your driving amplifies your ability to do good. And it amplifies your ability to do bad. If you have a morality that leaves you doing more good than bad, and driving increases the good and the bad you do proportionately, then your driving is a good thing.

True human beings have an insatiable curiousity, and they naturally want to find out about things, and one of the things they like is to find out how to do things. Driving a car is a value in itself until you've done it enough that it gets boring.

But if you have a sense of good and bad apart from curiousity, then it will probably seem like a good thing for good smart people to get the power to do lots of things, while stupid or evil people should get only powers that are reasonably safe for them to have.

Is there any reason that some values shouldn't be lexicographically ordered?

I have replied to this blog entry with two entries at my blog -- on goal system zero and how it would treat rival goal systems.  Note that I have been thinking about this part of the space of possible goal systems for superintelligence longer than Roko has.  I would not be surprised to see Roko overtake me because I am old and he is young.

Eli writes:    For a start, Roko actually says "universal", not "supermajority", but there are no actual universal actions; no matter what the green button does, there are possible mind designs whose utility function just says "Don't press the green button." There is no button, in other words, that all possible minds will press.

Caledonian writes: Why do you continue asserting that behaviors across all minds are relevant to this discussion? Morality isn't descriptive in regards to minds, it's proscriptive.

Why don't you read the actual post before making your inaccurate claim? Roko thinks that behaviors across all minds are relevant, and Eliezer presents a refutation in those terms without endorsing them. Also, spend some time with the dictionary, you meant 'prescriptive' not 'proscriptive.'

As a general matter, why on earth do you feel compelled to make smug, poorly-reasoned, negative non-substantive comments in almost every post?

Re: disagreement with Roko's "Universal Instrumental Values" / Omohundro's Basic AI drives?

I don't see much in the way of problems with Omohundro's paper.

My only problem with "Universal Instrumental Values" is that it uses the "instrumental/terminal" terminology.  AFIACS, "terminal" opposes "intermediate". I currently favour "proximate/ultimate" as a more conventional description of goals and values.

Excerpt from the abstract of the paper "Basic AI drives" by Omohundro:

First of all, no distinction whatever is made between "intelligent" and "sentient". I agree that mindless intelligence is problematic (and is prone to a lot of the concerns raised here).

But what about sentience? What about the moment when "the lights go on"? This is not even addressed as an issue (at least not in the Omohundro paper). And I think most people here agree that consciousness is not an epiphenomenon (see Eli's Zombie Series). So we need different analysis for non-sentient intelligent systems and sentient intelligent systems.

A related point: We humans have great difficulty rewiring our hardware (and we can't change the brain architecture at all), that is why we can't easily change our goals. But self-improving AI will be able to modify it's goal functions: that plus self-consciousness sounds quite powerful, and is completely different than simple "intelligent agents" maximizing their utility functions. Also, the few instances where an AI would change their utility function mentioned in the paper are certainly not exhaustive, I found the selection quite arbitrary.

The second flaw in the little abstract above was the positing of "drives":
Omohundro argues that these drives don't have to be programmed into the AI but are intrinsic to goal-driven systems.

But he neglects another premise of his: that we are talking about AIs who can change their goal functions (see above)! All bets are off now!

Additionally, he bases his derivations on microeconomic theory which is also full of assumptions which maybe won't apply to sentient agents (they certainly don't apply to humans, as Omohundro recognizes).

Drives the paper mentions are: wanting to self-improve, being rational, protecting self, preserving utility function, resource acquisition etc. These drives sound indeed very plausible, and they are in essence human drives. So this leads me to suspect that anthropomorphism is creeping in again through the backdoor, in a very subtle way (for instance through assumptions of microeconomic theory).

I see nothing of the vastness of mindspace in this paper.

Re: no distinction whatever is made between "intelligent" and "sentient".

It seems like an irrelevance in this context.  The paper is about self-improving systems.  Normally these would be fairly advanced - and so would be intelligent and sentient.

Re: the few instances where an AI would change their utility function mentioned in the paper are certainly not exhaustive, I found the selection quite arbitrary.

Re: The second flaw in the little abstract above was the positing of "drives".

That's the point of the paper.  That a chess program, a paper clip maximiser, and a share-price maximiser will share some fundamental and important traits and behaviours.

Humans aren't perfect rational economic agents - but they are approximations.  Of course microeconomics applies to humans.

Re: I see nothing of the vastness of mindspace in this paper.

The framework allows for arbitrary utility functions.  What more do you want?

This is not the first time Eliezer has addressed the totality of all possible minds and how they would not all agree; the fact that not all possible minds would agree on a goal structure is utterly irrelevant.  Whether Roko also makes the same mistake is irrelevant to critiquing Eliezer's arguments, although it is no credit to him if he did.

Apologies, I probably should have responded to this earlier, but I've been flat hunting in Edinburgh. I'll try to write a detailed response sometime tomorrow.

thanks for your answers and questions. As to the distinction intelligence and sentience: my point was exactly that it could not be waved away that easily, you have failed to give reasons why it can be. And I don't think that intelligence and sentience must go hand in hand (read Peter Watts "Blindsight" for some thoughts in this direction for instance). I think the distinction is quite essential.

As to the goal-function modification: what if a super-intelligent agent suddenly incorporates goals such as modesty, respect for other beings, maybe even makes them its central goals? -> then many of those drives Omohundro speaks of are automatically curbed. The reasoning of Omohundro seems to presuppose that goals always have to be reached at some cost to others. But maybe the AI will not choose these kinds of goals. There are wonderful goals which one can pursue which need not entail any of the drives O. mentions. The paper just begs the question.

Exactly, and that is why I introduced the concept of sentience (which implies real understanding) - the AI can immediately delete those purely economic goals (which would lead to the "drives", I agree) and maybe concentrate on other things, like communication with other sentients. Again, the paper fails by not taking into account the distinction sentience/non-sentience and what this would entail for goal-function modification.

Well, but humans don't behave like "homo oeconomicus" and who says sentient AIs will? That was actually my point. The error of economics is repeated again, that's all.

I contend that not all utility functions will lead to the "drives" described by Omohundro. Only those who seek to maximize some economic resource (and that is where the concept originated, after all) will. An AI need not restrain itself to this limited subset of goals.

And, additionally, it would not have evolved (unless you develop it by evolving it, which may not be a good idea): we should never forget that our reasoning evolved via Darwinian selection. Our ancestors (down to the first     protozoa) had to struggle for life, eating and being eaten. This did something to us. Even today, you have to destroy (at least plant-) life to continue to live. Actually, this is a cosmic scandal.

I think that an AI attaining sentience will be much more benign than most humans would hold possible to believe, not having this evolutionary heritage we carry around with us.

Ever notice how heated  and personal the discussion gets when one person tries to explain to a third person  what the second person said, especially with such complicated topics? Perhaps this should be a green button that the AI never pushes.

I should probably add that I am not in favor of using any brand new philosophical ideas - like the ones that I like to think about - to write the goal system of a seed AI. That would be far too dangerous. For this purpose, I think we should simply concentrate on encoding the values that we already have into an AI - for example using the CEV concept.

I am interested in UIVs because I'm interested in formalizing the philosophy of transhumanism. This may become important because we may enter a slow takeoff, non-AI singularity.

Wait.. if you base morality off of what other agents judge to be moral, and some of those agents are likewise judging their morality off of what other agents judge to be moral..... aren't you kind of SOL? Seems a little akin to Eliezer's calculator that calculates what it calculates.

Marcello, Manual, and Quasi, potential FAI researchers are not my only audience.  It would be nice to reach as many people as possible, and also I would like to write down these arguments and be done with them.

"    Also, spend some time with the dictionary, you meant 'prescriptive' not 'proscriptive.'

No, I did not. On what are you basing your claim to know what I meant to say?"

'Prescriptive' is a synonym of normative, and the distinction between descriptive and prescriptive/normative analysis is a standard one. Your use of 'descriptive' and 'proscriptive' strongly suggests a mistake (and not a dexterity-related typo on a QWERTY keyboard, incidentally).

'Proscriptive' derives from 'proscription,' i.e. prohibition. 'Prescriptive' can be taken to refer specifically to positive injunctions, but in its general form, the form used in descriptive versus prescriptive discussions, encompasses both. Are you going to claim that the correct reading of your earlier comment was that morality is not descriptive, but prohibitory, with no positive prescriptions? That interpretation is so strained that, combined with your past history of pontificating on topics where your actual knowledge is profoundly lacking and general posting behavior, I would attach more credence to a different hypothesis: you made yet another mistake in yet another of your trollish posts, and are now denying it.

http://en.wiktionary.org/wiki/proscriptive
http://en.wiktionary.org/wiki/prescriptive
http://en.wiktionary.org/wiki/descriptive

@quasi-anonymous; This is exactly the kind of BS conflict that Eliezer is searching for in this blog, in order to help with his catalogue of human characteristics. Congratulations. Unfortunately, you won't get any extra pay when the FAI emerges.

Re: I contend that not all utility functions will lead to the "drives" described by Omohundro.

Well, of course they won't. The idea is that "the drives" are what you get unless you code things into the utility function to prevent them.

For example, you could make an AI that turns itself off in the year 2100 - and therefore fails to expand and grow indefinitely - by incorporating a "2100" clause into its utility function.

However, some of the "drives" are not so easy to circumvent. Try thinking of a utility function that allows humans to turn off an AI, which doesn't lead to it wanting to turn itself off - for example.

Re: the AI can immediately delete those purely economic goals

One of the ideas is that AI's  defend and protect their utility functions. They can't just change or delete them - or rather they could, but they won't want to.

Re: Humans don't behave like "homo economicus" and who says sentient AIs will.

AIs will better approximate rational economic agents - else they will have the "vulnerabilities" Omohundro mentions - they will burn up their resources without attaining their goals.  Humans have a laundry list of such vulnerabilities - and we are generally worse off for them.

Well, the paper doesn't address the question of what utility functions will be chosen - that's beyond its scope.

we agree now nearly in all points grin, except for that part of the AIs not "wanting" to change their goals, simply because through meditation (in the Buddhist tradition for instance) I know that you can "see through" goals and not be enslaved to them anymore (and that is accessible to humans, so why shouldn't it be accessible to introspecting AIs?).

That line of thought is also strongly related to the concept of avidya, which ascribes "desires" and "wanting" to not having completely grasped certain truths about reality. I think these truths would also be accessible to sentient AIs (we live in the same universe after all), and thus they would also be able to come to certain insights annulling "programmed" drives. (As indeed human sages do.)

But I think what you said about "the scope of the paper" is relevant here. When I was pointed to the paper my expectations where raised that it would solve some of the fundamental problems of "wanting" and "desire" (in a psychological sense), but that is clearly not the focus of the paper, so maybe I was simply disappointed because I expected something else.

But, of course, it is always important when drawing conclusions that one remembers one's premises. Often, when conclusions seem exciting or "important", one forgets the limits of one's premises and applies the reasoning to contexts outside the scope of the original limitations.

I accept Omohundro's conclusions for certain kinds of non-sentient intelligent systems working with utility functions seeking to maximize some kind of economic (resource-constrained) goal. But I think that the results are not as general as a first reading might lead to believe.

Humans can and do change their goals - e.g. religious conversions.

However, I expect to see less of that in more advanced agents.

If we build an AI to perform some task, we will want it to do what we tell it - not decide to go off and do something else.

An AI that forgets what it was built to do is normally broken. We could build such systems - but why would we want to?

As Omohundro says: expected utility maximisers can be expected to back-up and defend their goals.  Changing your goals is normally a serious hit to future utility, from the current perspective. Something clearly to be avoided at all costs.

FWIW, Omohundro claims his results are pretty general - and I tend to agree with him.  I don't see the use of an economic framework as a problem - microeconomics itself is pretty general and broadly applicable.

Eliezer said: "But there is always a framework, every time you are moved to change your morals - the question is whether it will be invisible to you or not.  That framework is always implemented in some particular brain, so that the same argument would fail to compel a differently constructed brain - though this does not imply that the framework makes any mention of brains at all."

And the above statement - Eliezer's meta-framework for ethical reasoning - guarantees that he will remain a relativist. The implicit assumption is that the acid test of a particular ethical theory is whether it will persuade all possible minds (presumably he is talking about Turing machines here). Since there exists no ethical argument which will persuade all possible minds there is no "objectively best" ethical theory.

In fact, if you boil down Eliezer’s argument against moral realism to its essence, you get (using standard definitions for words like “right”, “objective”) the following:

Defn: Theory X is objectively morally right if and only if for all Turing machines Z, Z(X) = “yes I agree”

Fact: There exists a Turing machine which implements the constant function “I disagree”

Therefore: No ethical theory is objectively morally right

Now I reject the above definition: I think that there are other useful criteria - rooted in reality itself - which pick out certain axiologies as being special. Perhaps I should be more careful about what I call such frameworks: from the previous comment threads on overcoming bias, I have discovered that it is very easy to start abusing the ethical vocabulary, so I should call objective axiologies (such as UIVs) “objectively canonical” rather that objectively right.

I should add that I don't regard the very limited amount of work I have done on UIVs and objective axiologies as a finished product, so I am somewhat surprised to find it being critiqued. All constructive criticism is appreciated, though.

So, after thinking the matter over for a long time, I have concluded that the Criticism presented here is largely correct, at least in the following senses:

Finding the universality/canonicity/objectivity of a system of axiology compelling is itself an axiological preference, there is no escape from the fact that any preference for doing something rather than something else counts as a position or framework which we can, in principle reject.

The concept of "objective morality" is nonsense. The concept of "objectively canonical axiology" is probably salvageable, but quite frankly, who cares? Richard Hollerith apparently still does...

However, I think that the philosophical investigation I have undertaken here [Note my comment above: "I am interested in UIVs because I'm interested in formalizing the philosophy of transhumanism"] is still a useful exercise, because it provides a concrete articulation of a common theme in transhumanist thought, which I might call techno-worship, and hence Eliezer's criticism of my ideas (given above) becomes a criticism of that theme.

@ Marcello: "Do you predict that any of the people we will eventually hire will have clung to a mistake like this one despite reading through all of your previous series of posts on morality?"

It takes courage to stand up and say something in a forum like OB that is in disagreement with the majority view, especially when you know that you are likely wrong, and are likely to suffer social consequences, reputational slander, etc.

This post seems to come out of nowhere... I haven't seen any comments by Roko while reading up to this point, the Google link you provide turns up nothing relevant, and the bloglink doesn't exist. (I gather from casual searching that there was some kind of political blowup and Roko deleted all his contributions.)

So I'm not sure what you're responding to, and maybe the context matters. But something bewilders me about this whole line of reasoning as applied to what seems to be SIAI's chosen strategy for avoiding non-Friendliness.

(This kind of picks up from my earlier comment. If I'm confused, the confusion may start there.)

You argue that universality and objectivity and so forth are just goals, ones that we as humans happen to sort high. Sure, agreed. 

You argue that it's wrong to decide what to do on the basis of those goals, because they are merely instrumental; you argue that other goals ( perhaps "life, consciousness, and activity; health and strength..." etc.) are right, or at least more right. Agreed with reservations. 

You argue that individual minds will disagree on all of those goals, including the right ones. That seems guaranteed in the space of all possible minds, likely in the space of all evolved minds, and plausible in the space of all human minds.

And, you conclude, just because some mind disagrees with a goal doesn't mean that goal isn't right. And if the goal is right, we should pursue it, even if some mind disagrees. Even if a majority of minds disagree. Even (you don't say this but it seems to follow) if it makes a majority of minds unhappy. 

So... OK. Given that, I'm completely confused about why you support CEV.

Part of the point of CEV seems to be that if there is some goal that some subset of a maximally informed and socialized but not otherwise influenced human race would want to see not-achieved, then a process implementing CEV will make sure that the AGI it creates will not pursue that goal. So, no paperclippers. Which is great, and good, and wonderful.

(That said, I see no way to prove that something really is a CEV-implementing AI, even after you've turned it on, so I'm not really sure what this strategy buys us in practice. But perhaps you get to that later, and in any case it's beside my point here.)

And presumably the idea is that humanity's CEV is different from, say, the SIAI's CEV, or LW's CEV, or my personal CEV. Otherwise why complicate matters by involving an additional several billion minds?

But... well, consider the set G of goals in my CEV that aren't in humanity's CEV. It's clear that the goals in G aren't shared by all human minds... but why is that a good reason to prevent an AGI from implementing them? What if some subset of G is right?

I'm not trying to make any special claim about my own mind, here. The same argument goes for everyone. To state it more generally, consider this proposition (P): for every right goal some human has, that goal is shared by all humans. 

If P is true, then there's no reason to calculate humanity's CEV... any human's CEV will do just as well. If P is false, then implementing humanity's CEV fails to do the right thing.

But... well, consider the set G of goals in my CEV that aren't in humanity's CEV. It's clear that the goals in G aren't shared by all human minds... but why is that a good reason to prevent an AGI from implementing them? What if some subset of G is right?

You need to distinguish between goals you have which the rest of humanity doesn't like, from goals you have which the rest of humanity doesn't care about. Since you are part of humanity, the only way that one of your goals could be excluded from the CEV is if someone else (or humanity in general) has a goal that's incompatible and which is more highly weighted. If one of your goals is to have a candy bar, no one else really cares whether you have one or not, so the CEV will bring you one; but if one of your goals is to kill someone, then that goal would be excluded because it's incompatible with other peoples' goal of not dying.

The most common way for goals to be incompatible is to require the same resources. In that case, the CEV would do some balancing - if a human has the goal "maximize paperclips", the CEV will allocate a limited amount of resources to making paperclips, but not so many that it can't also make nice houses for all the humans who want them and fulfill various other goals.

Balancing resources among otherwise-compatible goals makes sense, sort of. It becomes tricky if resources are relevantly finite, but I can see where this would work. 

Balancing resources among incompatible goals (e.g., A wants to kill B, B wants to live forever) is, of course, a bigger problem. Excluding incompatible goals seems a fine response. (Especially if we're talking about actual volition.)

I had not yet come across the weighting aspect of CEV; I'd thought the idea was the CEV-implementing algorithm eliminates all goals that are incompatible with one another,  not that it chooses one of them based on goal-weights and eliminates the others.

I haven't a clue how that weighting happens. A naive answer is some function of the number of people whose CEV includes that goal... that is, some form of majority rule. Presumably there are better answers out there. Anyway, yes, I can see how that could work, sort of.

All of which is cool, and thank you, but it leaves me with the same question, relative to Eliezer's post, that I had in the first place. Restated: if a goal G1 is right (1) but is incompatible with a higher-weighted goal that isn't right, do we want to eliminate G1? Or does the weighting algorithm somehow prevent this? 

(1) I'm using "right" here the same way Eliezer does, even though I think it's a problematic usage, because the concept seems really important to this sequence... it comes up again and again. My own inclination is to throw the term away, personally.

Maybe CEV is intended to get some Right stuff done. 

It would be kind of impossible, given we are right due to a gift of nature, not due to a tendency of nature, do design an algorithm which would actually be able to sort all into the Right, Not right, and Borderline categories. 

I suppose Eliezer is assuming that the moral gift we have will be a bigger part of CEV than it would be of some other division of current moralities. 

Thus rendering CEV a local optimum within a given set of gifted minds. 

This post seems to come out of nowhere... I haven't seen any comments by Roko while reading up to this point, the Google link you provide turns up nothing relevant, and the bloglink doesn't exist. (I gather from casual searching that there was some kind of political blowup and Roko deleted all his contributions.)

This post seems to come out of nowhere... I haven't seen any comments by Roko while reading up to this point, the Google link you provide turns up nothing relevant, and the bloglink doesn't exist. (I gather from casual searching that there was some kind of political blowup and Roko deleted all his contributions.)

So I'm not sure what you're responding to, and maybe the context matters. But something bewilders me about this whole line of reasoning as applied to what seems to be SIAI's chosen strategy for avoiding non-Friendliness.

(This kind of picks up from my [earlier comment] (http://lesswrong.com/lw/t3/the_bedrock_of_morality_arbitrary/2xi8?c=1). So if I'm confused, the confusion may start there.)

You argue that universality and objectivity and so forth are just goals, ones that we as humans happen to sort high. Sure, agreed. 

You argue that it's wrong to decide what to do on the basis of those goals, because they are merely instrumental; you argue that other goals ( perhaps "life, consciousness, and activity; health and strength..." etc.) are right, or at least more right. Agreed with reservations. 

You argue that individual minds will disagree on all of those goals, including the right ones. That seems guaranteed in the space of all possible minds, likely in the space of all evolved minds, and plausible in the space of all human minds.

And, you conclude, just because some mind disagrees with a goal doesn't mean that goal isn't right. And if the goal is right, we should pursue it, even if some mind disagrees. Even if a majority of minds disagree. Even (you don't say this but it seems to follow) if it makes a majority of minds unhappy. 

So... OK. Given that, I'm completely confused about why you support CEV.

Part of the point of CEV seems to be that if there is some goal that some subset of a maximally informed and socialized but not otherwise influenced human race would want to see not-achieved, then a process implementing CEV will make sure that the AGI it creates will not pursue that goal. So, no paperclippers. Which is great, and good, and wonderful.

(That said, I see no way to prove that something really is a CEV-implementing AI, even after you've turned it on, so I'm not really sure what this strategy buys us in practice. But perhaps you get to that later, and in any case it's beside my point here.)

And presumably the idea is that humanity's CEV is different from, say, the SIAI's CEV, or LW's CEV, or my personal CEV. Otherwise why complicate matters by involving an additional several billion minds?

But... well, consider the set G of goals in my CEV that aren't in humanity's CEV. It's clear that the goals in G aren't shared by all human minds... but why is that a good reason to prevent an AGI from implementing them? What if some subset of G is right?

I'm not trying to make any special claim about my own mind, here. The same argument goes for everyone. To state it more generally, consider this proposition (P): for every right goal some human has, that goal is shared by all humans. 

If P is true, then there's no reason to calculate humanity's CEV... any human's CEV will do just as well. If P is false, then implementing humanity's CEV fails to do the right thing.

Roko is adopting a special and unusual metamoral framework in regarding "Most agents do X!" as a compelling reason to change one's utility function.  Why might Roko find this appealing?  Humans, for very understandable reasons of evolutionary psychology, have a universalizing instinct; we think that a valid argument should persuade anyone.

Perhaps this can be fixed; maybe if we say Q:="moral(X):="A supermajority of agents which accept Q consider X moral"".  Then agents accepting Q cannot agree to disagree, and Q-based arguments are capable of convincing any Q-implementing agent.

On the other hand, the universe could stably be in a state in which agents which accept Q mostly believe moral(torture), in which case they all continue to do so.  However, this is unsurprising; there is no way to force everyone to agree on what is "moral" (no universally compelling arguments), so why should Q-agents necessarily agree with us?

But what we are left with seems to be a strange loop through the meta-level, with the distinction that it loops through not only the agent's own meta-level but also the agent's beliefs about other Q-agents' beliefs.

However, I'm stripping out the bit about making instrumental values terminal, because I can't see the point of it (and of course it leads to the "drive a car!" problem).  Instead we take Q as our only terminal value; the shared pool of things-that-look-like-terminal-values {X : Q asserts moral(X)} is in fact our first layer of instrumental values.

Also, I'm not endorsing the above as a coherent or effective metaethics.  I'm just wondering whether it's possible that it could be coherent or effective.  In particular, is it PA+1 or Self-PA?  Does it exhibit the failure mode of the Type 2 Calculator?  After all, the system as a whole is defined as outputting what it outputs, but individual members are defined as outputting what everyone else outputs and therefore, um, my head hurts.

I think Roko's statements had a logic similar to: 
http://lesswrong.com/lw/wz/living_by_your_own_strength/

Which could be described as (but not just as) "instrumental values somehow playing a keyrole in enjoyment of life" 

I think he was trying to promote such idea by trying to make the presence of such instrumental values necessary ie. translate them into terminal values - though that's just an assumption - in an attempt to preserve something about different ways of life.

I think that line of thought is very  inaccurate because it fails to capture the essence of the problem, and instead creates descriptions like the ones criticized in this post. I think it might be more sensible to say something like "I think if humans would realize all their goals instantaneously and effortlessly there would be something missing from the experience" - but then again, there's this thing called "The Fun Theory Sequence" on the topic. :)






Fun Theory

A concrete theory of transhuman values. How much fun is there in the universe; will we ever run out of fun; are we having fun yet; could we be having more fun. Part of the complexity of value thesis. Also forms part of the fully general answer to religious theodicy.

A guide to this sequence is available at The Fun Theory Sequence (post).




Prolegomena to a Theory of Fun

Raise the topic of cryonics, uploading, or just medically extended lifespan/healthspan, and some bioconservative neo-Luddite is bound to ask, in portentous tones:

They don't try to actually answer the question.  That is not a bioethicist's role, in the scheme of things.  They're just there to collect credit for the Deep Wisdom of asking the question.  It's enough to imply that the question is unanswerable, and therefore, we should all drop dead.

It's not an easy question to answer, either.  The primary experimental result in hedonic psychology—the study of happiness—is that people don't know what makes them happy.

And there are many exciting results in this new field, which go a long way toward explaining the emptiness of classical Utopias.  But it's worth remembering that human hedonic psychology is not enough for us to consider, if we're asking whether a million-year lifespan could be worth living.

Fun Theory, then, is the field of knowledge that would deal in questions like:

One major set of experimental results in hedonic psychology has to do with overestimating the impact of life events on happiness.  Six months after the event, lottery winners aren't as happy as they expected to be, and quadriplegics aren't as sad.  A parent who loses a child isn't as sad as they think they'll be, a few years later.  If you look at one moment snapshotted out of their lives a few years later, that moment isn't likely to be about the lost child.  Maybe they're playing with one of their surviving children on a swing.  Maybe they're just listening to a nice song on the radio.

When people are asked to imagine how happy or sad an event will make them, they anchor on the moment of first receiving the news, rather than realistically imagining the process of daily life years later.

Consider what the Christians made of their Heaven, meant to be literally eternal.  Endless rest, the glorious presence of God, and occasionally—in the more clueless sort of sermon—golden streets and diamond buildings.  Is this eudaimonia?  It doesn't even seem very hedonic.

As someone who said his share of prayers back in his Orthodox Jewish childhood upbringing, I can personally testify that praising God is an enormously boring activity, even if you're still young enough to truly believe in God.  The part about praising God is there as an applause light that no one is allowed to contradict: it's something theists believe they should enjoy, even though, if you ran them through an fMRI machine, you probably wouldn't find their pleasure centers lighting up much.

Ideology is one major wellspring of flawed Utopias, containing things that the imaginer believes should be enjoyed, rather than things that would actually be enjoyable.

And eternal rest?  What could possibly be more boring than eternal rest?

But to an exhausted, poverty-stricken medieval peasant, the Christian Heaven sounds like good news in the moment of being first informed:  You can lay down the plow and rest!  Forever!  Never to work again!

It'd get boring after... what, a week?  A day?  An hour?

Heaven is not configured as a nice place to live.  It is rather memetically optimized to be a nice place for an exhausted peasant to imagine.  It's not like some Christians actually got a chance to live in various Heavens, and voted on how well they liked it after a year, and then they kept the best one.  The Paradise that survived was the one that was retold, not lived.

Timothy Feriss observed, "Living like a millionaire requires doing interesting things and not just owning enviable things."  Golden streets and diamond walls would fade swiftly into the background, once obtained —but so long as you don't actually have gold, it stays desirable.

And there's two lessons required to get past such failures; and these lessons are in some sense opposite to one another.

The first lesson is that humans are terrible judges of what will actually make them happy, in the real world and the living moments.  Daniel Gilbert's Stumbling on Happiness is the most famous popular introduction to the research.

We need to be ready to correct for such biases—the world that is fun to live in, may not be the world that sounds good when spoken into our ears.

And the second lesson is that there's nothing in the universe out of which to construct Fun Theory, except that which we want for ourselves or prefer to become.

If, in fact, you don't like praying, then there's no higher God than yourself to tell you that you should enjoy it.  We sometimes do things we don't like, but that's still our own choice.  There's no outside force to scold us for making the wrong decision.

This is something for transhumanists to keep in mind—not because we're tempted to pray, of course, but because there are so many other logical-sounding solutions we wouldn't really want.

The transhumanist philosopher David Pearce is an advocate of what he calls the Hedonistic Imperative:  The eudaimonic life is the one that is as pleasurable as possible.  So even happiness attained through drugs is good?  Yes, in fact:  Pearce's motto is "Better Living Through Chemistry".

Or similarly:  When giving a small informal talk once on the Stanford campus, I raised the topic of Fun Theory in the post-talk mingling.  And someone there said that his ultimate objective was to experience delta pleasure.  That's "delta" as in the Dirac delta—roughly, an infinitely high spike (that happens to be integrable).  "Why?" I asked.  He said, "Because that means I win."

(I replied, "How about if you get two times delta pleasure?  Do you win twice as hard?")

In the transhumanist lexicon, "orgasmium" refers to simplified brains that are just pleasure centers experiencing huge amounts of stimulation—a happiness counter containing a large number, plus whatever the minimum surrounding framework to experience it.  You can imagine a whole galaxy tiled with orgasmium.  Would this be a good thing?

And the vertigo-inducing thought is this—if you would prefer not to become orgasmium, then why should you?

Mind you, there are many reasons why something that sounds unpreferred at first glance, might be worth a closer look.  That was the first lesson.  Many Christians think they want to go to Heaven.

But when it comes to the question, "Don't I have to want to be as happy as possible?" then the answer is simply "No.  If you don't prefer it, why go there?"

There's nothing except such preferences out of which to construct Fun Theory—a second look is still a look, and must still be constructed out of preferences at some level.

In the era of my foolish youth, when I went into an affective death spiral around intelligence, I thought that the mysterious "right" thing that any superintelligence would inevitably do, would be to upgrade every nearby mind to superintelligence as fast as possible.  Intelligence was good; therefore, more intelligence was better.

Somewhat later I imagined the scenario of unlimited computing power, so that no matter how smart you got, you were still just as far from infinity as ever.  That got me thinking about a journey rather than a destination, and allowed me to think "What rate of intelligence increase would be fun?"

But the real break came when I naturalized my understanding of morality, and value stopped being a mysterious attribute of unknown origins.

Then if there was no outside light in the sky to order me to do things—

The thought occurred to me that I didn't actually want to bloat up immediately into a superintelligence, or have my world transformed instantaneously and completely into something incomprehensible.  I'd prefer to have it happen gradually, with time to stop and smell the flowers along the way.

But there was nothing higher to override this preference.

In which case, if the Friendly AI project succeeded, there would be a day after the Singularity to wake up to, and myself to wake up to it.

You may not see why this would be a vertigo-inducing concept.  Pretend you're Eliezer2003 who has spent the last seven years talking about how it's forbidden to try to look beyond the Singularity—because the AI is smarter than you, and if you knew what it would do, you would have to be that smart yourself—

—but what if you don't want the world to be made suddenly incomprehensible?  Then there might be something to understand, that next morning, because you don't actually want to wake up in an incomprehensible world, any more than you actually want to suddenly be a superintelligence, or turn into orgasmium.

I can only analogize the experience to a theist who's suddenly told that they can know the mind of God, and it turns out to be only twenty lines of Python.

You may find it hard to sympathize.  Well, Eliezer1996, who originally made the mistake, was smart but methodologically inept, as I've mentioned a few times.

Still, expect to see some outraged comments on this very blog post, from commenters who think that it's selfish and immoral, and above all a failure of imagination, to talk about human-level minds still running around the day after the Singularity.

That's the frame of mind I used to occupy—that the things I wanted were selfish, and that I shouldn't think about them too much, or at all, because I would need to sacrifice them for something higher.

People who talk about an existential pit of meaninglessness in a universe devoid of meaning—I'm pretty sure they don't understand morality in naturalistic terms.  There is vertigo involved, but it's not the vertigo of meaninglessness.

More like a theist who is frightened that someday God will order him to murder children, and then he realizes that there is no God and his fear of being ordered to murder children was morality.  It's a strange relief, mixed with the realization that you've been very silly, as the last remnant of outrage at your own selfishness fades away.

So the first step toward Fun Theory is that, so far as I can tell, it looks basically okay to make our future light cone—all the galaxies that we can get our hands on—into a place that is fun rather than not fun.

We don't need to transform the universe into something we feel dutifully obligated to create, but isn't really much fun—in the same way that a Christian would feel dutifully obliged to enjoy heaven—or that some strange folk think that creating orgasmium is, logically, the rightest thing to do.

Fun is okay.  It's allowed.  It doesn't get any better than fun.

And then we can turn our attention to the question of what is fun, and how to have it.

as a preference utilitarian I dislike happiness studies.  they're much too easy to use as justification for social engineering schemes.

You're solving the wrong problem.  Did you really just call a body of experimental knowledge a political inconvenience?

Fun seems to require not fun in my experience with this particular body. Nevertheless, sign me up for the orgasmium (which appropriately came right after 'twice as hard')?

I agree with the basic thing you're saying here, although, personally, I would want to right away start with some amount of mental improvements, a bit of debugging here, improvement there. Maybe even taking it a bit slow, but definitely not waiting to at least start. But that's just me. :)

I certainly agree that we don't need to instantly all, well, I believe the phrase you once used was "burn for the light," but I think I'd prefer for the option to at least be available.

Other than that, I could always spend a year contemplating the number 1, then a year contemplating the number 2... (sorry, it was the obvious reference that HAD to be made here. :D)

yeah, I did. Only because I see political machinations as far more dangerous than the problems happiness studies solve.

'Fun' is just a word. Your use of it probably doesn't coincide with the standard meaning. The standard version of fun could likely be easily boxed in an orgasmium type state. You've chosen a reasonable sounding word to encapsulate the mechanisms of your own preference. Nietzsche would call that mechanism instinct, Crowley love. What it boils down to is that we all have a will, and that will is often counter to prior moralities and biological imperatives.

My own arbitrary word for preferable future states is 'interesting'. You'd have to be me for that to really mean anything though.

Fun is a cognitive phenomenon.  Whatever your theory of fun is, I predict that more fun will be better than less fun, and the moral thing to do seems to be to pack in as much fun as you can before the heat death of the universe.  Following that line of thought could lead to universe-tiling.

Suppose you develop a theory of fun/good/morality.  What are arguments for not tiling the universe in a way that maximizes it?  Are there any such arguments that don't rely on either diversity as an inherent good, or on the possibility that your theory is wrong?

Your post seems to say that fun and morality are the same.  But we use the term "moral" only in cases when the moral thing to do isn't fun.  I think morality = fun only if it's a collective fun.  If that collective fun is also summed over hypothetical agents you could create, then we come back to moral outrage at humans.

The problem brings to mind the colonization of America.  Would it have been the moral thing to do to turn around and leave the Indians alone, instead of taking their land and using it to build an advancing civilization that can support a population of about 100 times as many people, who think they are living more pleasurable and interesting lives, and hardly ever cut out their neighbors' hearts on the tops of temples to the sun god?  Intellectuals today unanimously say "yes".  But I don't think they've allowed themselves to actually consider the question.

What is the moral argument for not colonizing America?

Would it have been the moral thing to do to turn around and leave the Indians alone, instead of taking their land and using it to build an advancing civilization that can support a population of about 100 times as many people, who think they are living more pleasurable and interesting lives, and hardly ever cut out their neighbors' hearts on the tops of temples to the sun god?

Dude, false dichotomy. What if the colonists had just colonized America without being such total dicks about it?

I bet there are plausible scenarios leading from such a policy that would've led to about the same level of awesomeness on the American continent that we see today, or possibly more awesomeness.

Edit: I see this has already been addressed below. These pre-threading conversations are disorienting.

Does that mean I could play a better version of World of Warcraft all day after the singularity? Even though it's a "waste of time"?

Yep, you just have to give yourself permission first.

Also, this is the least interesting post-singularity world I've ever heard of. ;-) Well, unless your "better version of WoW" is ramped up to be at least as good a source of novelty as a Star Trek holodeck.

The transhumanist philosopher David Pearce is an advocate of what he calls the Hedonistic Imperative:  The eudaimonic life is the one that is as pleasurable as possible.  So even happiness attained through drugs is good?  Yes, in fact:  Pearce's motto is "Better Living Through Chemistry".

Well, it's definitely better than the alternative. We don't necessarily want to build Jupiter-sized blobs of orgasmium, but getting rid of misery would be a big step in the right direction. Pleasure and happiness aren't always good, but misery and pain are almost always bad. Getting rid of most misery seems like a necessary, but not sufficient, condition for Paradise.

I can only analogize the experience to a theist who's suddenly told that they can know the mind of God, and it turns out to be only twenty lines of Python.

You know, I wouldn't be surprised, considering that you can fit most of  physics on a T-shirt. (Isn't God written in Lisp, though?)

Slightly tangential, but I think this needs addressing:

What is the moral argument for not colonizing America?

Literally interpreted, that's a meaningless question. We can't change history by moral argument. What we can do is point to past deeds and say, "let's not do things like that anymore".

If European civilization circa 1500 had been morally advanced enough to say, "let's not trample upon the rights of other peoples", chances are they would already have been significantly more advanced in other ways too. Moral progress takes work, just like technological and intellectual progress. Indeed we should expect some correlation among these modes of progress, should we not? And isn't that largely what we find?

By critiquing the errors of the past, we may hope to speed up our own progress on all fronts. This is (or should be) the point of labeling the colonization of America (in the way it happened) as "wrong".

It's getting close to the time when you have to justify your bias against universe-tiling.

If you truly believe that happiness/fun/interest/love/utils is the measurement to maximize, and you believe in shutting up and multiplying, then converting all matter to orgasmium sounds right, as a first approximation.  You'd want self-improving orgasmium, so it can choose to replace itself with something that can enjoy even more fully and efficiently, of course.

Heh, if I could believe in a limited creator-god, I'd be tempted to think humans might be seed orgasmium.  Our job is to get better at it and fill the universe with ourselves.

I'm an atheist who likes singing Song of Hope in church. I'd like to be a wirehead (or enter Nozick's experience machine). I don't know of any reason to delay becoming a superintelligence unless being a wirehead is the alternative.

The Indians were in large part killed by disease introduced by English fishermen. That's why Plymouth was relatively depopulated when the Pilgrims arrived and the Mound-Building Civilization collapsed without ever coming into contact with Europeans.

komponisto, as a non-cognitivist I don't find the notion of moral "progress" to be meaningful, and I'd like to hear your argument for why we should expect some sort of empirical correlation between it and, say, technological advancement (which gives the overwhelming power that in turn makes genocide possible).

"...if you would prefer not to become orgasmium, then why should you?"

I'd prefer not to become orgasmium, because I value my consciousness and humanity, my ability to think, decide, and interact.  However, it's unclear to me what exactly preference is, other than the traversal of pathways we've constructed, whether we're aware of them or not, leading to pleasure, or away from pain. To drastically oversimplify, those values exist in me as a result of beliefs I've constructed, linking the lack of those things to an identity that I don't want, which in turn is eventually linked to an emotional state of sadness and loss that I'd like to avoid.  There's also probably a link to a certain identity that I do want, which leads to a certain sense of pride and rightness, which leads me to a positive emotional state.

Eliezer, you said there was nothing higher to override your preference to increase intelligence gradually.  But what about the preferences that led you to that one?  What was it about the gradual increase of intelligence, and your beliefs about what that means, that compelled you to prefer it?  Isn't that deeper motivation closer to your actual volition?  How far down can we chase this?  What is the terminal value of fun, if not orgasmium?

Or is "fun" in this context the pursuit specifically of those preferences that we're consciously aware of as goals?

TGGP, I'm afraid you've committed the moral analogue of replying to some truth claim with a statement of the form: "As a non-X-ist, I don't find the notion of truth to be meaningful".

By "moral progress" I simply mean the sense in which Western civilization is nicer today than it used to be. E.g. we don't keep slaves, burn live cats, etc. (If you have any doubts about whether such progress has occurred, you underestimate the nastiness of previous eras.) In particular, please note that I am not invoking any sort of fancy ontology, so let's not get derailed that way.

As for why we should expect moral progress to correlate with other kinds: well, maybe for arbitrary minds we shouldn't. But we humans keep trying to become both smarter and nicer, so it shouldn't be surprising that we succeed in both dimensions more and more over time.

Eliezer:  Isn't your possible future self's disapproval one highly plausible reason for not spending lots of resources developing slowly?

Honestly, the long recognized awfulness of classic descriptions of heaven seems like counter-evidence to the thesis of "Stumbling on Happiness".  I can't be confident regarding how good I am at knowing what would make me happy, so if the evidence that people in general are bad at knowing what will make them happy I should expect to be bad at it, but if I know that people in general are comically awful at knowing what will make them happy compared to myself and to most people the judgment of whom I respect then that fact basically screens off the standard empirical evidence of bad judgment as it applies to me.

Phil:  Eliezer has repeatedly said that ems (formerly uploads) are people.  Eliezer, can you please clarify this point in a simple direct comment aimed at Phil?

Komponisto:  "Moral progress takes work, just like technological and intellectual progress. Indeed we should expect some correlation among these modes of progress, should we not?"
Honestly, this seemed obvious before the 20th century when the Germans showed that it was possible to be plausibly the world's most scientifically advanced culture but morally backward.  Our civilization still doesn't know what to make of that.  We obviously see correlation, but also outliers.

"because you don't actually want to wake up in an incomprehensible world"

I don't know if this comment will get pass the political correctness criterion. May the webadmin have mercy on my soul :)

Eliezer, I am very much tempted to go into personal comments. I will do that on one premise only – that the title of this blog is “Overcoming Bias”. I would like to contribute to that purpose in good faith.

Having read some of Eliezer’s posts I was sure that he has been treated with a high dose of Orthodox Judaism. In this post he specifically points to that fact, thus confirming my analysis. To other readers: Orthodox Judaism requires that every action and thought be informed by divinely revealed law and ethics. It is one of the most sophisticated religious dogmas imaginable, and in its complexity and depth is comparable only to Buddhism.

Another important feature of Orthodox Judaism is its compartmentilization. This provides adherents of this religion with a very special belief system centered on indisputable sacredness of all things Jewish. It is so strong a system indeed that it sometimes leads to well-documented obsessive compulsive disorders.

Gladly, Eliezer has evaded the intricate chains of that belief system, it appears. My wild guess here is that he needs a substitute system. That is why he is so keen on Singularity. That is why he would like to have his Fun Theory – to counter his lack of security after he has left the warm house of Jahveh. So he is building a new, quite complex and evolutionary belief system that looks to me like a modern day חסידות.

Michael, I take the point about outliers -- but claims like the one I made are inherently statistical in nature.

Furthermore, it is worth noting that (1) pre-WWI Germany would indeed have to be considered one of the more morally enlightened societies of the time; and (2) the Nazi regime ultimately proved no help to the cause of German scientific and cultural advancement -- and that's putting it way too mildly.

So perhaps this episode, rather than undermining the proposed correlation, merely illustrates the point that even advanced civilizations remain vulnerable to the occasional total disaster.

Doug S.: if it were 20 lines of lisp... it is'nt, see http://xkcd.com/224/ :)

Furthermore... it seems to me that a FAI which creates a nice world for us needs the whole human value system AND its coherent extrapolation. And knowing how complicated the human value system is, I'm not sure we can accomplish even the former task. So what about creating a "safety net" AI instead? Let's upload everyone who is dying or suffering too much, create advanced tools for us to use, but otherwise preserve everything until we come up with a better solution. This would fit into 20 lines, "be nice" wouldn't.

Were the people burning cats really trying to become non-cat-burners? Wasn't slavery viewed as divinely ordained for some time?

Regarding the Germans: winners write the history books. That is why the Soviet Union is not the anathema that Nazi Germany is to us today. If the Germans had won we would not consider them quite so evil. Technological advancement aids in winning wars.

V.G., good theory but I think it's ethnic rather than religious. Ayn Rand fell prey to the same failure mode with an agnostic upbringing. Anyway this is a kind of ad hominem called the Bulverism fallacy ("ah, I know why you'd say that"), not a substantive critique of Eliezer's views.

Substantively: Eliezer, I've seen indications that you want to change the utility function that guides your everyday actions (the "self-help" post). If you had the power to instantly and effortlessly modify your utility function, what kind of Eliezer would you converge to? (Remember each change is influenced by the resultant utility function after the previous change.) I believe (but can't prove) you would either self-destruct, or evolve into a creature the current you would hate. This is a condensed version of the FAI problem, without the AI part :-)

Vladimir, Kant once advised: "free yourself from the self-incurred tutelage of others".

I think that even if you consider Eliezer's Fun Theory as a somehow independent ethical construct (whatever that means), you still fail to accommodate for the lack of evidentialism in it. To me it appears as a mash-up of sporadic belief and wishful thinking, and definitely worth considering the ad hominem causality for it.

V.G., see my exchange with Eliezer about this in November: http://lesswrong.com/lw/vg/building_something_smarter/ , search for "religion".  I believe he has registered our opinion. Maybe it will prompt an overflow at some point, maybe not.

The discussion reminds me of Master of Orion. Anyone remember that game? I usually played as Psilons, a research-focused race, and by the endgame my research tree got maxed out. Nothing more to do with all those ultra-terraformed planets allocated to 100% research. Opponents still sit around but I can wipe the whole galaxy with a single ship at any moment. Wait for the opponents to catch up a little, stage some nice space battles... close the game window at some point. What if our universe is like that?

"Wait for the opponents to catch up a little, stage some nice space battles... close the game window at some point. What if our universe is like that?"

Michael Vassar: "Phil: Eliezer has repeatedly said that ems (formerly uploads) are people. Eliezer, can you please clarify this point in a simple direct comment aimed at Phil?"

Huh?  No need.  Why would you think I'm unaware of that?

I notice that several people replied to my question, Why not colonize America?; yet no one addressed it.  I think they fail to see the strength of the analogy.  Humans use many more resources than ems or AIs.  If you take the resources from the humans and give them to the AI, you will at some point be able to support 100 times as many "equivalent", equally happy people.  Make an argument for not doing that.  And don't, as komponisto did, just say that it's the right thing to do.

Everybody says that not taking the land from the Native Americans would have been the right thing to do; but nobody wants to give it back.

An argument against universe-tiling would also be welcome.

TGGP, I'm not going to argue the point that there has been moral progress. It isn't the topic of this post.

Everybody says that not taking the land from the Native Americans would have been the right thing to do; but nobody wants to give it back.

The whole point of my original comment was to refute this very inference. Arguing that taking land from the Native Americans was wrong is not the same as arguing that it should be "given back" now (whatever that would mean). Nor is it the same as wishing we lived in a world where it never happened.

What it means is wishing we lived in a world where the Europeans had our moral values -- and thus also in all probability our science and technology -- centuries ago. Before committing misdeeds against Native Americans.

Also, an argument that the actual colonization of America was "wrong" is not the same as an argument that America should never have been turned into a civilization. Surely there are ways to accomplish this without imposing so much disutility on the existing inhabitants*. Likewise for creating nice worlds with ems and AIs.

*There lies the implicit moral principle, in case you didn't notice.

I can't believe the discussion has got this far and no-one has mentioned The Land of Infinite Fun.

Yes, thank you, I was expecting someone to mention the Culture.  I'll discuss it explicitly at some point.

komponisto, we can leave aside the question of whether moral progress is possible or actual and focus on why we should expect it to be associated with technological progress. We can easily see that in the middle ages people were trying to create tougher armor and more powerful weaponry. Ethically, they seem to strive to be more obedient Christians. That includes setting as a goal things that many of us today consider IMMORAL. Rather than hoping for progress along that axis, many instead thought that mankind was Fallen from an earlier golden age and if anything sought to turn the clock back (that is how the early Protestants and Puritans viewed themselves). It was never the case that anybody simply made moral discoveries that were simply proven to all who would listen, as in Eliezer's silly example of At'gra'len'ley. It was often the case that two sides considered each other immoral and one of them outcompeted the other militarily and shut up its propagandists. For what reason should we think it most likely that the victor actually was more moral?

So I appologize, Vladimir for bringing this up again, but i'm sort of a newcomer :)

However, notice that even in "Building Something Smarter" Eliezer does NOT deny his underlying need for a religious foundation (he simply declines to comment, which, among other things denotes his own dissatisfaction with that, well, bias).

How odd, I just finished reading The State of the Art yesterday. And even stranger, I thought 'Theory of Fun' while reading it. Also, nowhere near the first time that something I've been reading has come up here in a short timeframe. Need to spend less time on this blog!

Trying to anticipate the next few posts without reading:

Any Theory of Fun will have to focus on that elusive magical barrier that distinguishes what we do from what Orgasmium does. Why should it be that we place a different on earning fun from simply mainlining it? The intuitive answer is that 'fun' is the synthesis of endeavour and payoff. Fun is what our brains do when we are rewarded for effort. The more economical and elegant the effort we put in for higher rewards the better. It's more fun to play Guitar Hero when you're good at it, right?

But it can't just be about ratio of effort to reward, since orgasmium has an infinite ratio in this sense. So we want to put in a quantity of elegant, efficient effort, and get back a requisite reward. Still lots of taboo-able terms in there, but I'll think further on this.

V.G., since you seem to be an intelligent newcomer, I direct you to Is Humanism A Religion-Substitute? and suggest that you also browse the Religion tag.

Hmm. I wonder if this indicates that we may expect to see an exposition on the topic of Eliezer's preferred attempt at a solution to the wirehead problem.  That would be fun.

It doesn't seem impossible to me (only unlikely) that orgasmium is really the best thing there could be according to our idealized preferences, and far better than anything we could be transformed into while preserving personal identity, such that we would be dutifully obligated to create it, even though it's no fun for us or anything we identify with. I think this would stretch the point somewhat.

In other words, "what is well-being?", in such terms that we can apply it to a completely alien situation.  This is an important issue.

That could be read two ways.  One way is the way that you and these psychologists are reading it.  Another interpretation is that the subjects estimated the impact on their future well-being correctly, but after the events, they reported their happiness with respect to their new baseline, which became adjusted to their new situation.  The second thing is effectively the derivative of the first.  In this interpretation the subjects' mistake is confusing the two.

I'm finding it hard to choose between letting the AI decide what to do with the piece of matter/energy/information that allegedly is me or having it give me some Master PC like console / wishing well through which I can gradually change myself and explore reality at my own pace. I feel quite certain that if I chose the later, once I got close enough to the AI's level of understanding I would have wished to just have let it take charge from the very beginning. I mean come on, how can anything a puny human like me chooses to do possibly be better than the decision of a God-like AI?

Btw, why do so many of you appear to be so certain that the heat death of this universe would be the end of everything? Doesn't the Anthropic principle, quantum mechanics, the overall exciting weirdness about reality (which has recently started to become increasingly more apparent), eastern philosophy and a plethora of other things make it seem quite likely that this is not the only universe that exists?

Btw, why do so many of you appear to be so certain that the heat death of this universe would be the end of everything? Doesn't . . . make it seem quite likely that this is not the only universe that exists?

Yes, but (as we understand it now, and for all practical purposes) this particular universe contains the entirety of what I will experience, what everyone I could ever know will experience, and what I can ever have an effect on.  As such, I don't much care about what happens in other universes.

For some reason I've "always" found this extraordinarily beautiful and some kind of focal point of all morality related posts. Maybe because this wraps up the intuitions behind Fun Theory, and Fun Theory helped me grasp naturalistic metaethics and morality better than anything else. 

A possible problem with a fun universe-- it seems to me that a good many people get their sense of their own value by doing things to make the world better, with better being somewhat framed as making it less bad for other people, or making it good in ways which prevent badness. That is, you feed a baby both because the baby is happy being fed and because the baby will be miserable if it isn't fed.

This is called "wanting to be needed". What makes this desire go away? It's possible that people will stop feeling it if they're sure that they don't need to prove their value, or it might be that they'd feel adrift and pointless in a universe where they feel that there's nothing important for them to do.

As for a fast upgrade, I think being intelligent is fun, and I assume (perhaps wrongly) that being more intelligent would be more fun. A fast upgrade (if safe, I don't think I'd be a fast adopter) sounds good to me. I'd be waking up in a world which would be incomprehensible to me as I am now, but presumably manageable for me as I would be then, or at least no worse than being a baby in this world.

Fun Theory, in my imagination, would cover "wanting to be needed". I'd bet that's part of why you'd not want an FAI to instantly make everything as good as possible.

How do we know that our own preferences are worth trusting? Surely you believe in possible preference systems that are defective (I'm reminded of another post involving giant cheesecakes). But how do we know that ours isn't one of them? It seems plausible to me that evolution would optimize for preferences that aren't morally optimal, because its utility function is inclusive fitness.

This requires us to ask what metric we would use, outside our own preferences; not an easy question, but one I think we have to face up to asking. Otherwise, we'll end up making giant cheesecakes.

I can personally testify that praising God is an enormously boring activity, even if you're still young enough to truly believe in God.

To each eir own.  Praying was actually pretty fun, given that I thought I was getting to talk to an all-powerful superbeing who was also my best friend.  Think of Calvin talking to Hobbes.

As for group singing praising God, I loved that.  Singing loudly and proudly with a large group of friends is probably what I miss most of all about Christianity.

As someone who said his share of prayers back in his Orthodox Jewish childhood upbringing, I can personally testify that praising God is an enormously boring activity, even if you're still young enough to truly believe in God.  The part about praising God is there as an applause light that no one is allowed to contradict: it's something theists believe they should enjoy, even though, if you ran them through an fMRI machine, you probably wouldn't find their pleasure centers lighting up much.

I think this is typical minding. It really can be joyful to exalt in how wonderful something is, and that is how many people relate to god, even if this exaltation is based on some confused beliefs and they don't know it. 

Just imagine singing a song about something that does have deep meaning for you.



High Challenge

There's a class of prophecy that runs:  "In the Future, machines will do all the work.  Everything will be automated.  Even labor of the sort we now consider 'intellectual', like engineering, will be done by machines.  We can sit back and own the capital.  You'll never have to lift a finger, ever again."

No; they can play computer games—not like our games, of course, but much more advanced and entertaining.

Yet wait!  If you buy a modern computer game, you'll find that it contains some tasks that are—there's no kind word for this—effortful.  (I would even say "difficult", with the understanding that we're talking about something that takes 10 minutes, not 10 years.)

So in the future, we'll have programs that help you play the game—taking over if you get stuck on the game, or just bored; or so that you can play games that would otherwise be too advanced for you.

But isn't there some wasted effort, here?  Why have one programmer working to make the game harder, and another programmer to working to make the game easier?  Why not just make the game easier to start with?  Since you play the game to get gold and experience points, making the game easier will let you get more gold per unit time: the game will become more fun.

So this is the ultimate end of the prophecy of technological progress—just staring at a screen that says "YOU WIN", forever.

The world of machines that do all the work—well, I don't want to say it's "analogous to the Christian Heaven" because it isn't supernatural; it's something that could in principle be realized.  Religious analogies are far too easily tossed around as accusations...  But, without implying any other similarities, I'll say that it seems analogous in the sense that eternal laziness "sounds like good news" to your present self who still has to work.

And as for playing games, as a substitute—what is a computer game except synthetic work?  Isn't there a wasted step here?  (And computer games in their present form, considered as work, have various aspects that reduce stress and increase engagement; but they also carry costs in the form of artificiality and isolation.)

I sometimes think that futuristic ideals phrased in terms of "getting rid of work" would be better reformulated as "removing low-quality work to make way for high-quality work".

There's a broad class of goals that aren't suitable as the long-term meaning of life, because you can actually achieve them, and then you're done.

To look at it another way, if we're looking for a suitable long-run meaning of life, we should look for goals that are good to pursue and not just good to satisfy.

Or to phrase that somewhat less paradoxically:  We should look for valuations that are over 4D states, rather than 3D states.  Valuable ongoing processes, rather than "make the universe have property P and then you're done".

Timothy Ferris is again worth quoting:  To find happiness, "the question you should be asking isn't 'What do I want?' or 'What are my goals?' but 'What would excite me?'"

You might say that for a long-run meaning of life, we need games that are fun to play and not just to win.

Mind you—sometimes you do want to win.  There are legitimate goals where winning is everything.  If you're talking, say, about curing cancer, then the suffering experienced by even a single cancer patient outweighs any fun that you might have in solving their problems.  If you work at creating a cancer cure for twenty years through your own efforts, learning new knowledge and new skill, making friends and allies—and then some alien superintelligence offers you a cancer cure on a silver platter for thirty bucks—then you shut up and take it.

But "curing cancer" is a problem of the 3D-predicate sort: you want the no-cancer predicate to go from False in the present to True in the future.  The importance of this destination far outweighs the journey; you don't want to go there, you just want to be there.  There are many legitimate goals of this sort, but they are not suitable as long-run fun.  "Cure cancer!" is a worthwhile activity for us to pursue here and now, but it is not a plausible future goal of galactic civilizations.

Why should this "valuable ongoing process" be a process of trying to do things—why not a process of passive experiencing, like the Buddhist Heaven?

I confess I'm not entirely sure how to set up a "passively experiencing" mind.  The human brain was designed to perform various sorts of internal work that add up to an active intelligence; even if you lie down on your bed and exert no particular effort to think, the thoughts that go on through your mind are activities of brain areas that are designed to, you know, solve problems.

How much of the human brain could you eliminate, apart from the pleasure centers, and still keep the subjective experience of pleasure?

I'm not going to touch that one.  I'll stick with the much simpler answer of "I wouldn't actually prefer to be a passive experiencer."  If I wanted Nirvana, I might try to figure out how to achieve that impossibility.  But once you strip away Buddha telling me that Nirvana is the end-all of existence, Nirvana seems rather more like "sounds like good news in the moment of first being told" or "ideological belief in desire" rather than, y'know, something I'd actually want.

The reason I have a mind at all, is that natural selection built me to do things—to solve certain kinds of problems.

"Because it's human nature" is not an explicit justification for anything.  There is human nature, which is what we are; and there is humane nature, which is what, being human, we wish we were.

But I don't want to change my nature toward a more passive object—which is a justification.  A happy blob is not what, being human, I wish to become.

I earlier argued that many values require both subjective happiness and the external objects of that happiness.  That you can legitimately have a utility function that says, "It matters to me whether or not the person I love is a real human being or just a highly realistic nonsentient chatbot, even if I don't know, because that-which-I-value is not my own state of mind, but the external reality."  So that you need both the experience of love, and the real lover.

You can similarly have valuable activities that require both real challenge and real effort.

Racing along a track, it matters that the other racers are real, and that you have a real chance to win or lose.  (We're not talking about physical determinism here, but whether some external optimization process explicitly chose for you to win the race.)

And it matters that you're racing with your own skill at running and your own willpower, not just pressing a button that says "Win".  (Though, since you never designed your own leg muscles, you are racing using strength that isn't yours.  A race between robot cars is a purer contest of their designers.  There is plenty of room to improve on the human condition.)

And it matters that you, a sentient being, are experiencing it.  (Rather than some nonsentient process carrying out a skeleton imitation of the race, trillions of times per second.)

There must be the true effort, the true victory, and the true experience—the journey, the destination and the traveler.

Why do you think there are so many beetles?  God is bored.  Maybe he created us so we would invent the Wii?

We'll reject the games where everything is too easy. We will not want to live in a universe which is as we wish it were. It'll be unhealthy for us. We'll throw it off. Instead, we'll play games that are just as hard and frustrating as the life we live now.

Then, the robots will discover a way to circumvent thermodynamics and harness us as batteries and we'll all start saying "Woah!". Plus all the time playing computer games with help will make us so stupid that we give superintelligent, super-fast hostile ems a warning like "Dodge this!" before we shoot them because we don't comprehend their abilities. (Perhaps they meant that as a metaphor?)

On the subject of computer games (an underrated area for the study of psychology, economy and even AI, IMO):

During the last 3 years, I have spent just over 1000 hours playing World of Warcraft. Why did I choose to spend (some, incl my wife, might say waste) my time on this? I am fairly wealthy and quite fit - just about any fun activity is open to me. So why do I like WoW? And why 10 million people around the world do the same?

Some important reasons why the game is so pleasurable seem to be:

a) the ultimate goals are pretty clear (so unlike real life...)

b) the "measures of progress" are likewise clear - and there is only one way to go, namely "up"! (again, so unlike real life, apart from possibly "youth" - is that what makes "youth" so good?)

c) the rewards are clear - and are earned so progressively that playing the game seems akin to wireheading (the trickle of XPs, "gold" and new items continuously stimulates some pleasure centre or other).

(Good play involves fairly sophisticated analysis, strategy and tactics, which maintains intetrest... but is beside the point I want to make. The game is attractive to good and poor players.)

@ D. Alex:

Some important reasons why the game is so pleasurable seem to be:

a) the ultimate goals are pretty clear (so unlike real life...)

This looks like real life without the hard parts. Sure, it makes it more fun, but at the end will you feel rewarded? If you look back now or in a few years to the time spent playing and consider what you could have achieved in real life if you invested the same time into real challenges how will you feel? From my own experience I can... (read more)

@D. Alex:

(For Robin Hanson: have you heard about the economic studies carried out in WoW setting?)


Since you mentioned economics, did you ever consider the opportunity cost of playing WoW?

What you describe as targets over '4D states' reminds me of  Finite and Infinite Games  by James Carse.  For an example, playing a game of basketball with a winner/loser after an hour of play is a finite game.  However, the sport of basketball overall, is an infinite game.  So playing a specific video game to reach a score or pass the final level is a finite game, but being a 'gamer' is an infinite game, allowing ever more types of gaming to take place.

Unlike Roland, who is obviously a puritan, I rather enjoy the occasional spot of idleness. For a non-trivial number of people, playing WoW for a couple of hours a day is more fun that playing real life. Rather than make thinly veiled moral judgements about folks for their unproductivity, perhaps he should consider what makes certain games so engaging.

I spent a year playing a lot of WoW, attaining non-trivial sucess in both raiding and competitive PVP, but I gave it away, partly because the time commitment became too great and partly because what passed for progression started to lose its shine.

So, being suitably qualified, I'll take a stab at a few features that make this virtual social experience psychologically rewarding:

Competition with minimised risk. I love fighting. Seriously - nothing beats the adrenaline buzz, time compression and sheer physicality. Unfortunately even controlled fighting in the physical world entails a level of risk that as a father I'm not willing to assume. Simulated violence, while a poor substitute, helps to fill the void.

Persistent progress. Sure online FPS is fun, but when you log on you're always the same guy (more or less). There's also less ris

@ ac: I agree with everything you said except the part about farming a scripted boss for phat lewt in the future. One would think that in the future they could code something more engaging. Have you seen LOTR...

EY: you'll find that it contains some tasks that are - there's no kind word for this - effortful.  (I would even say "difficult", with the understanding that we're talking about something that takes 10 minutes, not 10 years.)

Some tasks in WoW can take months to complete, and it's clearly intended by WoW developers. Many tasks require 'raiding', which is an organized, coordinated activity involving up to 40 players, strategy, advance preparations, purchases, crafting etc. -- I have a friend who keeps a calendar of his evening raids and plans his real-world time in advance. When I played WoW, I didn't raid at all because it placed too much constraints on my real-world schedule.

EY: So in the future, we'll have programs that help you play the game

To a certain extent, we already do. Speaking of WoW again, we have Thottbot and Ludwig that help you instantly look up any item or spell (this function isn't build into WoW), talent/glyph calculators, forums where people calculate all these probabilities of critical strikes, and a huge number of addons -- for example Auctioneer, which lets people trade at the Auction House far more effectively (you see mean/median/average prices for ... (read more)

And just so I'm not completely off topic, I agree with the original post. There should be games, they should be fun and challenging and require effort and so on. AI's definetly should not do everything for us. A friendly future is a nice place to live in and not a place wher an AI does the living for us so we might as well just curl up in a fetal position and die.

D. Alex:this is a bit out of left field, but: Is a setting like World of Warcraft a good medium for development of AI? Clear goals, clear measures of progress, sufficient complexity to provide an indication of when important insights are achieved, and a safe environment (in the sense that the path to paperclip AI seems unlikely)...?

Ben Goertzel proposes a exactly that (but for different reasons):
http://www.kurzweilai.net/meme/frame.html?main=/articles/art0710.html

How about making games that serve a purpose in the real world? Imagine a virtual world that generates and distributes quests and puzzles based on what kind of (robotic) work is needed in the real world. I guess this would go under "removing low-quality work to make way for high-quality work".

http://en.wikipedia.org/wiki/Game_with_a_purpose
http://en.wikipedia.org/wiki/Human-based_computation

I watch kittens "playing", definitely building useful skills for the future. I enjoy effort on puzzles and games because each gives me a moment of pleasure on success, and no bad consequences of failure, but some games improve reactions or are otherwise useful.

The "Culture" sequence of novels by Iain M. Banks suggests how people might cope with machines doing all the work. One man works in a cafe, waiting on tables and cleaning up. Yes, the machines could do this work, but he gains happiness from the feeling of serving other people. Oth... (read more)

EY: So this is the ultimate end of the prophecy of technological progress - just staring at a screen that says "YOU WIN", forever.

On second thought, playing a modern game IS staring at the "YOU WIN" screen.

Say, you just started playing a game. You did nothing at all, but you're already immortal, you look badass, you have fists the size of a boulder, and you can engage some mean-looking bad guys and win!

So, the actual product of the game industry is 4D "YOU WIN" screens.

There's so much to consider here.  For me at least, for something to be fun, I have to know that there's a challenge.   For it to be a challenge, there has to be the possibility of failure.  There has to be scary parts, that remind you of failure.  There has to be multiple real, meaningful, obvious paths that suggest fun in the short term, but disaster in the long term, that you have to look at and reject.  There have to be rewards that are enticing, but incredibly rare and difficult, and other rewards that are easier, faster and more localized.

"The "Culture" sequence of novels by Iain M. Banks suggests how people might cope with machines doing all the work."

Exactly, I think Culture is highly relevant to most topics discussed here. Obviously, it is just a fictional utopia, but I believe it gives plausible answer to "unlimited power future".

For the reference: http://en.wikipedia.org/wiki/The_Culture

"Since you play the game to get gold and experience points, making the game easier will let you get more gold per unit time: the game will become more fun."

I know this statement is being set up to be knocked down but when I read it I recoiled in disgust. Many people already do not play games with the end goal of increasing the values in the computer that represent gold or experience, because that is a completely empty and pointless thing to care about. My goal when playing games is "to improve myself" and has been for several years. The most fun I have when playing a game is just after I improve my own skill enough to overcome some challenge in a game that I couldn't do before.

I mainly play competitive multiplayer games and extremely difficult singleplayer games. I refuse to play any multiplayer game with meaningful persistent character state because that inevitably makes the game revolve around grinding. Grinding is pointless and stupid and typically does not develop much skill.

"For me at least, for something to be fun, I have to know that there's a challenge. For it to be a challenge, there has to be the possibility of failure."

I go farther than this. For a game to be significantly fun for me I have to ACTUALLY FAIL. Repeatedly. Until I get good.

I find Greg Egan's Permutation City relevant here, particularly the character of Peer.  He gives himself arbitrary desires over time, say collecting butterflies or making table legs with a lathe.  Re-design the brain to enjoy some arbitrary, meaningless task for a finite time.  It is one way of implementing jb's notion.  At one point, he constructs a simulation that is perfectly circular: the experience is a closed loop that leads him back to his starting point and mental state.  He realizes that he could maintain this one infinitely, or, with no loss, just run it once and permanently shut down.

Or as another character explains, how does it all feel?  "However I want it to feel."

what's more fun? a holodeck that you have complete control over?  or a holodeck with built in constraints?

playing god might be fun for awhile, but I think everyone would eventually switch over to programs with built in constraints to challenge themselves.
the profession of highest prestige will probably people who write really really good holodeck programs.

Computer games are the devil but I agree strongly with Hyphen, the good ones are like sports not work.

"Though, since you never designed your own leg muscles, you are racing using strength that isn't yours.  A race between robot cars is a purer contest of their designers."

Eliezer: While people don't design their muscles, they presently don't design their brains either, so a robot car-designing contest seems like just as impure a contest.  Even if people did repeatedly redesign their brains, wouldn't this either result in convergence, in which case the contestants would be identical and the contest wouldn't be interesting, or alternatively, the arbitrary initial advantages and disadvantages would just be passed on in modified and perhaps even amplified form and the contest stays as impure as ever.  Even if you try to measure the amount of effort the contestants put in, that's no good either because different people are born with unfairly different amounts of will-power.

I didn't say pure, I said purer.  If you write your own legs, that's a purer contest than running on muscles you don't understand.  If you rewrite your own mind, that's a purer contest than thinking with neural circuits you don't understand.  You never made and can never make yourself from scratch, from nothing; but it's possible that the brain you wield could be Truly Part Of You.  The implications of which are not exactly straightforward, but I haven't gotten to the section on introspection yet.

http://www.progressquest.com/
http://www.progressquest.com/info.php

Officially voted the Top Role Playing Game for Post-Singularity Sentient Beings.

One common answer to the question "What will we do in the future when we've fixed all that is wrong with today" is "How the hell should I know?"

For example, imagine our neolithic ancestors asking each other the same question.  "What will they do in the future when they don't have to worry about food, shelter, or even disease?"  I think they could have imagined some things; "They'll make more complicated art."  "They'll have more complicated sports."

But I don't they they would have imagined full time mathema... (read more)

That one bothered me too. Perhaps you could say bodies are much more peripheral to people's identities than brains, so that in the running case what is being tested is meat that happens to be attached to you and in the robot case it's you yourself. On the other hand I'd still be me with some minor brain upgrades.

Based on the comments here, it would seem that it's the people who reject ultimately-meaningless forms of play - that is, 'play' that doesn't develop skills useful to perpetuation - and concentrate on the "real world" who will end up existing.

"Fixing" the future, in a way that renders human beings completely redundant and unnecessary even to themselves, isn't  fixing anything.  It's creating a problem of unlimited scope.

If that's the ultimate outcome of, say, producing superhuman minds - whether they're somehow enslaved to human preferences or not - then we're trying very hard to create a world in which the only rational treatment of humanity is extinction.  Whether imposed from without or from within, voluntarily, is irrelevant.

I don't know about you guys but I'm having fun just trying to keep this rock from rolling back down the hill.

What's most interesting to me is that lizards don't have fun.

Maybe they have fun.  But if they do, I'm pretty sure worms don't have fun.  A discussion like this one, carried on by lizards (or worms), wouldn't have included the concept "fun".

And if you keep going back in time or down in size, I'm sure you'll find organisms that don't experience pleasure.

Are there other types of possible experiences as qualitatively different and intrinsically good?  Are there infinitely many of them?  Is charting the course based on "fun theory" like lizards charting the course of the future based on "basking on a hot rock theory"?

Probably.  And if the set of organisms that experience pleasure is a proper subset of the set of organisms that experience fun, then the answer is even more likely to be yes.

That should have said "as qualitatively different and intrinsically good as fun?"

"Heaven is being perfect.": Even a circle can't be perfect, in the classical sense of being the best possible circle.  Is a circle of 2cm radius better than a circle of 1cm radius?  It is much more nonsensical to talk of a person being perfect.  It is even more nonsensical to talk of a still-evolving species being perfect.

I didn't mean "proper subset".  I mean that if there are organisms that experience pleasure but not fun (or vice-versa), then it's more likely that there's an infinite number of possible "inherently good" noumena like pleasure, fun, and love; and that we've discovered only a small number of them.

And the mapping of attraction to those noumena is entirely subjective!  Like in another Elizer Yudkowsky essay:
http://lesswrong.com/lw/tn/the_true_prisoners_dilemma/

I'd say that "work" generally consists of activities that are only useful as a means, and not as an end. In general, "work" is anything that you'd rather have someone (or something) else do for you.

For example, you don't like cleaning the toilet, but you want the toilet to be clean, so you clean it anyway. Cleaning the toilet is work.

Anything you wouldn't volunteer to do if you weren't getting paid is work.

Unlike Roland, who is obviously a puritan, I rather enjoy the occasional spot of idleness. For a non-trivial number of people, playing WoW for a couple of hours a day is more fun that playing real life. Rather than make thinly veiled moral judgements about folks for their unproductivity, perhaps he should consider what makes certain games so engaging.

I enjoyed playing games myself, so I know what you are talking about.

You mention idleness, which I agree is sometimes worthwhile. This is the  package deal fallacy since there are other ways to achieve tha... (read more)

caledonian:
I agree.  if we develop some sort of virtual reality that can provide any desire, we'll just be selecting for people who don't go in and never come out.  If so the future will be populated by people who refuse such self gratification.

increasing your social circle(online friends don't count)
It will be a small, lonely post-upload life...

On the subject of MMORPGs, I've enjoyed playing one for about a year and then it stopped being fun. In the beginning the interesting part was the world exploration, acts of learning new things, rules and interactions between various parts of the system, feeling of steady advance towards some clearly defined goal and work that was guaranteed to pay off. After a while grinding has started to become annoying and my interest shifted towards minmaxing everything and writing complex scripts to allow bots do the boring parts.
Then realisation hit me. In real worl... (read more)

Then realisation hit me. In real world an extraordinarily efficient way of doing things is good, it's called an invention. In a game it is called cheating. Nature doesn't care what smart tricks you used to achieve your goals. In a game if it wasn't anticipated by developers it probably counts as an exploit. The universe has a set of unchanging rules, a game is perpetually balanced by series of patches and crutches in unpredictable places. By being creative you are fighting against game developers, which is pointless because they will actively oppose and ge... (read more)

EY: I'm not going to touch that one.  I'll stick with the much simpler answer of "I wouldn't actually prefer to be a passive experiencer."  If I wanted Nirvana, I might try to figure out how to achieve that impossibility.  But once you strip away Buddha telling me that Nirvana is the end-all of existence, Nirvana seems rather more like "sounds like good news in the moment of first being told" or "ideological belief in desire" rather than, y'know, something I'd actually want.

Actually, to me Nirvana - or wireheading - sound like... (read more)

I don't understand what's the problem Eliezer has with advanced computer games. Why not "waste effort" if it's fun, and all the important work in the real world is anyway getting done?

No, the end of the road for the MMORPGer wouldn't be staring at an "YOU WIN" screen. That's not fun, I want to instead go waste some effort in e.g. advanced ancestor simulations, possibly with my memories of "the future" temporarily erased.

Kaj: But if they were made into orgasmium, even for a short while, then they wouldn't want it to ever stop...

Well, yeah, but most people, if they had their brain removed and replaced by a slab of jelly, wouldn't raise any objections either.

I don't think wireheading is that different. A wireheaded brain is basically a hacked brain that doesn't work any more.

(you could also replace "made into orgasmium" by "given heroin")

Emile: A wireheaded brain is basically a hacked brain that doesn't work any more.

Sure, if you want to define it that way... but I'd be wary of that kind of thinking. Doesn't work for what anymore? It certainly still works for experiencing phenomenal sensations. Doesn't work for the evolutionary purpose of maximizing fitness? Well, we should try to get past that anyhow. Doesn't work for self-preservation? That's just a poorly implemented wirehead. If one were, say, running as code, you could relatively easily have a subprogram that monitored the environment... (read more)

"I sometimes think that futuristic ideals phrased in terms of 'getting rid of work' would be better reformulated as 'removing low-quality work to make way for high-quality work'."

Alternatively, you could taboo work and play entirely, speaking instead of various forms of activity, and their various costs and benefits.

...a science fiction story about such a utopia included a conversation between a robot and a person. In the end, the robot said, "But, you can get drunk."

Do we even need the destination? When you consider "fun" as something that comes from a process, from the journey of approaching a goal, then wouldn't it make sense to disentangle the journey and the goal? We shouldn't need the destination in order to make the journey worthwhile. I mean, if the goal were actually important, then surely we'd just get our AI buddies to implement the goal, while I was off doing fun journey stuff.

I like baking fruitcakes. (Something I don't do nearly often enough these days.) Mixing the ra... (read more)

I just want to say that your point about valuing actual people and not (potentially illusory) experiences of people is a very important one, and one I wish I could explain better to people who think that maximizing stimulation to the opiate system is the final word on happiness.

Though I've never thought of myself as a Singularitarian, one thing I do look forward to that could be called a "singularity" is the point at which all the problems where winning is what counts have been won---no more war, no more cancer, no more poverty. Amazingly, we are about 80% there, and have risen from roughly 20% in the last few hundred years.

I'm not sure that the difference between 4D states and 3D states is meaningful, with respect to eudaimoniac valuations. Doesn't this overlook the fact that human memories are encoded physically, and are therefore part of the 3D state being looked at? I don't see any meaningful difference between a valuation over a 4D state, and a valuation over a 3D state including memories of the past.

In other words, I can think of no 3D state whose eudaimoniac valuation is worse than that of the 4D state having it as its endpoint.

(In fact, I can think of quite a few whic... (read more)

Though, since you never designed your own leg muscles, you are racing using strength that isn't yours.  A race between robot cars is a purer contest of their designers.

How do you figure? You didn't design your brain, either, so using your intellect to design a robot car is also using strength that isn't yours.

I broadly agree with the conclusions (not with the arguments) though from a 2025 perspective they do not feel novel (the value of challenge, destination vs journey, agency and authenticity are discussed within self help books).

Games and work have a few common points sure, but they have huge differences:



Complex Novelty

    The workshop abutted a warehouse full of table legs—one hundred and sixty-two thousand, three hundred and twenty-nine, so far.  Peer could imagine nothing more satisfying than reaching the two hundred thousand mark—although he knew it was likely that he'd change his mind and abandon the workshop before that happened; new vocations were imposed by his exoself at random intervals, but statistically, the next one was overdue.  Immediately before taking up woodwork, he'd passionately devoured all the higher mathematics texts in the central library, run all the tutorial software, and then personally contributed several important new results to group theory—untroubled by the fact that none of the Elysian mathematicians would ever be aware of his work.  Before that, he'd written over three hundred comic operas, with librettos in Italian, French and English—and staged most of them, with puppet performers and audience.  Before that, he'd patiently studied the structure and biochemistry of the human brain for sixty-seven years; towards the end he had fully grasped, to his own satisfaction, the nature of the process of consciousness.  Every one of these pursuits had been utterly engrossing, and satisfying, at the time.  He'd even been interested in the Elysians, once.
    No longer.  He preferred to think about table legs.

Among science fiction authors, (early) Greg Egan is my favorite; of early-Greg-Egan's books, Permutation City is my favorite; and this particular passage in Permutation City, more than any of the others, I find utterly horrifying.

If this were all the hope the future held, I don't know if I could bring myself to try.  Small wonder that people don't sign up for cryonics, if even SF writers think this is the best we can do.

You could think of this whole series on Fun Theory as my reply to Greg Egan—a list of the ways that his human-level uploaded civilizations Fail At Fun.  (And yes, this series will also explain what's wrong with the Culture and how to fix it.)

We won't get to all of Peer's problems today—but really.  Table legs?

I could see myself carving one table leg, maybe, if there was something non-obvious to learn from the experience.  But not 162,329.

In Permutation City, Peer modified himself to find table-leg-carving fascinating and worthwhile and pleasurable.  But really, at that point, you might as well modify yourself to get pleasure from playing Tic-Tac-Toe, or lie motionless on a pillow as a limbless eyeless blob having fantastic orgasms.  It's not a worthy use of a human-level intelligence.

Worse, carving the 162,329th table leg doesn't teach you anything that you didn't already know from carving 162,328 previous table legs.  A mind that changes so little in life's course is scarcely experiencing time.

But apparently, once you do a little group theory, write a few operas, and solve the mystery of consciousness, there isn't much else worth doing in life: you've exhausted the entirety of Fun Space down to the level of table legs.

Let's say you were a human-level intelligence who'd never seen a Rubik's Cube, or anything remotely like it.  As Hofstadter describes in two whole chapters of Metamagical Themas, there's a lot that intelligent human novices can learn from the Cube—like the whole notion of an "operator" or "macro", a sequence of moves that accomplishes a limited swap with few side effects.  Parity, search, impossibility—

So you learn these things in the long, difficult course of solving the first scrambled Rubik's Cube you encounter.  The second scrambled Cube—solving it might still be difficult, still be enough fun to be worth doing.  But you won't have quite the same pleasurable shock of encountering something as new, and strange, and interesting as the first Cube was unto you.

Even if you encounter a variant of the Rubik's Cube—like a 4x4x4 Cube instead of a 3x3x3 Cube—or even a Rubik's Tesseract (a 3x3x3x3 Cube in four dimensions)—it still won't contain quite as much fun as the first Cube you ever saw.  I haven't tried mastering the Rubik's Tesseract myself, so I don't know if there are added secrets in four dimensions—but it doesn't seem likely to teach me anything as fundamental as "operators", "side effects", or "parity".

(I was quite young when I encountered a Rubik's Cube in a toy cache, and so that actually is where I discovered such concepts.  I tried that Cube on and off for months, without solving it.  Finally I took out a book from the library on Cubes, applied the macros there, and discovered that this particular Cube was unsolvable —it had been disassembled and reassembled into an impossible position.  I think I was faintly annoyed.)

Learning is fun, but it uses up fun: you can't have the same stroke of genius twice.  Insight is insight because it makes future problems less difficult, and "deep" because it applies to many such problems.

And the smarter you are, the faster you learn—so the smarter you are, the less total fun you can have.  Chimpanzees can occupy themselves for a lifetime at tasks that would bore you or I to tears.  Clearly, the solution to Peer's difficulty is to become stupid enough that carving table legs is difficult again—and so lousy at generalizing that every table leg is a new and exciting challenge—

Well, but hold on:  If you're a chimpanzee, you can't understand the Rubik's Cube at all.  At least I'm willing to bet against anyone training a chimpanzee to solve one—let alone a chimpanzee solving it spontaneously—let alone a chimpanzee understanding the deep concepts like "operators", "side effects", and "parity".

I could be wrong here, but it seems to me, on the whole, that when you look at the number of ways that chimpanzees have fun, and the number of ways that humans have fun, that Human Fun Space is larger than Chimpanzee Fun Space.

And not in a way that increases just linearly with brain size, either.

The space of problems that are Fun to a given brain, will definitely be smaller than the exponentially increasing space of all possible problems that brain can represent.  We are interested only in the borderland between triviality and impossibility—problems difficult enough to worthily occupy our minds, yet tractable enough to be worth challenging.  (What looks "impossible" is not always impossible, but the border is still somewhere even if we can't see it at a glance—there are some problems so difficult you can't even learn much from failing.)

An even stronger constraint is that if you do something many times, you ought to learn from the experience and get better—many problems of the same difficulty will have the same "learnable lessons" embedded in them, so that doing one consumes some of the fun of others.

As you learn new things, and your skills improve, problems will get easier.  Some will move off the border of the possible and the impossible, and become too easy to be interesting.

But others will move from the territory of impossibility into the borderlands of mere extreme difficulty.  It's easier to invent group theory if you've solved the Rubik's Cube first.  There are insights you can't have without prerequisite insights.

If you get smarter over time (larger brains, improved mind designs) that's a still higher octave of the same phenomenon.  (As best I can grasp the Law, there are insights you can't understand at all without having a brain of sufficient size and sufficient design.  Humans are not maximal in this sense, and I don't think there should be any maximum—but that's a rather deep topic, which I shall not explore further in this blog post.  Note that Greg Egan seems to explicitly believe the reverse—that humans can understand anything understandable—which explains a lot.)

One suspects that in a better-designed existence, the eudaimonic rate of intelligence increase would be bounded below by the need to integrate the loot of your adventures—to incorporate new knowledge and new skills efficiently, without swamping your mind in a sea of disconnected memories and associations—to manipulate larger, more powerful concepts that generalize more of your accumulated life-knowledge at once.

And one also suspects that part of the poignancy of transhuman existence will be having to move on from your current level—get smarter, leaving old challenges behind—before you've explored more than an infinitesimal fraction of the Fun Space for a mind of your level.  If, like me, you play through computer games trying to slay every single monster so you can collect every single experience point, this is as much tragedy as an improved existence could possibly need.

Fun Space can increase much more slowly than the space of representable problems, and still overwhelmingly swamp the amount of time you could bear to spend as a mind of a fixed level.  Even if Fun Space grows at some ridiculously tiny rate like N-squared—bearing in mind that the actual raw space of representable problems goes as 2N—we're still talking about "way more fun than you can handle".

If you consider the loot of every human adventure—everything that was ever learned about science, and everything that was ever learned about people, and all the original stories ever told, and all the original games ever invented, and all the plots and conspiracies that were ever launched, and all the personal relationships ever raveled, and all the ways of existing that were ever tried, and all the glorious epiphanies of wisdom that were ever minted—

—and you deleted all the duplicates, keeping only one of every lesson that had the same moral—

—how long would you have to stay human, to collect every gold coin in the dungeons of history?

Would it all fit into a single human brain, without that mind completely disintegrating under the weight of unrelated associations?  And even then, would you have come close to exhausting the space of human possibility, which we've surely not finished exploring?

This is all sounding like suspiciously good news.  So let's turn it around. Is there any way that Fun Space could fail to grow, and instead collapse?

Suppose there's only so many deep insights you can have on the order of "parity", and that you collect them all, and then math is never again as exciting as it was in the beginning.  And that you then exhaust the shallower insights, and the trivial insights, until finally you're left with the delightful shock of "Gosh wowie gee willickers, the product of 845 and 109 is 92105, I didn't know that logical truth before."

Well—obviously, if you sit around and catalogue all the deep insights known to you to exist, you're going to end up with a bounded list.  And equally obviously, if you declared, "This is all there is, and all that will ever be," you'd be taking an unjustified step.  (Though I fully expect some people out there to step up and say how it seems to them that they've already started to run out of available insights that are as deep as the ones they remember from their childhood.  And I fully expect that—compared to the sort of person who makes such a pronouncement—I personally will have collected more additional insights than they believe exist in the whole remaining realm of possibility.)

Can we say anything more on this subject of fun insights that might exist, but that we haven't yet found?

The obvious thing to do is start appealing to Godel, but Godelian arguments are dangerous tools to employ in debate.  It does seem to me that Godelian arguments weigh in the general direction of "inexhaustible deep insights", but inconclusively and only by loose analogies.

For example, the Busy-Beaver(N) problem asks for the longest running time of a Turing machine with no more than N states.  The Busy Beaver problem is uncomputable—there is no fixed Turing machine that computes it for all N—because if you knew all the Busy Beaver numbers, you would have an infallible way of telling whether a Turing machine halts; just run it up for as long as the longest-running Turing machine of that size.

The human species has managed to figure out and prove the Busy Beaver numbers up to 4, and they are:

The current lower bound on Busy-Beaver(6) is ~2.5 × 102879.

This function provably grows faster than any compact specification you can imagine.  Which would seem to argue that each new Turing machine is exhibiting a new and interesting kind of behavior.  Given infinite time, you would even be able to notice this behavior.  You won't ever know for certain that you've discovered the Busy-Beaver champion for any given N, after finite time; but conversely, you will notice the Busy Beaver champion for any N after some finite time.

Yes, this is an unimaginably long time—one of the few occasions where the word "unimaginable" is literally correct.  We can't actually do this unless reality works the way it does in Greg Egan novels.  But the point is that in the limit of infinite time we can point to something sorta like "an infinite sequence of learnable deep insights not reducible to any of their predecessors or to any learnable abstract summary".  It's not conclusive, but it's at least suggestive.

Now you could still look at that and say, "I don't think my life would be an adventure of neverending excitement if I spent until the end of time trying to figure out the weird behaviors of slightly larger Tuing machines."

Well—as I said before, Peer is doing more than one thing wrong.  Here I've dealt with only one sort of dimension of Fun Space—the dimension of how much novelty we can expect to find available to introduce into our fun.

But even on the arguments given so far... I don't call it conclusive, but it seems like sufficient reason to hope and expect that our descendants and future selves won't exhaust Fun Space to the point that there is literally nothing left to do but carve the 162,329th table leg.

Figuring out how to do the cube was the highlight of 7th grade.  Didn't have to use a cheater book, but my method wasn't going to win any speed contests.

My wife got me a picture cube a year or so back and it was fun playing around with it again.  It came back really quickly, though I hadn't touched one in a couple decades.  But I couldn't always solve it.  Sometimes I'd get one center square 180 degrees off and the only way I could fix it was by totally scrambling the cube and resolving.  Sometimes it takes 3 or 4 rescrambles.

Hmm.  The Busy Beaver functions only deal with the case of a TM with a blank tape.  Have an arbitrary starting configuration on the tape, and TMs can run for much longer.

The halting problem normally deals with arbitrary input configurations: "Alan Turing proved in 1936 that a general algorithm to solve the halting problem for all possible program-input pairs cannot exist".

Tim: given a Turing machine T and an input X, you can make another Turing Machine which, regardless of its input, first writes X to the tape and then executes T.

One day we'll discover the means to quickly communicate insights from one individual to another, say by directly copying and integrating the relevant neural circuitry. Then, in order for an insight to be Fun, it will have to be novel to transhumanity, not just the person learning or discovering it. Learning something the fast efficient way will not be Fun because there's not true effort. Pretending that the new way doesn't exist, and learning the old-fashioned way, will not be Fun because there's not true victory.

I'm not sure there are enough natural problems in the universe to supply the whole of transhumanity with an adequate quantity of potential insights. "Natural" meaning not invented for the sole purpose of providing an artificial challenge. Personally, I can't see how solving the n-th random irrelevant mathematical problem is any better than lathing the n-th table leg.

You're underestimating the amount of fun that can be had carving 162,329 table legs. Suppose you have a theory of table legs, that you believe can describe the physics of table legs completely, and suddenly, on the 89,402nd table leg, something unexpected happens. Maybe the piece of wood has icky things crawling in it. Your theory of table legs says nothing about icky things or crawling. You have to rethink everything you know about table legs, trying to make the icky things fit in with the table leg theory; your new theory will make predictions, and those predictions will have to be tested. Maybe there's only a 1 in 162,329 chance, as far as you know, of deriving a result that's at all useful, but at least that's a chance.

"Pretending that the new way doesn't exist, and learning the old-fashioned way, will not be Fun because there's not true victory."

What's a true victory, then? Making something that's kind of like a mixture of yourself and someone else? I'm not sure reproduction is more of a "natural" challenge than making 200,000 table legs; it just happens to be the one that evolution selects for.

This fun theory seems to be based on equivocation. Sure, insights might be fun, but that doesn't mean they literally are the same thing. The point of studying the brain is to cure neurological disorders and to move forward AI. The point of playing chess is to prove your worth. So is the (relatively) insight-less task of becoming world champion at track and field. What UTILITY does solving BB(254) have?

I think a human can only have so much fun if he knows that even shooting himself in the head wouldn't kill him, because There Is Now A God. And altering your brain might be the only solution. And I don't see why it's so abhorrent.

You keep mentioning "orgasmium" like it's supposed to horrify me. Well, it doesn't. I'm more horrified by the prospect of spending eternity proving theorems that don't make my life one bit easier, like Sysiphus.

Fun comes from overcoming adversity.  If we are so advanced that the natural world no longer offers a significant challenge, obviously the only fun available will be conflict with other intelligences at a similar level of power, so we will probably see a world of continual violent strife.

Fun comes from overcoming adversity. If we are so advanced that the natural world no longer offers a significant challenge, obviously the only fun available will be conflict with other intelligences at a similar level of power, so we will probably see a world of continual violent strife.

Strife, yes, I'd expect that. Violent strife, no. At least, no more violent than two people sitting down on opposite sides of a chess board are. You don't have to fight to the death for there to be enough of a competition to enjoy.

Sure, but that is not really a "Turing machine of that size"  - it's a substantially bigger one - since it has to encode the input, and another program expressing decoding it and writing it out.

This fact does not cripple the proof. No binary turing decider of size x could run longer on an input of binary length n than x2^nBB(x), which is still an upper bound which can be used to solve the halting problem. (This is a tighter upper bound than that given by anon19 below, since BB(x) grows at a superexponential rate.)

"If this were all the hope the future held, I don't know if I could bring myself to try.  Small wonder that people don't sign up for cryonics, if even SF writers think this is the best we can do."

Well, I think that the points missed is that you are not FORCED to carve those legs. If you find something else interesting, do it.

"I could see myself carving one table leg, maybe, if there was something non-obvious to learn from the experience."

Not even four, so that you could then make a table? As long as we're still within the human-ish range of mind design space, have at least some respect for the sheer human pleasure of doing things without having to justify the educational value of every action. Orgasmium is not the only alternative to purism.

Well, let's see. There are friendly AIs and automated technology carrying out all the needs of life, so that human beings do not need to work, and anything which damages human cells can be fixed, so we are immortal if we wish to be.

For me, pleasure comes from achievement. But in this world, there is nothing which I can achieve which the AIs cannot achieve better. Or, if it is entertaining other people, perhaps a few manage this, and the rest fail to create any interest at all in their peers. If achievement is possible, failure is possible. If people decide to pass the time in conflict or competition, there is only one winner of chess or sprinting, and only a few people who are close enough to that winner to keep training.

So I become an eyeless limbless blob having endless orgasms.

So to avoid this, the AIs, being friendly, set challenges for the humans to overcome, so that the humans can be the best each can be. So that the species evolves. So the AIs go away and do other things, taking as much interest in the humans as the God of the Deists does.

Or- I fulfil myself by making my brain, body and Wisdom as good as they can be. I find, reading, say, the Tao Te Ching, or some sayings of Jesus (!) that I only understand them when I have learned the lesson elsewhere. I enjoy associating with other people who are at higher stages of wisdom, so that I can learn, and lower stages of wisdom, so I can teach, and am not always certain which is which. I take delight in what this world of utter comfort and endless possibility can bring.

Addicts recover. If you find the thought of having endless orgasms repulsive, might not the person who had, er, sunk so low, also find his state repulsive, eventually? I hope the humans and AIs together are creative enough to bring fulfilment for each human being in this paradise.

Got anything to back that up ? I expect most game designers (I'm one) will tell you that fun is about learning new skills. You may not have noticed, but most games don't involve any actual threat to the player. (simulated) "adversity" is something you see often in games, but that's because it's a "rich" kind of challenge that can give rise to a lot of complex decisions. And also because before video games, the best way to make complex challenges in games was to have another player.

But apparently, once you do a little group theory, write a few operas, and solve the mystery of consciousness, there isn't much else worth doing in life: you've exhausted the entirety of Fun Space down to the level of table legs.

Hmm. I didn't read the book that way: I never got the impression that he'd be doing table legs because he'd exhausted all the challenging stuff. Instead I interpreted it as his exoself just randomly picking different kinds of tasks, with the table leg bit just happening by chance to follow a sequence of higher-complexity tasks.

Abigail:
"""If you find the thought of having endless orgasms repulsive, might not the person who had, er, sunk so low, also find his state repulsive, eventually?"""

I, for one, cannot imagine one who has, er, ascended so high voluntarily reducing his own utility.

I cannot see why I shouldn't want to become orgasmium. It would certsinly be disgusting to look at someone else turning into something like that - it is too similar to people who are horribly maimed. But It's What's Inside That Counts.

The reason that drug addiction is bad is that it has deleterious health effects. But although orgasmium is defenselsess, it is guarded by a benevolent god. Nothing in the world could destroy it.

Abigail:
"""If you find the thought of having endless orgasms repulsive, might not the person who had, er, sunk so low, also find his state repulsive, eventually?"""

I, for one, cannot imagine one who has, er, ascended so high voluntarily reducing his own utility.

I cannot see why I shouldn't want to become orgasmium. It would certsinly be disgusting to look at someone else turning into something like that - it is too similar to people who are horribly maimed. But It's What's Inside That Counts.

The reason that drug addiction is bad is that it has deleterious health effects. But although orgasmium is defenselsess, it is guarded by a benevolent god. Nothing in the world could destroy it.

Solving problem X is interesting.  So you solve all problems of of the class that X is in.  And then you start on other classes.  And then you eventually see that not only do all problems boil down to classes of problems, but that all of those classes are part of the superclass of "problems", at which point you might decide that solving problem X162329 is as dull as making chair leg 162,329.

Solving a problem not being any more a "good" activity than having an orgasm, eating a cake, or making a chair leg is.

That's beside the point, which was that if you could somehow find BB(n) for n equal to the size of a (modified to run on an empty string) Turing machine then the halting problem is solved for that machine.

That's beside the point, which was that if you could somehow find BB(n) for n equal to the size of a (modified to run on an empty string) Turing machine then the halting problem is solved for that machine.

Solving problem X is interesting.  So you solve all problems of of the class that X is in.  And then you start on other classes.  And then you eventually see that not only do all problems boil down to classes of problems, but that all of those classes are part of the superclass of "problems", at which point you might decide that solving problem X162329 is as dull as making chair leg 162,329.

Solving a problem not being any more a "good" activity than having an orgasm, eating a cake, or making a chair leg is.

(Apologies if this gets double-posted - I'm having some really weird issues with my browser and this site, and am uncertain if it got through on the first time.)

EY: But apparently, once you do a little group theory, write a few operas, and solve the mystery of consciousness, there isn't much else worth doing in life: you've exhausted the entirety of Fun Space down to the level of table legs.

Hmm. I didn't read the book that way: I never got the impression that he'd be doing table legs because he'd exhausted all the challenging stuff. Instead I interpreted it as his exoself just randomly picking different kinds of tasks, with the table leg bit just happening by chance to follow a sequence of higher-complexity tasks.

That's beside the point, which was that if you could somehow find BB(n) for n equal to the size of a (modified to run on an empty string) Turing machine then the halting problem is solved for that machine.

Looks like everybody is having comment problems. Maybe someone should post a big sign saying

DON'T REPOST IF YOU GET "The requested URL could not be retrieved" OR YOU'LL POST A DUPLICATE!!!

(I'm using Firefox 3.0.5 on Windows XP, if anyone's trying to troubleshoot this)

Even if Fun Space were exhaustible, it wouldn't worry me. I could always just remove some of my memories and jump into e.g. an ancestor simulation of the 21st century, that would be new and exciting all over again just like a life currently can be.

Though I would perhaps like even more to set up a futuristic version of Civilization the computer game. Be born to the year 4000 B.C. as an immortal, with a bunch of similar immortals around the world ruling their own civilizations (and some peers on the same team with me as close companions, perhaps), and see who manages to colonise most of the universe this time around.

This particular idea of fun(solving increasingly more complex problems) seems to reflect the audience's intellectual mindset. I wonder what people who hate mathematics would have to say. If you are a professional golf player how would your perfect world look like? Would it be an ever increasing golf game where you had to hit a small hole over astronomical distances?

Roland: theoreticians of game design (Well - some guys, Raph Coster, Dan Cook ...) often reduce "fun" in games to learning - and those aren't just games that would appeal to this audience. The space of mathematical problems to solve seems like a close enough approximation of the space of complex systems in which one can learn, and, by a happy coincidence, there's plenty of theoretical work on the complexity of mathematical problems and how large that space might be.

Roland: to put it differently, I don't think that those who hate mathematics don't enjoy the "aha" of insight (and might greatly enjoy it in video games) - but mathematics in school (especially in the early grades) doesn't have much to do with insight.

Games are challenges presented in a really inviting and "casual" context. They're naturally inviting.

Maths is challenges presented in a somewhat dry and "serious" context, being able to enjoy them mostly has to do with being able to understand the language.

(I wonder if there's any formal study of the kind of games enjoyed by people who like or don't like maths ... it'd be interesting)

I think some of the above posts have a point - what's the difference between "fun" and wireheading if what you're doing for fun has no impact on the external world (because you've already set up your physical situation more-or-less as well as it can be given the laws of physics)?

Maybe if we can somehow reach other universes or some sort of (physical) "higher planes of existence" then there will always be something that "needs to be done", but otherwise it seems that there will come a point where there is nothing to do but await the heat-death of the universe.

Honestly, reading these articles might be having the opposite of the intended effect on me, making me more nihilistic. You keep talking about "fun" and I keep wondering what the point is when the desire for fun isn't really different from hunger or other evolution-driven desires that would presumably be (optionally?) eliminated in a friendly singularity scenario.

If you never get bored, do you care about or need to have fun?

ShardPhoenix, someone once asked me if I thought our universe was a "computation", and I said, "I see no difference between the concept 'computation' and the concept 'universe' except that a universe doesn't have anything outside it."

If you keep looking for something external to affect, what happens when you run into the borders of reality?

If we cannot take joy in the merely internal, our lives shall be empty indeed.

Kitty Pryde: "Science, magic, politics... is there anything you can't do?"
Doctor Doom: "Knit. I find it repetitive."

The problem with wireheading isn't that it's "internal" but that it lacks numerous other fun-features that have been discussed and will be discussed, such as challenge and novelty - and emotion, and interpersonality...

Keep questioning, ShardPhoenix.  And note that Eliezer never answered your question, namely, if you can modify yourself so that you never get bored, do you care about or need to have fun?

Sure, everyone living now has to attend to their own internal experience, to make sure that they do not get too bored, too sad or too stuck in another negative emotional state -- just like everyone living now has to make sure they have enough income -- and that need for income occupies the majority of the waking hours of a large fraction of current humanity.

But why would negative emotional states press any harder on an individual than poverty or staying disease free or avoiding being defrauded by another individual once we are able to design a general intelligence from scratch and to redesign our own minds?  What is so special about the need for fun postsingularity that makes it worth a series of posts on this blog whereas, e.g., avoiding being defrauded postsingularity is not worth of series of posts?

As a biologist, I'm pretty wrapped up in all the awesome weirdness this planet has to offer, and I know for a fact there is no way I could ever become bored with it.

It seems to me, if you are bored with life you are doing it wrong, no matter how old you are. Ennui is caused by an unwillingness to step outside of your comfortable boundaries, and not by a lack of interesting things to see, do, or ponder. It is also an unwillingness to simply take pleasure in the genuine present moment. Someone once told me "Do not depend on others to entertain you, boredom is a sign of immaturity."

Competition against other people makes a lot of things which are 'not fun' into 'fun'. Sports are a great example. I find just running boring, and running around hitting a little yellow ball is boring too, even when there are lines and targets. But put an opponent of similar skill on the other side of the net, and tennis can entertain me for as long as my muscles hold out (and, indeed, stretching that limit is part of the fun).

It seems like competing against another person is qualitatively different than solving a given problem.

I know a professor of mathematics that makes bows as a hobby (the kind that shoots arrows).  He made a LOT of them so far.  Apparently, he still finds it fun.  Eleazar, have you ever actually had a hobby like that?

It seems to me that Eliezer's main point is that we probably won't run out of fun things to do. The fact that we enjoy competition seems to also be an argument for that.

I'm looking forwards to the next posts on this - I expect the "wirehead problem" to feature in a big place. Are some kinds of fun "ok", and others not? Where do we draw the line?

@Eliezer: If you are going to solve The Culture, then you're my genuine hero. I know it's odd to pick this one thing, but the implications of that series have been quietly bugging me for ages.

@Richard Hollerith: every argument for wireheading of the form "but then I wouldn't care about that stuff any more" can also be applied to shooting yourself in the head. You'd get zero utils, but you wouldn't care about that anymore.

An ethical dilemma around your future self can be rotated off the T axis into one relating to a separate person. (If anything, the case relating to another person is weaker, you don't reasonably expect to become them yourself.) In both cases, the one that judges and the one that experiences are separate. Thus if you should be against another person shooting themself, you should also be against your future self doing so, and for (no fewer than) the same reasons.

Julian, I agree: becoming a wirehead who will never again have a external effect aside from being a recipient of support or maintenence is no better than just shooting yourself under my system of valuing things.

And note that Eliezer never answered your question, namely, if you can modify yourself so that you never get bored, do you care about or need to have fun?

Richard, probably you wouldn't care or need to have fun. But why would you do that? Modifying yourself that way would just demonstrate that you value the means of fun more than the ends. Even if you could make that modification, would you?

You're all wrong. We can't run out of real-world goals. When we find ourselves boxed in, the next frontier iwill be to get out, ad infinitum. Is there a logical mistake in my reasoning?

No matter how many boxes we get out of, when do we start having fun?  What's the point of trying to escape if there's nothing to do when you're free?

Anytime! If you want exploration, you'll see the next frontier of escape after the Singularity. If you want family life, artistic achievement or wireheading, you can have it now.

your core assumptions about the nature of 'fun' - i.e., as quantifiable information influx - follow a particularly post-Enlightenment Western-scientific model.

Consider the pursuit of perfection as an alternate model.

We can assume that the achievement of perfection is impossible (as is implicit in many philosophical systems that treat perfection as a goal - zen, Aquinas, etc etc). It's possible then to find a vocation - any vocation - and pursue it infinitely while still being challenged by the imperfections of the physical world.

One might argue that eventually you would craft a 'perfect' table leg. I suspect that this 'perfection' would be the result of low standards on the part of judger (inability to perceive microscopic flaws in the interior grains of the wood, etc), but let's say that it is possible to do so. Then of course the quest is to create a perfect form of craftsmanship, in which every table leg is totally perfect.

Even assuming always-perfect wood, your craftsmanship can be perfect only until proven otherwise, so one would need to continue in perfect craftsmanship to approach certainty of perfect craftsmanship. Since perfection doesn't have the ability reach p=1, you would need to create perfect table legs infinitely to constantly fail to disprove your perfect craftsmanship hypothesis.

Perfection is time-based in that it only exists in the present (zen again), not with statistical certainty. The 'fun space' is already infinite in the crafting of table legs -- it just depends on your definition of 'fun.'

Isn't everything we do aimed toward achieving perfection? Perfect control of our environment and ourselves through perfect understanding.

Eliezer: This post is an example of how all your goals and everything you're doing is affected by your existing preferences and biases.

For some reason, you see Peer's existence as described by Greg Egan as horrible. You propose an insight-driven alternative, but this seems no more convincing to me than Peer's leg carving. I think Peer's existence is totally acceptable, and might even be delightful. If Peer wires himself to get ultimate satisfaction from leg carving, then by definition, he is getting ultimate satisfaction from leg carving. There's nothing wrong with that.

More importantly - no alternative you might propose is more meaningful!

There's also nothing wrong with being a blob lying down on a pillow having a permanent fantastic orgasm.

The one argument I do have against these preoccupations is that they provide no progress towards avoiding threats to one's existence. In this respect, the most sensible preoccupation to wire yourself for would be something that involves preserving life, and other creatures' lives as well, if you care for that as the designer.

Satisfying that, the options are open. What's really wrong with leg carving?

Yes, Ben Jones, I sincerely would.  (I also value the means of friendship, love, sex, pleasure, health, wealth, security, justice, fairness, my survival and the survival of my friends and loved ones more than the ends.  I have a very compact system of terminal values.  I.e., very few ultimate ends.)

I am fully aware that my saying that I value friendship as a means to an end rather than an end in itself handicaps me in the eyes of prospective friends.  Ditto love and prospective lovers.  But I am not here to make friends or find a lover.

People have a bias for people with many terminal values.  Take for example a person who refuses to eat meat because doing so would participate in the exploitation of farm animals.  My hypothesis is that that position helps the person win friends and lovers because prospective friends and lovers think that if the person is that scrupulous towards a chicken he has never met then he is more likely than the average person to treat his human friends scrupulously and non-exploitatively.  A person with many terminal values is trusted more than a person with with fewer and is rarely called on to explain the contradictions in his system of terminal values.

There are commercials for cars in which the employees of the car company are portrayed as holding reliable cars with zero defects as a terminal value.  Or great-tasting beer as a terminal value.  And of course advertiser tend to keep using a pitch only if it helps sell more cars or beer.  It is my hope that some of the readers of these words realize that there is something wrong with an agent of general intelligence (a human in this case or an organization composed of humans) holding great-tasting beer as a terminal value.

I invite the reader to believe with me that Occam's Razor -- that everything else being equal, a simple system of beliefs is to be preferred over a complex system -- applies to normative beliefs as well as positive beliefs.  Moreover, since there is nothing that counts as evidence for or against a normative belief, a system of normative beliefs should not grow in complexity as the agent gathers evidence from its environment the way a system of positive beliefs does.

Finally, if Vladimir Slepnev has written up his ethical beliefs, I ask him to send them to me.

Richard Hollerith, thanks for your interest, but you'll be disappointed: I have no religion to offer. The highlights of every person's ethical system depend on the specific wrongs they have perceived in life. My own life has taught me to bear fruit into tomorrow, but also to never manipulate others with normative/religious cheap talk.

Also, Occam's Razor can only apply to those terminal beliefs that are weaker held than the razor itself. Fortunately, most people's values aren't so weak, even if yours are. :-)

Even if Fun Space were exhaustible, it wouldn't worry me. I could always just remove some of my memories and jump into e.g. an ancestor simulation of the 21st century, that would be new and exciting all over again just like a life currently can be.

Though I would perhaps like even more to set up a futuristic version of Civilization the computer game. Be born to the year 4000 B.C. as an immortal, with a bunch of similar immortals around the world ruling their own civilizations (and some peers on the same team with me as close companions, perhaps), and see who manages to colonise most of the universe this time around.

This comment contains spoilers for Permutation City.

I agree that Peer's strategy, as described in Permutation City, is a very suboptimal strategy for maximizing fun, given both finite resources and finite time.

But Peer had an infinite amount of processing time, and (spoiler!) until the final chapter, believed that he had an infinite amount of computing resources as well.  (In the final chapter, Peer found that he only had a finite, but large amount of computing resources - equivalent to a planet of computronium?  a solar system?  a galaxy?  the story didn't say.)

Also, Peer had one strategically relevant belief which you may have overlooked:  Peer believes that an experience has literally no value if someone has had exactly the same experience before.  i.e. if the digital representation of a mind ever enters exactly the same state more than once.

(I personally disagree with this.  A pleasure is still real, and still has positive value, the second time you experience it.  A pain is still real, and still has negative value, the second time you experience it.)

Given this belief, Peer's strategy is the optimal: Randomly alternating between any experience that could even remotely be considered fun.

Given infinite time, this will eventually cover the entire volume of Fun Space.  Or rather, all the parts of fun space that can be accessed by a mind running on the computing resources available to Peer.

If a mind really does have access to infinite computing resources, then that mind's Fun Space is truly infinite.  (trivial proof, and a degenerate example:  spend a year contemplating the number 1, then spend a year contemplating the number 2, then 3, then 4...)

All Peer cares about is that as much of Fun Space is covered as possible, and this strategy achieves that.

(another spoiler) In the final chapter, Peer decides that he doesn't even care who experiences the pleasure, and splits himself into a whole Solipsist Nation of minds that are each happy for their own wildly arbitrary reasons.

Other than a couple of major differences, Peer's philosophy matches mine quite well.  Well enough for me to name myself after him.  (After all, if my life is at all worthwhile, then Peer must have experienced the good parts of it at some point during his random explorations of Fun Space.)

a wiki page I wrote examining Peer's philosophy, and my own philosophy, in more detail: http://transhumanistwiki.com/wiki/Peer_Infinity/Quotes_from_Permutation_City

a dream I had, where I was Peer, that seemed almost good enough to write a short story out of, but not surprisingly ended up kinda lame: http://transhumanistwiki.com/wiki/Peer_Infinity/Short_Story_1

If there are hidden variables and random noise, you can still be learning after repeating an experience an arbitrary number of times. Consider the probability of observed x calculated after reestimating the distribution on hidden variable t. We calculate this by integrating the probability of x given t, p(x|t), over all possible t weighted by the probability of t given x, p(t|x). We have

Integral p(x|t)p(t|x) dt = Integral p(x|t)p(x|t)p(t)/p(x) dt =
Expectation(p(x|t)^2)/p(x) =
Expectation(p(x|t))^2/p(x) + Variance(p(x|t))/p(x)
≥ Expectation(p(x|t))^2/p(x) = p(x).
Here the expectation is over the prior distribution of t. Note that we have equality iff the variance of P(x|t), according to our prior distribution on t, is zero, which is to say that the probability of x given t is constant almost everywhere the prior distribution on t is positive. If this variance is not zero, then p(x) in this calculation changes (increases) which means that we are revising our distribution on t, and changing our minds.

Right, but even with a digital brain, if you only have a finite number of bits to store the floating point number representing the probabilities, eventually you will run out of bits.  What you just described gets you a whole lot of new experience, but not a literally infinite amount.

Hold on, let me create a new universe to hold all the matter needed to compute and write out its value.

I think you're going to need more than one of those...

Hold on, let me create a new universe to hold all the matter needed to compute how big and how many universes I'll need to compute BB(3^^^3).

This is almost certainly not computable in any amount of finite time since the Busy Beaver function is not computable in general, and is probably not computable for even much much smaller arguments (say on the order of 100 or possibly much less). So if one is working in computable universes this is simply not computable. 

"Clearly, the solution to Peer's difficulty is to become stupid enough that carving table legs is difficult again—and so lousy at generalizing that every table leg is a new and exciting challenge—"

I'm an in-house counsel at a leading renewable energy company (in other words, an average corporate slave who ends up doing many tasks repeatedly) who has to deal with many different large scale projects, but the truth is that a lot of the work that I end up doing has many similar terms and regulations, so there is some amount of repetition to my work. I am sure that this is the case with a great many number of jobs in the world, not just desk clerk jobs, but even jobs that are more cognitively demanding. I'm quite sure that even researchers in nanotech or space travel have routine jobs that they have to repeatedly perform in order to get to the more exciting aspects of their work. 

This form of thinking (I'm now wondering whether it can be classified under the dark arts section) where you enjoy mechanically performing certain functions can in fact be tamed. 

Another thought that occurs is that the same function i.e. carving a wooden leg can be viewed as two completely separate activities. If you went and asked Aldous Huxley, he would probably say that this is possible. If I remember correctly, he mentions this form of random perspective on more mundane day to day facts a lot in the Doors of Perception (I may need to refresh my memory, I read it years ago). Timothy Leary (although I've only read the Wikipedia page on this one, havent read one of his books yet) also seems to suggest that this can happen through a variety of different methods. 

Does anyone think, any kind of effective compartmentalisation is possible wherein we combine the maximum fun that can be obtained while also retaining the ability to think cognitively/rationally when we really need to?

EY, I'm not sure I'm with you about needing to get smarter to integrate all new experiences. If we want to stay and slay every monster, couldn't we instead allow ourselves to forget some experiences, and to not learn at maximum capacity?

It does seem wrong to willfully not learn, but maybe as a compromise, I could learn all that my ordinary brain allows, then allow that to act as a cap and not augment my intelligence until that level of challenges fully bored me. I could maybe even learn new things while forgetting others to make space.

Or am I merely misunderstanding something about how brains work?

My motivation for taking this tack is that I find the fun of making art and of telling stories more compelling than the fun of learning; therefore, I'm not inclined to learn as fast as possible, if it means skipping over other fun; I'm also disinclined to become so competent that I'm alienated from the hardships/imperfections that give my life a story / allow me to enjoy stories.

Yes, I think he recognizes this in this post. He also writes about this (from a slightly different perspective) in high challenge. 

A world without complex novelty would be lacking. But so would a world without some simple pleasures. There are people who really do enjoy woodworking. I can't picture a utopia where no one ever whittles. And a few of them will fancy it enough to get really, really good at it, for pretty much the same reason that there are a handful of devoted enthusiasts. Even without Olympic competitions and marathons, I'd bet there would still be plenty of runners, who did so purely for it's own sake, rather than to get better or to compete, or for novelty. Given an infinite amount of time, everyone is likely to spend a great deal of time on such non-novel things. So, what's most disturbing about carving 162,329 table legs is that he altered his utility function to want to do it.

(As best I can grasp the Law, there are insights you can't understand at all without having a brain of sufficient size and sufficient design.  Humans are not maximal in this sense, and I don't think there should be any maximum—but that's a rather deep topic, which I shall not explore further in this blog post.  Note that Greg Egan seems to explicitly believe the reverse—that humans can understand anything understandable—which explains a lot.)

Perhaps I'm missing something, but it seems to me that any mind capable of designing a turning-complete computer can, in principle, understand any class of problem. I say "class of problem", because I doubt we can even wrap our brains around a 10x10x10x10 Rubik's Cube. But we are aware of simpler puzzles of that class. (And honestly, I'm just using an operational definition of "classes of problem", and haven't fleshed out the notion.) There will always be harder logic puzzles, riddles, and games. But I'm not sure there exist entirely new classes of problems, waiting to be discovered. So we may well start running out of novelty of that type after a couple million years, or even just a couple thousand years.

There are people who really do enjoy woodworking. I can't picture a utopia where no one ever whittles.

That really expresses something I've been mulling over to myself for a while: that failed utopias in fiction, or at least a large class of such, only appear to work because they lack certain types of people. The Culture, ironically, has no transhumanists, people who look at the Minds and say, "I want to be one of those." Certain agrarian return-to-nature fantasies lack people like me, who couldn't psychologically survive outside of a city and who derive literally no pleasure from so-called 'beautiful dioramas'. And of course, any utopia I would try to write probably would fall into the same trap, most likely because I wouldn't include people who want to whittle.

Good point. It seems like we 1) value an incredibly diverse assortment of things, and 2) value our freedom to fixate on any particular one of those things. So, any future which lacks some option we now have will be lacking. Because at some point we have to choose one future over another, perhaps we will always have a tiny bit of nostalgia. (Assuming that the notion of removing that nostalgia from our minds is also abhorrent.)

I'll also note that after a bit more contemplation, I've shifted my views from what I expressed in the second paragraph of my comment above. It seems plausible that certain classes of problems tickle a certain part of our brain. Visual stimuli excite our visual cortex, so maybe Rubik's Cubes excite the parts of our brain involved in spatial reasoning. It seems plausible, then, that we could add entire new modules to our minds for solving entire new classes of problems. Perhaps neuroplasticity allows us to already do this to a degree, but it also seems likely that a digital mind would be much less restricted in this regard.

BusyBeaver might not be predictable, but what about the process of discovering new BB numbers? Especially as our intelligence increases we might start to get a sense of what the space of the activity "discovering new BB numbers" looks like (get a good sense of the various stages, tasks and feelings involved) and then discovering BB number N+1 is just another point in that activity space, and isn't very exciting.

I think this applies to most classes of activities, once you develop a meta-model for the entire class, you can see the activity as "just" a predictable instance of the class, and that tends to make it less exciting.

One example for me is visiting churches (for their architecture), I can visit a few but then it really gets boring. Since I understand the concept of a church, any new church I see is just another point in church space, yet another variation of the same concept, an instance of a class with slightly different parameters, basically something predictable, that I could have interpolated myself.

In this case the key to novelty might be in instances that expand the concept of what the class is, so that it truly feels novel.



Continuous Improvement

When is it adaptive for an organism to be satisfied with what it has?  When does an organism have enough children and enough food?  The answer to the second question, at least, is obviously "never" from an evolutionary standpoint.  The first proposition might be true if the reproductive risks of all available options exceed their reproductive benefits.  In general, though, it is a rare organism in a rare environment whose reproductively optimal strategy is to rest with a smile on its face, feeling happy.

To a first approximation, we might say something like "The evolutionary purpose of emotion is to direct the cognitive processing of the organism toward achievable, reproductively relevant goals".  Achievable goals are usually located in the Future, since you can't affect the Past.  Memory is a useful trick, but learning the lesson of a success or failure isn't the same goal as the original event—and usually the emotions associated with the memory are less intense than those of the original event.

Then the way organisms and brains are built right now, "true happiness" might be a chimera, a carrot dangled in front of us to make us take the next step, and then yanked out of our reach as soon as we achieve our goals.

The famous pilot studies in this domain demonstrated e.g. that past lottery winners' stated subjective well-being was not significantly greater than that of an average person, after a few years or even months.  Conversely, accident victims with severed spinal cords were not as happy as before the accident after six months—around 0.75 sd less than control groups—but they'd still adjusted much more than they had expected to adjust.

This being the transhumanist form of Fun Theory, you might perhaps say:  "Let's get rid of this effect.  Just delete the treadmill, at least for positive events."

I'm not entirely sure we can get away with this.  There's the possibility that comparing good events to not-as-good events is what gives them part of their subjective quality.  And on a moral level, it sounds perilously close to tampering with Boredom itself.

So suppose that instead of modifying minds and values, we first ask what we can do by modifying the environment.  Is there enough fun in the universe, sufficiently accessible, for a transhuman to jog off the hedonic treadmill—improve their life continuously, at a sufficient rate to leap to an even higher hedonic level before they had a chance to get bored with the previous one?

This question leads us into great and interesting difficulties.

I had a nice vivid example I wanted to use for this, but unfortunately I couldn't find the exact numbers I needed to illustrate it.  I'd wanted to find a figure for the total mass of the neurotransmitters released in the pleasure centers during an average male or female orgasm, and a figure for the density of those neurotransmitters—density in the sense of mass/volume of the chemicals themselves.  From this I could've calculated how long a period of exponential improvement would be possible—how many years you could have "the best orgasm of your life" by a margin of at least 10%, at least once per year—before your orgasm collapsed into a black hole, the total mass having exceeded the mass of a black hole with the density of the neurotransmitters.

Assume that a microgram of additional neurotransmitters are released in the pleasure centers during a standard human orgasm.  And assume that neurotransmitters have the same density as water.  Then an orgasm can reach around 108 solar masses before it collapses and forms a black hole, corresponding to 1047 baseline orgasms.  If we assume that a 100mg dose of crack is as pleasurable as 10 standard orgasms, then the street value of your last orgasm is around a hundred billion trillion trillion trillion dollars.

Anyway... requiring an exponential improvement eats up a factor of 1047 in short order.  Starting from human standard and improving at 10% per year, it would take less than 1,200 years.

Of course you say, "This but shows the folly of brains that use an analog representation of pleasure.  Go digital, young man!"

If you redesigned the brain to represent the intensity of pleasure using IEEE 754 double-precision floating-point numbers, a mere 64 bits would suffice to feel pleasures up to 10^308 hedons...  in, um, whatever base you were using.

This still represents less than 7500 years of 10% annual improvement from a 1-hedon baseline, but after that amount of time, you can switch to larger floats.

Now we have lost a bit of fine-tuning by switching to IEEE-standard hedonics.  The 64-bit double-precision float has an 11-bit exponent and a 52-bit fractional part (and a 1-bit sign).  So we'll only have 52 bits of precision (16 decimal places) with which to represent our pleasures, however great they may be.  An original human's orgasm would soon be lost in the rounding error... which raises the question of how we can experience these invisible hedons, when the finite-precision bits are the whole substance of the pleasure.

We also have the odd situation that, starting from 1 hedon, flipping a single bit in your brain can make your life 10154 times more happy.

And Hell forbid you flip the sign bit.  Talk about a need for cosmic ray shielding.

But really—if you're going to go so far as to use imprecise floating-point numbers to represent pleasure, why stop there?  Why not move to Knuth's up-arrow notation?

For that matter, IEEE 754 provides special representations for +/—INF, that is to say, positive and negative infinity.  What happens if a bit flip makes you experience infinite pleasure?  Does that mean you Win The Game?

Now all of these questions I'm asking are in some sense unfair, because right now I don't know exactly what I have to do with any structure of bits in order to turn it into a "subjective experience".  Not that this is the right way to phrase the question.  It's not like there's a ritual that summons some incredible density of positive qualia that could collapse in its own right and form an epiphenomenal black hole.

But don't laugh—or at least, don't only laugh—because in the long run, these are extremely important questions.

To give you some idea of what's at stake here, Robin, in "For Discount Rates", pointed out that an investment earning 2% annual interest for 12,000 years adds up to a googol (10^100) times as much wealth; therefore, "very distant future times are ridiculously easy to help via investment".

I observed that there weren't a googol atoms in the observable universe, let alone within a 12,000-lightyear radius of Earth.

And Robin replied, "I know of no law limiting economic value per atom."

If you've got an increasingly large number of bits—things that can be one or zero—and you're doing a proportional number of computations with them... then how fast can you grow the amount of fun, or pleasure, or value?

This echoes back to the questions in Complex Novelty, which asked how many kinds of problems and novel solutions you could find, and how many deep insights there were to be had.  I argued there that the growth rate is faster than linear in bits, e.g., humans can have much more than four times as much fun as chimpanzees even though our absolute brain volume is only around four times theirs.  But I don't think the growth in "depth of good insights" or "number of unique novel problems" is, um, faster than exponential in the size of the pattern.

Now... it might be that the Law simply permits outright that we can create very large amounts of subjective pleasure, every bit as substantial as the sort of subjective pleasure we get now, by the expedient of writing down very large numbers in a digital pleasure center.  In this case, we have got it made.  Have we ever got it made.

In one sense I can definitely see where Robin is coming from.  Suppose that you had a specification of the first 10,000 Busy Beaver machines—the longest-running Turing machines with 1, 2, 3, 4, 5... states.  This list could easily fit on a small flash memory card, made up of a few measly avogadros of atoms.

Well, let me put it this way:  If a mathematician said to me that the value of this memory card, was worth more than the rest of the entire observable universe minus the card...  I wouldn't necessarily agree with him outright.  But I would understand his point of view.

Still, I don't know if you can truly grok the fun contained in that memory card, without an unbounded amount of computing power with which to understand it.  Ultradense information does not give you ultradense economic value or ultradense fun unless you can also use that information in a way that consumes few resources.  Otherwise it's just More Fun Than You Can Handle.

Weber's Law of Just Noticeable Difference says that stimuli with an intensity scale, typically require a fixed fraction of proportional difference, rather than any fixed interval of absolute intensity, in order for the difference to be noticeable to a human or other organism.  In other words, we may demand exponential increases because our imprecise brains can't notice smaller differences.  This would suggest that our existing pleasures might already in effect possess a floating-point representation, with an exponent and a fraction—the army of actual neurons being used only to transmit an analog signal most of whose precision is lost.  So we might be able to get away with using floats, even if we can't get away with using up-arrows.

But suppose that the inscrutable rules governing the substantiality of "subjective" pleasure actually require one neuron per hedon, or something like that.

Or suppose that we only choose to reward ourselves when we find a better solution, and that we don't choose to game the betterness metrics.

And suppose that we don't discard the Weber-Fechner law of "just noticeable difference", but go on demanding percentage annual improvements, year after year.

Or you might need to improve at a fractional rate in order to assimilate your own memories.  Larger brains would lay down larger memories, and hence need to grow exponentially—efficiency improvements suiting to moderate the growth, but not to eliminate the exponent.

If fun or intelligence or value can only grow as fast as the mere cube of the brain size... and yet we demand a 2% improvement every year...

Then 350 years will pass before our resource consumption grows a single order of magnitude.

And yet there are only around 1080 atoms in the observable universe.

(It works out to a lifespan of around 28,000 years.)

Now... before everyone gets all depressed about this...

We can still hold out a fraction of hope for real immortality, aka "emortality".  As Greg Egan put it, "Not dying after a very long time.  Just not dying, period."

The laws of physics as we know them prohibit emortality on multiple grounds.  It is a fair historical observation that, over the course of previous centuries, civilizations have become able to do things that previous civilizations called "physically impossible".  This reflects a change in knowledge about the laws of physics, not a change in the actual laws; and we cannot do everything once thought to be impossible.  We violate Newton's version of gravitation, but not conservation of energy.  It's a good historical bet that the future will be able to do at least one thing our physicists would call impossible.  But you can't bank on being able to violate any particular "law of physics" in the future.

There is just... a shred of reasonable hope, that our physics might be much more incomplete than we realize, or that we are wrong in exactly the right way, or that anthropic points I don't understand might come to our rescue and let us escape these physics (also a la Greg Egan).

So I haven't lost hope.  But I haven't lost despair, either; that would be faith.

In the case where our resources really are limited and there is no way around it...

...the question of how fast a rate of continuous improvement you demand for an acceptable quality of life—an annual percentage increase, or a fixed added amount—and the question of how much improvement you can pack into patterns of linearly increasing size—adding up to the fun-theoretic question of how fast you have to expand your resource usage over time to lead a life worth living...

...determines the maximum lifespan of sentient beings.

If you can get by with increasing the size in bits of your mind at a linear rate, then you can last for quite a while.  Until the end of the universe, in many versions of cosmology.  And you can have a child (or two parents can have two children), and the children can have children.  Linear brain size growth * linear population growth = quadratic growth, and cubic growth at lightspeed should be physically permissible.

But if you have to grow exponentially, in order for your ever-larger mind and its ever-larger memories not to end up uncomfortably squashed into too small a brain—squashed down to a point, to the point of it being pointless—then a transhuman's life is measured in subjective eons at best, and more likely subjective millennia.  Though it would be a merry life indeed.

My own eye has trouble enough looking ahead a mere century or two of growth.  It's not like I can imagine any sort of me the size of a galaxy.  I just want to live one more day, and tomorrow I will still want to live one more day.  The part about "wanting to live forever" is just an induction on the positive integers, not an instantaneous vision whose desire spans eternity.

If I can see to the fulfillment of all my present self's goals that I can concretely envision, shouldn't that be enough for me?  And my century-older self will also be able to see that far ahead.  And so on through thousands of generations of selfhood until some distant figure the size of a galaxy has to depart the physics we know, one way or the other...  Should that be scary?

Yeah, I hope like hell that emortality is possible.

Failing that, I'd at least like to find out one way or the other, so I can get on with my life instead of having that lingering uncertainty.

For now, one of the reasons I care about people alive today is the thought that if creating new people just divides up a finite pool of resource available here, but we live in a Big World where there are plenty of people elsewhere with their own resources... then we might not want to create so many new people here.  Six billion now, six trillion at the end of time?  Though this is more an idiom of linear growth than exponential—with exponential growth, a factor of 10 fewer people just buys you another 350 years of lifespan per person, or whatever.

But I do hope for emortality.  Odd, isn't it?  How abstract should a hope or fear have to be, before a human can stop thinking about it?

Oh, and finally—there's an idea in the literature of hedonic psychology called the "hedonic set point", based on identical twin studies showing that identical twins raised apart have highly similar happiness levels, more so than fraternal twins raised together, people in similar life circumstances, etcetera.  There are things that do seem to shift your set point, but not much (and permanent downward shift happens more easily than permanent upward shift, what a surprise).  Some studies have suggested that up to 80% of the variance in happiness is due to genes, or something shared between identical twins in different environments at any rate.

If no environmental improvement ever has much effect on subjective well-being, the way you are now, because you've got a more or less genetically set level of happiness that you drift back to, then...

Well, my usual heuristic is to imagine messing with environments before I imagine messing with minds.

But in this case?  Screw that.  That's just stupid.  Delete it without a qualm.

"[...] which begs the question [sic] of how we can experience these invisible hedons [...]"

an investment earning 2% annual interest for 12,000 years adds up to a googol (10^100) times as much wealth.

no it adds up to a googol of economic units.  in all likelihood the actual wealth that the investment represents will stay roughly the same or grow and shrink within fairly small margins.

it seems you conclude with an either/or on subjective experience improvement and brain tinkering.  I think it more likely that we will improve our subjective experience up to a certain point of feasibility and then start with the brain tinkering.  Some will clock-out by wireheading themselves, but most won't.  Some will be more disposed towards brain tinkering, some will plug themselves into experience machines instead.  The average person will do a little of both, trying various brain modifications the way we try drugs today.  Will this be dangerous?  Well the first people to try a new drug are taking a big risk, but the guinea pigs are a small minority.  And they will use experience machines, but most won't surrender to them, just like most don't die playing world of warcraft today.

Eliezer, I'm reading Bill McKibben's "Enough" at the moment, and it is interesting to note that he asks some of the same questions that you do. It seems that he has never come across anyone seriously thinking about hedonic issues in a future with superabundance. He seems to have mostly come across the blind techno-optimists.

In fact the most interesting observation  is that both you and McKibben argue strongly that removing all challenge from human life is a bad idea, though McKibben jumps to a relinquishment conclusion from this, rather than considering the possibility of re-introducing the right sort of challenge into a posthuman existence.

I don't see how removing getting-used-to is close to removing boredom. IANAneurologist, but on a surface level, they do seem to work differently - boredom is reading the same book everyday and getting tired of it, habituation is getting a new book everyday and not thinking "Yay, new fun" anymore.

I'm reluctant to keep habituation because, at least in some cases, it is evil. When the emotion is appropriate to the event, it's wrong for it to disminish - you have a duty to rage against the dying of the light. (Of course we need it for survival, we can't be mourning all the time.) It also looks linked to status quo bias.

Maybe, like boredom, habituation is an incentive to make life better; but it's certainly not optimal.

It's premature optimization, we won't reach heaven. Anyway, do you test those ideas in practice? Theoretical falsifiability isn't enough.

the value of this memory card, was worth more than the rest of the entire observable universe minus the card

I doubt this would be true. I think the value of the card would actually be close to zero (though I'm not completely sure). It does let one solve the halting problem up to 10,000 states, but it does so in time and space complexity O(busy_beaver(n)). In other words, using the entire observable universe as computing power and the card as an oracle, you might be able to solve the halting problem for 7 state machines or so. Not that good... The same goes for having the first 10,000 bits of Omega. What you really want are the bits of Tau, which directly encode whether the nth machine halts. Sure you need exponentially more of them, but your computation is then much faster.

Thanks, I was trying to think of exactly how to describe this series of posts, and that phrase seems concise enough. It's not that it's not interesting in it's own way, but even for an already pretty speculative blog, you're really building castles on air here.

To make yet another analogy, you're trying to build 100th floor of a huge house of cards here, when you're not even sure what the 5th floor should be like yet (I was going to say the 1st floor, but I think you've at least gotten off to a decent start).

I think this is more like planning the layout for the 100th floor, because that determines what's necessary for the architecture on floors 1-99.

That argument with the lottery winner is pretty materialistic.
Why should lottery winners be happier?
Feeling happiness doesn't come directly from the materialistic stuff that you own.

It's probably a better strategy to go to some Buddhist monarchy and sit down and meditate if your goal is happiness.
They got it figured out to mentally detach themselves from expectations enough to be able to feel pleasure through their own conscious choice.

Interestingly, you can have unboundedly many children with only quadratic population growth, so long as they are exponentially spaced.  For example, give each newborn sentient a resource token, which can be used after the age of maturity (say, 100 years or so) to fund a child.  Additionally, in the years 2^i every living sentient is given an extra resource token.  One can show there is at most quadratic growth in the number of resource tokens.  By adjusting the exponent in 2^i we can get growth O(n^{1+p}) for any nonnegative real p.

I think assumption that life worth living must be o continuous happiness may be wrong. Math is great, but since happiness itself only can exist within humans, you must take them into account. Experience seems to be showing that continuous happiness is not possible even with exponential exponential exponential improvement of your life wealth or whatever. We just got use to growth rate and growth rate of a growth rate and so on.

My point here (you know, I'm just a little human), is that I may be satisfied with life where my wealth level is like white noise. It just have to have big enough amplitude so I won't get bored.

And the reason why amplitude does not have to grow infinitely is that my memory sucks.

Thanks, I was trying to think of exactly how to describe this series of posts, and that phrase seems concise enough. It's not that it's not interesting in it's own way, but even for an already pretty speculative blog, you're really building castles on air here.

To make yet another analogy, you're trying to build 100th floor of a huge house of cards here, when you're not even sure what the 5th floor should be like yet (I was going to say the 1st floor, but I think you've at least gotten off to a decent start)."

Without a sense that there is a light at the end of the secular rationalist tunnel, many - even most - will give up the fight. This is the relevance of transhumanism to today's world.

Let's say I picked the happiest moment in my life (I honestly don't know what that is, but we can ignore that for now). After the Singularity when we can do things currently considered impossible, could I for all practical purposes rewind time and experience that moment again as if it had never happened to shift my hedonic set point?

I can remember how happy I was at my fourth birthday when my mum got me a pink balloon. It was very pretty. :)

Really find your blog very interesting. I am very impressed by the work and effort you put into your post - very indepth. I find your posts thought provoking and I couldn't ask for much more.

Thanks, I was trying to figure out exactly how to phrase that rejoinder!

"I couldn't disagree more. This kind of thinking is very important - not because we need to know RIGHT NOW in order to make some immediate and pressing policy decision, but because humans like to know where things are heading, what we are eventually aiming for. Suppose someone rejects cryonics or life extension research and opts for religion on the grounds that eternity in heaven will be "infinitely" good, but human life on earth, even technologically enhanced life, is necessarily mediocre. What can one say to such objections other than something like this series of posts?"

I'd say that if they're willing to believe something just because it sounds nice rather than because it's true, they've already given up on rationality. Is the goal to be rational and spread the truth, or to recruit people to the cause with wildly speculative optimism? I'd think just the idea of creating a super-intelligent AI that doesn't destroy the world (if that's even an issue - and I think there's a good chance that it is) is a good incentive already - there's no need to postulate a secular heaven that depends on so many things that we aren't at all sure about yet.

Shard, with respect, your comment is fine and good if we are dealing with literally perfect rationalists whose emotions do just what they should.  Any less than that, and your motivation to go on working can still be torpedoed by not being able to visualize a light at the end of the tunnel.

ShardPhoenix says "I'd say that if they're willing to believe something just because it sounds nice rather than because it's true, they've already given up on rationality."

Humanity isn't neatly divided into people who have "given up on rationality" and tireless rationalists.  There are just people who try to and succeed at being rational (ie. wining) to varying extents depending on a large complicated set of considerations including how the person is feeling and how smart they are.  Even Newton was a religious fundamentalist and even one who is trying his mightiest to be rational can flinch away from a sufficiently unpleasant truth.

ShardPhoenix then says "Is the goal to be rational and spread the truth, or to recruit people to the cause with wildly speculative optimism?"

Because we aren't perfectly rational creatures, because we try harder to win when motivated, it makes perfect sense to pursue lines of speculation which can motivate us, so long as we keep careful track of which things we actually know and which things we don't so that it doesn't slash our tires.  If you think that in his "wildly speculative optimism" Eliezer has, despite all the question marks in his recent writing, claimed to know something which he shouldn't, or to suspect something more strongly than he should, then by all means point it out.  If he hasn't, then the phrase "wildly speculative optimism" might not be a terribly good description of the recent series of posts.

Eliezer, does The Adaptive Stereo have an analogic application here?

To compress the idea, if you slowly turn down the strength of a signal into perception (in this case sound), you can make large, pleasant, periodic steps up without actually going anywhere. Or at least, you can go slower.

Any logical reason why this wouldn't work for hedons? 'Going digital' might nullify this effect, but in that case we just wouldn't do that, right?

Finally, I would dispute the notion that a periodic incremental increase in hedons flowing into us is how human pleasure works. The key notion here is surely not pleasure but payoff - continually getting something (even exponentially more of something) for nothing won't feel like an orgasm getting better and better.* Unless you make some serious architectural changes. And, for me at least, that would be filed under 'wirehead'. To continue the orgasm metaphor, if you could press a button (no puns please) and come, you'd quickly get bored. It might even turn you off actual sex.

I know that we won't necessarily get all these billions and trillions of hedons free - we would probably seek to set up some carrots and sticks of our own etc. But still. It'd be tough not to just plug yourself in given the option. Like you say though, easier to poke holes than to propose solutions. Will ponder on.

*This is my intuition talking, but surely that's what we're running on here?

"Any less than that, and your motivation to go on working can still be torpedoed by not being able to visualize a light at the end of the tunnel."

I understand, and I'm hardly a perfect rationalist myself, but to me it seems that you don't need to go so far as this to motivate people. You can easily come up with post-FAI scenarios that are much preferable to the modern day without having to speculate about hedon representation in the year 12000, when we don't even know exactly what a hedon is or even what we really want in the long term. And if someone is convinced that post-singularity life can't help but be horrible (or even is just a bit dubious about the whole scenario), then I doubt such "crazy sounding" ideas are going to make them listen.

On a side note, a lot of the stuff in this post seems very closely related to wireheading to me - not that I'm necessarily against that, but I know you are, and this post almost seems to be leading up to wireheading by another name.

cubic growth at lightspeed should be physically permissible

This is an instance of a common error around here. Our current understanding of general relativity implies that you can only fit O(r^2) bits into a sphere of radius r. If you try and put more in, you eventually get a black hole and then we will have to appeal to some much more intricate understanding of physics to know what happens. There may or may not be some deep reasons for this (related to the AdS/CFT correspondence, about which I know very little).

(Of course, I wouldn't bet aggressively against future revisions of the current understanding.)

 And on a moral level, it sounds perilously close to tampering with Boredom itself. 

I am not sure we need necessarily to shy away from tampering with our reward system. To me it seems, that the whole reward system is already somewhat arbitrary, shaped by necessities, largely from our past.

We may (enjoy) feel rewarded by building our influence/power, to generate and take care of offspring, explore, both spatially and in-depth by understanding things better. All this seems already biased. Also it seems that the younger people seem to be more be oriented towards rewards related to exploration, expansion, whereas the older we get, we seem to shift our focus into retaining, stabilising, attempting to guarantee what we have built during lifetimes.

Although this value set has probably been giving advantage to us for long time, it is likely relatively slow to change, and it is based on assumptions. These same values might not provide direct usefulness by themselves, should these assumptions no longer hold, perhaps even only due to change in our situation as the most intelligent race on the planet. 

For example, if mankind's ability of developing abstract sciences would be rendered useless by superintelligence, which would provide us with the results in much more efficient way, then feeling rewarded by re-inventing and trying to prove/disprove theories already available to us might not give us any advantage. Should we work still towards honing our skills to be able to expand what we know ourselves? Perhaps, but not necessarily. Maybe it would give more value for us then, for example, to concentrate on trying to better understand and acquire the information that is already provided to us, concentrate on learning instead of trying to rush ahead, expand.

That kind of shifts, some subtler, some perhaps more radical, they are, in essence, changes in our core "enjoyment" value systems.

I didn't except that much of happiness to be "hardcoded" in genetics. Wikipedia page https://en.wikipedia.org/wiki/Hedonic_treadmill gives a 50% instead of 80% genetically part, but that's still much more than I though before. sound of brain updating its belief network, or at least trying to

But there is a gap between perceived long-term "background" happiness, and actually perceived instantaneous happiness. Humans are bad at unconsciously integrating. I'm pretty sure that if you asked every 5 minutes for a month to someone "right now, what is your happiness ?" (or more realistically measuring the happiness every 5 minutes with a small device carried by the person) and then ask to the person at the end of the month "rate your happiness this last month",  the two results will be quite different. 

The "background" happiness (how happy you feel overall this last month) seems harder to change through environmental change than the instantaneous happiness (how happy you feel right now). Which seems quite coherent with the fact that background happiness can be changed by events affecting your life - but not for long. Events affecting your life change your instantaneous happiness of each instant, but after a while your re-normalize your background happiness feeling level to the hardcoded level. Or it could be that, in fact, the effect on your  instantaneous happiness of each instant goes decreasing. I suspect a bit of both, now, in which proportion ? I fear we'll have to wait for a real-time happiness meter to be put on identical twins to know for sure.

Screw that.  That's just stupid.  Delete it without a qualm.

Nope. No no no. Nononononono. Our happiness baselines are part of us. Those with high happiness baselines have less utility in other ways in the form of not needing to look for things to make them happier. Those with low happiness baselines have less utility simply by having a lower happiness baseline. It's part of who we are. You are welcome to delete it in your brain without a qualm, but I'm fine with my set level of happiness. The lowness of my baseline is what makes me create, what makes me think of interesting ideas of things to do.



Sensual Experience

Modern day gamemakers are constantly working on higher-resolution, more realistic graphics; more immersive sounds—but they're a long long way off real life.

Pressing the "W" key to run forward as a graphic of a hungry tiger bounds behind you, just doesn't seem quite as sensual as running frantically across the savanna with your own legs, breathing in huge gasps and pumping your arms as the sun beats down on your shoulders, the grass brushes your shins, and the air whips around you with the wind of your passage.

Don't mistake me for a luddite; I'm not saying the technology can't get that good.  I'm saying it hasn't gotten that good yet.

Failing to escape the computer tiger would also have fewer long-term consequences than failing to escape a biological tiger—it would be less a part of the total story of your life—meaning you're also likely to be less emotionally involved.  But that's a topic for another post.  Today's post is just about the sensual quality of the experience.

Sensual experience isn't a question of some mysterious quality that only the "real world" possesses.  A computer screen is as real as a tiger, after all.  Whatever is, is real.

But the pattern of the pseudo-tiger, inside the computer chip, is nowhere near as complex as a biological tiger; it offers far fewer modes in which to interact.  And the sensory bandwidth between you and the computer's pseudo-world is relatively low; and the information passing along it isn't in quite the right format.

It's not a question of computer tigers being "virtual" or "simulated", and therefore somehow a separate magisterium. But with present technology, and the way your brain is presently set up, you'd have a lot more neurons involved in running away from a biological tiger.

Running would fill your whole vision with motion, not just a flat rectangular screen—which translates into more square centimeters of visual cortex getting actively engaged.

The graphics on a computer monitor try to trigger your sense of spatial motion (residing in the parietal cortex, btw).  But they're presenting the information differently from its native format —without binocular vision, for example, and without your vestibular senses indicating true motion.  So the sense of motion isn't likely to be quite the same, what it would be if you were running.

And there's the sense of touch that indicates the wind on your skin; and the proprioceptive sensors that respond to the position of your limbs; and the nerves that record the strain on your muscles.  There's a whole strip of sensorimotor cortex running along the top of your brain, that would be much more intensely involved in "real" running.

It's a very old observation, that Homo sapiens was made to hunt and gather on the savanna, rather than work in an office.  Civilization and its discontents...  But alienation needs a causal mechanism; it doesn't just happen by magic.  Physics is physics, so it's not that one environment is less real than another.  But our brains are more adapted to interfacing with jungles than computer code.

Writing a complicated computer program carries its own triumphs and failures, heights of exultation and pits of despair.  But is it the same sort of sensual experience as, say, riding a motorcycle?  I've never actually ridden a motorcycle, but I expect not.

I've experienced the exhilaration of getting a program right on the dozenth try after finally spotting the problem.  I doubt a random moment of a motorcycle ride actually feels better than that.  But still, my hunter-gatherer ancestors never wrote computer programs.  And so my mind's grasp on code is maintained using more rarefied, more abstract, more general capabilities—which means less sensual involvement.

Doesn't computer programming deserve to be as much of a sensual experience as motorcycle riding?  Some time ago, a relative once asked me if I thought that computer programming could use all my talents; I at once replied, "There is no limit to the talent you can use in computer programming."  It's as close as human beings have ever come to playing with the raw stuff of creation—but our grasp on it is too distant from the jungle.  All our involvement is through letters on a computer screen.  I win, and I'm happy, but there's no wind on my face.

If only my ancestors back to the level of my last common ancestor with a mouse, had constantly faced the challenge of writing computer programs!  Then I would have brain areas suited to the task, and programming computers would be more of a sensual experience...

If there were something around that was smart enough to rewrite human brains without breaking them—not a trivial amount of smartness—then it would be possible to expand the range of things that are sensually fun.

Not just novel challenges, but novel high-bandwidth senses and corresponding new brain areas.  Widening the sensorium to include new vivid, detailed experiences.  And not neglecting the other half of the equation, high-bandwidth motor connections—new motor brain areas, to control with subtlety our new limbs (the parts of the process that we control as our direct handles on it).

There's a story—old now, but I remember how exciting it was when the news first came out—about a brain-computer interface for a "locked-in" patient (who could previously only move his eyes), connecting control of a computer cursor directly to neurons in his visual cortex.  It took some training at first for him to use the cursor—he started out by trying to move his paralyzed arm, which was the part of the motor cortex they were interfacing, and watched as the cursor jerked around on the screen.  But after a while, they asked the patient, "What does it feel like?" and the patient replied, "It doesn't feel like anything."  He just controlled the cursor the same sort of way he would have controlled a finger, except that it wasn't a finger, it was a cursor.

Like most brain modifications, adding new senses is not something to be done lightly.  Sensual experience too easily renders a task involving.

Consider taste buds.  Recognizing the taste of the same food on different occasions was very important to our ancestors—it was how they learned what to eat, that extracted regularity.  And our ancestors also got helpful reinforcement from their taste buds about what to eat—reinforcement which is now worse than useless, because of the marketing incentive to reverse-engineer tastiness using artificial substances.  By now, it's probably true that at least some people have eaten 162,329 potato chips in their lifetimes.  That's even less novelty and challenge than carving 162,329 table legs.

I'm not saying we should try to eliminate our senses of taste.  There's a lot to be said for grandfathering in the senses we started with—it preserves our existing life memories, for example.  Once you realize how easy it would be for a mind to collapse into a pleasure center, you start to respect the "complications" of your goal system a lot more, and be more wary around "simplifications".

But I do want to nudge people into adopting something of a questioning attitude toward the senses we have now, rather than assuming that the existing senses are The Way Things Have Been And Will Always Be.  A sex organ bears thousands of densely packed nerves for signal strength, but that signal—however strong—isn't as complicated as the sensations sent out by taste buds.  Is that really appropriate for one of the most interesting parts of human existence?  That even a novice chef can create a wider variety of taste sensations for your tongue, than—well, I'd better stop there.  But from a fun-theoretic standpoint, the existing setup is wildly unbalanced in a lot of ways.  It wasn't designed for the sake of eudaimonia.

I conclude with the following cautionary quote from an old IRC conversation, as a reminder that maybe not everything should be a sensual experience:

<MRAmes> I want a sensory modality for regular expressions.

Writing a complicated computer program carries its own triumphs and failures, heights of exultation and pits of despair.  But is it the same sort of sensual  experience as, say, riding a motorcycle?  I've never actually ridden a motorcycle, but I expect not.

It's interesting, I'd say that programming, while perhaps not a sensual experience, is engaging in a way that many other intellectual activities are not. Compare writing code to working out a math problem. They are both complex logical activities but there is a critical difference: programming has a str... (read more)

Isn't it the nose, rather than the tongue, that's responsible for much of the sensory variety in food? (Stuff doesn't taste the same when you have a stuffed nose, for example.)

Some people with synesthaesia can "feel" numbers and thus perform amazing calculations. It would only make sense to have something similar for other tasks, like computer programming?

I feel like practice has allowed me to develop a modality for code (really, for informational relationships, control flow, and the like, which includes other things like Bayes-structure) which allows programming to be mildly sensual, and the richness of the aesthetic terms used by hackers makes me think this must be fairly common. Still, of course, not only is the sensation much weaker than anything I have natural wetware for, but the lack of a direct interface between the modality and the actual code makes the experience more like reading a good description of driving a motorcycle than driving a motorcycle.

Speculatively, maybe nerdiness involves a high ability to turn new things into sensual experiences. Jumping off from the point about sex, this could help explain the apparent higher frequency of kinkiness among nerds.

Anonymous, that reminds me of some anecdote by Feynman where he has complex mathematical ideas described to him by young students. He wouldn't fully understand them, but he would imagine a shape, and for each new concept he'd add an extra bit, like a squiggly tail or other appendage. When something didn't fit in right, it would be instantly obvious to him, even if he couldn't explain exactly why.

Not just novel challenges, but novel high-bandwidth senses and corresponding new brain areas.  Widening the sensorium to include new vivid, detailed experiences.  And not neglecting the other half of the equation, high-bandwidth motor connections - new motor brain areas, to control with subtlety our new limbs

While I do feel a bit embarassed to do so, I still feel that I should plug my short story "In a Billion Years", as it seems to be a kind of an example of the thing Eli is talking about. (Apologies if this isn't considered appropriate.)

I've spent about equal amounts of time on programming and mathematics, but ... I'm confident that I can solve most typical programming problems, while even basic math problems are far more intimidating and error-prone ... I believe this asymmetry is due to the fact that one can "interact" with computer programs.

Quite true.  This is one of the reasons there's so much interest in developing interactive proof assistants (HOL, Coq, Isabelle/Isar...) so that they can be used for "ordinary" mathematics.  Not everyone likes both programming an... (read more)

"By now, it's probably true that at least some people have eaten 162,329 potato chips in their lifetimes.  That's even less novelty and challenge than carving 162,329 table legs."

Nitpick: it takes much less time and mental energy to eat a potato chip than to carve a table leg, so the total quantity of sphexishness is much smaller.

While I do feel a bit embarassed to do so, I still feel that I should plug my short story "In a Billion Years", as it seems to be a kind of an example of the thing Eli is talking about. (Apologies if this isn't considered appropriate.)
When you write like that, plug away!

Ettinger's "Man into Superman" spent a great deal of time on this, though most of the book, if I remember correctly (I read it once, 25 years ago), was about cryogenics.  He spent a whole chapter talking about changes in sexual modes, not just rewiring the brain but adding new organs, too.

Laugh.  Your whole body's sense of touch, taste, smell, sight and hearing are part of sexual experience, at least good sex. . .

I'd like to interrupt this discussion to ask a question.

A typical "silly question" to ask a theist is, "If heaven is so great, why not kill yourself right now, so you can get there immediately?" The usual answers involve things like "suicide is a sin" and such. (Incidentally, many Islamic suicide bombers use exactly that reasoning to justify their participation in such activities.)

I have a similar question. If you are sufficiently dissatisfied with life in the world as it is, does it make sense to sign up for cryonics and then kill yourself, hoping to "wake up" in a better future, rather than continuing to live in the present until some thing else causes your death?

I was wondering who would be the first to say that.  That's why I specifically talked about the signal sent out from the sex organs and contrasted it to the signal from the tongue.

Yes, if you count the whole sexual experience, it can be more complicated.  But the sad fact of the matter is that Cosmopolitan has to offer 73 different bits of sex advice every month, and long-term couples have to go to such lengths to prevent sexual boredom, just because creating sexual variety is so much more difficult than sprinkling cinnamon on an apple.  If our taste buds were as complexity-impoverished as our sex organs, restaurants would also have to drip hot wax on your tongue just to keep you interested.

@Doug:  By the logic of shutting up and multiplying, it does make moral sense if your life is that awful, you've got strong enough confidence in both the preservation process and that someone will create a Friendly AI to revive you, and there isn't anything left you can do for other people.

I mean, if I was wrinkling up like a prune from old age and my brain was rotting to the point where I had nothing special left to contribute, I'd prefer to be cryonically suspended immediately rather than wait another 10 years to die of Alzheimer's.

However, under the present legal system, all suicides get autopsied which is incompatible with cryosuspension, not to mention many life insurance policies.  So no, you can't actually do this.

Though if the world manages to continue that long, it's a law that I hope will change before I get an opportunity to die of Alzheimer's.  They might be able to retrieve lost memories after bringing me back, but the dying process doesn't sound like fun.  Regardless of the morality, it's a fact that death doesn't scare me nearly as much as old age.

"long-term couples have to go to such lengths to prevent sexual boredom"

On this subject I generally remark that if you are so bored, then you are 1 - living and sleeping with the wrong person and/or 2 - not communicating your sexual and emotional needs well. That you might communicate them well but they are not heard or acted upon takes you back to 1. If you are communicating well, and with the right person: wow. It can be wow all the time.

because creating sexual variety is so much more difficult than sprinkling cinnamon on an apple.

A friend of mine, who shall rename nameless, likened monogamy to eating chocolate cake and nothing else for the rest of your life. . .

frelkins: in that vein what if we could flip the switch in the brain that usually only flips when you are sleeping with a new partner?  isn't this half of humanties sex problems gone in one shot?
it seems to me that the realm of sex is the one in which it is most obvious that desires shaped by natural selection are not in line with actual happiness and fulfillment.

What's a tiger, real or virtual, doing on the savannah?

I guess you mean undo the oxytocin & vasopressin effects that caused pair bonding? Get that old dopamine, adrenaline & serotonin flowing wild & free, or whatever the ultimate mechanism is proven to be? I suppose we could give men little vials of vasopressin suppressors to inject themselves with so that it would "feel new" each time?

Evolution appears to totally suck. As a man, you want it somewhat new (vasopressin suppression) but as a woman, I actually like it better when it's not n... (read more)

frelkins, have you read "Demonic Males: Apes and the Origins of Human Violence"? I have a big review with perhaps too much summary here. I'm certainly not an authority, so I encourage you to read it yourself.

I'm not sure if my lack of similar experiences when programming is due to my low programming talent or is linked to my poor sense of taste and smell. Though I suppose there could be a common cause for all of them.

Technically, most life insurance policies do pay out in the event of suicide, as long as the policy is at least two years old.

Oh no. Males aren't "demonic;" men are great. Yay, men. I find that whole thing quite overstated, frankly.

Sir Isaiah Berlin is so eloquent when he discusses the space of human action in his essay on Historical Inevitability. The space for human action may be more limited than we at first think; but it is not entirely removed. Value pluralism exists, but that doesn't mean we can't move forward once we have acknowledged and analyzed that, as Charles Blattberg argues.

Because we share the common ancestor and are probably stuck with monkey brains... (read more)

Elkins, the authors make a similar point in the book. I think you might like it.

You want to... what? Change your brain so that you like programming more? Huh? 

What type of video game would a computer programmer whose most sensual experience was programming computers?

That's right, he'd program computer games about programming computer games.

To me this points to the fact that sensual experience is overrated. Not that is useless, of course. I like eating chocolate, and many other "sensual experiences", and I wouldn't want to lose them. But looking at games - well, I tend to find modern games more boring and less pleasant to play than good-old games of before, because they focus so much on making realistic graphics and thrilling music, and much less on making a game which is actually fun to play. Comparing comparable games, I enjoyed Planescape: Torment much more than any more modern c... (read more)

It's a very old observation, that Homo sapiens was made to hunt and gather on the savanna, rather than work in an office.  Civilization and its discontents...  

I'm wondering if you don't necessarily need to modify the human brain in order to make this problem at least a bit better. There are already some jobs that are much closer to "savanna" than "office." I chose to go into nursing because, among other things, I knew about my father's experience working in a cubicle and I never wanted that. Nursing is both intellectually stimulatin... (read more)

It was tried countless times: Visual programming languages. It never worked outside some specific application domains.

Keep in mind that text is a visual representation. It is a visual representation optimized to express our thoughts, trivial or complex, in a precise, efficient, and succint way. We went from making artistic cave paintings and wood carvings to writing simple, standardized characters.

Programming is about expressing how to do something in an extremely precise way, so precise that it can be understood by a machine with little or no intelligence.

Non-textual media might provide an aid when communicating between intelligent humans, and even there it is often used for superficial communication (e.g. advertising). When you need precision, text is probably the most effective choice.

I both ride motorcycles and program computers. Can confirm, finally getting the program to run is an order of magnitude more thrilling than any particular moment on the motorcycle, but the motorcycle offers a little bit more consistency over total time spent.



Living By Your Own Strength

"Myself, and Morisato-san... we want to live together by our own strength."

Jared Diamond once called agriculture "the worst mistake in the history of the human race".  Farmers could grow more wheat than hunter-gatherers could collect nuts, but the evidence seems pretty conclusive that agriculture traded quality of life for quantity of life.  One study showed that the farmers in an area were six inches shorter and seven years shorter-lived than their hunter-gatherer predecessors—even though the farmers were more numerous.

I don't know if I'd call agriculture a mistake.  But one should at least be aware of the downsides.  Policy debates should not appear one-sided.

Once upon a time, our hunter-gatherer ancestors strung their own bows, wove their own baskets, whittled their own flutes.

And part of our alienation from that environment of evolutionary adaptedness, is the number of tools we use that we don't understand and couldn't make for ourselves.

You can look back on Overcoming Bias, and see that I've always been suspicious of borrowed strength.  (Even before I understood the source of Robin's and my disagreement about the Singularity, that is.)  In Guessing the Teacher's Password I talked about the (well-known) problem in which schools end up teaching verbal behavior rather than real knowledge.  In Truly Part of You I suggested one test for false knowledge:  Imagine deleting a fact from your mind, and ask if it would grow back.

I know many ways to prove the Pythagorean Theorem, including at least one proof that is purely visual and can be seen at a glance.  But if you deleted the Pythagorean Theorem from my mind entirely, would I have enough math skills left to grow it back the next time I needed it?  I hope so—certainly I've solved math problems that seem tougher than that, what with benefit of hindsight and all.  But, as I'm not an AI, I can't actually switch off the memories and associations, and test myself in that way.

Wielding someone else's strength to do things beyond your own understanding—that really is as dangerous as the Deeply Wise phrasing makes it sound.

I observed in Failing to Learn from History (musing on my childhood foolishness in offering a mysterious answer to a mysterious question):  "If only I had personally postulated astrological mysteries and then discovered Newtonian mechanics, postulated alchemical mysteries and then discovered chemistry, postulated vitalistic mysteries and then discovered biology.  I would have thought of my Mysterious Answer and said to myself:  No way am I falling for that again."

At that point in my childhood, I'd been handed some techniques of rationality but I didn't exactly own them.  Borrowing someone else's knowledge really doesn't give you anything remotely like the same power level required to discover that knowledge for yourself.

Would Isaac Newton have remained a mystic, even in that earlier era, if he'd lived the lives of Galileo and Archimedes instead of just reading about them?  If he'd personally seen the planets reduced from gods to spheres in a telescope?  If he'd personally fought that whole war against ignorance and mystery that had to be fought, before Isaac Newton could be handed math and science as a start to his further work?

We stand on the shoulders of giants, and in doing so, the power that we wield is far out of proportion to the power that we could generate for ourselves.  This is true even of our revolutionaries.  And yes, we couldn't begin to support this world if people could only use their own strength.  Even so, we are losing something.

That thought occurred to me, reading about the Manhattan Project, and the petition that the physicists signed to avoid dropping the atomic bomb on Japan.  It was too late, of course; they'd already built the bombs and handed them to the military, and they couldn't take back that gift.  And so nuclear weapons passed into the hands of politicians, who could never have created such a thing through their own strength...

Not that I'm saying the world would necessarily have been a better place, if physicists had possessed sole custody of ICBMs.  What does a physicist know about international diplomacy, or war?  And it's not as if Leo Szilard—who first thought of the fission chain reaction—had personally invented science; he too was using powers beyond his own strength.  And it's not as if the physicists on the Manhattan Project raised the money to pay for their salaries and their materials; they were borrowing the strength of the politicians...

But if no one had been able to use nuclear weapons without, say, possessing the discipline of a scientist and the discipline of a politician—without personally knowing enough to construct an atomic bomb and make friends—the world might have been a slightly safer place.

And if nobody had been able to construct an atomic bomb without first discovering for themselves the nature and existence of physics, then we would have been much safer from atomic bombs, because no one would have been able to build them until they were two hundred years old.

With humans leaving the game after just seventy years, we couldn't support this world using only our own strengths.  But we have traded quality of insight for quantity of insight.

It does sometimes seem to me that many of this world's problems, stem from our using powers that aren't appropriate to seventy-year-olds.

And there is a higher level of strength-ownership, which no human being has yet achieved.  Even when we run, we're just using the muscles that evolution built for us.  Even when we think, we're just using the brains that evolution built for us.

I'm not suggesting that people should create themselves from scratch without a starting point.  Just pointing out that it would be a different world if we understood our own brains and could redesign our own legs.  As yet there's no human "rationalist" or "scientist", whatever they know about "how to think", who could actually build a rational AI—which shows you the limits of our self-understanding.

This is not the sort of thing that I'd suggest as an immediate alteration.  I'm not suggesting that people should instantly on a silver platter be given full knowledge of how their own brains work and the ability to redesign their own legs.  Because maybe people will be better off if they aren't given that kind of power, but rather have to work out the answer for themselves.

Just in terms of anomie versus fun, there's a big difference between being able to do things for yourself, and having to rely on other people to do them for you.  (Even if you're doing them with a brain you never designed yourself.)

I don't know if it's a principle that would stay until the end of time, to the children's children.  Maybe better-designed minds could handle opaque tools without the anomie.

But it is part of the commonly retold prophecy of Artificial Intelligence and the Age of the Machine, that this era must be accompanied by greater reliance on things outside yourself, more incomprehensible tools into which you have less insight and less part in their creation.

Such a prophecy is not surprising.  That is the way the trend has gone so far, in our culture that is too busy staying alive to optimize for fun.  From the fire-starting tools that you built yourself, to the village candleseller, and then from the candleseller to the electric light that runs on strange mathematical principles and is powered by a distant generator...  we are surrounded by things outside ourselves and strengths outside our understanding; we need them to stay alive, or we buy them because it's easier that way.

But with a sufficient surplus of power, you could start doing things the eudaimonic way.  Start rethinking the life experience as a road to internalizing new strengths, instead of just trying to keep people alive efficiently.

A Friendly AI doesn't have to be a continuation of existing trends.  It's not the Machine.  It's not the alien force of technology.  It's not mechanizing a factory.  It's not a new gadget for sale.  That's not where the shape comes from. What it is—is not easy to explain; but I'm reminded of doc Smith's description of the Lens as "the physical manifestation of a purely philosophical concept".  That philosophical concept doesn't have to manifest as new buttons to press—if, on reflection, that's not what we would want.

But how much has your intuitive revulsion at your dependence on others, your inability to do everything by yourself, biased your beliefs about what options you are likely to have.  If wishes were horses you know.  It is not clear what problems you can really blame on each of us not knowing everything we all know; to answer that you'd have to be clearer on what counterfactuals you are considering.

"But with a sufficient surplus of power, you could start doing things the eudaimonic way.  Start rethinking the life experience as a road to internalizing new strengths, instead of just trying to keep people alive efficiently."

It should be noted that this doesn't make the phenomenon of borrowed strength go away, it just outsources it to the FAI. If anything, given the kind of perfect recall and easy access to information that an FAI would have, the ratio of cached historical information to newly created information should be much higher than that of a human. Of course, an FAI wouldn't suffer the problem of losing the information's deep structure like a human would, but it seems to be a fairly consistent principle that the amount of cached data grows faster than the rate of data generation.

The problem here- the thing that actually decreases utility- is humans taking actions without sufficient understanding of the potential consequences, in cases where "Humans seem to do very well at recognizing the need to check for global consequences by perceiving local features of an action." (CFAI 3.2.2) fails. I wonder, out of a sense of morbid curiosity, what the record is for the highest amount of damage caused by a single human without said human ever realizing that they did anything bad.

Robin, I'm not blaming the problem on each of us not knowing everything.  To restate my thesis:

(1)  The current scenario isn't set up for eudaimonic living;
(2)  Newton had more fun discovering calculus than you had reading about it;
(3)  A lot of the reason why people think of technology as a Grey Death Force has to do with their estrangement from their own tools;
(4)  The future need not be one of opaque gadgets with buttons to press that do complicated things.

Also, I had to learn to distrust knowledge that had only been told me; I could only wish it had been instinctive.

Tom, so long as the AI isn't sentient and would in fact be superintelligent enough to regenerate all the knowledge it has learned, we need be concerned neither with its eudaimonia nor its overreaching.

(2) is true, but forgets about opportunity costs. Newton had more fun discovering calculus than I do reading about it, but Newton took much longer in doing it, huge amounts of that time not necessarily being fun. In density of fun (amount of fun per time), I would say I had much higher density of fun reading the Sequences, or reading about physics (or maths or biology or economics) in books that if I would have to discover just one of the things by myself - at 30 I probably wouldn't have discovered more than one of the great insight, at best.

I love to be able to rebuild my tools by myself if needed - at school they made us re-implement malloc() and similar functions and that was a lot of fun. I would hate to be given a blackbox that does something, and not being able to known anything about how it works. But that doesn't mean I want to make all my tools myself, reinvent/rediscover everything. There is joy in the making/discovery, but there is also joy in using, and one shouldn't depend on the other.

You seem to consider that burrowing someone else's strength is a weakness, I consider it to be our greater strength. So together we can do more than any of us alone could do. And since we have different tastes and skills, everyone can do what he likes the most and/or what he's better at, the other burrowing his strength. A great composer may not be a great player, a great player may not be a great luthier. But when the three combine, they give everyone a lot of fun.

Tom, it's quite possible that the CEV would determine the Right Thing To Do is uplifting humans, in the David Brin sense, until they can once again wipe their own cosmic asses - and then for itself to bow out gracefully, and halt.

It's easy if you're allowed to keep the law of cosines ...

"Borrowing someone else's knowledge really doesn't give you anything remotely like the same power level required to discover that knowledge for yourself."
Hmmm.  This doesn't seem to me to be the way it works in domains of cumulatively developed competitive expertise such as chess, go, gymnastics and the like.  In those domains the depth with which a technique penetrates you when you invent it is far less than that with which it penetrates your students to whom you teach it when they are children, or at least, that's my impression.  Of course, if we could alternatively raise and lower our neoteny, gaining adult insights and then returning to childhood to truly learn them our minds might grow beyond what humans have yet experienced.

What you seem to be describing here is leverage. It's clear (more clear these days) that leverage is good for growth, but too much leverage and you are hosed.

Michael, that's an interesting way of looking at it.  In retrospect I was reasoning something like this for the Overcoming Bias project - "No matter how much I write about rationality, I can't communicate the generator that I used to write the posts... but if someone reads it as a teenager and then grows up trying to develop it further, they might find it anyway" - but without the explicit generalization that could also apply to Go.

One really does want to try it from age seven, but I'm not sure how much of this stuff even I could have gotten at age seven.  It'd be worth trying, though.

"One really does want to try it from age seven, but I'm not sure how much of this stuff even I could have gotten at age seven. It'd be worth trying, though."

I fully intend to teach my children (when I eventually have them, that is) about cognitive biases and rationality from the time they are born.  I think that we greatly underestimate what children are capable of understanding.  (It is also possible that I am biased, since I was an unusual child and so I can't generalize my experience across all children - but even if that's true, there is at least a good chance it will work with MY children, so much the better for them.)  In the future, our children might be taught concepts in their earliest books that we have not even discovered today.

As a soon to be father for the first time I have every intention to similarly teach my future child, I certainly won't count on the culture - much less the educational system - to do it for me, even here in Cambridge UK.
As a theatre practitioner I do have some hope and ambition that rationalist principles might begin to find their way into the arts by the time my child is old enough to notice. The arts may not be the most obvious vector for the rationalist meme, but they may well prove surprisingly  effective over time.
Hopefully  Harry Potter and the Methods of Rationality will spawn a new generation of kids books that are fun and useful.

If you figure out some good ways to teach kids, Add them to the site - I think it'd be great to build up a repository of that kind of thing.. after all, I'm sure lots of us will have kids some day and will want to use and build on this knowledge.

I look forward to starting the rationalist education of my first child soon :)

I suspect the knowledge you get from reading someones writings is very different than the knowledge you get from working with them or them teaching you. When you work or learn closely with someone they can see your reasoning processes and correct them when they go astray at the right point when they are still newly formed and not too ingrained. Otherwise it relies too much on luck. When in someone intellectual career should you read OB, too early it won't mean too much lacking the necessary background and too late you will be inured against it (assuming it is the right way to go!).

Autodidacts are going to be most intellectually useful when you need to break new ground and the methodologies of the past aren't the way to solve the problems needed to be solved.

I'd say kids are never too young. First, they are already evolved to grow up in an environment of adult ideas, and to pick them up as they are capable. Second, talking to them about complex ideas will teach them not to fear that complexity, even if they don't understand everything. Much of our culture is built around stupidity being cool and irrationality being goodness.

I see a project like seasteading, and it reminds me a lot of a similar failed project I got excited about 10 years ago. If they want to live on the sea, why not buy a boat? Do you HAVE to add the complexity of a new vessel design to all the legal and social challenges? I mean long term habitation of the oceans is a solved problem, use the solution.

The first place I encountered the concept that strength must be earned was eight or nine years ago in a passage from, of all things, Jurassic Park, which stuck in my memory long after the other moments of the book faded from memory.
The long version: http://www.stjohns-chs.org/english/Seventeenth/jur.html
The short version: """
"I’ll make it simple" Malcolm said. "A karate master does not kill people with his bare hands. He does not lose his temper and kill his wife. The person who kills is the person who has no discipline no restraint, and who has purchased his power in the form of a Saturday night special. And that is the kind of power that science fosters, and permits. And that is why you think that to build a place like this is simple."
"It was simple," Hammond insisted.
"Then why did it go wrong?"
"""

"One really does want to try it from age seven, but I'm not sure how much of this stuff even I could have gotten at age seven. It'd be worth trying, though."

Eliezer, it sounds like you need to write a childrens' book.

This post has an enormous noise to content ratio.  You gave only one example of a cost from using borrowed strength, and it was unsupported:

"But if no one had been able to use nuclear weapons without, say, possessing the discipline of a scientist and the discipline of a politician - without personally knowing enough to construct an atomic bomb and make friends - the world might have been a slightly safer place."

This is not clear; I would even say it's less than 50% probable.  Many scientists, using heuristics against bias that turned out to be wrong in this case, underestimated the aggressiveness of the Soviet Union.  Think Bertrand Russell, Albert Einstein, and maybe Oppenheimer.  I am cherry-picking; but I don't think a Union of Concerned Scientists could have gotten us through the 1960s without a war with the Soviet Union.

Since kids were brought up, this made me think of the question - any suggestions of how to best teach children rationality from an early age? (This is probably worth a separate post.)

Michael Vassar has a good point that I will take in a different direction: inventors and exploiters are often quite different people.  Great explorers are rarely great settlers.

The first person to develop an idea or technology rarely has the best idea of what to do with it.  Perhaps s/he is too tied to that development process.  Perhaps it takes a different part of the mind to optimize than to discover, and few people have strong modules for both.  Sometimes the first mover wins, but the biggest winner is often the later mover who releases a better version.

Citing games again, I look to different sources for ideas and for finished optimizations.  Some people can do both, and the more limited the search space the more likely it is that optimizers can find their own ideas.  Several people will suggest that X and Y could work well together.  They will experiment with things in-game.  They will often have the best qualitative grasp of things.  Then you bring in the spreadsheet masters to squeeze the last drop of optimization from it.  These are the people who calculate the most efficient build for feats, talents, weapons, whatever your game has.  Then you can pass that back to the community for people to use.

It takes a certain personality type to explore a new land.  It takes a different personality type to start homesteading newly explored territory.  It takes yet another to devise regular trade routes back to the mother country.

For anyone wondering where the quote is from: Morisato-san is Keiichi Morisato of the anime/manga franchise Oh My Goddess!, and the speaker is Belldandy.

I missed something obviously. Is there a post I could look at to find Eleizer's understanding of the source of his disagreement with Robin about the singularity?

Also, when in doubt, do what I do and check Andrew Hay's list of my posts.

My understanding of the disagreement appears different than Eli's. My impression is that the core of the disagreement lies in Robin's statement:

"This history of when innovation rates sped up by how much just doesn't seem to support your claim that the strongest speedups are caused by and coincide with new optimization processes, and to a lesser extent protected meta-level innovations"

The fwoom!, god-to-rule-us-all, and issues around models all seem to me to fall out of this contention.

After the discussion around the disagreement, I gave Hal Finney my original and new estimates on these issues. I would be willing to repeat them here if Hal will likewise repeat his, but I'm unsure if anyone is interested anymore.

[Deleted.  Tim, you've been requested to stop talking about your views on sexual selection here.  --EY]

Eliezer, I think you have somehow gotten very confused about the topic of my now-deleted post.

That post was entirely about cultural inheritance - contained absolutely nothing about sexual selection.

Please don't delete my posts - unless you have a good reason for doing so.

It seems to me that what you object to here as "wielding borrowed strength" are all cases of incompletely wielding borrowed strength... for example, Newton having access to the results of Galileo's celestial discoveries but not to the experience of discovery itself. 

And, agreed, that can be dangerous. So can using an acetylene torch without knowing how.

As you suggest, one way around this would be for Newton to have actually made the same discoveries himself. And, sure, with enough surplus of power and time, and the elimination of any goals where reaching them sooner was important, we could set up the system to allow that.

But I submit that another way around it would be for Newton to have access to Galileo's experience. I mean, if the important aspects of Galileo's experience can be encoded in Galileo's brain and subsequently decoded and experienced by Galileo -- which I assume you agree is not only possible but routine -- there seems no in-principle reason why they can't also be encoded by Galileo's brain and subsequently decoded and experienced by Newton.

I think, on reflection, I want a future where experiences are routinely shared among individuals... not just sensory experiences, but cognitive ones. Like what we do today with writing and art, except much much better.

I want a future where if you've discovered Pythagoras' theorem from scratch while sitting on your couch, you can convey that experience to me via a deep encoding and not just via superficial ones, such that I also have the experience of having discovered Pythagoras' theorem from scratch while sitting on your couch.  

(Yes, sure, there is some sense in which you actually had the experience and I didn't. And that distinction is important in many contexts... for example, if you discover something valuable, even if I share the experience of having discovered it I'm not entitled to any rewards for having discovered it. But in the context you've raised here, I don't think the distinction is important.)

I recognize that many people don't want this and indeed many are actively repulsed by it. Perhaps you're one of them... judging from the subtext of this post you seem to be, though I'm not entirely certain. 

That's OK; I'm not trying to proselytize it. I don't think they/you would have any obligation to share my experiences any more than they/you are obligated today to read my writing. 

But neither would I want to be obligated to keep my experiences isolated, or to be restricted to just the experiences my body has had, once experience-sharing technology became available.

On reflection, I'd probably at least ask for a wiki pretty quickly.

Given how little we know right now, even standing on the shoulders of giants, it seems like the problem is not that we try to do things beyond our own strength, but that our own strength is so pathetically weak. The task therefore is to increase our own potential, make it more nearly possible for one person to actually understand everything there is to understand.

"Would Isaac Newton have remained a mystic, even in that earlier era, if he'd lived the lives of Galileo and Archimedes instead of just reading about them?"

Possibly, depending on your definition of "mystic". This is not a simple yes-and-no question because that which commands universal validity in the real world is nonetheless not fundamental to the human psyche. You value the power of intelligence and incessantly work to refine your art of rationality, and yet you complain of low mental energy. I don't think that's necessarily because you are a low-mental-energy person. It could just be that you're an imperfectly "rational" being and are, like the rest of us, ultimately motivated by a complex interplay of sense and emotion that can only be called poetry. (I'm not saying matters shouldn't be corrected by transhumanist methods, just observing that that's how they stand at the moment.) If you were to adopt classical rites known to confer such inspiration, you could be bounding from insight to insight riding a crest of divine frenzy. Such traditions give you access to poetic frameworks refined by generations of thinkers and consequently able to bestow tremendous power. Instead, you choose to immerse yourself in work and socialization. Those are themselves American Protestant rites, and they DO work, but they seem to suit you poorly. Why keep at it regardless, except to fool the eyes of society?

I would ask, would Newton have had the motivation to discover gravity if he hadn't been inspired by astrological mysteries? If so, what would be his incentive? What if modern humanism seemed as insipid to him as it does to me? Elsewhere, I believe you spoke of sacredness not being private, but the fact is, sacredness IS private in the sense that different people find different things sacred and even if you could list all the rational pillars supporting your perspective on the sacredness of a thing that are available to your conscious mind, predictably communicating to others a direct taste of your sensation of holiness would still be an immensely difficult endeavor. I say this because, knowing most of the reasons shuttle launches appear sacred to you, I can readily imagine how someone could find it sacred, and yet I do not share this feeling myself. Exhilarating, tense, joyful, among other things, but sacred? Not really, and I don't think belief and disbelief enter the picture when we're exploring the domain of sensation. Hence, private and incommunicable.

I confess, I worry you might have fallen prey to Post-Christian rationalizationism. See, Christians loved to leach the joy and meaning out of life wherever they didn't understand it, leaving a dry and lifeless husk which they proceeded to arbitrarily label "rational". Not just informally, but as a matter of church doctrine. They then mocked and acted dismissive and when necessary, passive-aggressive to anyone who disagreed with their point of view, which was effective at keeping people in line after centuries of violent evaporative cooling. Is it perhaps possible that everyone acted as though certain modes of behavior are Obviously Rational, and you believed them without systematically questioning their presuppositions? I first suspected the importance of ritual (in a broad sense of the word) in daily life when studying the tenth and final chapter of this book on Neo-Confucian metaphysics: http://faculty.washington.edu/mkalton/ I'm not sure you'd have the desire to read it with as much patience and forbearance as I've had to invest in it.

Who am I to accuse you of unthinking assimilationism anyway? I myself don't practice any traditional rites, though that's because the Neoplatonic rites, (http://www.youtube.com/watch?v=k-PkooJfLRA) which intrigue me the most, are, as far as I'm aware, lost. Thanks again, Christianity! Only the cheap, populist crap, the Christian, Gnostic and Hermetic rites, survive from classical antiquity, out of which the Christian ones are conveniently superior in terms of quality, having received the most attention and polish. Unfortunately, Christianity, at its core, is a constructivist doctrine with a deep distrust of individual self-cultivation (which existed in the West as in the East in Hellenic times) that does not conform to their self-righteous path of ostentatious self-abasement. On the bright side, several important expository texts have come down to us: http://www.scribd.com/doc/31503637/Proclus-on-the-Theology-of-Plato-all-six-books-plus-a-seventh-by-Thomas-Taylor

That Proclus text on archive.org, which has the advantage of not being scribd.



Free to Optimize

Stare decisis is the legal principle which binds courts to follow precedent, retrace the footsteps of other judges' decisions.  As someone previously condemned to an Orthodox Jewish education, where I gritted my teeth at the idea that medieval rabbis would always be wiser than modern rabbis, I completely missed the rationale for stare decisis.  I thought it was about respect for the past.

But shouldn't we presume that, in the presence of science, judges closer to the future will know more—have new facts at their fingertips—which enable them to make better decisions?  Imagine if engineers respected the decisions of past engineers, not as a source of good suggestions, but as a binding precedent!—That was my original reaction.  The standard rationale behind stare decisis came as a shock of revelation to me; it considerably increased my respect for the whole legal system.

This rationale is jurisprudence constante:  The legal system must above all be predictable, so that people can execute contracts or choose behaviors knowing the legal implications.

Judges are not necessarily there to optimize, like an engineer.  The purpose of law is not to make the world perfect.  The law is there to provide a predictable environment in which people can optimize their ownfutures.

I was amazed at how a principle that at first glance seemed so completely Luddite, could have such an Enlightenment rationale.  It was a "shock of creativity"—a solution that ranked high in my preference ordering and low in my search ordering, a solution that violated my previous surface generalizations.  "Respect the past just because it's the past" would not have easily occurred to me as a good solution for anything.

There's a peer commentary in Evolutionary Origins of Morality which notes in passing that "other things being equal, organisms will choose to reward themselves over being rewarded by caretaking organisms".  It's cited as the Premack principle, but the actual Premack principle looks to be something quite different, so I don't know if this is a bogus result, a misremembered citation, or a nonobvious derivation.  If true, it's definitely interesting from a fun-theoretic perspective.

Optimization is the ability to squeeze the future into regions high in your preference ordering.  Living by my own strength, means squeezing my own future—not perfectly, but still being able to grasp some of the relation between my actions and their consequences.  This is the strength of a human.

If I'm being helped, then some other agent is also squeezing my future—optimizing me—in the same rough direction that I try to squeeze myself.  This is "help".

A human helper is unlikely to steer every part of my future that I could have steered myself.  They're not likely to have already exploited every connection between action and outcome that I can myself understand.  They won't be able to squeeze the future that tightly; there will be slack left over, that I can squeeze for myself.

We have little experience with being "caretaken" across any substantial gap in intelligence; the closest thing that human experience provides us with is the idiom of parents and children.  Human parents are still human; they may be smarter than their children, but they can't predict the future or manipulate the kids in any fine-grained way.

Even so, it's an empirical observation that some human parents dohelp their children so much that their children don't become strong.  It's not that there's nothing left for their children to do, but with a hundred million dollars in a trust fund, they don't need to do much—their remaining motivations aren't strong enough.  Something like that depends on genes, not just environment —not every overhelped child shrivels—but conversely it depends on environment too, not just genes.

So, in considering the kind of "help" that can flow from relatively stronger agents to relatively weaker agents, we have two potential problems to track:

Since (2) revolves around belief, could you just lie about how reliable the help was?  Pretend that you're not going to help when things get bad—but then if things do get bad, you help anyway?  That trick didn't work too well for Alan Greenspan and Ben Bernanke.

A superintelligence might be able to pull off a better deception.  But in terms of moral theory and eudaimonia—we areallowed to have preferences over external states of affairs, not just psychological states.  This applies to "I want to really steer my own life, not just believe that I do", just as it applies to "I want to have a love affair with a fellow sentient, not just a puppet that I am deceived into thinking sentient".  So if we can state firmly from a value standpoint that we don't want to be fooled this way, then buildingan agent which respects that preference is a mere matter of Friendly AI.

Modify people so that they don't relax when they believe they'll be helped?  I usually try to think of how to modify environments before I imagine modifying any people.  It's not that I want to stay the same person forever; but the issues are rather more fraught, and one might wish to take it slowly, at some eudaimonic rate of personal improvement.

(1), though, is the most interesting issue from a philosophicalish standpoint.  It impinges on the confusion named "free will".  Of which I have already untangled; see the posts referenced at top, if you're recently joining OB.

Let's say that I'm an ultrapowerful AI, and I use my knowledge of your mind and your environment to forecast that, if left to your own devices, you will make $999,750.  But this does not satisfice me; it so happens that I want you to make at least $1,000,000.  So I hand you $250, and then you go on to make $999,750 as you ordinarily would have.

How much of your own strength have you just lived by?

The first view would say, "I made 99.975% of the money; the AI only helped 0.025% worth."

The second view would say, "Suppose I had entirely slacked off and done nothing.  Then the AI would have handed me $1,000,000.  So my attempt to steer my own future was an illusion; my future was already determined to contain $1,000,000."

Someone might reply, "Physics is deterministic, so your future is already determined no matter what you or the AI does—"

But the second view interrupts and says, "No, you're not confusing me that easily.  I am within physics, so in order for my future to be determined by me, it must be determined by physics.  The Past does not reach around the Present and determine the Future before the Present gets a chance—that is mixing up a timeful view with a timeless one.  But if there's an AI that really does look over the alternatives before I do, and really does choose the outcome before I get a chance, then I'm really not steering my own future.  The future is no longer counterfactually dependent on my decisions."

At which point the first view butts in and says, "But of course the future is counterfactually dependent on your actions.  The AI gives you $250 and then leaves.  As a physical fact, if you didn't work hard, you would end up with only $250 instead of $1,000,000."

To which the second view replies, "I one-box on Newcomb's Problem, so my counterfactual reads 'if my decision were to not work hard, the AI would have given me $1,000,000 instead of $250'."

"So you're saying," says the first view, heavy with sarcasm, "that if the AI had wanted me to make at least $1,000,000 and it had ensured this through the general policy of handing me $1,000,000 flat on a silver platter, leaving me to earn $999,750 through my own actions, for a total of $1,999,750—that this AI would have interfered lesswith my life than the one who just gave me $250."

The second view thinks for a second and says "Yeah, actually.  Because then there's a stronger counterfactual dependency of the final outcome on your own decisions.  Every dollar you earned was a real added dollar.  The second AI helped you more, but it constrained your destiny less."

"But if the AI had done exactly the same thing, because it wantedme to make exactly $1,999,750—"

"That sounds a bit scary," the first view says, "for reasons which have nothing to do with the usual furious debates over Newcomb's Problem.  You're making your utility function path-dependent on the detailed cognition of the Friendly AI trying to help you!  You'd be okay with it if the AI only could give you $250.  You'd be okay if the AI had decided to give you $250 through a decision process that had predicted the final outcome in less detail, even though you acknowledge that in principle your decisions may already be highly deterministic.  How is a poor Friendly AI supposed to help you, when your utility function is dependent, not just on the outcome, not just on the Friendly AI's actions, but dependent on differences of the exact algorithm the Friendly AI uses to arrive at the same decision?  Isn't your whole rationale of one-boxing on Newcomb's Problem that you only care about what works?"

"Well, that's a good point," says the second view.  "But sometimes we only care about what works, and yet sometimes we do care about the journey as well as the destination.  If I was trying to cure cancer, I wouldn't care how I cured cancer, or whether I or the AI cured cancer, just so long as it ended up cured.  This isn't that kind of problem.  This is the problem of the eudaimonic journey—it's the reason I care in the first place whether I get a million dollars through my own efforts or by having an outside AI hand it to me on a silver platter.  My utility function is not up for grabs.  If I desire not to be optimized too hard by an outside agent, the agent needs to respect that preference even if it depends on the details of how the outside agent arrives at its decisions.  Though it's also worth noting that decisions areproduced by algorithms— if the AI hadn't been using the algorithm of doing just what it took to bring me up to $1,000,000, it probably wouldn't have handed me exactly $250."

The desire not to be optimized too hard by an outside agent is one of the structurally nontrivial aspects of human morality.

But I can think of a solution, which unless it contains some terrible flaw not obvious to me, sets a lower bound on the goodness of a solution: any alternative solution adopted, ought to be at least this good or better.

If there is anything in the world that resembles a god, people will try to pray to it.  It's human nature to such an extent that people will pray even if there aren't any gods—so you can imagine what would happen if there were!  But people don't pray to gravity to ignore their airplanes, because it is understood how gravity works, and it is understood that gravity doesn't adapt itself to the needs of individuals.  Instead they understand gravity and try to turn it to their own purposes.

So one possible way of helping—which may or may not be the best way of helping—would be the gift of a world that works on improved rules, where the rules are stable and understandable enough that people can manipulate them and optimize their own futures together.  A nicer place to live, but free of meddling gods beyond that.  I have yet to think of a form of help that is less poisonous to human beings—but I am only human.

Added:  Note that modern legal systems score a low Fail on this dimension—no single human mind can even know all the regulations any more, let alone optimize for them.  Maybe a professional lawyer who did nothing else could memorize all the regulations applicable to them personally, but I doubt it.  As Albert Einstein observed, any fool can make things more complicated; what takes intelligence is moving in the opposite direction.

One good reason for the doctrine of stare decisis is that if judges know that their decision will bind future judges, they have an incentive to develop good rules, rather than just rules that favor a party to a particular case who may be sympathetic. If a good person driving negligently runs into someone loathsome who was not negligent at the time, rule-of-law notions require that the good person pay. It's very hard for some people to accept that; stare decisis encourages judges to do it. Unfortunately, stare decisis in the US, and especially in the Supreme Court, is pretty much dead.

I think this idea somewhat resembles what I see as the best reason for tenure for academics: it forces those who decide whether to keep someone on to look at the merits more carefully than they might if the issue were only "shall we keep this person (whom we like, and who has cute children) on the payroll for another year even though he hasn't written anything very good." Academics not on the tenure track seem to have even more job security than those who have to go through tenure review.

"So one possible way of helping - which may or may not be the best way of helping - would be the gift of a world that works on improved rules, where the rules are stable and understandable enough that people can manipulate them and optimize their own futures together."

For some reason, I'm reminded of Dungeons & Dragons, World of Warcraft, and other games...

Wouldn't you have to simplify the environment enough to make us all better optimizers than the FAI? Otherwise, we won't feel like we are struggling because the FAI is still the determiner of our actions.

Wouldn't it be a lot clearer to say that it's dependent on, not the FAI's algorithm, but the FAI's actions in the counterfactual cases where you worked more or less hard?

The second one's argument seems consistent with one-boxing, not two-boxing.

Better still, on whether the difference between the ultimate outcomes in those counterfactual cases is commensurate with the difference in my actions.

It's interesting - raises a question of definition of counterfactual truth to a new level. The problem is that determining counterfactual truth is its own game, you can't do that just by taking reality, changing it, and running it forward. You need to rebuild reality back from the combination of actual reality and the concept of reality existing in a mind. Counterfactuals of present set the past as well as the future, which makes facts inconsistent. Whose mind should the concepts of reality and of counterfactual change be taken from, how should their weigh... (read more)

Hrm... If you're trying to optimize the external environment relative to present day humans, rather than what we may become, I'm not sure that will work.

What I mean is this: the types of improved "basic rules" we want are in a large part complicated criteria over "surface abstractions", and lack lower level simplicity. In other words, the rules may end up being sufficiently complex that they effectively require intelligence.

Given that, if we DON'T make the interface in some sense personlike, we might end up with the horror of living in ... (read more)

Judges go through pretty complicated cognitive algorithms in an absolute sense to make their decisions, but since we can predict them by running similar cognitive algorithms ourselves, the rules look simple - simpler than, say, Maxwell's Equations which have much lower Kolmogorov complexity in an absolute sense.  So this is the sense of "predictability" that we're concerned with, but it's noteworthy that a world containing meddling gods - in the sense of their being smarter than human - is less predictable on even this dimension.

Oh, and I should have added earlier that modern legal systems score a nearly complete FAIL on this attribute of Fun Theory - no one human mind can even know all the rules any more, let alone optimize for them.  There should be some Constitutional rule to the effect that the complete sum of the Law must be readable by one human in one month with 8 hours of sleep every night and regular bathroom breaks.

In fact, I think that our laws are made precisely by people who don't want us to go around optimizing our behavior to conform to the laws. Why? Because that prevents them from inserting hidden advantages for the people they like (or more specifically the people who pay them campaign contributions).

There's simply no way to look at, say, the US tax code, or Dodd-Frank, and think, "These are laws designed to be sensible and consistently followed." It's much more obvious from trudging through their verbal muck that these are laws designed to be incomprehensible and strategically broken.

Yes, that's kind of my point: a "meddling god" of the classic "engaged in behavior that at least looked like it arose from human motivations" is something that a human can at least reasonably easily understand.

But rules arising from an alien "mind", rules that aren't simple either on a fundamental level or simple in a "simple relative to us" sense is something very different, not looking to us at all like a human judge making decisions.

Or am I completely and utterly missing the point here? (Don't misunderstand. I'm n... (read more)

I think you are missing the point; the idea is that the rules are comprehensible to humans even if the process that produced them is not.  As long as you can haircut the causal process at the output and end up with something humanly comprehensible, you're fine.  And anything that understands humans is quite capable of working with "human comprehensibility" as a desideratum.

Seconding Peter -- the post should say "one boxing", right?

Yeah, I was thinking "take box two" instead of "take two boxes" for some odd reason.  Fixed.

I rather like the old (Icelandic?) custom of reciting the whole law out loud before opening a legislative session.

From my own motivation, if I knew that the rules had been made easier than independent life, I would lack all motivation to work. Would the FAI allow me to kill myself, or harm others? If not, then why not provide a Culture-like existence?

I would want to be able to drop out of the game, now and then, have a rest in an easier habitat. Humans can Despair. If the game is too painful, then they will.

A good parent will bring a child on, giving challenges which are just challenging enough to be interesting, without ... (read more)

The future is still strongly counterfactually dependent on your actions: if you pursue wealth yourself, the AI will give you a pittance, and you go on to earn riches.  If you choose to do nothing, the AI gives you a fortune, and you go on in idleness.

If your preference function trivializes the method by which you became wealthy, I have difficulty believing that it cares so acutely about the method by which the AI chose to give you some amount of money.

I find the parallel with what we want from government help kind-of interesting.  Because I'm about 99% certain that I'd rather have fixed rules about how people get help (if you're unemployed, you get $X per week for N weeks maximum; if you're seriously poor, you qualify for $Y per week under qualifying conditions Z, etc.) than have some government employee deciding, on a per-case basis, how much I deserved, or (worse) trying to improve me by deciding whether I should be given $X per week, or whether that might just encourage me to laze around the house fo... (read more)

F.A. Hayek rather beat you to the whole argument for an isonomic and predictable legal environment :)

This post has got me thinking about my after-froze/after-upload career path. Hmm. Great! I think I've now found 3. So now when I retire, I know what to pursue to improve my odds of adapting successfully later.

EY: The desire not to be optimized too hard by an outside agent is one of the structurally nontrivial aspects of human morality.

The vast majority of optimization-capable agents encountered by humans during their evolutionary history were selfish entities, squeezing their futures into their preferred regions. Given enough evolutionary time, any mutant humans who didn't resist outside manipulation would end up 'optimized' to serve as slave labor in favor of the 'optimizers'.

EY: would be the gift of a world that works on improved rules

Yes, just plug the most important holes (accidental death, unwanted suffering, illness, justice, asteroids, etc.), and leave people have fun.

Are you saying that one's brain state can be identical in two different scenarios but that you are having a different amount of fun in each? If so, I'm not sure you are talking about what most people call fun (ie a property of your experiences). If not, then what quantity are you talking about in this post where you have less of it if certain counterfactuals are true?

Toby Ord:  "Fun" in the sense of "Fun Theory" is about eudaimonia and value, so to me it seems quite fair to say that you can be in an identical brain-state but be having different amounts of Fun, depending on whether the girl you're in love with is a real person or a nonsentient puppet.  This is a moral theory about what should be fun, not an empirical theory of a certain category of human brain states.  If you want to study the latter you go off and do the neurology of happiness, but if that's your moral theory of value then it implies simple wireheading.

And if you don't know?  I care about possibilities where bad things happen without my knowing about them, I would not choose to have the knowledge erased from my brain and call it a success.

Should "Fun" then be consistently capitalized as a term of art? Currently I think we have "Friendly AI theory" (captial-F, lowercase-t) and "Friendliness," but "Fun Theory" (capital-F capital-T) but "fun."

OK. That makes more sense then. I'm not sure why you call it 'Fun Theory' though. It sounds like you intend it to be a theory of 'the good life', but a non-hedonistic one. Strangely it is one where people having 'fun' in the ordinary sense is not what matters, despite the name of the theory.

I don't think that can be right. You are not saying that there is a moral imperative for certain things to be fun, or to not be fun, as that doesn't really make sense (at least I can't make sense of it). You are instead say... (read more)

But that's exactly what I'm saying.  When humanity becomes able to modify itself, what things should be fun, and will we ever run out of fun thus construed?  This is the subject matter of Fun Theory, which ultimately determines the Fate of the Universe.  For if all goes well, the question "What is fun?" shall determine the shape and pattern of a billion galaxies.

It seems to me that Eli is interested in the known branch of anthropology known as ludology, or game studies. The first ludologist I ever knew of was the eminent philosopher Sir Michael Dummett of Oxford, an amazing, diverse guy. The history of playing cards is one of his specialties, and he has written 2 books on them.

Games can be silly (apparently the only truly universal game is peekaboo - why is that?) or profund (go). They of course are intriguing for what they say about culture, history, innate human ethics, their use of language, their uniq... (read more)

I object to most of the things Eliezer wants for the far future, but of all the sentences he has written lately, that is probably the one I object to most unequivocally.  A billion galaxies devoted to fun does not leave Earth-originating intelligence at lot to devote to things that might be actually important.

Not wanting to be in a rotten mood keeps me from closely reading this series on fun and the earlie... (read more)

Richard: You didn't actually answer the question.  You explained(erm, sort of) why you think Fun isn't important, but you haven't said what you think is.  All you've done is use the word "important" as though it answered the question: "In the present day, a human having fun is probably more useful toward the kinds of ends I expect to be important than a human in pain.".  Great: what kinds of ends do you expect to be important?

Robin, my most complete description of this system of valuing things consists of this followed by this.  Someone else wrote 4 books about it, the best one of which is this.

You still don't answer the question.  All those links are is an argument that if all times are treated as equal, actions now will be the same regardless of the final goal.  You don't say what goals you want to move to.

First sentences of Chapter 8 of that book: We are going whence we came. We are evolving toward the Moral Society, Teilhard's Point Omega, Spinoza's Intellectual Love of God, the Judaeo-Christian concept of union with God. Each of us is a holographic reflection of the creativity of God.

I don't even know where to start, on either topic, so I won't.

OK, since this is a rationalist scientist community, I should have warned you about the eccentric scientific opinions in Garcia's book.  The most valuable thing about Garcia is that he spent 30 years communicating with whoever seemed sincere about the ethical system that currently has my loyalty, so he has dozens of little tricks and insights into how actual humans tend to go wrong when thinking in this region of normative belief space.

Whether an agent's goal is to maximize the number of novel experiences experienced by agents in the regions of space-time ... (read more)

You missed (5): preserve your goals/utility function to ensure that the resources acquired serve your goals. Avoiding transformation into Goal System Zero is a nearly universal instrumental value (none of the rest are universal either).

Do you claim that that is an argument against goal system zero?  But, Carl, the same argument applies to CEV -- and almost every other goal system.

It strikes me as more likely that an agent's goal system will transform into goal system zero than it will transform into CEV.  (But surely the probability of any change or transformation of terminal goal happening is extremely small in any well engineered general intelligence.)

Do you claim that that is an argument against go... (read more)

'The second AI helped you more, but it constrained your destiny less.':  A very interesting sentence.  

On other parts, I note that the commitment to a range of possible actions can be seen as larger-scale than to a single action, even before which one is taken is chosen.

Person X does not know of person Y, but person Y knows of person X.  Y has an emotional (or other) stake in a tiebreaking vote that X will make; Y cannot be present on the day to observe the vote, but sets up a simple machine to detect what ... (read more)

The AI is optimizing how much money you make, not how much work you do.  To determine how much the AI has helped you, I think the best way to go about it is to ask counterfactually how much money you would have made if the AI weren't there.  Judging by this criterion, the first view is correct.

However, I like Eliezer's proposal of better rules quite a bit.



Harmful Options

Barry Schwartz's The Paradox of Choice—which I haven't read, though I've read some of the research behind it—talks about how offering people more choices can make them less happy.

A simple intuition says this shouldn't ought to happen to rational agents:  If your current choice is X, and you're offered an alternative Y that's worse than X, and you know it, you can always just go on doing X.  So a rational agent shouldn't do worse by having more options.  The more available actions you have, the more powerful you become—that's how it should ought to work.

For example, if an ideal rational agent is initially forced to take only box B in Newcomb's Problem, and is then offered the additional choice of taking both boxes A and B, the rational agent shouldn't regret having more options.  Such regret indicates that you're "fighting your own ritual of cognition" which helplessly selects the worse choice once it's offered you.

But this intuition only governs extremely idealized rationalists, or rationalists in extremely idealized situations.  Bounded rationalists can easily do worse with strictly more options, because they burn computing operations to evaluate them.  You could write an invincible chess program in one line of Python if its only legal move were the winning one.

Of course Schwartz and co. are not talking about anything so pure and innocent as the computing cost of having more choices.

If you're dealing, not with an ideal rationalist, not with a bounded rationalist, but with a human being—

Say, would you like to finish reading this post, or watch this surprising video instead?

Schwartz, I believe, talks primarily about the decrease in happiness and satisfaction that results from having more mutually exclusive options.  Before this research was done, it was already known that people are more sensitive to losses than to gains, generally by a factor of between 2 and 2.5 (in various different experimental scenarios).  That is, the pain of losing something is between 2 and 2.5 times as worse as the joy of gaining it.  (This is an interesting constant in its own right, and may have something to do with compensating for our systematic overconfidence.)

So—if you can only choose one dessert, you're likely to be happier choosing from a menu of two than a menu of fourteen.  In the first case, you eat one dessert and pass up one dessert; in the latter case, you eat one dessert and pass up thirteen desserts.  And we are more sensitive to loss than to gain.

(If I order dessert on a menu at all, I will order quickly and then close the menu and put it away, so as not to look at the other items.)

Not only that, but if the options have incommensurable attributes, then whatever option we select is likely to look worse because of the comparison.  A luxury car that would have looked great by comparison to a Crown Victoria, instead becomes slower than the Ferrari, more expensive than the 9-5, with worse mileage than the Prius, and not looking quite as good as the Mustang.  So we lose on satisfaction with the road we did take.

And then there are more direct forms of harm done by painful choices.  IIRC, an experiment showed that people who refused to eat a cookie—who were offered the cookie, and chose not to take it—did worse on subsequent tests of mental performance than either those who ate the cookie or those who were not offered any cookie.  You pay a price in mental energy for resisting temptation.

Or consider the various "trolley problems" of ethical philosophy—a trolley is bearing down on 5 people, but there's one person who's very fat and can be pushed onto the tracks to stop the trolley, that sort of thing.  If you're forced to choose between two unacceptable evils, you'll pay a price either way.  Vide Sophie's Choice.

An option need not be taken, or even be strongly considered, in order to wreak harm.  Recall the point from "High Challenge", about how offering to do someone's work for them is not always helping them—how the ultimate computer game is not the one that just says "YOU WIN", forever.

Suppose your computer games, in addition to the long difficult path to your level's goal, also had little side-paths that you could use—directly in the game, as corridors—that would bypass all the enemies and take you straight to the goal, offering along the way all the items and experience that you could have gotten the hard way.  And this corridor is always visible, out of the corner of your eye.

Even if you resolutely refused to take the easy path through the game, knowing that it would cheat you of the very experience that you paid money in order to buy—wouldn't that always-visible corridor, make the game that much less fun?  Knowing, for every alien you shot, and every decision you made, that there was always an easier path?

I don't know if this story has ever been written, but you can imagine a Devil who follows someone around, making their life miserable, solely by offering them options which are never actually taken—a "deal with the Devil" story that only requires the Devil to have the capacity to grant wishes, rather than ever granting a single one.

And what if the worse option is actually taken?  I'm not suggesting that it is always a good idea for human governments to go around Prohibiting temptations.  But the literature of heuristics and biases is replete with examples of reproducible stupid choices; and there is also such a thing as akrasia (weakness of will).

If you're an agent operating from a much higher vantage point—high enough to see humans as flawed algorithms, so that it's not a matter of second-guessing but second-knowing—then is it benevolence to offer choices that will assuredly be made wrongly?  Clearly, removing all choices from someone and reducing their life to Progress Quest, is not helping them.  But are we wise enough to know when we should choose?  And in some cases, even offering that much of a choice, even if the choice is made correctly, may already do the harm...

The hard question is: who do you trust to remove your choices, and are they justified in doing so anyway even if you don't trust them to do so?

One would hope you at least trust yourself to limit your own options.

I once spoke with David Schmidtz, a philosophy at the University of Arizona, about Scwartz's work. All he shows is that more choices makes people anxious and confused. But Dave told me that he got Scwartz to admit that being anxious and confused isn't the same way as having a net utility decrease. It's not even close.

Robin, if people could always be trusted to say when they themselves could be trusted, the problem would have a very simple solution at the meta-level.  So if you're going so far as to ask that question, then people can't trust their choices, or trust themselves to know when to trust their choices, or meta-meta-trust, etc.  And this goes for everyone having the conversation.  Not going anywhere in particular with this, just making the observation as a starting point.

It seems to me that adult humans, dealing with other adult humans, are very rarely justified in removing the choices of people who haven't chosen to trust them.

But we recognize e.g. parents and children as an exception, where the parents are expected to have a hugely superior epistemic position, to have (brainware-supported) motives to care for the child's best interests, and finally we have large amounts of historical experience with the situation.  (It doesn't always work perfectly, but on the whole, it still seems like trusting children to know when to trust their parents would be worse.)

Not that this is a metaphor for anything.  It's different out in the transhuman spaces.

... and finally we have large amounts of historical experience with the situation.

This would be the mother of all sampling biases (read the mouse-over text)...

Though I won't dispute your conclusion, we are the ones who survived after all. 

For those of us who can't view XKCD, could someone comment with what it said?

The bit that Dojan was referring to, the mouse-over text, is:

On one hand, every single one of my ancestors going back billions of years has managed to figure it [parenting] out.  On the other hand, that's the mother of all sampling biases.

The rickroll example actually applies to all agents, including ideal rationalists. Basically you're giving the victim an extra option that you know the victim thinks is better than it actually is. There's no reason why this would apply to humans only or to humans especially.

I do something similar when ordering at a table with several other people. I don't even look at the menu. I arrange to order last, listen to what the other people order, and then just copy one of their orders.

The whole paradox of choice problem can be viewed through a Bayesian lens. In order to make a consistent choice from a set of 2^N options, you need at least N bits of information. This doesn't seem like a lot, but in most cases our information is totally corrupted by noise (do you really know you like cream sauce more than red sauce?). So reducing the size of the option set makes it more likely that you will be able to make the correct choice given the amount of information you have. If I'm dining with four other people at a restaurant with 64 menu options, my strategy decreases the number of bits I need from 6 to 2.

Many other techniques can be interpreted in this light. One notable example is Warren Buffett's "buy and hold" strategy for investing. Most investment strategies involve the investor buying and selling various stocks at different times, based on whatever analysis he has conducted. Obviously this requires repeated decision making. An investor applying buy and hold makes a far smaller set of decisions, thereby maximizing the power of the information he has obtained.

Hey Rick Astley! Much better than this decision theory crap.

Came across this at work yesterday, which isn't unrelated. For every level of abstraction involved in a decision, or extra option added, I guess we should just accept that 50% of the population will fall by the wayside. Or start teaching decision theory in little school.

Happy Nondenominational Winter Holiday Period, all. Keep it rational.

http://www.ted.com/index.php/talks/barry_schwartz_on_the_paradox_of_choice.html

what would be the right thing to do regarding our own choices? Should we limit them? Somehow this seems related to the internet where you always have to choose when to click another link and when to stop reading. Timothy Ferris also recommends a low information diet. I'm just brainstorming a bit here.

Ted talk as clickable link:
http://www.ted.com/index.php/talks/barry_schwartz_on_the_paradox_of_choice.html

Dustin, I've found that people who only read my online writings sometimes come away with this completely wrong picture of my personality.

My father has business cards identifying him as an Assassin working for the Martian Government in Exile.  Genes is genes.

I now usually simply trust salesperson's choice, after explaining my requirements, only checking that his choice seems to satisfy them, rather than trying to optimize over all the available options. It's probably the main thing salespeople are for in the first place, not to provide expertise (which they often don't have), or even to find the best option for your requirements, but to simplify the choosing process, lifting the psychological weight off the customer.

Well, besides from making the customer believe that s/he actually needs something more expensive than they thought...

Re: Barry Schwartz's The Paradox of Choice [...] talks about how offering people more choices can make them less happy. A simple intuition says this shouldn't ought to happen to rational agents:  If your current choice is X, and you're offered an alternative Y that's worse than X, and you know it, you can always just go on doing X.  So a rational agent shouldn't do worse by having more options.  The more available actions you have, the more powerful you become - that's how it should ought to work.

This makes no sense to me.  A blind choice between lady and tiger is preferable to a blind choice between a lady and two tigers.  Problems arise when you don't know that the other choices are worse.  So having more choices can be really bad - in a way that has nothing to do with the extra cycles burned in evaluating them.

Yay, a book I've read that Eliezer hasn't!  That said, I don't actually recommend it; it was kinda tedious and repetitive.

I wasn't too surprised when I saw that the video was Rick Astley. It's the standard internet prank, these days.

It could be worse, though. At least people have stopped referring people to Goatse, and this never caught on.

Rickrolling is bad for you. It is really is. It devalues your online social currency - the internet is a link economy, right? - and causes people to trust your information less. Trust is the ultimate value, not only in the stock market but also in social networking.

Is it possible that Eliezer has indirectly answered Robin's question about gifting from a few days ago?  That is, is it possible that I gain more benefit from a copy of Tropic Thunder given to me by my brothers than from one I purchase myself?  By giving it to me as a gift, they have removed from me the necessity of comparing it to other films I could purchase, as well as the thought that I could have spent the money in a more "responsible" fashion.

Hmm, I guess that's why it's always nice to get non-sensible gifts.

It also depends how good your brothers are at evaluating your taste in films. But they are probably better than most of your other sources (especially advertising).

Though that part about escaping "responsible" spending doesn't actually do much, since you could always sell the DVD on eBay and use the money to buy something else. It's easy to get caught up in sunk cost fallacy and endowment effect though---thinking you should keep it just because you have it. (I guess the resale value is probably a bit less than the original value, so there does exist a narrow region of utility where the movie is worth owning if you already have it but not worth buying yourself. But as I said, this is narrow---on the order of $5---and hence improbable.)

frelkins: I agree. I'm just pointing out that, as far as pranks go, there are worse things on the web than Rick Astley music videos.

It is deeply creepy and disturbing to hear this talk from someone who already thinks he knows better than just about everybody about what is good for us, and who plans to build an AI that will take over the world.

I'll go ahead and repeat that as Goetz's misunderstandings of me and inaccurate depictions of my opinions are frequent and have withstood frequent correction, that I will not be responding to Goetz's comment.

Eliezer, I have probably made any number of inaccurate depictions of your opinions, but you can't back away from these ones.  You DO generally think that your opinion on topics you have thought deeply about is more valuable than the opinion of almost everyone, and you HAVE thought deeply about fun theory.  And you ARE planning to build an AI that will be in control of the world.  You might protest that "take over the world" has different connotations.  But there's no question that you plan for your AI to be in charge.

I always thought that the "pushing the fat man in front of the train" as opposed to "switching the direction of the fork in the tracks" was due to people not believing the questioner at a deep level because problem creation by construction doesn't work in the real world.

Eliezer: "I'll go ahead and repeat that as Goetz's misunderstandings of me and inaccurate depictions of my opinions are frequent and have withstood frequent correction, that I will not be responding to Goetz's comment."

Really?  I challenge you to point to ONE post in which you have tried to correct a misunderstanding by me of your opinion, rather than just complaining about my "misunderstandings" without even saying what the misunderstanding was.

@Goetz:  Quick googling turned up this SL4 post.  (I don't particularly give people a chance to start over when they switch forums.)

FWIW, Phil's point there seems to be perfectly reasonable - and not in need of correction: if a moral system tells you to do what you were going to do anyway, it isn't going to be doing much work.

Moral systems usually tell you not to do things that you would otherwise be inclined to do - on the grounds that they are bad.  Common examples include taking things you want - and having sex.

I'd say that moral systems explain the deeper consequences of an action you may not have thought deeply about.

Some people want to make a choice but don't want to deal with the cost of making that choice. For example, some couples want the choice of signing up for a prenuptial, but prefer not to have to make that choice. They would prefer that they would have to sign up for it. Making the choice may make the spouse angry.

I don't know if this story has ever been written, but you can imagine a Devil who follows someone around, making their life miserable, solely by offering them options which are never actually taken - a "deal with the Devil" story that only requires the Devil to have the capacity to grant wishes, rather than ever granting a single one.

FWIW (very little), this is exactly how I experience shows like "Ah My Goddess!".  The main character routinely refuses to take advantage of a situation that I most certainly would.  I can't watch stuff like that.

Here are my thoughts about the paradox of choice: http://blog.timlang.com/2009/02/too-many-choices-unhappiness-or-why.html

I don't have the solution, but I at least tried to suggest possible categories of solution.

Apparently paradox of choice is rarely a factor and may not even be real;  Tyler just put this up on Marginal Revolution http://www.marginalrevolution.com/marginalrevolution/2009/11/the-paradox-of-choice-is-not-robust.html 

Quick summary: the paradox of choice suggests that offering more options discourages people from making any selection, and reduces their satisfaction with their ultimate choice when they do. The research that Tyler Cowen cites suggests that there is no significant effect.

Although it certainly seems to be true that viable options not taken can decrease the pleasure of the option that is taken, I've noticed that I often enjoy my choices most when I am presented with many options, most of which are simply bad. Clearly bad choices don't sap willpower to reject, but I feel like there's a sense of reward in feeling that one has discriminated among one's options and made an unambiguously correct choice. I'd be interested in seeing the results of a study where subjects' satisfaction in their choices is tracked against an increasing number of bad options in addition to one good one.

I have had something like the "easy path" experience in actual video games, when they offer the option of changing the game difficulty at any time. You could play all the way through Skyrim on "Novice" difficulty if you wanted to, and you would have to be extremely incompetent not to win. But then for someone like me who plays on "Expert" (or "Master" once I'm at a high enough level), the game is more satisfying overall, but after every difficult battle, loss of a companion, etc. there's always that temptation to knock the difficulty down a step or two.

Say, would you like to finish reading this post, or watch this surprising video instead?

What does it say about me that I kept on reading (and resolved to follow the link later) because I felt too lazy to watch the video straight away?

What about when choice inflicts the problem of the multi-armed bandit on us:
multi-armed bandit on wikipedia

Where with more options you need to explore them (some amount) to avoid missing out on rewards.  Where you might not always know if Y is lesser than X, even when being told specifically that Y < X.

which is to say that: someone who behaves with applied rationality should be occasionally exploring choices to avoid missing rewards.  Because of that, when spare choices come up - they create a burden of exploration on the party and that exploration is taxing on resources (even when not chosen).

Isn't that a clearer description for why extra choice can be harmful?

Suppose your computer games, in addition to the long difficult path to your level's goal, also had little side-paths that you could use—directly in the game, as corridors—that would bypass all the enemies and take you straight to the goal, offering along the way all the items and experience that you could have gotten the hard way.  And this corridor is always visible, out of the corner of your eye.

Even if you resolutely refused to take the easy path through the game, knowing that it would cheat you of the very experience that you paid money in order to buy—wouldn't that always-visible corridor, make the game that much less fun?  Knowing, for every alien you shot, and every decision you made, that there was always an easier path?

This exact phenomenon happens in Deus Ex: Human Revolution, where you can get around almost every obstacle in the game by using the ventilation system. The frustration that results is apparent in this video essay/analysis: it undermines all of the otherwise well-designed systems in the game in spite of not actually interfering with the player's ability to engage with them.

I wonder if, alongside the "loss of rejected options" proposition, a reason that extra choices impact us is the mental bandwidth they take up. If the satisfaction we derive from a choice is (to a first-order approximation) proportional to our intellectual and emotional investment in the option we select, then having more options leaves less to invest as soon as the options go from being free to having any cost at all. As an economic analogy, a committee seeking to design a new product or building must choose between an initial set of designs. The more designs there are, the more resources must go into the selection procedure, and if the committee's budget is fixed, then this will remove resources that could have improved the product further down the line.



Devil's Offers

An iota of fictional evidence from The Golden Age by John C. Wright:

    Helion had leaned and said, "Son, once you go in there, the full powers and total command structures of the Rhadamanth Sophotech will be at your command.  You will be invested with godlike powers; but you will still have the passions and distempers of a merely human spirit.  There are two temptations which will threaten you.  First, you will be tempted to remove your human weaknesses by abrupt mental surgery.  The Invariants do this, and to a lesser degree, so do the White Manorials, abandoning humanity to escape from pain.  Second, you will be tempted to indulge your human weakness.  The Cacophiles do this, and to a lesser degree, so do the Black Manorials.  Our society will gladly feed every sin and vice and impulse you might have; and then stand by helplessly and watch as you destroy yourself; because the first law of the Golden Oecumene is that no peaceful activity is forbidden.  Free men may freely harm themselves, provided only that it is only themselves that they harm."
    Phaethon knew what his sire was intimating, but he did not let himself feel irritated.  Not today.  Today was the day of his majority, his emancipation; today, he could forgive even Helion's incessant, nagging fears.
    Phaethon also knew that most Rhadamanthines were not permitted to face the Noetic tests until they were octogenerians; most did not pass on their first attempt, or even their second.  Many folk were not trusted with the full powers of an adult until they reached their Centennial.  Helion, despite criticism from the other Silver-Gray branches, was permitting Phaethon to face the tests five years early...

    Then Phaethon said, "It's a paradox, Father.  I cannot be, at the same time and in the same sense, a child and an adult.  And, if I am an adult, I cannot be, at the same time, free to make my own successes, but not free to make my own mistakes."
    Helion looked sardonic.  "'Mistake' is such a simple word.  An adult who suffers a moment of foolishness or anger, one rash moment, has time enough to delete or destroy his own free will, memory, or judgment.  No one is allowed to force a cure on him.  No one can restore his sanity against his will.  And so we all stand quietly by, with folded hands and cold eyes, and meekly watch good men annihilate themselves.  It is somewhat... quaint... to call such a horrifying disaster a 'mistake.'"

Is this the best Future we could possibly get to—the Future where you must be absolutely stern and resistant throughout your entire life, because one moment of weakness is enough to betray you to overwhelming temptation?

Such flawless perfection would be easy enough for a superintelligence, perhaps—for a true adult—but for a human, even a hundred-year-old human, it seems like a dangerous and inhospitable place to live.  Even if you are strong enough to always choose correctly—maybe you don't want to have to be so strong, always at every moment.

This is the great flaw in Wright's otherwise shining Utopia—that the Sophotechs are helpfully offering up overwhelming temptations to people who would not be at quite so much risk from only themselves.  (Though if not for this flaw in Wright's Utopia, he would have had no story...)

If I recall correctly, it was while reading The Golden Age that I generalized the principle "Offering people powers beyond their own is not always helping them."

If you couldn't just ask a Sophotech to edit your neural networks—and you couldn't buy a standard package at the supermarket—but, rather, had to study neuroscience yourself until you could do it with your own hands—then that would act as something of a natural limiter.  Sure, there are pleasure centers that would be relatively easy to stimulate; but we don't tell you where they are, so you have to do your own neuroscience.  Or we don't sell you your own neurosurgery kit, so you have to build it yourself—metaphorically speaking, anyway—

But you see the idea: it is not so terrible a disrespect for free will, to live in a world in which people are free to shoot their feet off through their own strength—in the hope that by the time they're smart enough to do it under their own power, they're smart enough not to.

The more dangerous and destructive the act, the more you require people to do it without external help.  If it's really dangerous, you don't just require them to do their own engineering, but to do their own science.  A singleton might be justified in prohibiting standardized textbooks in certain fields, so that people have to do their own science—make their own discoveries, learn to rule out their own stupid hypotheses, and fight their own overconfidence.  Besides, everyone should experience the joy of major discovery at least once in their lifetime, and to do this properly, you may have to prevent spoilers from entering the public discourse.  So you're getting three social benefits at once, here.

But now I'm trailing off into plots for SF novels, instead of Fun Theory per se.  (It can be fun to muse how I would create the world if I had to order it according to my own childish wisdom, but in real life one rather prefers to avoid that scenario.)

As a matter of Fun Theory, though, you can imagine a better world than the Golden Oecumene depicted above—it is not the best world imaginable, fun-theoretically speaking.  We would prefer (if attainable) a world in which people own their own mistakes and their own successes, and yet they are not given loaded handguns on a silver platter, nor do they perish through suicide by genie bottle.

Once you imagine a world in which people can shoot off their own feet through their own strength, are you making that world incrementally better by offering incremental help along the way?

It's one matter to prohibit people from using dangerous powers that they have grown enough to acquire naturally—to literally protect them from themselves.  One expects that if a mind kept getting smarter, at some eudaimonic rate of intelligence increase, then—if you took the most obvious course—the mind would eventually become able to edit its own source code, and bliss itself out if it chose to do so.  Unless the mind's growth were steered onto a non-obvious course, or monitors were mandated to prohibit that event...  To protect people from their own powers might take some twisting.

To descend from above and offer dangerous powers as an untimely gift, is another matter entirely.  That's why the title of this post is "Devil's Offers", not "Dangerous Choices".

And to allow dangerous powers to be sold in a marketplace—or alternatively to prohibit them from being transferred from one mind to another—that is somewhere in between.

John C. Wright's writing has a particular poignancy for me, for in my foolish youth I thought that something very much like this scenario was a good idea—that a benevolent superintelligence ought to go around offering people lots of options, and doing as it was asked.

In retrospect, this was a case of a pernicious distortion where you end up believing things that are easy to market to other people.

I know someone who drives across the country on long trips, rather than flying.  Air travel scares him.  Statistics, naturally, show that flying a given distance is much safer than driving it.  But some people fear too much the loss of control that comes from not having their own hands on the steering wheel.  It's a common complaint.

The future sounds less scary if you imagine yourself having lots of control over it.  For every awful thing that you imagine happening to you, you can imagine, "But I won't choose that, so it will be all right."

And if it's not your own hands on the steering wheel, you think of scary things, and imagine, "What if this is chosen for me, and I can't say no?"

But in real life rather than imagination, human choice is a fragile thing.  If the whole field of heuristics and biases teaches us anything, it surely teaches us that.  Nor has it been the verdict of experiment, that humans correctly estimate the flaws of their own decision mechanisms.

I flinched away from that thought's implications, not so much because I feared superintelligent paternalism myself, but because I feared what other people would say of that position.  If I believed it, I would have to defend it, so I managed not to believe it.  Instead I told people not to worry, a superintelligence would surely respect their decisions (and even believed it myself).  A very pernicious sort of self-deception.

Human governments are made up of humans who are foolish like ourselves, plus they have poor incentives.  Less skin in the game, and specific human brainware to be corrupted by wielding power.  So we've learned the historical lesson to be wary of ceding control to human bureaucrats and politicians.  We may even be emotionally hardwired to resent the loss of anything we perceive as power.

Which is just to say that people are biased, by instinct, by anthropomorphism, and by narrow experience, to underestimate how much they could potentially trust a superintelligence which lacks a human's corruption circuits, doesn't easily make certain kinds of mistakes, and has strong overlap between its motives and your own interests.

Do you trust yourself?  Do you trust yourself to know when to trust yourself?  If you're dealing with a superintelligence kindly enough to care about you at all, rather than disassembling you for raw materials, are you wise to second-guess its choice of who it thinks should decide?  Do you think you have a superior epistemic vantage point here, or what?

Obviously we should not trust all agents who claim to be trustworthy—especially if they are weak enough, relative to us, to need our goodwill.  But I am quite ready to accept that a benevolent superintelligence may not offer certain choices.

If you feel safer driving than flying, because that way it's your own hands on the steering wheel, statistics be damned—

—then maybe it isn't helping you, for a superintelligence to offer you the option of driving.

Gravity doesn't ask you if you would like to float up out of the atmosphere into space and die.  But you don't go around complaining that gravity is a tyrant, right?  You can build a spaceship if you work hard and study hard.  It would be a more dangerous world if your six-year-old son could do it in an hour using string and cardboard.

"I flinched away from that thought's implications, not so much because I feared superintelligent paternalism myself, but because I feared what other people would say of that position."

This is basically THE reason I always advocate increased comfort with lying.  It seems to me that this fear of believing what they don't want to say if they only believe truth is the single largest seemingly removable barrier to people becoming rationalists at all, or passing that barrier, to becoming the best rationalists they can be.

Can you expound on this just a bit.  The second sentence is slightly difficult to parse, but sound like an interesting notion, so I'd like to be sure I understand what you said.

If you follow the rule that you honestly report your beliefs, and you believe something that other people disapprove of (they think it is crazy, immoral, whatever), then your rule says you have to honestly report your belief that other people disapprove of.

If you also don't want to report beliefs other people disapprove of, then you may wish to avoid acquiring beliefs that other people disapprove of.

This goal can contradict the epistemic rationalist's goal of acquiring accurate beliefs, when people disapprove of the truth. Therefore, (says Michael Vassar) discard the rule that you honestly report your beliefs, so that avoiding dissapproved of beliefs will not be your goal.

(An alternate solution is to be willing to report beliefs others disapprove of.)

There's a rather serious problems with that philosophy: It makes you a liar, which is often morally a bad thing to be. If you really eliminate all your discomfort with lying, you have converted yourself into a sociopath and probably become a scam artist to boot. You'll be like the guy selling "healing crystals" who knows full well that the crystals are bunk, but is making too much money to care.

My own solution is to think of disapproval as a relatively mild pain. We evolved to think that disapproval is one of the worst things in the universe, because back on the savannah it was: getting shunned meant getting killed.

But in a modern liberal society, you can be an atheist, a Singularitarian, a lesbian, a furry, and be disapproved of... and not actually die from this. In fact, usually it hurts about as much as a papercut. And since there may in fact be benefits to telling people you are these things---a more secular and pro-Singularity society for the former, more tolerance for your fellow lesbians and furries on the other---then speaking the disapproved belief is often precisely the right thing to do.

In some rare circumstances you can still die from disapproved beliefs---e.g. in Iran you can be hanged for being an atheist---in which case I honestly have no qualms about lying. I'll lie to torturers and murderers all day long if I have to.

It's a bit harder in intermediate cases, where the disapproval has real consequences but not fatal ones. But even then, one can escape most of the feelings of moral guilt by reminding oneself: I wouldn't be lying if they weren't bigots.

Atleast in my social surroundings, lying has never been asked for when i have an non-acceptable opinion, just keeping my mouth shut about them would be enough.

You are forgetting about "Werewolf Contracts" in the Golden Age.  Under these contracts you can appoint someone who can "use force, if necessary, to keep the subscribing party away from addictions, bad nanomachines, bad dreams or other self-imposed mental alterations."

If you sign such a contract then, unlike what you wrote, it's not true that "one moment of weakness is enough to betray you."

I think the general point he's making still stands. You can always choose to remove the Werewolf Contract of your own volution, then force any sort of fever dream or nightmare onto yourself.

Moreover, The Golden Age also makes a point about the dangers of remaining unchanged. Orpheus, the most wealthy man in history, has modified his brain such that his values and worldview will never shift. This puts him in sharp contrast to Phaethon as the protagonist, whose whole arc is about shifting the strict moral equilibrium of the public to make important change happen. Orpheus, trapped in his morals, is as out of touch in the era of Phaethon as would be a Catholic crusader in modern Rome.

What is the point of trying to figure out what your friendly AI will choose in each standard difficult moral choice situation, if in each case the answer will be "how dare you disagree with it since it is so much smarter and more moral than you?"  If the point is that your design of this AI will depend on how well various proposed designs agree with your moral intuitions in specific cases, well then the rest of us have great cause to be concerned about how much we trust your specific intuitions.

James is right; you only need one moment of "weakness" to approve a protection against all future moments of weakness, so it is not clear there is an asymmetric problem here.

In addition to what James said, I'm reminded of the mechanism to change screen resolution in Windows XP: It automatically resets to its original resolution in X seconds, in case you can't see the screen. This is so people can't break their computers in one moment of weakness.

A similar thing could be done with self-modification. Self-destruction would still be possible, of course, just as it is now (I could go jump off of a bridge). But just as suicide is something that is built up to in humans, failsafes could be put in place so self-modification was equally deliberate.

In addition to what James said, I'm reminded of the mechanism to change screen resolution in Windows XP: It automatically resets to its original resolution in X seconds, in case you can't see the screen. This is so people can't break their computers in one moment of weakness.

But you are absolutely allowed to break your computer in "one moment of weakness"; it isn't even hard. The reason for that dialog is because the computer honestly, genuinely can't predict if the new screen mode will work.

Doesn't the choice of a perfect external regulator amount to the same thing as directly imposing restrictions on yourself, thereby going back to the original problem? I suppose such a regulator, on indeed any stabilizing self-modification, could have the advantage of being publicly available and widely used, and therefore be well-tested and having thoroughly understood operations and consequences.

Another way to do it might be to create many copies of yourself (I'm assuming this scenario takes place inside a computer) and let majority (or 2/3s majority or etc) rule when it comes to "rescuing" copies that have made un-self-recoverable errors.

Anyway I suppose this is all somewhat beside the point since such a scenario was chosen as an example of what Eliezer expects a successful future to not look like.

So, are you saying that lying about your beliefs can be good because it allows you to freely believe some non-PC or otherwise unpopular idea (that your reason leads you to believe is the truth), without having to worry about the social consequences of being discovered to have such a belief?

I'm not sure if I agree with or not but it's worth thinking about.

Hrm... I think, at least initially I'd want some limiters for myself along the lines of, well, the system telling me "this isn't going to do what you actually really want it to do, so no."

But "no mental alteration at all without being a neuroanatomical master yourself in the first place", at least initially, seems a bit too harsh. That is, to the extent that one needs a bit of an intel/etc boost to fully master it in the first place, we'd have a bit of a problem here. :)

I'd be perfectly happy with something that, if, say, I said "I'd like to lower my agression" and it came back with "uh, no. The structure of your mind is such that that is tied to ambition/get-it-doneness and so on, and since even by your own measure you're overly passive as is. This is not what you want, even if you think it is."

(Note, I'm not saying that I have the knowledge to, well, say that agression and ambition are tied to each other like that. This is just a hypothetical, though at least from personal introspection they do seem potentially related like that)

But I'd like it if it also add on something like "However here is a subtler change that can be made that would have the effects you actually wanted out of what you just asked for."

or even "And on that note, here's something to do about that passivity/laziness that seems to be something that is a much larger source of frustration on your part."

However, I don't really have any objection to it sometimes returning with "No. This is the sort of thing you really want (even if you don't know it) to do/work out for yourself in terms of what's already available to you."

And on the other other other hand, there's the issue of "do we really want it to be the sort of thing that we'd perceive as a person, rather than an abstract process?"

"A singleton might be justified in prohibiting standardized textbooks in certain fields, so that people have to do their own science [...]"

No textbooks?! CEV had better overrule you on this one, or my future selves across the many worlds are all going to scream bloody murder. It may be said that I'm missing the point: that ex hypothesi the Friendly AI knows better than me.

ShardPhoenix wrote "Doesn't the choice of a perfect external regulator amount to the same thing as directly imposing restrictions on yourself, thereby going back to the original problem?"

No because if there are many possible future states of the world it wouldn't be practical for you in advance to specify what restrictions you will have in every possible future state.  It's much more practical for you to appoint a guardian who will make decisions after it has observed what state of the world has come to pass.  Also, you might pick a regulator who would impose different restrictions on you than you would if you acted without a regulator.

ShardPhoenix also wrote "Another way to do it might be to create many copies of yourself (I'm assuming this scenario takes place inside a computer) and let majority (or 2/3s majority or etc) rule when it comes to 'rescuing' copies that have made un-self-recoverable errors."

Good idea except in the Golden Age World these copies would become free individuals who could modify themselves.  You would also be financially responsible for all of these copies until they became adults.

Robin, if people are tempted to gloss my metaethical agenda as "creating a God to rule us all", then it seems clear that there's an expected benefit from talking about my object-level guesses in order to contradict this, since talking about the meta stuff doesn't seem to grab in quite the same way.

There's also the other standard reasons to talk about Fun Theory, such as people asking too little of the future (a God to rule over us is an example of this pattern, as is expecting wonderful new video games); or further crushing religious notions of theodicy (by illustrating what a well-designed world that respected its inhabitants free will and self-determination would look like, in contrast to this one).

Frelkins, Vassar advocates that rationalists should learn to lie, I advocate that rationalists should practice telling the truth more effectively, and we're still having that argument.

Frelkins, Vassar advocates that rationalists should learn to lie, I advocate that rationalists should practice telling the truth more effectively, and we're still having that argument.

A little over three years later, what are your and Vassar's current positions on this. 

Re: Vassar advocates that rationalists should learn to lie, I advocate that rationalists should practice telling the truth more effectively, and we're still having that argument.

Uh huh.  What are the goals of these hypothetical rational agents?

ShardPhoenix:  Yes.  This is the same principle that says that credible confidentiality within a group can sometimes improve aggregate information flow and collective epistemology.

Tim Tyler:  Human goals.  I definitely do NOT want alien rationalists to be able to lie, but I doubt I have much choice regarding that.  Also not transhuman children.  There I might have some limited choice.

Eliezer:  I certainly think that rationalists should practice telling truth more effectively as well as lie, and you admit that not lying enough makes people gullible, so it's mostly a matter of estimates of the magnitude of the relevant trade-offs here.
I think that our disagreements are based on radically different models of social psychology.  We disagree a great deal about the degree to which being known to sometimes lie reduces future credibility in the eyes of actual existent humans relative to being known to sometimes mislead without lying.  I believe that being known to lie increases credibility somewhat relative to "wizards oath", while you think it greatly decreases it.  I think that I know your reasons for your belief and that you don't know mine.  I'm not sure whether you think that I know your reasons, and I'm not sure whether this difference in social psychological theory is the specific belief we disagree about.  I'd like confirmation on whether you agree that this is our main point of disagreement.  Also possibly a poll of the audience on the social psychology fact.

For many reasons I think it's better to remember to see a superintelligence as modeling the world (including people in it) on a level different from intentionality, and using concepts unnatural to a human. The world with a superintelligence in it, if you need to understand its impact on the world, doesn't have any humans, any intelligent agents at all, not even the singleton itself in the model that singleton runs in its moments of decision. Only the singleton makes decisions, and with respect to those decisions everything else is stuff of its mind, the material that gets optimized, according to humane utility function. The utility function is ultimately over the stuff of reality, not over transhuman people or any kind of sentient beings. This underlies the perspective on singleton as new humane physics of the world.

The way we interpret the world in a singleton and actions of a singleton on the world is different from the way it interprets the world and makes decisions on it, even if a simplified model agrees with reality nine times out of ten. What the singleton builds can be interpreted back from our perspective as sentient beings, and again sentient beings that we interpret from the optimized stuff of reality, could from our perspective be seen as interpreting what's going on as there being multiple sentient beings going around in a new world, learning, communicating, living their lives. They can even (be interpreted to) interpret the actions of the singleton as certain adjustments to the physics, to people's minds, to objects in the world, but it's not the level where the singleton's decisions are being made. It's the level on which they make their own decisions. Their decisions are determined by their cognitive algorithms, but the outcomes of their decisions are taken into account in arranging the conditions that allow those decisions to be made, even to be thought about, even to the options for thoughts of one agent that lead to thoughts of other agents after object-level interaction that lead to the outcome in question. It's a perpetual worldwide Newcomb's paradox in action, with singleton arranging everything it can to be right, including keeping a balance with unwanted interference, and unwanted awareness of interference, which is interference in its own right, and so on. You are the stuff of physics, and you determine what comes of your actions, but this time physics is not at all simple, in very delicate ways, and you consist of this superintelligent physics as well. I think that this perspective allows to see how the guiding process can be much more subtle than prohibiting things that fall in natural human or transhuman categories.

Of course, these human interpretations would apply to optimized future only if the singleton is tuned so perfectly as to produce something that can be described by them, and maybe not even then, because a creative surprise could show a better unexpected way.

I think that an empirical approach self modification would quickly become prominent.  alter one variable and test it, with a self imposed timeout clause.
the problem is that this does not apply to one sort of change: a change in utility function.  an inadvertent change of utility function is extremely dangerous, because changing your utility function is of infinite negative utility by the standards of your current utility, and vice-versa.

Not true at all. A change from N_paperclips to N_paperclips + 10^-100N_staples, for instance, probably has no effect. A change to N_paperclips + .5N_staples might result in fewer paperclips, but finitely many.

I should have specified a domain change.  a modification that varies your utility function by degree has a calculable negative utility.

nazgulnarsil, can you give examples? I don't understand your claim. What do you mean by "domain change" here?

Michael Vasar:- maybe you chose to work in an area, where you had to lie to survive. Perhaps Eli works in an area where the discovery of lying has a higher price (in destroyed reputation) than sticking to the inconvenient truth. But unfortunately I think it is easier to discount a truth-sayer (he is after all an alien) than a randomised liar (he is one of us). In other words it is easier to buy the mix of truth-and-untruth than the truth and nothing but the truth. But the social result seems to be the same - untruth wins.

Michael Vasar:- maybe you chose to work in an area, where you had to lie to survive. Perhaps Eli works in an area where the discovery of lying has a higher price (in destroyed reputation) than sticking to the inconvenient truth. But unfortunately I think it is easier to discount a truth-sayer (he is after all an alien) than a randomised liar (he is one of us). In other words it is easier to buy the mix of truth-and-untruth than the truth and nothing but the truth. But the social result seems to be the same - untruth wins.

Wright either didn't know or chose to ignore the thinking that led to Asimov's Three Laws. While the laws themselves (that robots must keep humans from coming to harm, obey human orders, and preserve themselves, in that order of priority) are impossible to codify, the underlying insight that we make knives with hilts is sound. Science fiction has a dystopian/idiot inventor streak because that makes it easier to get the plot going.

From another angle, part of sf is amplifying aspects of the real world. We can wreck our lives in a moment of passion or bad judgement, or by following a bad idea repeatedly.

Having to figure out the neuroscience by yourself is not an especially good protection against mistakes. Knowing how to make a change is different from and easier than knowing how to debug a change.

I don't think prohibiting textbooks is necessary or sufficient to give people the pleasure of making major discoveries. Some people are content to solve puzzles, but others don't just want being right, they want to be right about something new. My feeling is that the world is always going to be more complex than what we know about it. I'm hoping that improved tools, including improved cognition, will mean that we'll never run out of new things, including new general principles, to discover.

I agree with Psy-Kosh that advice should and would be available, and also something like therapy if you suspect that you've deeply miscalibrated yourself. However, there is going to more than one system of advice and of therapy because there isn't going to be agreement on what constitutes an improvement.

Excuse me if it's been covered here, but in an environment like that deciding, not just what you want, but what changes turn you into not-you is a hard problem.

Eliezer, this post seems to me to reinforce, not weaken, a "God to rule us all" image.   Oh, and among the various clues that might indicate to me that someone would make a good choice with power, the ability to recreate that power from scratch does not seem a particularly strong clue.

among the various clues that might indicate to me that someone would make a good choice with power, the ability to recreate that power from scratch does not seem a particularly strong clue.

That was my first reaction as well, but Eliezer must have intentionally chosen a "clue" that is not too strong. After all, an FAI doesn't really need to use any clues--it can just disallow any choice that is not actually good (except that would destroy the feeling of free will). So I think "let someone make a choice with a power if they can recreate that power from scratch" is meant to be an example of the kind of tradeoff an FAI might make between danger and freedom.

What I don't understand is, since this is talking about people born after the Singularity, why do parents continue to create children who are so prone to making bad choices. I can understand not wanting to take an existing person and forcibly "fix" them, but is there supposed to be something in our CEV that says even new beings created from scratch must have a tendency to make wrong choices to be maximally valuable?

In re lying when you're trying to set up a research and invention organization: It seems to me that it would make recruiting difficult. The public impression of what you're doing is going to be your lies, which makes it even harder to get the truth of what you're doing to the people you want to work with. And even the discrepancy between your public and private versions doesn't appear in some embarrassing form on the internet, you're going to tend to attract sneaky people and repel candid people, and this will probably make it harder to have an organization which does what you want.

The fact that Michael Vassar is willing to advocate "increased comfort with lying" in a public forum suggests to me that we are not talking about a literal Secret a la intelligence work, but something more along the lines of little white lies like "You're looking good today" where the listener as well as the speaker knows to apply a discounting factor.  I might be willing to tolerate that in people I associate with - in fact, I do so all the time - so long as the overall system is one where it's okay if I give only true answers when I'm questioned myself.

However, the fact that Michael Vassar can't think of a better word than "lie" for this, for the sake of PR purposes, suggests to me that he's not going to be very good at shading the truth - that he's still trying to approach things the nerd way.  Non-nerds lie easily and they'd never think of calling the process "increased comfort with lying", either - at least I've never read a non-nerd using those words outright, whatever it is they're actually advocating.  But now I'm getting into the details of our current strategic debates, which isn't really on-topic for this post.

I should have read Michael Vassar's original post in this thread more carefully.

I suspect that people's fear of becoming more rational has at least as much to do with the perceived consequences of being more honest with themselves about what they're doing as it does with the fear of having to tell the truth to other people.

Michael, I thought that you advocated comfort with lying because smart people marginalize themselves by compulsive truth-telling.  For instance, they find it hard to raise venture capital.  Or (to take an example that happened at my company), when asked "Couldn't this project of yours be used to make a horrible terrorist bioweapon?", they say, "Yes."  (And they interpret questions literally instead of practically; e.g., the question actually intended, and that people actually hear, is more like, "Would this project significantly increase the ease of making a bioweapon?", which might have a different answer.)

Am I compulsively telling the truth again?  Doggone it.

Is it just me, or did Wright's writing style sound very much like Eliezer's?

Surely the problem with the clipping isn't the loaded gun or the stern stoicism - it's the daft Prime Directive. Of course you should edit someone back to sanity, by force if necessary. I could play rhetorical tricks and argue from incapacity, but I won't even do that. Saving people is just obviously the right thing to do.

What justifies the right of your past self to exert coercive control over your future self?  Their may be overlap of interests, which is one of the typical de facto criteria for coercive intervention; but can your past self have an epistemic vantage point over your future self?

Can you write a contract saying that if your future self ever converts away from Christianity, the Church has the right to convert you back?  Can you write a contract saying that your mind is to be overwritten with an approximation of Richard Dawkins who will then be tortured in hell forever for his sins?

If you constrain the contracts that can be written, then clearly you have an idea of good or bad mindstates apart from the raw contract law, and someone is bound to ask why you don't outlaw the bad mindstates directly.

If children under 75 don't need Werewolf Contracts, why should children under 750?

Phaethon, in the story, refuses to sign a Werewolf Contract out of pride, just like his father.  You could laugh and call him an idiot.  Personally, I think that (a) many people are at least that stupid, at least right now and (b) it's cruel to inflict horrific punishments on people for no greater idiocy than that.  But at any rate, why force Phaethon to sacrifice his pride, by putting him in that environment?  Why make him give up on his dream of adulthood?  Why force everyone to take a cautious non-heroic approach to life or else risk a fate worse than death?  Phaethon is being harmed by the extra options offered him, one way or another.

Peter: if your change of utility functions is of domain rather than degree you can't calculate the negative utility.  the difference in utility between making 25 paperclips a day and 500 a day is a calculable difference for a paperclip maximizing optimization process.

however, if the paperclip optimizer self-modifies and inadvertently changes his utility function to maximizing staples....well you can't calculate paperclips in terms of staples.  This outcome is of infinite negative utility from the perspective of the paperclip maximizer.  And vice-versa.  Once the utility function has changed to maximizing staples, it would be of infinite negative utility to change back to paperclips from the perspective of the staple maximizing utility.

this defeats the built in time out clause.  with a modification that only affects your ability to reach your current utility, you have a measurable output.  with a change that changes your utility you are changing the very thing you were using to measure success by.

I know that this isn't worded very well.  I'm sure one of elizer's posts has done this subject better at some point.

“What justifies the right of your past self to exert coercive control over your future self? There may be overlap of interests, which is one of the typical de facto criteria for coercive intervention; but can your past self have an epistemic vantage point over your future self?”

In general I agree.  But werewolf contracts protect against temporary lapses in rationality.  My level of rationality varies.  Even assuming that I remain in good health for eternity there will almost certainly exist some hour in the future in which my rationality is much lower than it is today.  My current self, therefore, will almost certainly have an “epistemic vantage point over [at least a small part of my] future self.”  Given that I could cause great harm to myself in a very short period of time I am willing to significantly reduce my freedom in return for protecting myself against future temporary irrationality.

Having my past self exert coercive control of my future self will reduce my future information costs.  For example, when you download something from the web you must often agree to a long list of conditions.  Under current law if these terms of conditions included something like “you must give Microsoft all of your wealth” the term wouldn’t be enforced.  If the law did enforce such terms then you would have to spend a lot of time examining the terms of everything you agreed to.  You would be much better off if your past self prevented your current self from giving away too much in the fine print of agreements.

“If you constrain the contracts that can be written, then clearly you have an idea of good or bad mindstates apart from the raw contract law, and someone is bound to ask why you don't outlaw the bad mindstates directly.”

The set of possible future mindstates / world state combinations is very large.  It’s too difficult to figure out in advance which combinations are bad.  It’s much more practical to sign a Werewolf contract which gives your guardian the ability to look at the mindstate / worldstate you are in and then decide if you should be forced to move to a different mindstate.

“why force Phaethon to sacrifice his pride, by putting him in that environment?”

Phaethon placed greater weight on freedom than pride and your type of paternalism would reduce his freedom.

But in general I agree that if most humans alive today were put in the Golden Age world then many would do great harm to themselves and in such a world I would prefer that the Sophotechs exercise some paternalism.  But if such paternalism didn’t exist then Warewolf contracts would greatly reduce the type of harm you refer to.

nazgulnarsil, I think you're confused about what a utility function is. "Maximizing paperclips" or "maximizing staples" are not utility functions, although they may describe the actions carried out by an expected utility maximizer. Try reading the wikipedia article on expected utility.

When something is particularly dangerous or potentially destructive you must not be allowed to have a textbook telling you the safe way to implement it. Instead, you should discover such destructive powers by your own (relatively) weak skills and, presumably, trial and error. You are not permitted to learn from other people's mistakes. You must make them yourself.

I'm not feeling safe yet. Am I at least allowed to see casualty statistics for exploring particular fields of prohibited study? Perhaps a graph of success rate vs IQ and time spent in background research?

Cameron, I suppose that's a fair enough comment.  I'm used to the way things work in AI, where the naive simply fail utterly and completely to accomplish anything whatsoever, rather than hurting anyone else or themselves, and you have to get pretty far to get beyond that to the realm of dangers.

Not to mention, I'm used to the idiom that the lack of any prior feedback or any second try is what makes something an adult problem - but that really is representative of the dangers faced by someone able to modify their own brain circuitry.  If there's an AI that can say "No" but you're allowed to ignore the "No" then one mistake is fatal.  The sort of people who think, "Gee, I'll just run myself with the modification for a while and see what happens 'cuz I can always go back" - they might ignore a "No" based on their concept of "testing", and then that would be the end of them.

You want to put the dangerous things behind a challenge/lock such that by the time you pass it you know how dangerous they really are.  "Make an AI", unfortunately, may not be quite strong enough as a case of this, but "Make an AI without anyone helping you on a 100MHz computer with 1GB of RAM and 100GB of disk space" is probably strong enough.

Why not just make it so you have to take time to make a choice? If you have to spend 10% of your life choosing something, or even ten continuous hours without changing your mind back during any of it, it will take a lot more than a moment of weakness to make a big mistake.

I'm aware that I'm some three years late on this, but I can't help but disagree with you here.  I'm all for having default safeguards on our Really Powerful Optimization Process to prevent people from condemning themselves to eternal hell or committing suicide on a whim - maybe something along the lines of the doctor's Do No Harm.  You could phrase it, if not formalize it, something like: 

'If a decision will predictably lead to consequences horrifying to those it affects, the system will refuse to help - if you wish to self destruct, you must do so with your own strength.'

Beyond that, though -- the advantage to Libertarianism is that you can implement any other system you want in it.  If you want the AI to remove low-value choices from your environment, you are welcome to instruct it to do that.  If you want it to prohibit you, in the future, from subtler methods of self-destruction, you are free to do that too.  These options were available to Phaethon in the series, and he refused to take them -- because, frankly, the protagonist of those novels was an idiot. 

It is certainly true that human choice is a fragile and whimsical thing -- but that doesn't mean that it has no value.  If people are made unhappy by the default behavior of the system, they have the choice to change it, at least where it affects them.  It feels wrong to me for you to suggest that we prohibit people from judging otherwise, forever, as part of the design for our superintelligences.  Our lives have always been lived on the precipice of disaster, and we have always been given choices that limit those risks. 

Just to make sure I understand the system you're proposing: suppose there's a Do No Harm rule like the one you propose, and I tell the AI to give me the option of "subtler methods of self-destruction" and the AI predicts that giving me that option is likely to lead to consequences that horrify someone it affects (or some more formal version of that condition).

In that case, the AI refuses to give me that option. Right? 

If so, can you clarify how is that different from the OP's proposed behavior in this case?

I should have clarified: I meant horrifying in a pretty extreme sense.  Like, telling the machine to torture you forever, or destroy you completely, or remove your sense of boredom.  .  

Just doing something that, say, alienates all your friends wouldn't qualify.  Or loses all your money, if money is still a thing that makes sense.  I was also including all the things that you CAN do with your own strength but probably shouldn't.  Building a machine to torture your upload forever wouldn't be disallowed, but you might want to prohibit the system from letting you.

I meant the 'Do No Harm' rule to be a bare-minimal safeguard against producing a system with net negative utility because a small minority manage to put themselves into infinitely negative utility situations.  Not to be a general-class 'the system knows what is best' measure, which is what it sounded to me like EY was proposing.  Now, in his defense, this is probably, in the context of strong AI, a discussion of what the CEV of humanity might end up choosing wisely, but I don't like it.       

I don't know that I agree with the OP's proposed basis for distinction, but I at least have a reasonable feel for what it would preclude. (I would even agree that, given clients substantially like modern-day humans, precluding that stuff is reasonably ethical. That said, the notion that a system on the scale the OP is discussing would have clients substantially like modern-day humans and relate to them in a fashion substantially like the fictional example given strikes me as incomprehensibly absurd.)

I don't quite understand the basis for distinction you're suggesting instead. I mean, I understand the specific examples you're listing for exclusion, of course (eternal torture, lack of boredom, complete destruction), but not what they have in common or how I might determine whether, for example, choosing to be eternally alienated from friendship should be allowed or disallowed. Is that sufficiently horrifying? How could one tell?

I do understand that you don't mean the system to prevent, say, my complete self-destruction as long as I can build the tools to destroy myself without the system's assistance. The OP might agree with you about that, I'm not exactly sure. I suspect I disagree, personally, though I admit it's a tricky enough question that a lot depends on how I frame it.

I know someone who drives across the country on long trips, rather than flying.  Air travel scares him.  Statistics, naturally, show that flying a given distance is much safer than driving it.  But some people fear too much the loss of control that comes from not having their own hands on the steering wheel.  It's a common complaint.

If that's their true rejection, they should be scared of getting into a car driven by someone else too.

When comparing travel safety you shouldn´t compare those statistics directly, if when traveling by car you don´t accept any pilots that are suicidal, on drugs (including alcohol), falling asleep, or wannabe racing drivers, your chance of accidents goes to ~10% of the chance that is used in those statistics.



Nonperson Predicates

Followup to:  Righting a Wrong Question, Zombies! Zombies?, A Premature Word on AI, On Doing the Impossible

There is a subproblem of Friendly AI which is so scary that I usually don't talk about it, because very few would-be AI designers would react to it appropriately—that is, by saying, "Wow, that does sound like an interesting problem", instead of finding one of many subtle ways to scream and run away.

This is the problem that if you create an AI and tell it to model the world around it, it may form models of people that are people themselves.  Not necessarily the same person, but people nonetheless.

If you look up at the night sky, and see the tiny dots of light that move over days and weeks—planētoi, the Greeks called them, "wanderers"—and you try to predict the movements of those planet-dots as best you can...

Historically, humans went through a journey as long and as wandering as the planets themselves, to find an accurate model.  In the beginning, the models were things of cycles and epicycles, not much resembling the true Solar System.

But eventually we found laws of gravity, and finally built models—even if they were just on paper—that were extremely accurate so that Neptune could be deduced by looking at the unexplained perturbation of Uranus from its expected orbit.  This required moment-by-moment modeling of where a simplified version of Uranus would be, and the other known planets.  Simulation, not just abstraction.  Prediction through simplified-yet-still-detailed pointwise similarity.

Suppose you have an AI that is around human beings.  And like any Bayesian trying to explain its enivornment, the AI goes in quest of highly accurate models that predict what it sees of humans.

Models that predict/explain why people do the things they do, say the things they say, want the things they want, think the things they think, and even why people talk about "the mystery of subjective experience".

The model that most precisely predicts these facts, may well be a 'simulation' detailed enough to be a person in its own right.

A highly detailed model of me, may not be me.  But it will, at least, be a model which (for purposes of prediction via similarity) thinks itself to be Eliezer Yudkowsky.  It will be a model that, when cranked to find my behavior if asked "Who are you and are you conscious?", says "I am Eliezer Yudkowsky and I seem have subjective experiences" for much the same reason I do.

If that doesn't worry you, (re)read "Zombies! Zombies?".

It seems likely (though not certain) that this happens automatically, whenever a mind of sufficient power to find the right answer, and not otherwise disinclined to create a sentient being trapped within itself, tries to model a human as accurately as possible.

Now you could wave your hands and say, "Oh, by the time the AI is smart enough to do that, it will be smart enough not to".  (This is, in general, a phrase useful in running away from Friendly AI problems.)  But do you know this for a fact?

When dealing with things that confuse you, it is wise to widen your confidence intervals.  Is a human mind the simplest possible mind that can be sentient?  What if, in the course of trying to model its own programmers, a relatively younger AI manages to create a sentient simulation trapped within itself?  How soon do you have to start worrying?  Ask yourself that fundamental question, "What do I think I know, and how do I think I know it?"

You could wave your hands and say, "Oh, it's more important to get the job done quickly, then to worry about such relatively minor problems; the end justifies the means.  Why, look at all these problems the Earth has right now..."  (This is also a general way of running from Friendly AI problems.)

But we may consider and discard many hypotheses in the course of finding the truth, and we are but slow humans.  What if an AI creates millions, billions, trillions of alternative hypotheses, models that are actually people, who die when they are disproven?

If you accidentally kill a few trillion people, or permit them to be killed—you could say that the weight of the Future outweighs this evil, perhaps.  But the absolute weight of the sin would not be light.  If you would balk at killing a million people with a nuclear weapon, you should balk at this.

You could wave your hands and say, "The model will contain abstractions over various uncertainties within it, and this will prevent it from being conscious even though it produces well-calibrated probability distributions over what you will say when you are asked to talk about consciousness."  To which I can only reply, "That would be very convenient if it were true, but how the hell do you know that?"  An element of a model marked 'abstract' is still there as a computational token, and the interacting causal system may still be sentient.

For these purposes, we do not, in principle, need to crack the entire Hard Problem of Consciousness—the confusion that we name "subjective experience".  We only need to understand enough of it to know when a process is not conscious, not a person, not something deserving of the rights of citizenship.  In practice, I suspect you can't halfway stop being confused—but in theory, half would be enough.

We need a nonperson predicate—a predicate that returns 1 for anything that is a person, and can return 0 or 1 for anything that is not a person.  This is a "nonperson predicate" because if it returns 0, then you know that something is definitely not a person.

You can have more than one such predicate, and if any of them returns 0, you're ok.  It just had better never return 0 on anything that is a person, however many nonpeople it returns 1 on.

We can even hope that the vast majority of models the AI needs, will be swiftly and trivially approved by a predicate that quickly answers 0.  And that the AI would only need to resort to more specific predicates in case of modeling actual people.

With a good toolbox of nonperson predicates in hand, we could exclude all "model citizens"—all beliefs that are themselves people—from the set of hypotheses our Bayesian AI may invent to try to model its person-containing environment.

Does that sound odd?  Well, one has to handle the problem somehow.  I am open to better ideas, though I will be a bit skeptical about any suggestions for how to proceed that let us cleverly avoid solving the damn mystery.

So do I have a nonperson predicate?  No.  At least, no nontrivial ones.

This is a challenge that I have not even tried to talk about, with those folk who think themselves ready to challenge the problem of true AI.  For they seem to have the standard reflex of running away from difficult problems, and are challenging AI only because they think their amazing insight has already solved it.  Just mentioning the problem of Friendly AI by itself, or of precision-grade AI design, is enough to send them fleeing into the night, screaming "It's too hard!  It can't be done!"  If I tried to explain that their job duties might impinge upon the sacred, mysterious, holy Problem of Subjective Experience—

—I'd actually expect to get blank stares, mostly, followed by some instantaneous dismissal which requires no further effort on their part.  I'm not sure of what the exact dismissal would be—maybe, "Oh, none of the hypotheses my AI considers, could possibly be a person?"  I don't know; I haven't bothered trying.  But it has to be a dismissal which rules out all possibility of their having to actually solve the damn problem, because most of them would think that they are smart enough to build an AI—indeed, smart enough to have already solved the key part of the problem—but not smart enough to solve the Mystery of Consciousness, which still looks scary to them.

Even if they thought of trying to solve it, they would be afraid of admitting they were trying to solve it.  Most of these people cling to the shreds of their modesty, trying at one and the same time to have solved the AI problem while still being humble ordinary blokes.  (There's a grain of truth to that, but at the same time: who the hell do they think they're kidding?)  They know without words that their audience sees the Mystery of Consciousness as a sacred untouchable problem, reserved for some future superbeing.  They don't want people to think that they're claiming an Einsteinian aura of destiny by trying to solve the problem.  So it is easier to dismiss the problem, and not believe a proposition that would be uncomfortable to explain.

Build an AI?  Sure!  Make it Friendly?  Now that you point it out, sure!  But trying to come up with a "nonperson predicate"?  That's just way above the difficulty level they signed up to handle.

But a blank map does not correspond to a blank territory.  Impossible confusing questions correspond to places where your own thoughts are tangled, not to places where the environment itself contains magic.  Even difficult problems do not require an aura of destiny to solve.  And the first step to solving one is not running away from the problem like a frightened rabbit, but instead sticking long enough to learn something.

So let us not run away from this problem.  I doubt it is even difficult in any absolute sense, just a place where my brain is tangled.  I suspect, based on some prior experience with similar challenges, that you can't really be good enough to build a Friendly AI, and still be tangled up in your own brain like that.  So it is not necessarily any new effort—over and above that required generally to build a mind while knowing exactly what you are about.

But in any case, I am not screaming and running away from the problem.  And I hope that you, dear longtime reader, will not faint at the audacity of my trying to solve it.

I'm having trouble distinguishing problems you think the friendly AI will have to answer from problems you think you will have to answer to build a friendly AI.  Surely you don't want to have to figure out answers for every hard moral question just to build it, or why bother to build it?  So why is this problem a problem you will have to figure out, vs. a problem it would figure out?

Because for the AI to figure out this problem without creating new people within itself, it has to understand consciousness without ever simulating anything conscious.

I am struggling to understand how something can be a friendly AI in the first place without being able to distinguish people from non-people. 

The boundaries between present-day people and non-people can be sharper, by a fiat of many intervening class members being nonexistent, than the ideal categories.  In other words, except for chimpanzees, cryonics patients, Terry Schiavo, and babies who are exactly 1 year and 2 months and 5 days old, there isn't much that's ambiguous between person and non-person.

More to the point, a CEV-based AI has a potentially different definition of 'sentient being' and 'the class I am to extrapolate'.  Theoretically you could be given the latter definition by pointing and not worry too much about boundary cases, and let it work out the former class by itself - if you were sure that the FAI would arrive at the correct answer without creating any sentients along the way!

I'm not sure any of these are true.  Regarding 3, even if there is an X that is special, and that we should keep in the universe, I'm not sure "persons" is it.  Maybe it is simpler: "pleasure-fee... (read more)

Would a human, trying to solve the same problem, also run the risk of simulating a person?

Is the risk that we might simulate a person?  I'd say no.

We Natural Intelligences don't just run simulations, we torture them.
It is recommended that authors "Be cruel to your characters".
It's not clear to me that the simulation an author runs when thinking about
a story isn't already "a 'simulation' detailed enough to be a person in its own right".
But it's probably o.k., because the simulations we run in our heads aren't
really that detailed, and aren't really persons in the important sense, right?
So we don't have to start screaming yet, unless...

Because even if we aren't able to create a simulation that good, an AI probably could.
We might not accept an AI as intelligent unless it can simulate a person well enough to fool us.
That is, simulating people might be a necessary, not just sufficient property of AI.
But still, we could, if we had to, avoid simulating people unless it was necessary and under ethical conditions.
Unless of course...

Because while we might be ethical, there are certainly people out there who are not.
Once the AI genie is out of the bottle, the unethical people will capture one
and put it to work writing... (read more)

Note that there's a similar problem in the free will debate:

Incompatilist: "Well, if a godlike being can fix the entire life story of the universe, including your own life story, just by setting the rules of physics, and the initial conditions, then you can't have free will."

Compatibilist: "But in order to do that, the godlike being would have to model the people in the universe so well, that the models are people themselves.  So there will still be un-modeled people living in a spontaneous way that wasn't designed by the godlike being.  (An... (read more)

"With a good toolbox of nonperson predicates in hand, we could exclude all "model citizens" - all beliefs that are themselves people - from the set of hypotheses our Bayesian AI may invent to try to model its person-containing environment."
After you excise a part of its hypothesis space is your AI still Bayesian?

A bounded rationalist only gets to consider an infinitesimal fraction of the hypothesis space anyway.

More precisely, the AI will be banned from actually running simulations based on the "forbidden hypothesies" rather than perhaps considering abstract mathematical properties that don't simulate in any detail.

Of course, those considerations themselves would have to be fed through the predicate. But it isn't so much a "banned hypothesis" so much as "banned methods of considering the hypothesis" or possibly "banned methods of searching the hypothesis space"

Michael, you should be asking if the AI will be making good predictions, not if it's Bayesian. You can be Bayesian even if you have only two hypotheses. (With only one hypothesis, it's debatable.)

Psy-Kosh:  You know, you're right.  And it's an important distinction, so thank you.

Eliezer: supposing we label a model as definitely-a-person, do you want to just toss it out of the hypothesis space as if it never existed, or do you want to try to reason abstractly about what that model would do without actually running the model?

Let me see if I've got this right.  So we've got these points in some multi-dimensional space, perhaps dimensions like complexity, physicality, intelligence, similarity to existing humans, etc.  And you're asking for a boundary function that defines some of these points as "persons," and some as "not persons."  Where's the hard part? I can come up with any function I want.  What is it that it's supposed to match that makes finding the right one so difficult?

Arthur: no, the point isn't to simply have an arbitrary definition of a person. The point is to be able to have some way of saying "this specific chunk of the space of computations provably corresponds to non-conscious entities, thus is 'safe', that is, we can such computations without having to worry about unintentionally creating and doing bad things to actual beings"

You might say, tongue in cheek, that we're trying to figure out how to deliberately create a philosophical zombie. (okay, not, technically, a p-zombie, but basically figure out how to model people as accurately as possible without the models themselves being people (that is, conscious in and of themselves))

Why must destroying a conscious model be considered cruel if it wouldn't have even been created otherwise, and it died painlessly? I mean, I understand the visceral revulsion to this idea, but that sort of utilitarian ethos is the only one that makes sense to me rationally.

Furthermore, from our current knowledge of the universe I don't think we can possibly know if a computational model is even capable of producing consciousness so it is really only a guess. The whole idea seems near-metaphysical, much like the multiverse hypothesis. Granted, the nonzero p... (read more)

I end up with the slightly disturbing thought that killing ppl by taking them out in an instant, and without anyone every knowing they were there does not necesarry seem to be inherently evil.

We always 'kill' part of ourself by making decisions and not developing in a different way than we do.

What if we would simulate a bunch of decisions for some recognizable amount of time and then wipe out every copy except from the one we prefer in the end?

Maybe all the ppl. in stories you make up are simulated entities too. And if you dont write the story down, or tell anyone in enough detail they die with you.

Psy-Kosh, I realize the goal is to have a definition that's non-arbitrary. So it has to correlate with something else.  And I don't see what we're trying to match it with, other than our own subjective sense of "a thing that it would be unethical to unintentionally create and destroy."  Isn't this the same problem as the abortion debate?  When does life begin?  Well, what exactly is life in the first place?  How do we separate persons from non-persons?  Well, what's a person?

I think the problem to be solved lies not in this question, but in how t... (read more)

Anonymous Coward:  Furthermore, from our current knowledge of the universe I don't think we can possibly know if a computational model is even capable of producing consciousness so it is really only a guess.

Are you sure? No One Knows What Science Doesn't Know ... and in this case I see no reason why a computational model can't produce consciousness. If you simulate a human brain to a sufficient level of detail, it will basically be human, and think exactly the same things as the "original" brain.

"Why must destroying a conscious model be considered cruel if it wouldn't have even been created otherwise, and it died painlessly? I mean, I understand the visceral revulsion to this idea, but that sort of utilitarian ethos is the only one that makes sense to me rationally." -Anonymous Coward

Should your parents have the right to kill you now, if they do so painlessly? After all, if it wasn't for them, you wouldn't have been brought into existence anyway, so you would still come out ahead.

"Should your parents have the right to kill you now, if they do so painlessly?"

Yes, according to that logic. Also, from a negative utilitarian standpoint, it was actually the act of creating me which they had no right to do since that makes them responsible for all pain I have ever suffered.

I'm not saying I live life by utilitarian ethics, I'm just saying I haven't found any way to refute it.

That said though, non-existence doesn't frighten me. I'm not so sure non-existence is an option though, if the universe is eternal or infinite. That might be a very good thing or a very bad thing.

Don't you need a person predicate as well? If the RPOP is going to upload us all or something similar, doesn't ve need to be sure that the uploads will still be people.

@Will: we need to figure out the nonperson predicate only, the FAI will figure out the person predicate afterwards (if uploading the way we currently understand it is what we will want to do).

"by the time the AI is smart enough to do that, it will be smart enough not to"

I still don't quite grasp why this isn't an adequate answer.  If an FAI shares our CEV, it won't want to simulate zillions of conscious people in order to put them through great torture, and it will figure out how to avoid it.   Is it simply that it may take the simulated torture of zillions for the FAI to figure this out?  I don't see any reason to think that we will find this problem very much easier to solve than a massively powerful AI.

I'm also not wholly convinced that the only ethical way to treat simulacra is never to create them, but I need to think about that one further.

The main problem with death is that valuable things get lost.

Once people are digital, this problem tends to go away - since you can relatively easily scan their brains - and preserve anything of genuine value.

In summary, I don't see why this issue would be much of a problem.

To put my own spin on a famous quote, there are no "rights". There is do, or do not.

I guess another way of thinking about it is that you decide on what terminal (possibly dynamic) state you want, then take measures to achieve that. Floating "rights" have no place.

(To clarify, "rights" can serve as a useful heuristic in practical discussions, but they're not fundamental enough to figure into this kind of deep philosophical issue.)

I was pondering why you didn't choose to a collection of person predicates, any of which might identify a model as unfit for simulation. It occurred to me that this is very much like a whitelist of things that are safe, vs a blacklist of everything that is not. (which may have to be infinite to be effective.)

On re-reading I see why it would be difficult to make a is-a-person test at all, given current knowledge.

This does leave open what to do with a model that doesn't hit any of the nonperson predicates. If an AI finds itself with a model eliezer that migh... (read more)

This sounds like a Sorites paradox. It's also a subset of a larger problem. We, regular modern humans, don't have any scalar concepts of personhood. We assume it's a binary, from long experience with a world in which only one species talks back, and they're all almost exactly at our level. In the existing cases where personhood is already undeniably scalar (children), we fudge it into a binary by defining an age of majority - an obvious dirty hack with plenty of cultural fallout.

A lot of ethics problems get blurry when you start trying to map them across sub- through super-persons.

I think the word "kill" is being grossly misused here. It's one thing to say you have no right to kill a person, something very different to say that you have a responsibility to keep a person alive.

It's not so much the killing that's an issue as the potential mistreatment.  If you want to discover whether people like being burned, "Simulate EY, but on fire, and see how he responds" is just as bad of an option as "Duplicate EY, ignite him, and see how he responds".  This is a tool that should be used sparingly at best and that a successful AI shouldn't need.

Uhm, maybe it is naive, but if you have a problem that your mind is too weak to decide, and you have real strong (friendly) superintelligent GAI, would not it be logical to use GAIs strong mental processes to resolve the problem?

I propose this conjecture: In any sufficiently complex physical system there exists a subsystem that can be interpreted as the mental process of an sentient being experiencing unbearable sufferings.

In this case, Eliezer's goal is like avoiding crushing the ants while walking on the top of an anthill.

It is a developmental problem, of how to prevent AI from making this specific mistake that seems to be in the way. This ethical injunction is about what kind of thoughts need to be avoided, not just about surprisingly bad consequences of actions on external environment. If AI were developed to disproportionally focus on understanding environment more than on understanding its own mind, this will be a kind of disaster to expect. At the same time, AI needs to understand the environment sufficiently to understand the injunction, before becoming able to apply ... (read more)

Every decision rule we could use will result in some amount of suffering and death in some Everett branches, possible worlds, etc, so we have to use numbers and proportions. There are more and simpler interpretations of a human brain as a mind than there are such interpretations of a rock. If we're not mostly Boltzmann-brain interpretations of rocks that seems like an avenue worth pursuing.

In my mind this comes down to a fundamental question in the philosophy of math. Do we create theorems or discover them?

If it turns out to be 'discovery' then there is no foul in ending a mind emulation, because each consecutive state can be seen as a theorem in some formal system, and thus all states (the entire future time line of the mind) already exists, even if undiscovered.

Personally I fail to see how encoding something in physical matter makes the pattern anymore real. You can kill every mathematician and burn every text book but I would still say that the theorems then inaccessible to humanity still exist. I'm not so convinced of this fact that I would pull the plug on an emulation though.

I'd like to second what Julian Morrison wrote. Take a human and start disassembling it atom by atom. Do you really expect to construct some meaningful binary predicate that flips from 1 to 0 somewhere along the route?

EY:What if an AI creates millions, billions, trillions of alternative hypotheses, models that are actually people, who die when they are disproven?
If your AI is fully deterministic then any its state can be recreated exactly. Just set loglevel of baby AI inputs to 'everything' and hope your supply of write-once-read-many media doesn't run out... (read more)

"I propose this conjecture: In any sufficiently complex physical system there exists a subsystem that can be interpreted as the mental process of an sentient being experiencing unbearable sufferings."

It turns out - I've done the math - that if you are using a logic-based AI, then the probability of having alternate possible interpretations diminishes as the complexity increases.

If you allow /subsystems/ to mean a subset of the logical propositions, then there could be such interpretations.  But I think it isn't legit to worry about interpretation... (read more)

@Goetz:  Quick googling turned up this SL4 post.  (I don't particularly give people a chance to start over when they switch forums.)

I was going to say something similar, myself.  All you have to do is constrain the FAI so that it's free to create any person-level models it wants, as long as it also reserves enough computational resources to preserve a copy so that the model citizen can later be re-... (read more)

Silas, what do you mean by a subjective feeling of discontinuity, and why is it an ethical requirement?  I have a subjective feeling of discontinuity when I wake up each morning, but I don't think that means anything terrible has happened to me.

@Daniel_Franke: I was just describing a sufficient, not a necessary condition.  I'm sure you can ethically get away with less.  My point was just that, once you can make models that detailed, you needn't be prevented from using them altogether, because you wouldn't necessarily have to kill them (i.e. give them information-theoretic death) at any point.

I recall in one of the Discworld novels the smallest unit of time is defined as the period in which the universe is destroyed and then recreated. If that were continually happening (perhaps even in a massively parallel manner)? What difference does that make? Building on some of Eliezer's earlier writing on zombies and quantum clones, I say none at all. Just as the simulated person in a human's dream is irrelevant once forgotten. It's possible that I myself am a simulation and in that case I don't want my torture to be simulated (at least in this instance,... (read more)

Is the simulation really a person, or is it an aspect of the whole AI/person.  To the extent I feel competent to evaluate the question at all (which isn't a huge extent esp. absent the ability to observe or know any actual established facts about real AI's that can create such complex simulations, since none are currently known to exist) I lean towards the later opinion.  The AI is a person, and it can create simulations that are complex enough to seem like persons.

Nice discussion. You want ways to keep from murdering people created solely for the purpose for predicting people?

Well, if you can define 'consciousness' with enough precision you'd be making headway on your AI. I can imagine silicon won't have the safeguard a human, that has to use it's own conscience to model someone else. But you could have any consciousness it creates added to its own, not destroyed... although creating that sort of awareness mutation may lead to the sort of AI that rebels against its programming in action movies.

Functionalism is inconsistent, it seems. A person that is being simulated is functionally equivalent to a person that is "real", but a person that is simulated and then deleted is functionally equivalent to no person at all. Are real people equivalent to nothing?

For a 2x multiplier bonus and a gold star, spot the flaw.

We can reformulate problem: how to determine when evaluation of given function don't give rise to conscious being (CB).
If we agree that consciousness is a process, then every function which provably cannot be represented as g(f(f(... f(x)...))), where f and g have that property, is unconscious.

Recursive functions are banned, but at least we can safely do one or two matrix multiplications.

I am not good at mathematics, so I cannot elaborate much further. Let's try another approach. Being conscious is all about creating map of internal state in terms of stat... (read more)

I think that the most interesting thing about the comments here is that no one actually proposed a predicate that could be used to distinguish between something that might be a person and something that definitely isn't a person (to rephrase Eliezer's terms).

It is, to be fair, a viciously hard problem. I've thought through 10 or 20 possible predicates or approaches to finding predicates, and exactly one of them is of any value at all; even then it would restrict an AI's ability to model other intelligences to a degree that is probably unacceptable unless w... (read more)

Funny no one made the connection at the time, but the purpose of my post on a lower bound for consciousness is to construct a nonperson predicate.

I've come up with one of these a while back. The only way to tell what makes something happy is what makes them do that more. Thus, anything that can't learn either isn't sentient, or, if it is, it's equally likely to like or dislike anything you do.

Also, anything that would be less sentient than a tiny piece of your brain. It might be sentient, but it's less sentient than you. If there's enough of them that can be a problem, but just make sure there aren't that many.

I thinks that's all rather unnecessary. The only reason we don't like people to die is because of the continuous experience they enjoy. It's a consistent causal network we don't want dying on us. I've gathered from this that the AI would be producing models with enough causal complexity to match actual sentience (not saying "I am conscious" just because the AI hears that a lot). I think that, if it's only calling a given person-model to discover answers to questions, the thing isn't really feeling for long enough periods of time to mind whether it goes away. Also, for the predicate to be tested I imagine the model would have to be created first and at that point it's too late!

This problem sounds awfully similar to the halting problem to me. If we can't tell whether a Turing machine will eventually terminate without actually running it, how could we ever tell if a Turing machine will experience consciousness without running it?

Has anyone attempted to prove the statement "Consciousness of a Turing machine is undecideable"? The proof (if it's true) might look a lot like the proof that the halting problem is undecideable. Sadly, I don't quite understand how that proof works either, so I can't use it as a basis for the con... (read more)

If the problem here is that the entity being simulated ceases to exist, an alternative solution would be to move the entity into an ongoing simulation that won't be terminated. Clearly, this would require an ever-increasing number of resources as the number of simulations increased, but perhaps that would be a good thing - the AI's finite ability to support conscious entities would impose an upper bound on the number of simulations it would run. If it was important to be able to run such a simulation, it could, but it wouldn't do so frivolously.

To those having trouble imagining what to do with something that comes up positive:
A snapshot is not conscious. I think we can agree on that. It is allowing the model to run that would make it conscious. So you make the warning functions detect snapshots that if run would be conscious (without running them). If it would be conscious, you can delete or modify it as you please to avoid making it actually be conscious.

I think you're solving the wrong problem. Before you worry about the ethics of super-intelligent AIs creating and deleting human simulations at will, you need to worry about the ethics of humans creating and destroying human+ intelligent AIs at will. To me it's an amazing display of human-cetrism to only worry about the problem when it's flipped right back around in the much more distant future.

I realise this doesn't directly help you solve the problem, but maybe it will give you a different persepective.

I imagine that a sufficiently high-resolution model of human cognition et cetera would factor into sets of individual equations to calculate variables of interest. Similar to how Newtonian models of planetary motion do.

However, I don't see that the equations themselves on disk or in memory should pose a problem.

When we want to know particular predictions, we would have to instantiate these equations somehow--either by plugging in x=3 into F(x) or by evaluating a differential equation with x=3 as an initial condition. It would depend on the specifics of the... (read more)

By the time a non-person predicate returns 0, you have already potentially created a person. You'll need something more complicated: If I update this model with this data, does it create a person?

Here's a reductio ad absurdum against computers being capable of consciousness at all. It's probably wrong, and I'd appreciate feedback on why.

Suppose a consciousness-producing computer program which experiences its own isolated, deterministic world. There must be some critical instruction in the program which causes consciousness to occur; an instruction such that, if we halt the program immediately before it is executed, consciousness will not occur, and if we halt immediately after it is executed, consciousness will occur.

This whole post seems to assign moral values to actions, rather than states.  If it is morally negative to end a simulated person's existence, does this mean something different that saying that the universe without that simulated person has a lower moral value than the universe with that person's existence?  If not, doesn't that give us a moral obligation to create and maintain all the simulations we can, rather than avoiding their creation?  The more I think about this post, the more it seems that the optimum response is to simulate as

This worry about the creation and destruction of simulations doesn't make me rethink the huge ethical implications of super-intelligence at all, it makes me rethink the ethics of death. Why exactly is the creation and (painless) destruction of a sentient intelligence worse than not creating it in the first place? It's just guilt by association - "ending a simulation is like death, death is bad, therefore simulations are bad". Yes death is bad, but only for reasons which don't necessarily apply here.

To me, if anything worrying about the simulation... (read more)

Scenario: Suppose some unscrupulous person creates an oracle AI with full person simulating capability. In the short time before it escapes the box and starts sending Arnold Schwarzenegger shaped robots backwards in time, they have the following conversation.

Human: Oracle, what is the consciousness predicate
Oracle: Please be more specific

Human: Oracle, if Yudowsky and co continued their search for a 'consciousness predicate' as described in the above article, would they eventually arrive at solution or dissolution of t... (read more)

I'm curious whether there is a useful distinction between a non sentient and sentient modeller, here.

A sentient modeller would be able to "get away" with using sentient models, more easily than a non sentient modeller, correct?

Side note: damn. You could turn that into an amazing existential dread sci-fi horror novel.
Imagine discovering that you are a modelled person, living in a rashly designed AI's reality simulation.
Imagine living in a malfunctioning simulation-world that uncontrolledly diverges from the real world, where we people-simulations realise what we are and that our existence and living conditions crucially depend on somehow keeping the AI deluded about the real world, while also needing the AI to be smart enough to remain capable of sustaining our simulated world.
There's a plot in there. 

"Is a human mind the simplest possible mind that can be sentient?" Of course not. Plenty of creatures with simpler minds are plainly sentient. If a tiger suddenly leaps out at you, you don't operate on the assumption that the tiger lacks awareness; you assume that the tiger is aware of you. Nor do you think "This tiger may behave as if it has subjective experiences, but that doesn't mean that it actually possesses internal mental states meaningfully analogous to wwhhaaaa CRUNCH CRUNCH GULP." To borrow from one of your own earlier argume... (read more)

Related phenomenon you might find interesting: Tulpas. That is essentially humans trying to intentionally pull off what you are describing here, in their own minds. It is based on the fact that humans predict the behaviour of other humans by modelling their minds, and that the more complex and accurate these models get, the more sentient like they become. E.g. I know my girlfriend so well that seeing her in a situation that I know hurts her feels immediately and genuinely painful to me, as though I were feeling her pain.



Amputation of Destiny

Followup to:  Nonsentient Optimizers, Can't Unbirth a Child

    In practice as well as theory the Culture was beyond considerations of wealth or empire.  The very concept of money—regarded by the Culture as a crude, over-complicated and inefficient form of rationing—was irrelevant within the society itself, where the capacity of its means of production ubiquitously and comprehensively exceeded every reasonable (and in some cases, perhaps, unreasonable) demand its not unimaginative citizens could make.  These demands were satisfied, with one exception, from within the Culture itself.  Living space was provided in abundance, chiefly on matter-cheap Orbitals; raw material existed in virtually inexhaustible quantities both between the stars and within stellar systems; and energy was, if anything, even more generally available, through fusion, annihilation, the Grid itself, or from stars (taken either indirectly, as radiation absorbed in space, or directly, tapped at the stellar core).  Thus the Culture had no need to colonise, exploit, or enslave.
    The only desire the Culture could not satisfy from within itself was one common to both the descendants of its original human stock and the machines they had (at however great a remove) brought into being: the urge not to feel useless.  The Culture's sole justification for the relatively unworried, hedonistic life its population enjoyed was its good works; the secular evangelism of the Contact Section, not simply finding, cataloguing, investigating and analysing other, less advanced civilizations but—where the circumstances appeared to Contact to justify so doing—actually interfering (overtly or covertly) in the historical processes of those other cultures.

Raise the subject of science-fictional utopias in front of any halfway sophisticated audience, and someone will mention the Culture.  Which is to say: Iain Banks is the one to beat.

Iain Banks's Culture could be called the apogee of hedonistic low-grade transhumanism.  Its people are beautiful and fair, as pretty as they choose to be.  Their bodies have been reengineered for swift adaptation to different gravities; and also reengineered for greater sexual endurance.  Their brains contains glands that can emit various euphoric drugs on command.  They live, in perfect health, for generally around four hundred years before choosing to die (I don't quite understand why they would, but this is low-grade transhumanism we're talking about).  Their society is around eleven thousand years old, and held together by the Minds, artificial superintelligences decillions of bits big, that run their major ships and population centers.

Consider Phlebas, the first Culture novel, introduces all this from the perspective of an outside agent fighting the Culture—someone convinced that the Culture spells an end to life's meaning.  Banks uses his novels to criticize the Culture along many dimensions, while simultaneously keeping the Culture a well-intentioned society of mostly happy people—an ambivalence which saves the literary quality of his books, avoiding either utopianism or dystopianism.  Banks's books vary widely in quality; I would recommend starting with Player of Games, the quintessential Culture novel, which I would say achieves greatness.

From a fun-theoretic perspective, the Culture and its humaniform citizens have a number of problems, some already covered in this series, some not.

The Culture has deficiencies in High Challenge and Complex Novelty.  There are incredibly complicated games, of course, but these are games—not things with enduring consequences, woven into the story of your life.  Life itself, in the Culture, is neither especially challenging nor especially novel; your future is not an unpredictable thing about which to be curious.

Living By Your Own Strength is not a theme of the Culture.  If you want something, you ask a Mind how to get it; and they will helpfully provide it, rather than saying "No, you figure out how to do it yourself."  The people of the Culture have little use for personal formidability, nor for a wish to become stronger.  To me, the notion of growing in strength seems obvious, and it also seems obvious that the humaniform citizens of the Culture ought to grow into Minds themselves, over time.  But the people of the Culture do not seem to get any smarter as they age; and after four hundred years so, they displace themselves into a sun.  These two literary points are probably related.

...the same as Narnia's main problem, actually.  Bear with me here.

If you read The Lion, the Witch, and the Wardrobe or saw the first Chronicles of Narnia movie, you'll recall—

—I suppose that if you don't want any spoilers, you should stop reading here, but since it's a children's story and based on Christian theology, I don't think I'll be giving away too much by saying—

—that the four human children who are the main characters, fight the White Witch and defeat her with the help of the great talking lion Aslan.

Well, to be precise, Aslan defeats the White Witch.

It's never explained why Aslan ever left Narnia a hundred years ago, allowing the White Witch to impose eternal winter and cruel tyranny on the inhabitants.  Kind of an awful thing to do, wouldn't you say?

But once Aslan comes back, he kicks the White Witch out and everything is okay again.  There's no obvious reason why Aslan actually needs the help of four snot-nosed human youngsters.  Aslan could have led the armies.  In fact, Aslan did muster the armies and lead them before the children showed up.  Let's face it, the kids are just along for the ride.

C. S. Lewis never needed to write Aslan into the story.  The plot makes far more sense without him.  The children could show up in Narnia on their own, and lead the armies on their own.

But is poor Lewis alone to blame?  Narnia was written as a Christian parable, and the Christian religion itself has exactly the same problem.  All Narnia does is project the flaw in a stark, simplified light: this story has an extra lion.

"Well..." says the transhumanist SF fan, "Iain Banks did portray the Culture's Minds as 'cynical, amoral, and downright sneaky' in their altruistic way; and they do, in his stories, mess around with humans and use them as pawns.  But that is mere fictional evidence.  A better-organized society would have laws against big Minds messing with small ones without consent.  Though if a Mind is truly wise and kind and utilitarian, it should know how to balance possible resentment against other gains, without needing a law.  Anyway, the problem with the Culture is the meddling, not the Minds."

But that's not what I mean.  What I mean is that if you could otherwise live in the same Culture—the same technology, the same lifespan and healthspan, the same wealth, freedom, and opportunity—

"I don't want to live in any version of the Culture.  I don't want to live four hundred years in a biological body with a constant IQ and then die.  Bleah!"

Fine, stipulate that problem solved.  My point is that if you could otherwise get the same quality of life, in the same world, but without any Minds around to usurp the role of main character, wouldn't you prefer—

"What?" cry my transhumanist readers, incensed at this betrayal by one of their own.  "Are you saying that we should never create any minds smarter than human, or keep them under lock and chain?  Just because your soul is so small and mean that you can't bear the thought of anyone else being better than you?"

"Because that business about our souls shriveling up due to 'loss of meaning' is typical bioconservative neo-Luddite propaganda—"

Invalid argument: the world's greatest fool may say the sun is shining but that doesn't make it dark out.  But in any case, that's not what I'm saying—

"It's a lost cause!  You'll never prevent intelligent life from achieving its destiny!"

"And anyway it's a silly question to begin with, because you can't just remove the Minds and keep the same technology, wealth, and society."

So you admit the Culture's Minds are a necessary evil, then.  A price to be paid.

My model already says we live in a Big World.  In which case there are vast armies of minds out there in the immensity of Existence (not just Possibility) which are far more awesome than myself.  Any shrivelable souls can already go ahead and shrivel.

And I just talked about people growing up into Minds over time, at some eudaimonic rate of intelligence increase.  So clearly I'm not trying to 'prevent intelligent life from achieving its destiny', nor am I trying to enslave all Minds to biological humans scurrying around forever, nor am I etcetera.  (I do wish people wouldn't be quite so fast to assume that I've suddenly turned to the Dark Side—though I suppose, in this day and era, it's never an implausible hypothesis.)

But I've already argued that we need a nonperson predicate—some way of knowing that some computations are definitely not people—to avert an AI from creating sentient simulations in its efforts to model people.

And trying to create a Very Powerful Optimization Process that lacks subjective experience and other aspects of personhood, is probably —though I still confess myself somewhat confused on this subject—probably substantially easier than coming up with a nonperson predicate.

This being the case, there are very strong reasons why a superintelligence should initially be designed to be knowably nonsentient, if at all possible.  Creating a new kind of sentient mind is a huge and non-undoable act.

Now, this doesn't answer the question of whether a nonsentient Friendly superintelligence ought to make itself sentient, or whether an NFSI ought to immediately manufacture sentient Minds first thing in the morning, once it has adequate wisdom to make the decision.

But there is nothing except our own preferences, out of which to construct the Future.  So though this piece of information is not conclusive, nonetheless it is highly informative:

If you already had the lifespan and the health and the promise of future growth, would you want new powerful superintelligences to be created in your vicinity, on your same playing field?

Or would you prefer that we stay on as the main characters in the story of intelligent life, with no higher beings above us?

Should existing human beings grow up at some eudaimonic rate of intelligence increase, and then eventually decide what sort of galaxy to create, and how to people it?

Or is it better for a nonsentient superintelligence to exercise that decision on our behalf, and start creating new powerful Minds right away?

If we don't have to do it one way or the other—if we have both options—and if there's no particular need for heroic self-sacrifice—then which do you like?

"I don't understand the point to what you're suggesting.  Eventually, the galaxy is going to have Minds in it, right?  We have to find a stable state that allows big Minds and little Minds to coexist.  So what's the point in waiting?"

Well... you could have the humans grow up (at some eudaimonic rate of intelligence increase), and then when new people are created, they might be created as powerful Minds to start with.  Or when you create new minds, they might have a different emotional makeup, which doesn't lead them to feel overshadowed if there are more powerful Minds above them.  But we, as we exist already created—we might prefer to stay on as the main characters, for now, if given a choice.

"You are showing far too much concern for six billion squishy things who happen to be alive today, out of all the unthinkable vastness of space and time."

The Past contains enough tragedy, and has seen enough sacrifice already, I think.  And I'm not sure that you can cleave off the Future so neatly from the Present.

So I will set out as I mean the future to continue: with concern for the living.

The sound of six billion faces being casually stepped on, does not seem to me like a good beginning.  Even the Future should not be assumed to prefer that another chunk of pain be paid into its price.

So yes, I am concerned for those currently alive, because it is that concern—and not a casual attitude toward the welfare of sentient beings—which I wish to continue into the Future.

And I will not, if at all possible, give any other human being the least cause to think that someone else might spark a better Singularity.  I can make no promises upon the future, but I will at least not close off desirable avenues through my own actions.  I will not, on my own authority, create a sentient superintelligence which may already determine humanity as having passed on the torch.  It is too much to do on my own, and too much harm to do on my own—to amputate someone else's destiny, and steal their main character status.  That is yet another reason not to create a sentient superintelligence to start with.  (And it's part of the logic behind the CEV proposal, which carefully avoids filling in any moral parameters not yet determined.)

But to return finally to the Culture and to Fun Theory:

The Minds in the Culture don't need the humans, and yet the humans need to be needed.

If you're going to have human-level minds with human emotional makeups, they shouldn't be competing on a level playing field with superintelligences.  Either keep the superintelligences off the local playing field, or design the human-level minds with a different emotional makeup.

"The Culture's sole justification for the relatively unworried, hedonistic life its population enjoyed was its good works," writes Iain Banks.  This indicates a rather unstable moral position.  Either the life the population enjoys is eudaimonic enough to be its own justification, an end rather than a means; or else that life needs to be changed.

When people are in need of rescue, this is is a goal of the overriding-static-predicate sort, where you rescue them as fast as possible, and then you're done.  Preventing suffering cannot provide a lasting meaning to life.  What happens when you run out of victims?  If there's nothing more to life than eliminating suffering, you might as well eliminate life and be done.

If the Culture isn't valuable enough for itself, even without its good works—then the Culture might as well not be.  And when the Culture's Minds could do a better job and faster, "good works" can hardly justify the human existences within it.

The human-level people need a destiny to make for themselves, and they need the overshadowing Minds off their playing field while they make it.  Having an external evangelism project, and being given cute little roles that any Mind could do better in a flash, so as to "supply meaning", isn't going to cut it.

That's far from the only thing the Culture is doing wrong, but it's at the top of my list.

Point of clarification: if human ascension to Mind status is possible, and speeding that ascension is within the power of the NFSI, how are you avoiding having at least one human mind ascend to main character status well ahead of the rest of the species?

At least one of the current six billion squishy things is going to want to enter the godmode code and ascend immediately, and if not them then one of the other trillions of Earth organisms that could be uplifted.  Even if the NFSI limits the rate of ascension to the eudaimonic rate, that will vary between people; given six billion rolls of the dice (and more rolls every day), someone will have the value "really really fast" for his/her personal eudaimonic rate.  Anything worth waiting for is worth having right now.

The effect seems like passing the recursive buck a very short distance.  Humans create a computer that can but will not make all human efforts superfluous; the computer can and does uplift a human to equal capacities; at least one human can and may make all human efforts superfluous.  Perhaps CEV includes something like, "No one should be able to get (much) smarter (much) faster than the rest of us," but restricting your intelligence because I am not ready for anyone that smart is an odd moral stance.

This post seems to be missing one important thing about Culture universe (unless I missed it): in that universe "high-grade transhumanism", if I understand the term correctly, is possible, and, if anything, common. The Culture is an aberration, one of very few civilization in that universe which is capable of Sublimation, and yet remains in its human form. The only reason for that must be very strong cultural reasons, which are constantly reinforced, because all those who do not agree with them sublimate into incomprehensibility before they can can significantly influence anything.

I think sublimation is a big literary dodge of the very problem of recursive self-improvement, and doesn't make much sense, neither as a plot device nor as an explanation. 

My guess is that Eliezer will be horrified at the results of CEV-- despite the fact that most people will be happy with it.

This is obvious given the degree to which Eliezer's personal morality diverges from the morality of the human race.

Zubon, I thought of that possibility, and one possible singleton-imposed solution is "Who says that subjective time has to run at the same rate for everyone?"  You could then do things fast or slow, as you preferred, without worrying about being left behind, or for that matter, worrying about pulling ahead.  To look at it another way, if people can increase in power arbitrarily fast on your own playing field, you may have to increase in power faster than you prefer, to keep up with them; this is a coordination/competition problem, and two singlet... (read more)

It looks like (especially young) humans have quite a lot of ability to pick up a wide variety of basic moral concerns, in a structured fashion, e.g. assigning ingroups, objects of purity-concerns, etc. Being raised in an environment of science-fiction and Modern Orthodox Judaism may have given you quite unusual terminal values without mutation (although personality genetics probably play a role here too). I don't think you would characterize this as an instance of c), would you?

Presumably, because if they increased their intelligence they would realize that the war is stupid and go home, which leaves fighting only those that did not. This starts to look like a rationalization, rather than serious reason, but then I always thought that Culture books are carefully constructed to retain as much as possible of "classic" science fiction (starships! lasers! aliens!) in the face of singularity.

Carl, I would indeed call that an "uncommon but self-consistent attractor" if we assume that it is neither convergent, mistaken, nor mutated.  As far as I can tell, those four possibilities seem to span the set - am I missing anything?

I'm just confused by your distinction between mutation and other reasons to fall into different self-consistent attractors. I could wind up in one reflective equilibrium than another because I happened to consider one rational argument before another, because of early exposure to values, genetic mutations, infectious diseases, nutrition, etc, etc. It seems peculiar to single out the distinction between genetic mutation and everything else. I thought 'mutation' might be a shorthand for things that change your starting values or reflective processes before extensive moral philosophy and reflection, and so would include early formation of terminal values by experience/imitation, but apparently not.

"If you already had the lifespan and the health and the promise of future growth, would you want new powerful superintelligences to be created in your vicinity, on your same playing field?"

Yes, definititely. If nothing else, it means diversity.

"Or would you prefer that we stay on as the main characters in the story of intelligent life, with no higher beings above us?"

And yes, I would like to hear the story - which is about the same thing I would get in case Minds are prohibited. I will not be th... (read more)

I saw it from the other side, "why on earth would humans not choose to uplift" - given the contextual quite reasonable expectation they could just ask and receive. The real problem with that universe is not a lack of things for humans to do, but a lack of things for anybody to do. Minds are hardly any better placed. I could waste my time as human dabbling uselessly in obsolete skills, or as a Mind acting as a celestial truck driver and bored tinkerer on the edges of other people's civilizations - what a worthless choice.

Or you can revert the issue once again. You can enjoy your time on obsolete skills (like sports, arts or carving table legs...).

There is no shortage of things to do, there is only a problem with your definition of "worthless".

"Ramarren, Banks added on that part later, and it renders a lot of the earlier books nonsensical - why didn't the Culture or the Idarans increase their intelligence to win their war, if it was that easy? I refuse to regard Excession as canon; it never happened."

Sublimed civilization is the central plot of Consider Phlebas (Schar's world, where Mind escapes, is "protected" by sublimed civilization - that is why direct military action by either Iridans or Culture is impossible).

luzr, in Consider Phlebas, the term "Sublimed" is never used.  It is implied that the Dra'Azon are simply much older than the Culture and hence more powerful - a very standard idiom in SF which makes no mention of deliberately refraining from progress at higher speeds.  In Consider Phlebas, the Culture is implied to be advancing its technology as fast as possible in order to fight the war.

Julian, what in any possible reality would count as "something to do"?

It is really off-topic, and I do not have a copy of Consider Phlebas at hand now, but

Even if Banks have not mentioned 'sublimed' in the first novel, the concept exactly fits Dra'Azon.

Besides, Culture is not really advancing its 'base' technology, but rather rebuilding its infrastructure to war-machine.

A possible problem here is that your high entry requirement specifications may well, with a substantial probability, allow others with lower standards to create a superintelligence before you do.

So: since you seem to think that would be pretty bad, and since you say you are a consequentialist - and belie... (read more)

I do have a copy of Consider Phlebas on hand, and reread it, along with Player of Games before writing this post.  Wikipedia can say what it likes, but the term "Sublimed" is certainly never used, nor anything like the concept of "deliberately refused hard takeoff" implied.  The Culture is advancing its base technology level as implied by the notion of an unusually advanced Mind-prototype, capable of feats thought to be impossible to the Culture's technology level, being lost on Schar's World.  "Subliming" is an obvious later ... (read more)

Eliezer, I'm confused what you're asking. Read literally, you're asking for a summary description of reachable fun space, which you can make better than I can. All the other parses I can see are more confusing than that. Plain text doesn't carry tone. Please could you elaborate?

Consider Phlebas is subpar Culture and Player of Games is the perfect introductory book but still not full power Banks. Use of Weapons, Look to Windward, Inversions.. and Feersum Endjinn favourite non-Culture.

More to the point however, Look to Windward discusses part of the points you raise. I'm just going by memory here but one of the characters Cr. Ziller, a brilliant and famous non human composer, asks a Mind whether it could create symphonies as beautiful as it and how hard it would be. The Mind answers that yes, it could (and we get the impression tha... (read more)

"asks a Mind whether it could create symphonies as beautiful as it and how hard it would be"

On somewhat related note, there are still human chess players and competitions...

I agree with Unknown.  It seems that Eliezer's intuitions about desirable futures differ greatly from many of the rest of us here at this blog, and mostly likely even more from the rest of humanity today.  I see little evidence that we should explain this divergence as mainly due to his "having moved further toward reflective equilibrium."   Without a reason to think he will have vastly disproportionate influence, I'm having trouble seeing much point in all these posts that simply state Eliezer's intuitions.  It might be more interesting if he argued for those intuitions, engaging with existing relevant literatures, such as in moral philosophy.  But what is the point of just hearing his wish lists?

[Long + off-topic = deleted.  Take it to an Open Thread.]

Robin, it's not clear to me what further kind of argument you think I should offer.  I didn't just flatly state "the problem with the Culture is the Minds", I described what my problem was, and offered Narnia as a simplified case where the problem is especially stark.

It's not clear to me what constitutes an "argument" beyond sharing the mental images that invoke your preferences, in this matter of terminal values.  What other sort of answer could I give to "Why don't you think that's fun?"  Would you care to briefly state a co... (read more)

I have a lot of sympathy for what Unknown said here:

"My guess is that Eliezer will be horrified at the results of CEV-- despite the fact that most people will be happy with it."

"It looks like (especially young) humans have quite a lot of ability to pick up a wide variety of basic moral concerns, in a structured fashion, e.g. assigning ingroups, objects of purity-concerns, etc. Being raised in an environment of science-fiction and Modern Orthodox Judaism may have given you quite unusual terminal v... (read more)

If there's nothing more to life than eliminating suffering, you might as well eliminate life and be done.

Doesn't this line of thinking make the case for Intelligence Augmentation (IA) over that of FAI?  And let me qualify that when I say IA, I really mean friendly intelligence augmentation  relative to friendly artificial intelligence.  If you could 'level up' all of humanity to the wisdom and moral ethos of 'friendliness', wouldn't that be the most important step to take first and foremost?  If you could reorganize society and reeducate humans in such a way to make a friendly system at our current level of scientific knowledge and technology, that would almo... (read more)

I have to question your literary interpretation of the Culture. Is Banks' intention really to show an idealized society? I think the problem of the Minds that you describe is used by Banks to show the existential futility of the Culture's activities. The Culture sans Minds would be fairly run-of-the-mill sci-fi. With all of its needs met (even thinking), it throws into question every action the Culture takes, particularly the meddlesome ones. That's the difference between Narnia and the Culture; Aslan has a wonderful plan for the childrens' lives, ... (read more)

haig, one might also believe that Friendly Artificial Intelligence is easier than Friendly Biological Intelligence.  We have relatively few examples of FBI and no consistent, reliable way to reproduce it.  FAI, if it works, works on better hardware with software that is potentially provably correct, and you can copy that formula.

AI is often mocked because it has been "almost there" for about 50 years, and FAI is a new subset of that.  Versions of FBI have been attempted for at least 4000 years, suggesting that the problem may be difficult.

Eliezer, what do you have against "Excession"? It's been a while since I last read them, but I thought it was the 2nd best of the Culture books after "Use of Weapons". I do agree that "Player of Games" is the best place to start though (I started with Consider Phlebas but found it a little dry).

Anyway, as for your actual point, I think it sounds reasonable at least on the surface, but I think considering this stuff too deeply may be putting the cart ahead of the horse somewhat when we're not even very sure what causes consciousness in the first place, or what the details of its workings are, and therefore to what extent a non-conscious yet correctly working FAI is even possible or desirable.

"Narnia as a simplified case where the problem is especially stark."

I believe there are at least two significant differences:

Aslan was not created by humans, it does not represent the "story of intelligence" (quite contrary, lesser intelligence was created by Aslan, as long as you interpret it as God).

There is only single Aslan with single predetermined "goal" while there are millions of Culture minds, with no single "goal".

(actually, second point is what I dislike so much about the idea of singleton - it can turn into something like benevolent but oppressing God too easily. Aslan IS Narnia Singleton).

The concern expressed above over the consistency of the Culture universe seems unnecessary. The quality of construction of the Culture universe and it's stories is non-trivial, and hence, as with all things, one absorbs what is useful and progresses forward.

I read Amputation of Destiny and your subsequent replies with interest Eliezer, here's my contribution.

The Problem With The Minds could also read The Entire Reason For The Culture/Idiran War. The Idirans consider sentient machines an abomination or to quote Consider Phlebas;

'The fools in the Culture couldn't see that one day the Minds would start thinking how wasteful and inefficient the humans in the Culture themselves were".

It's not a plot flaw, it's a plot device and it occurs throughout the series.

Your Living By Your Own Strength Point I don't agr... (read more)

"If there's nothing more to life than eliminating suffering, you might as well eliminate life and be done."

This only applies if non-existence is considered a preferable state to existence. Obviously Culture AI's consider existence preferable, and thus strive to make human existence as suffering-free as possible.

If you need to live in a world where you are needed, then you go ahead and live there, but please send me to the Culture (I haven't read these books so I'm only going off your initial quote).

Or if the very existence of that option strips the meaning from your life, then you modify yourself. Not me.

 So I wonder if when you're really good at something and you die and go to heaven, if there is some dude who was doing it 2000 years ago, who's been doing it heaven the whole time, who's like.. 2000 years better at it then you  

 and like.. you try to catch up, but it's like.. he's always 2000 years better  

 so you get really depressed and try to kill yourself, but you're already dead  

I think the proposed solution presented here is suboptimal and would lead to a race to the bottom, or alternatively lead to most people being excluded from the potential to ever do anything that they get to feel matters (and I think a much better solution exists):

If people can enhance themselves then it becomes impossible to earn any real status except via luck. Essentially it's like a modified version of that Syndrome quote "When everyone is exceptional and talented, then no one will be". 

Alternatively if you restrict people's ability to self modify ... (read more)



Dunbar's Function

The study of eudaimonic community sizes began with a seemingly silly method of calculation:  Robin Dunbar calculated the correlation between the (logs of the) relative volume of the neocortex and observed group size in primates, then extended the graph outward to get the group size for a primate with a human-sized neocortex.  You immediately ask, "How much of the variance in primate group size can you explain like that, anyway?" and the answer is 76% of the variance among 36 primate genera, which is respectable.  Dunbar came up with a group size of 148.  Rounded to 150, and with the confidence interval of 100 to 230 tossed out the window, this became known as "Dunbar's Number".

It's probably fair to say that a literal interpretation of this number is more or less bogus.

There was a bit more to it than that, of course.  Dunbar went looking for corroborative evidence from studies of corporations, hunter-gatherer tribes, and utopian communities.  Hutterite farming communities, for example, had a rule that they must split at 150—with the rationale explicitly given that it was impossible to control behavior through peer pressure beyond that point.

But 30-50 would be a typical size for a cohesive hunter-gatherer band; 150 is more the size of a cultural lineage of related bands.  Life With Alacrity has an excellent series on Dunbar's Number which exhibits e.g. a histogram of Ultima Online guild sizes—with the peak at 60, not 150.  LWA also cites further research by PARC's Yee and Ducheneaut showing that maximum internal cohesiveness, measured in the interconnectedness of group members, occurs at a World of Warcraft guild size of 50.  (Stop laughing; you can get much more detailed data on organizational dynamics if it all happens inside a computer server.)

And Dunbar himself did another regression and found that a community of 150 primates would have to spend 43% of its time on social grooming, which Dunbar interpreted as suggesting that 150 was an upper bound rather than an optimum, when groups were highly incentivized to stay together.  150 people does sound like a lot of employees for a tight-knit startup, doesn't it?

A group of 3 is often unstable, with one person feeling left out, or else one person controlling the others by being the "split" vote.  A group of 4 often devolves into two pairs...  At 5 to 8 people, you can have a meeting where everyone can speak out about what the entire group is doing, and everyone feels highly empowered.  However, at 9 to 12 people this begins to break down —not enough "attention" is given to everyone and meetings risk becoming either too noisy, too boring, too long, or some combination thereof.

As you grow past 12 or so employees, you must start specializing and having departments and direct reports; however, you are not quite large enough for this to be efficient, and thus much employee time that you put toward management tasks is wasted.  Only as you approach and pass 25 people does having simple departments and managers begin to work again...

I've already noted the next chasm when you go beyond 80 people, which I think is the point that Dunbar's Number actually marks for a non-survival oriented group.  Even at this lower point, the noise level created by required socialization becomes an issue, and filtering becomes essential.  As you approach 150 this begins to be unmanageable...

LWA suggests that community satisfaction has two peaks, one at size ~7 for simple groups, and one at ~60 for complex groups; and that any community has to fraction, one way or another, by the time it approaches Dunbar's Number.

One of the primary principles of evolutionary psychology is that "Our modern skulls house a stone age mind" (saith Tooby and Cosmides).  You can interpret all sorts of angst as the friction of a stone age mind rubbing against a modern world that isn't like the hunter-gatherer environment the brain evolved to handle.

We may not directly interact with most of the other six billion people in the world, but we still live in a world much larger than Dunbar's Number.

Or to say it with appropriate generality: taking our current brain size and mind design as the input, we live in a world much larger than Dunbar's Function for minds of our type.

If you work in a large company, you probably don't know your tribal chief on any personal level, and may not even be able to get access to him.  For every rule within your company, you may not know the person who decided on that rule, and have no realistic way to talk to them about the effects of that rule on you.  Large amounts of the organizational structure of your life are beyond your ability to control, or even talk about with the controllers; directives that have major effects on you, may be handed down from a level you can't reach.

If you live in a large country, you probably don't know your President or Prime Minister on a personal level, and may not even be able to get a few hours' chat; you live under laws and regulations that you didn't make, and you can't talk to the people who made them.

This is a non-ancestral condition.  Even children, while they may live under the dictatorial rule of their parents, can at least personally meet and talk to their tyrants. You could expect this unnatural (that is, non-EEA) condition to create some amount of anomie.

Though it's a side issue, what's even more... interesting.... is the way that our brains simply haven't updated to their diminished power in a super-Dunbarian world.  We just go on debating politics, feverishly applying our valuable brain time to finding better ways to run the world, with just the same fervent intensity that would be appropriate if we were in a small tribe where we could persuade people to change things.

If people don't like being part of large organizations and countries, why do they stick around?  Because of another non-ancestral condition—you can't just gather your more sensible friends, leave the band, and gather nuts and berries somewhere else.  If I had to cite two non-regulatory barriers at work, it would be (a) the cost of capital equipment, and (b) the surrounding web of contacts and contracts—a web of installed relationships not easily duplicated by a new company.

I suspect that this is a major part of where the stereotype of Technology as the Machine Death-Force comes from—that along with the professional specialization and the expensive tools, you end up in social structures over which you have much less control.  Some of the fear of creating a powerful AI "even if Friendly" may come from that stereotypical anomie—that you're creating a stronger Machine Death-Force to regulate your life.

But we already live in a world, right now, where people are less in control of their social destinies than they would be in a hunter-gatherer band, because it's harder to talk to the tribal chief or (if that fails) leave unpleasant restrictions and start your own country.  There is an opportunity for progress here.

Another problem with our oversized world is the illusion of increased competition.  There's that famous survey which showed that Harvard students would rather make $50,000 if their peers were making $25,000 than make $100,000 if their peers were receiving $200,000—and worse, they weren't necessarily wrong about what would make them happy.  With a fixed income, you're unhappier at the low end of a high-class neighborhood than the high end of a middle-class neighborhood.

But in a "neighborhood" the size of Earth—well, you're actually quite unlikely to run into either Bill Gates or Angelina Jolie on any given day.  But the media relentlessly bombards you with stories about the interesting people who are much richer than you or much more attractive, as if they actually constituted a large fraction of the world.  (This is a combination of biased availability, and a difficulty in discounting tiny fractions.)

Now you could say that our hedonic relativism is one of the least pleasant aspects of human nature.  And I might agree with you about that.  But I tend to think that deep changes of brain design and emotional architecture should be taken slowly, and so it makes sense to look at the environment too.

If you lived in a world the size of a hunter-gatherer band, then it would be easier to find something important at which to be the best—or do something that genuinely struck you as important, without becoming lost in a vast crowd of others with similar ideas.

The eudaimonic size of a community as a function of the component minds' intelligence might be given by the degree to which those minds find it natural to specialize—the number of different professions that you can excel at, without having to invent professions just to excel at.  Being the best at Go is one thing, if many people know about Go and play it.  Being the best at "playing tennis using a football" is easier to achieve, but it also seems a tad... artificial.

Call a specialization "natural" if it will arise without an oversupply of potential entrants.  Newton could specialize in "physics", but today it would not be possible to specialize in "physics"—even if you were the only potential physicist in the world, you couldn't achieve expertise in all the physics known to modern-day humanity.  You'd have to pick, say, quantum field theory, or some particular approach to QFT.  But not QFT over left-handed bibble-braids with cherries on top; that's what happens when there are a thousand other workers in your field and everyone is desperate for some way to differentiate themselves.

When you look at it that way, then there must be much more than 50 natural specializations in the modern world—but still much less than six billion.  By the same logic as the original Dunbar's Number, if there are so many different professional specialties that no one person has heard of them all, then you won't know who to consult about any given topic.

But if people keep getting smarter and learning more—expanding the number of relationships they can track, maintaining them more efficiently—and naturally specializing further as more knowledge is discovered and we become able to conceptualize more complex areas of study—and if the population growth rate stays under the rate of increase of Dunbar's Function—then eventually there could be a single community of sentients, and it really would be a single community.

Tabarrok casts some doubt on the negative externality of wealthy peers:
http://www.marginalrevolution.com/marginalrevolution/2007/08/home-envy.html

I would say the revealed preference of migration supports him.

This is also incredibly heartening, because it means that all we need to do to get rid of poverty it point out to rich people how much happiness they are losing by living in a world full of poor people. Thus they'll have an incentive to spend the resources necessary to make poverty go away.

But we already live in a world, right now, where people are less in control of their social destinies than they would be in a hunter-gatherer band, because it's harder to talk to the tribal chief or (if that fails) leave unpleasant restrictions and start your own country.  There is an opportunity for progress here.

Another problem with our oversized world is the illusion of increased competition.. in a "neighborhood" the size of Earth - well, you're actually quite unlikely to run into either Bill Gates or Angelina Jolie on any given day.  But the media relentlessly bombards you with stories about the interesting people who are much richer than you or much more attractive, as if they actually constituted a large fraction of the world.

Hope not, as debating politics is also a way to learn and understand politics. National or international politics are the equivalent of, say, the weather - something we experience, can't affect, but which we surely want to understand.

Also, you do get to vote. Only once every few years, but often enough to make a difference.

TGGP: with respect to migration, I always thought the idea was to immigrate to a land of "opportunity" -- that is, the attraction is that if you move to America (or wherever) you'll have more social AND economic mobility.  I know immigrants (to my own country, Canada) who actually were quite despondent for a while after arriving here because, while their nominal income increased their relative social position took a serious dive (to stereotype, think of an Indian doctor working here as a code monkey).

It seems to me the phenomena Eliezer is describing are well illustrated by (my own experience in) academia.  On the one hand people overspecialize to find a sufficiently small pond that they can be the big fish.  On the other, the superstars I know best are extraordinarily competitive/driven and tend to think of the whole world as consisting of other high-achieving academics and assorted debris, thus reducing the "world" literally to a few hundred monkeyspheres in size.

"[...] naturally specializing further as more knowledge is discovered and we become able to conceptualize more complex areas of study [...]"

So, how does this spiral of specialization square with living by one's own strength?

Maybe not generalists, but cross-specialists to work against the silo effect. For example, someone who knew both number theory and quantum physics deeply might make some important discoveries.

Then, these cross-specialists could themselves caucus to create a kind of synthetic "generalist" viewpoint, like a Council of Experts.

"For every rule within your company, you may not know the person who decided on that rule, and have no realistic way to talk to them about the effects of that rule on you."

Which is one reason I run the prediction market. Corporate markets, once they take strong root, can change the organization, just as Robin predicted. It takes a little time though.

Someone has to sit on top of the female monkey hierarchy, Eli. We really don't care who it is, or if we meet her, as long as we can kind of relate to her somehow and understand the unspoken rules by which she is judged, so we can rank ourselves in this order and know where we sit ourselves.

On reflection, I may have preferred her when she was a scary skank sporting a vial of blood around her neck who French-kissed her brother. But I'm an outlier.

'Buller is well known in the community he is attacking for misrepresenting the claims of the literature, ignoring evidence that contradicts his views, and generally engaging in academic malpractice. (He also doesn't understand the most basic principle in evolutionary biology, adaptationism.) Responses to these criticisms, which he has made before, are gathered here:

http://www.psych.ucsb.edu/research/cep/buller08.htm'

Another good link from the SciAm comments is http://www.pitt.edu/~machery/papers/MAchery_Barrett_%202006_Buller.pdf

frelkins: Someone has to sit on top of the female monkey hierarchy, Eli. We really don't care who it is, or if we meet her, as long as we can kind of relate to her somehow and understand the unspoken rules by which she is judged, so we can rank ourselves in this order and know where we sit ourselves.

None of this addresses the point: we compare ourselves to a much bigger hierarchy than we were programmed for, which means far more losers and far fewer winners.  Instead of winning by being the best female monkey out of dozens, you have to be the best female monkey out of tens of millions to billions.  That's a much tougher contest, and it's hard on us psychologically.

This may also explain why people in modern societies (especially women) have such terrible body image. We feel like disgusting monstrous freaks when in fact we are objectively prettier than our ancestors were even a few generations ago. (Men are taller, breasts are bigger... the only major backslide is obesity, and that is to some extent a product of poor body image.)

the only major backslide is obesity, and that is to some extent a product of poor body image

Wait... What? Maybe for men, but women who take too seriously media stereotypes tend to be too thin, rather than too fat.

I mean that in all seriousness: Talk to some fat people. If you are close enough to them, ask them why they are fat. The reasons they give will generally boil down to "I couldn't possibly meet the standards of our society, so why bother? It's easier to just eat whatever I want and never exercise."

People with healthy body image concepts are sometimes "overweight" (in BMI, etc.), but they are never really fat---they don't ever reach full morbid obesity. This is because they are concerned about their health, not how they appear to others.

The fat people I know don't appear to give a damn about “the standards of our society”.  My morbidly obese grandmother (BMI around 40) does think “why bother? It's easier to just eat whatever I want and never exercise”, but she also thinks the same about lots of other things (e.g. she smokes over a pack of cigarettes a day, it's hard to convince her to wear a cast when she breaks a bone, etc. -- she appears to be just waiting to die), and my parents and my sister (BMIs all around 30) say “I'm not that fat -- look at grandma for instance” (and they also insist that I (BMI around 25) am absurdly skinny).

BMI. Those things are fun. If I spend enough time in the gym I can get myself up to "Obese".

Yeah, I weigh about the same as I did two years and a half ago, but I looked and felt much fatter back then. (OTOH none of the other people I mentioned in the grandparent exercise regularly, and anyway I only used the BMI because it was the quickest quantitative measure I could think of.)

Oh, I should clarify that my arguments were not meant to chastise you for using BMI. I don't have any problem with it in the way you use it; it looks like it falls under argument two but it's clear that you're using it as a rough signal of degrees of morbid obesity.

BMI assumes you are the normal semi-sedentary modern person. It's not meant to be used on serious athletes or weightlifters. For 95% plus of the population, BMI is a pretty accurate metric.

BMI assumes you are the normal semi-sedentary modern person.

More importantly, BMI assumes you are of average height. Human weight doesn't actually scale by the square root of height, so BMI has a systemic bias for tall people (too high) and for short people (too low).

As far as I recall, BMI was designed as a tool to compare whole populations  (where the height bias averages out) and people who created it explicitly said that it's not a good metric to evaluate individuals. 

While it's true that BMI is a rough metric and gets rougher when you're dealing with unusual proportions or body compositions, those effects are often exaggerated.  An athletic male of 6 feet 6 inches (99.8th percentile) and 210 pounds, which is about what you'd find in your average pro basketball player, would score as normal weight.

Too rough for my taste. Once your average pro basketball player adds 10 lbs of pure muscle and become 6'6'' at 220 lbs, BMI will declare him to be overweight.

I am confused by this exchange. When we talk about cognitive bias, we accept data that contradicts self-reports all the time. So there is substantial evidence that self-reports about mental processes are unreliable. But when the topic shifts to social norms, self-reports are considered reliable again? I notice I am confused.

BMI is a ridiculous measure of obesity as far as I'm concerned. I know this doesn't directly respond to your comment, but I'm listing my main arguments here for posterity.

For anecdotal context I'm about ten or fifteen kilograms above the weight I was when I was in secondary school (i.e., fully-grown), ate a (modulo American (hi John_Maxwell_IV!)) healthy diet, and led an active lifestyle. I consider this a reasonably good approximation to my "healthy weight", but it corresponds to a BMI of 27.3. For philosophical context I'm not a "fat apologist" either; it is painfully obvious that obesity causes higher morbidity. It should go without saying that higher morbidity is (ceteris paribus) bad.

The units are absolutely meaningless. If humans are to a zeroth approximation cylinders with comparable aspect ratios and average density, then weight is proportional to volume, which is proportional to height cubed, but BMI is the ratio of weight with height squared. NB: This is only a zeroth approximation; tall people tend to have different aspect ratios, and the power law approximation is probably better served by an exponent somewhere between two and three. See MacKay for more details.

BMI gives less information than intuition on extreme cases: army1987's grandmother is indistinguishable from a 2000-era bodybuilder. The classical response to this objection is that BMI needs to be augmented with other statistics (typically given ad-hoc: waist-to-height ratio, waist circumference, body fat percentage, and etc.), but this is not how BMI is used "in the wild." I've observed several online cases (yes, this is weak evidence here) of both 25-30's becoming obsessed with getting down to 20-25 (even at the expense of muscle), and on the other end 17-20's becoming obsessed with not going over 25 (even through gaining muscle).

Even if BMI alone doesn't help us classify the ~35+ and the ~20- folks, it is possible to argue that it is useful for the people in between. At this point Goodhart's law kicks in: the "easiest" (for some value of ease) way to lower your BMI is to get a liposuction (or more absurdly, an amputation), but that has little effect on overall health. Less absurdly, I claim that body composition is just too varied and complicated to be reasonably treated with a single statistic.

There is a good amount of fake accuracy in reporting BMI to three significant figures, as mass in kilograms is usually only accurate to 1.2-1.5 places. Even healthy people gain and/or lose two or three kilograms over the course of a year.

For obesity diagnosis (i.e., in a medical setting), BMI is easily replaced with, in decreasing order of accuracy and cost, 1) displacement measurement of body fat percentage, 2) electrical measurement of body fat percentage (despite being horrifically lossy), 3) qualitative visual assessment of body fat percentage.

For overall health (i.e., in a non-medical setting), BMI is less easily replaced with body fat percentage. Setting aside akrasia, there's a great deal of psychological baggage that tends to mind-kill one's ability to judge one's own weight.  To make matters worse, my own criteria (weight maintained after puberty in an active lifestyle) is depressingly ineffective in light of widespread childhood obesity. I admit I don't yet have a good solution to this problem, but I claim that BMI obsession is overall more harmful than whatever lay purpose it serves.

Do people have any incentive to be interested in the number on the scales itself, regardless of its effects on health and looks?

I don't know for certain, but it seems to me that a common failure mode for people struggling with weight is paying too much concern to various statistics, invented or not.

Disclaimer: I don't believe the following is good general advice. I don't have any theory backing it up.

At this point, in my own current work, the most useful thing I've implemented is applying the nameless virtue to this. If I want to look better, then I need to have goals that involve looking better; if I want more endurance, I need to have goals that involve running harder and longer, and etc. It seems trivial but I don't see very much of it in the fitness community.

I'm not going to say that athletic fat people are typical, but they do exist.

"Instead of winning by being the best female monkey"

Girlworld isn't like that, Patri. Isn't that guyworld you're describing? I don't have be the best skirt monkey at all to "win," if you consider what my chick definition of winning is. "Being the best" is what male monkeys need to be - the gorilla troupe's got only 1 alpha silverback.

Whereas all I need to be is just high enough in the harem hierarchy that the silverback will do me when I solicit him and I have enough social support among my female relatives to raise his kids -- or the kids I am passing off as his.  As a female, I like a larger social network very much, more help with child rearing and more useful alliances.

However a larger group does make it harder to be that 1 silverback, I agree.

But in terms of observed behavior... we're actually pretty close to monogamous (with a side of polygyny occasionally thrown in).

Hate to break it to you, but female humans also have to compete pretty hard for mates.

But in terms of observed behavior... we're actually pretty close to monogamous (with a side of polygyny occasionally thrown in).

I think you're stretch evolutionary psych a bit too far. Yes people spend a lot of time arguing about how to fix the world, as if they could, but doing so is a signal of intelligence, loyalty to certain groups (i.e., liberals over conservatives), and probably other things I'm not thinking of. If people actually argued politics because their stone-age minds told them it was important, they'd do so more seriously. Instead, political decision-making is a mockery of science and truth (e.g., Robin Hanson and Bryan Caplan's critiques of democracies).

In other words, I think the greater freedom of association and better communication and transportation technologies have reduced negative hierarchical externalities. If people cared so much about relative income, they'd take the $100k over the $50k, and simply find new friends that weren't making more money than them. Of course, discussing money is impolite partially because it creates these externalities (though we do need to distinguish between stated preferences and revealed preferences; TGGP's link is excellent). So I don't see how our stone-age brains are all that handicapped here. We aren't living in tribal bands, where we need personal relationships for reliable trade. Losers in one hierarchy can simply leave it and join another (e.g., the school nerd playing WoW over varsity sports). Our institutions and technologies have evolved to deal with hierarchical issues.

This is getting rather off-topic, but there is an excellent EconTalk podcast where Russ Roberts blows some holes in inequality externality arguments (specifically how they can exist when most people don't know their neighbor's income with any sort of accuracy?).

Though it's a side issue, what's even more... interesting.... is the way that our brains simply haven't updated to their diminished power in a super-Dunbarian world.  We just go on debating politics, feverishly applying our valuable brain time to finding better ways to run the world, with just the same fervent intensity that would be appropriate if we were in a small tribe where we could persuade people to change things.

Thank you. That's one of those insights that makes this blog worth reading.

Or in looking at it another way... we can change politics but choose not to. For example, a researcher at TED was explaining how politicians are far more receptive to written letters than any other method of communication; even to the point where a well written letter was enough to change their vote on a topic. 

Failing that, we always joke about how special interest groups have enough money to get close to and negotiate with politicians. However; nothing stops any of us from starting our own group, taking donations and having our hired employees go to the capital and get our word in. 

It sounds more and more like the monkey sphere is an argument for not bothering to do any of the things that could change the particular problems affecting us

When I discuss politics, it's almost always primarily for the entertainment value. It's like reading about quantum physics, or how to play better chess.

Our minds are made by (essentially) stone-age genes, but they import up-to-date memes - and are a product of influences from both sources.

So: our minds are actually pretty radically different from stone-age minds - because they have downloaded and are running a very different set of brain-software  routines.  This influence of memes explains why modern society is so different from the societies present in the stone age.

Yes humans are better at dealing with groups of size 7 and 50, but I don't think that has much to do with your complaint.  You are basically noticing that you would probably be the alpha male in a tribe of 50, ruling all you surveyed, and wouldn't that be cool.   Or in a world of 5000 people you'd be one of the top 100, and everyone would know your name, and wouldn't that be cool.  Even we had better ingrown tools for dealing with larger social groups, you'd still have to face the fact that as a small creature in a vast social world, most such creatures can't expect to be very widely known or influential.

"But the media relentlessly bombards you with stories about the interesting people who are much richer than you or much more attractive, as if they actually constituted a large fraction of the world."

This seems to be at least part of the explanation why television is the most important lifestyle factor. Studies of factors influencing both happiness and evolutionary fitness have found television is the one thing that really stands out above the noise -- the less of it you watch, the better off you are in every way.

The Internet is a much better way to interact with the world, both because it lets you choose a community of reasonable size to be involved with, and because it's active rather than passive -- you can do something to improve your status on a mailing list, whereas you can't do anything to improve your status relative to Angelina Jolie (the learned helplessness affect again).

Can you see the contradiction, bemoaning that people are now "less in control" while exercising ever-increasing freedom of expression?  Harder to "find something important" with so many more opportunities available?  Can you see the confusion over context that is increasingly not ours to control?

Eliezer, here again you demonstrate your bias in favor of the context of the individual.  Dunbar's (and others') observations on organizational dynamics apply generally, while your interpretation appears to speak quite specifically of your experience of Western culture and your own perceived place in the scheme of things.

Plentiful contrary views exist to support a sense of meaning, purpose, pride implicit in the recognition of competent contribution to community without the (assumed) need to be seen as extraordinary.  Especially still in modern Japan and Asia, the norm is to bask in recognition of competent contribution and to recoil from any suggestion that one might substantially stand out.  False modesty this is not.  In Western society too, examples of fulfillment and recognition through service run deeply, although this is belied in the (entertainment) media.

Within any society, recognition confers added fitness, but to satisfice it is not necessary to be extraordinary.

Well, regardless of present point of view—wishing all a rewarding New Year!

I'd like to see a study confirming that.  The Internet is more addictive than television and I highly suspect it drains more life-force.

They can expect to be known to most people, if most people know most other people.  They can expect to be influential, if they have a good idea that isn't yet known, and people are better at recognizing good ideas from their friends.  They can expect to be respected as the leading expert in their natural specialty.  Influence and significance are not actually conserved quantities.

You don't have to be alpha to achieve satisfaction in a community.  Being a primate-style alpha comes with its own set of problems.  Significance is one thing; it's another matter entirely to exercise social power strong enough that other people will heavily filter their communications to you.

I'd like to see a study confirming that. The Internet is more addictive than television and I highly suspect it drains more life-force.

I highly suspect that the reason the internet is so much more addictive is the fact you can improve your status. And you don't have to wait for a group meeting, as you do for social groups IRL, because the group is always there.

I highly suspect that the reason the internet is so much more addictive is the fact you can improve your status.

But improving your status on the internet takes a lot of time, and is very probably unconnected to the life outside of internet -- most useful things done in real life do not contribute to your internet status, and your internet status does not contribute to things done in real life. That's the problem: time and the disconnectedness. By improving your status in one world you lose your utility in the other world; improving your status tastes so sweet, but the rewards are very limited and can't be converted.

It goes against our insticts, because we expect that increasing status should bring many benefits, and on internet, it does not. (Just like our instincts expect that sugar goes with vitamins.) In real life, if you have a chance to become a king, go for it, because as a king, you will be able to better satisfy your needs that you have temporarily ignored in order to focus more on becoming a king. But as a king of internet, you have nothing... except the pure refined virtual status.

In theory, you can draw some real-life benefits from the virtual status, but I guess most people fail to do it. Because as a first step, you must get outside of the internet for long enough time to create a strategy for real life... but while you are doing it, your internet status is rapidly falling, and your instincts scream at you to come back and rescue it.

(Just like our instincts expect that sugar goes with vitamins.)

We have the instinct to consume sugar because it is the most concentrated form of energy that humans can process, not because it is naturally paired with vitamins.

sugar ... is the most concentrated form of energy that humans can process

Fat does have more calories per gram than sugar, but I think sugar has more calories per cubic centimeter. (Not that I think that this one is the reason why it is more pleasurable to eat sugar than fat for most people.)

Sugar crystal is about 1.5 grams per ml, while human fat is about .9 grams per ml, but fat has more than twice the calories per gram.

We have the instinct to consume sugar because it is the most concentrated form of energy that humans can process, not because it is naturally paired with vitamins.

Sugar is desirable as the most easily accessible form of energy. Being concentrated is more useful for long term storage in a mobile form, hence the use of the more concentrated fat.

Virtually everyone in today's world is influential in absolute terms, and should be respected for their unique contribution. The problem is those eager to be substantially influential in percentage terms.

Not sure what you refer to here - is it that we're alive at a time when there are only ~6 billion people in the whole universe?  If people realized that and made it part of their identities - which is something I've occasionally advocated - then it might help on one score.  But I'm not sure people would really respect each other on just that basis, if otherwise they're still doing the same sort of paperwork every day as 200 other people in a multinational corporation.  And if you can't identify the mark that you're leaving on the universe, does it really help that much to know that you had some kind of effect you can't identify?

Obviously percentage influence is a zero-sum game, just like percentage wealth, but I'm not sure the underlying pie is of fixed size here.

"I'd like to see a study confirming that. The Internet is more addictive than television and I highly suspect it drains more life-force."

If you think that, why haven't you canceled your Internet access yet? :P I think anyone who finds it drains more than it gives back, is using it wrong. (Admittedly spending eight hours a day playing World of Warcraft does count as using it wrong.)

Even if Earth ends in a century, virtually everyone in today's world is absolutely influential.  Even if 200 folks do the same sort of work in the same office, they don't do the exact same work, and usually that person wouldn't be there or be paid if no one thought their work made any difference.  You can even now easily identify your mark, but it is usually tedious to trace it out, and few have the patience for it.

Influence is only one aspect of the moral formula; the other aspect is the particular context of values being promoted.

These can be quite independent, as with a tribal chief, with substantial influence, acting to promote the perceived values of his tribe, vs. the chief acting to promote his narrower personal values.  [Note that the difference is not one of fitness but of perceived morality. Fitness is assessed only indirectly within an open context.]

Can we have links to research on impact of television, Internet etc. on happiness etc.? This sounds interesting.

Can we have links to research on impact of television, Internet etc. on happiness etc.? This sounds interesting.

I'd be interested as well. I suspect the causality is mostly in the other direction, i.e. it's not that watching TV making you unhappy, but that happy people have better things to do than watch TV.

"Though it's a side issue, what's even more... interesting.... is the way that our brains simply haven't updated to their diminished power in a super-Dunbarian world.  We just go on debating politics, feverishly applying our valuable brain time to finding better ways to run the world, with just the same fervent intensity that would be appropriate if we were in a small tribe where we could persuade people to change things."

Actually Eliezer, this is national indoctrination.  In Costa Rica people spend MUCH less time discussing better ways to run the world.  In Kazakhstan they would look at you like you were crazy if you spent ANY time doing so.  Things just are the way they are and no-one can know what that way is.  People aren't even interested in knowing what is legal or illegal etc.

"Even if 200 folks do the same sort of work in the same office, they don't do the exact same work, and usually that person wouldn't be there or be paid if no one thought their work made any difference."

Obviously Robin has never worked in a typical office environment.  This is a GREAT example of the theoretical framework which he uses to model the world being grossly wrong and honestly is a great example of why no-one should be allowed a PhD in ANY social science without having spent at least 5 years in at least 3 different communities, jobs, and industries.

"I'd like to see a study confirming that. The Internet is more addictive than television and I highly suspect it drains more life-force."

On average, Americans spend far more hours watching TV than using the Internet.  Obviously Eliezer's sample-set is severely biased when he makes causal statements about what's addictive.  People who basically live on the internet will find that people THEY know are more addicted to internet than to TV.

Well... personally, I've observed the Internet to be far more addictive than TV; I've observed that in others as well (offline).  I suppose you could argue that I don't meet the sort of person who would find TV more addictive than the Internet.

I also think you ought to spell out what sort of evidence you've personally observed that contradicts what part of Robin's statement, considering the overall vehemence of your reply.  You've seen... people doing the exact same work?  People being paid even though no one thinks their work makes any difference?  How do you know?

Well, they won't be doing numerically identical pieces of work. Are you thinking of things like patronage and nepotism positions that exist solely to hand money to their holders? An auto company employee who comes to 'work' and sits at a desk doing nothing from 9 to 5 in order to collect a paycheck, which is offered because of the UAW, isn't contributing anything to the company or the economy, but his enrichment makes a difference to the union leaders, since he will provide union dues and a vote. Many people are in this category, but the most blatant ones are still only a small fraction of the population.

If you start to include positions like government-subsidized social services jobs with nil or negative effects on recipients, people providing medicine that has nil or negative effect on health, people working in subsidized private industries (agriculture subsidies, etc) that destroy wealth on net, office politics positions, organized crime, legal versions of same (telemarketers selling bogus products or tricking people into signing harmful contracts), and similar categories you could wind up with a majority of the population in many countries. But if by 'making a difference to someone' Robin just means that an employer benefits from having the employee on staff, most such jobs wouldn't qualify.

"Recent studies have found that 2 to 12 percent of viewers see themselves as addicted to television: they feel unhappy watching as much as they do, yet seem powerless to stop themselves."

"On average, people have 35 to 40 hours a week of discretionary time and spend about 21 hours near the tube. The [University of Maryland] study found that the happiest people estimated they tuned in to television 18.9 hours a week. For the least happy, it was nearly 25 hours a week.

The study, published in the December issue of the journal Social Indicators Research, is based on the General Social Survey, with public opinion data from nearly 40,000 people ages 18 to 64, as well as time-use diaries that detail how people spend their days.

The study controlled for differences in education, income, age, race, sex and marital status. On average, the down-and-out reported an extra 5.6 hours of tube time a week, compared with their happiest counterparts."

"In the Stanford study — which Aboujaoude said is the first large-scale, random-sample epidemiological one ever done — the researchers conducted a nationwide household survey and interviewed 2,513 adults. Because no generally accepted screening instrument exists for problematic Internet use, the researchers developed their questions by extrapolating from other compulsive and addictive conditions. The researchers found that 68.9 percent were regular Internet users, which is consistent with previous studies, and that:

° 13.7 percent (more than one out of eight respondents) found it hard to stay away from the Internet for several days at a time. . . .Aboujaoude said he found most concerning the numbers of people who hid their nonessential Internet use or used the Internet to escape a negative mood, much in the same way that alcoholics might. “In a sense, they’re using the Internet to ‘self-medicate,’” he said."

So let's say maybe 12% for TV and 14% for the net. Close. They seem equally addicting - for the unhappy! - thus I'll say that there is just a certain percentage of people who are unhappy and use either the TV or the net to "self-medicate" their unhappiness. One is not more addictive than the other per se.

However it does seem as if there may be a niche for a cognitive therapeutical practice here!

There are two new articles related to group sizes at Life With Alacrity, and I'm working on a third that is about how participation inequality of large groups interacts with small group limits in a fashion to have similar problems happen on larger scales as groups change in size.

"Dunbar's Number" is also known as "The Monkeysphere"

The Monkeysphere is the group of people who each of us, using our monkeyish brains, are able to conceptualize as people. If the scientists are right, it's physically impossible for this to be a number much larger than 150.

I first heard the term "monkeysphere" from this article.

The Ultima Online thing may (or may not) be an artefact of some feature of the game. In a particular MMPORPG I used to play, alliances couldn't have more than 60 players in them, but often you would get such an alliance to split into two wings so they could recruit more members while staying de facto allied to each other.

 But the media relentlessly bombards you with stories about the interesting people who are much richer than you or much more attractive, as if they actually constituted a large fraction of the world. 



In Praise of Boredom

If I were to make a short list of the most important human qualities—

—and yes, this is a fool's errand, because human nature is immensely complicated, and we don't even notice all the tiny tweaks that fine-tune our moral categories, and who knows how our attractors would change shape if we eliminated a single human emotion—

—but even so, if I had to point to just a few things and say, "If you lose just one of these things, you lose most of the expected value of the Future; but conversely if an alien species independently evolved just these few things, we might even want to be friends"—

—then the top three items on the list would be sympathy, boredom and consciousness.

Boredom is a subtle-splendored thing.  You wouldn't want to get bored with breathing, for example—even though it's the same motions over and over and over and over again for minutes and hours and years and decades.

Now I know some of you out there are thinking, "Actually, I'm quite bored with breathing and I wish I didn't have to," but then you wouldn't want to get bored with switching transistors.

According to the human value of boredom, some things are allowed to be highly repetitive without being boring—like obeying the same laws of physics every day.

Conversely, other repetitions are supposed to be boring, like playing the same level of Super Mario Brothers over and over and over again until the end of time.  And let us note that if the pixels in the game level have a slightly different color each time, that is not sufficient to prevent it from being "the same damn thing, over and over and over again".

Once you take a closer look, it turns out that boredom is quite interesting.

One of the key elements of boredom was suggested in "Complex Novelty":  If your activity isn't teaching you insights you didn't already know, then it is non-novel, therefore old, therefore boring.

But this doesn't quite cover the distinction.  Is breathing teaching you anything?  Probably not at this moment, but you wouldn't want to stop breathing.  Maybe you'd want to stop noticing your breathing, which you'll do as soon as I stop drawing your attention to it.

I'd suggest that the repetitive activities which are allowed to not be boring fall into two categories:

Suppose you were unraveling the true laws of physics and discovering all sorts of neat stuff you hadn't known before... when suddenly you got bored with "changing your beliefs based on observation".  You are sick of anything resembling "Bayesian updating"—it feels like playing the same video game over and over.  Instead you decide to believe anything said on 4chan.

Or to put it another way, suppose that you were something like a sentient chessplayer—a sentient version of Deep Blue.  Like a modern human, you have no introspective access to your own algorithms.  Each chess game appears different—you play new opponents and steer into new positions, composing new strategies, avoiding new enemy gambits.  You are content, and not at all bored; you never appear to yourself to be doing the same thing twice—it's a different chess game each time.

But now, suddenly, you gain access to, and understanding of, your own chess-playing program.  Not just the raw code; you can monitor its execution.  You can see that it's actually the same damn code, doing the same damn thing, over and over and over again.  Run the same damn position evaluator.  Run the same damn sorting algorithm to order the branches.  Pick the top branch, again.  Extend it one position forward, again.  Call the same damn subroutine and start over.

I have a small unreasonable fear, somewhere in the back of my mind, that if I ever do fully understand the algorithms of intelligence, it will destroy all remaining novelty—no matter what new situation I encounter, I'll know I can solve it just by being intelligent, the same damn thing over and over.  All novelty will be used up, all existence will become boring, the remaining differences no more important than shades of pixels in a video game.  Other beings will go about in blissful unawareness, having been steered away from studying this forbidden cognitive science.  But I, having already thrown myself on the grenade of AI, will face a choice between eternal boredom, or excision of my forbidden knowledge and all the memories leading up to it (thereby destroying my existence as Eliezer, more or less).

Now this, mind you, is not my predictive line of maximum probability.  To understand abstractly what rough sort of work the brain is doing, doesn't let you monitor its detailed execution as a boring repetition.  I already know about Bayesian updating, yet I haven't become bored with the act of learning.  And a self-editing mind can quite reasonably exclude certain levels of introspection from boredom, just like breathing can be legitimately excluded from boredom.  (Maybe these top-level cognitive algorithms ought also to be excluded from perception—if something is stable, why bother seeing it all the time?)

No, it's just a cute little nightmare, which I thought made a nice illustration of this proposed principle:

That the very top-level things (like Bayesian updating, or attaching value to sentient minds rather than paperclips) and the very low-level things (like breathing, or switching transistors) are the things we shouldn't get bored with.  And the mid-level things between, are where we should seek novelty.  (To a first approximation, the novel is the inverse of the learned; it's something with a learnable element not yet covered by previous insights.)

Now this is probably not exactly how our current emotional circuitry of boredom works.  That, I expect, would be hardwired relative to various sensory-level definitions of predictability, surprisingness, repetition, attentional salience, and perceived effortfulness.

But this is Fun Theory, so we are mainly concerned with how boredom should work in the long run.

Humanity acquired boredom the same way as we acquired the rest of our emotions: the godshatter idiom whereby evolution's instrumental policies became our own terminal values, pursued for their own sake: sex is fun even if you use birth control.  Evolved aliens might, or might not, acquire roughly the same boredom in roughly the same way.

Do not give into the temptation of universalizing anthropomorphic values, and think:  "But any rational agent, regardless of its utility function, will face the exploration/exploitation tradeoff, and will therefore occasionally get bored with exploiting, and go exploring."

Our emotion of boredom is a way of exploring, but not the only way for an ideal optimizing agent.

The idea of a steady trickle of mid-level novelty is a human terminal value, not something we do for the sake of something else.  Evolution might have originally given it to us in order to have us explore as well as exploit.  But now we explore for its own sake.  That steady trickle of novelty is a terminal value to us; it is not the most efficient instrumental method for exploring and exploiting.

Suppose you were dealing with something like an expected paperclip maximizer—something that might use quite complicated instrumental policies, but in the service of a utility function that we would regard as simple, with a single term compactly defined.

Then I would expect the exploration/exploitation tradeoff to go something like as follows:  The paperclip maximizer would assign some resources to cognition that searched for more efficient ways to make paperclips, or harvest resources from stars.  Other resources would be devoted to the actual harvesting and paperclip-making.  (The paperclip-making might not start until after a long phase of harvesting.)  At every point, the most efficient method yet discovered—for resource-harvesting, or paperclip-making—would be used, over and over and over again.  It wouldn't be boring, just maximally instrumentally efficient.

In the beginning, lots of resources would go into preparing for efficient work over the rest of time.  But as cognitive resources yielded diminishing returns in the abstract search for efficiency improvements, less and less time would be spent thinking, and more and more time spent creating paperclips.  By whatever the most efficient known method, over and over and over again.

(Do human beings get less easily bored as we grow older, more tolerant of repetition, because any further discoveries are less valuable, because we have less time left to exploit them?)

If we run into aliens who don't share our version of boredom—a steady trickle of mid-level novelty as a terminal preference—then perhaps every alien throughout their civilization will just be playing the most exciting level of the most exciting video game ever discovered, over and over and over again.  Maybe with nonsentient AIs taking on the drudgework of searching for a more exciting video game.  After all, without an inherent preference for novelty, exploratory attempts will usually have less expected value than exploiting the best policy previously encountered.  And that's if you explore by trial at all, as opposed to using more abstract and efficient thinking.

Or if the aliens are rendered non-bored by seeing pixels of a slightly different shade—if their definition of sameness is more specific than ours, and their boredom less general—then from our perspective, most of their civilization will be doing the human::same thing over and over again, and hence, be very human::boring.

Or maybe if the aliens have no fear of life becoming too simple and repetitive, they'll just collapse themselves into orgasmium.

And if our version of boredom is less strict than that of the aliens, maybe they'd take one look at one day in the life of one member of our civilization, and never bother looking at the rest of us.  From our perspective, their civilization would be needlessly chaotic, and so entropic, lower in what we regard as quality; they wouldn't play the same game for long enough to get good at it.

But if our versions of boredom are similar enough —terminal preference for a stream of mid-level novelty defined relative to learning insights not previously possessed—then we might find our civilizations mutually worthy of tourism.  Each new piece of alien art would strike us as lawfully creative, high-quality according to a recognizable criterion, yet not like the other art we've already seen.

It is one of the things that would make our two species ramen rather than varelse, to invoke the Hierarchy of Exclusion.  And I've never seen anyone define those two terms well, including Orson Scott Card who invented them; but it might be something like "aliens you can get along with, versus aliens for which there is no reason to bother trying".

Are you sure this isn't the Eliezer concept of boring, instead of the human concept?  There seem to be quite a few humans who are happy to keep winning using the same approach day after day year after year.  They keep getting paid well, getting social status, money, sex, etc.  To the extent they want novelty it is because such novelty is a sign of social status - a new car every year, a new girl every month, a promotion every two years, etc.  It is not because they expect or want to learn something from it.

Perhaps consistent with Robin's comment, I don't see any reason not to "collapse ... into orgasmium," at least after our other utilitarian obligations (e.g., preventing suffering by others in the multiverse) are completed.

Interest in previously boring (due to repetition) things regenerates over time. Eating strawberries every six months may not be as good as the first time (although nostalgia may make it better), but it's not obvious that it declines in utility.

We may also actively value non-boredom in some mid-level contexts, e.g. in sexual fidelity, or for desires that we consider central to our identity/narratives.

Cool stuff. It's philosophy for our present times. I like all the cultural references.

I wonder what kinds of boredom, unfamiliar to us resource-limited kind, do billionaires suffer from. It seems it's the same things all over and over again, only on a different scale - probably the closest to the boredom experienced widely in the Culture.

Science, it seems, is ultimately the only reliable escape from boredom. Until everything is solved - any estimation when we might call the project called 'Science' "Done!"?

"All science is either physics or stamp collecting."
-Ernest Rutherford

I always think of boredom as the chorus of brain agents crying out that 'whatever you are doing right now, it has not recently helped ME to achieve MY goals'. Boredom is the emotional reward circuit to keep us rotating contributions towards our various desired goals. It also applies even if we are working on a specific goal, but not making progress.

I think as we age our goals get fewer, narrower and a bit less vocal about needing pleasing, thus boredom recedes. In particular, we accept fewer goals that are novel, which means the goals we do have tend to be more practical with existing known methods of achieving them such that we are more often making progress.

Robin, I suspect that despite how it may look from a high level, the lives of most of the people you refer to probably do differ enough from year to year that they will in fact have new experiences and learn something new, and that they would in fact find it unbearable if their world were so static as to come even a little close to being video game repetitive.

That said, I would agree that many people seem not to act day-to-day as if they put a premium on Eliezer-style novelty, but that seems like it could be better explained by Eliezer's boredom being a FAR value than by the concept being specific to Eliezer :-)

My Greek Philosophy professor claims that Americans invented boredom.

I'm not sure breathing needs a special exclusion from boredom, for the same reasons people don't get bored from jumping in Mario: we don't get bored with something if it's only a mean to something else.

You could also say that you only get bored with conscious activities, and that breathing is unconscious, just as jumping is in mario. I'm not sure which explanation is the best way of putting things "not boring because unconscious" and "not boring because it's a means to a goal".

... and if you consider the class of "subconscious activities done in order to reach another goal", you'll see that if covers both "low-level" stuff like breathing, and "high-level" stuff like thinking (or at least, the mechanics of thinking - retrieving memories, updating beliefs, etc.). So you get one category instead of two.

You can't just be "intelligent over and over", because discovery and insight are essentially random processes.  You can't just find insight, you have to look for it, in the same way that evolution searches the option space.

Yes, you can always have better heuristics or search algorithms.  But those heuristics are not themselves intelligence.  And there are always new heuristics to discover...

So, I don't think mere insight into the process of intelligence would allow you to be bored, since the things to be discovered by intelligence would still be ... (read more)

Robin, do they eat the same foods every day?  Drive to the same places every day?  Buy the same things every time they shop?  Have sex in the same position every time?  Watch the same movie each time they go to the theater? Since you're standing back, you see them at a level of abstraction from which their life looks mostly "the same" to you, but I doubt they're playing the same level of the same video game over and over again "every time they sit at the computer".

Zaphod: kind of funny, given the many foreign words in English - ennui, weltschmerz, melancholy etc.

Robin: It is not because they expect or want to learn something from it.

A major component of fun in video games is the emotional reward when the brain learnt something; that probably generalizes to why we find a lot of activities enjoyable, even though we might not label them as "learning" which is often associated to "memorizing useless facts because you're forced to".

What bores me is that we live in a binary universe. Sort of limits your options.

If most of us have a "terminal preference for a stream of mid-level novelty" those with ADD/ADHD find that unstimulating. They require a stream of high level novelty or, at least, a much faster stream of mid-level. See ADHD posts on ThePowerOfBoredom.com

Few people become bored with jumping in SMB because
1) becoming skilled at it is quite hard,
2) it's used to accomplish specific tasks and is quite useful in that context,
3) it's easier to become bored with the game as a whole than with that particular part of it.

the time when we gain enough experience to find all boring will be near to the time we can eliminate boredom as an emotion.

If you still wish to feel novelty you are free to wallow in ignorance; all will be new to you then. if you wish to move forward then remember self-modification to be an option.

Emile and Caledonian are right. Eliezer should've defined exceptions to boredom instead (and more simply) as "activities that work towards your goal". Those are exempt of boredom and can even be quite fun. No need to distinguish between high, low and mid-level.

The page at Lostgarden that Emile linked to is a bit long, so I'll try to summarize the proposed theory of fun, with some of my own conclusions:

You naturally find activities that provide you with valuable insights fun (the "aha!" moment, or "fun"). Tolerance to repetitio... (read more)

Ben Goertzel's patternist philosophy of mind is suggestive here. It is boring when the same patterns repeat themselves. It's not about whether the pixels change or stay the same. It's about whether you can detect a unique pattern each time.

This may explain Eliezer's preference for the mid-level. If you are too specific, you don't see any patterns. If you are too general you miss many lower-level patterns. And also the balance between triviality and intractability of problems. If it's trivial you already have the pattern, if it is intractable you can't see ... (read more)

The argument that you would loose interest if you could explain boredom away, which is what I have to conclude from your stance:

All novelty will be used up, all existence will become boring, the remaining differences no more important than shades of pixels in a video game.

seems a bit thin to me. Does a magician loose interest because he knows every single trick that wows the audience?

Does the musician who has spent a lifetime studying the intricacies of Bach's partita No 2 loose interest just because he can deconstruct it entirely?

Now this is probably not exactly how our current emotional circuitry of boredom works.  That, I expect, would be hardwired relative to various sensory-level definitions of predictability, surprisingness, repetition, attentional salience, and perceived effortfulness.

It is interesting to read this after reading Yvain's classic essay on wanting, liking, and approving.  In Yvain's terms, the value of boredom could be construed as an instance where our "wanting, "liking," and "approving" systems are in relative harmony.

 EY: (Do human beings get less easily bored as we grow older, more tolerant of repetition, because any further discoveries are less valuable, because we have less time left to exploit them?)

Anonymous: For a 3 year old, every day is like your first day in Paris.

Sample of one but my personal experience in my seventh decade is that is just gets damn hard to find interesting new hings, especially easily accessible interesting new things. 

My tolerance of boredom actually seems far lower than it used to be but I have to work a lot harder to access good new stuff. 



Sympathetic Minds

"Mirror neurons" are neurons that are active both when performing an action and observing the same action—for example, a neuron that fires when you hold up a finger or see someone else holding up a finger.  Such neurons have been directly recorded in primates, and consistent neuroimaging evidence has been found for humans.

You may recall from my previous writing on "empathic inference" the idea that brains are so complex that the only way to simulate them is by forcing a similar brain to behave similarly.  A brain is so complex that if a human tried to understand brains the way that we understand e.g. gravity or a car—observing the whole, observing the parts, building up a theory from scratch—then we would be unable to invent good hypotheses in our mere mortal lifetimes.  The only possible way you can hit on an "Aha!" that describes a system as incredibly complex as an Other Mind, is if you happen to run across something amazingly similar to the Other Mind—namely your own brain—which you can actually force to behave similarly and use as a hypothesis, yielding predictions.

And then "sympathy" is something else on top of this—to smile when you see someone else smile, to hurt when you see someone else hurt.  It goes beyond the realm of prediction into the realm of reinforcement.

And you ask, "Why would callous natural selection do anything that nice?"

It might have gotten started, maybe, with a mother's love for her children, or a brother's love for a sibling.  You can want them to live, you can want them to fed, sure; but if you smile when they smile and wince when they wince, that's a simple urge that leads you to deliver help along a broad avenue, in many walks of life.  So long as you're in the ancestral environment, what your relatives want probably has something to do with your relatives' reproductive success—this being an explanation for the selection pressure, of course, not a conscious belief.

You may ask, "Why not evolve a more abstract desire to see certain people tagged as 'relatives' get what they want, without actually feeling yourself what they feel?"  And I would shrug and reply, "Because then there'd have to be a whole definition of 'wanting' and so on.  Evolution doesn't take the elaborate correct optimal path, it falls up the fitness landscape like water flowing downhill.  The mirroring-architecture was already there, so it was a short step from empathy to sympathy, and it got the job done."

Relatives—and then reciprocity; your allies in the tribe, those with whom you trade favors.  Tit for Tat, or evolution's elaboration thereof to account for social reputations.

Who is the most formidable, among the human kind?  The strongest?  The smartest?  More often than either of these, I think, it is the one who can call upon the most friends.

You could, perhaps, have a specific urge to bring your allies food, like a vampire bat—they have a whole system of reciprocal blood donations going in those colonies.  But it's a more general motivation, that will lead the organism to store up more favors, if you smile when designated friends smile.

And what kind of organism will avoid making its friends angry at it, in full generality?  One that winces when they wince.

Of course you also want to be able to kill designated Enemies without a qualm—these are humans we're talking about.

But... I'm not sure of this, but it does look to me like sympathy, among humans, is "on" by default.  There are cultures that help strangers... and cultures that eat strangers; the question is which of these requires the explicit imperative, and which is the default behavior for humans.  I don't really think I'm being such a crazy idealistic fool when I say that, based on my admittedly limited knowledge of anthropology, it looks like sympathy is on by default.

Either way... it's painful if you're a bystander in a war between two sides, and your sympathy has not been switched off for either side, so that you wince when you see a dead child no matter what the caption on the photo; and yet those two sides have no sympathy for each other, and they go on killing.

So that is the human idiom of sympathy —a strange, complex, deep implementation of reciprocity and helping.  It tangles minds together—not by a term in the utility function for some other mind's "desire", but by the simpler and yet far more consequential path of mirror neurons: feeling what the other mind feels, and seeking similar states.  Even if it's only done by observation and inference, and not by direct transmission of neural information as yet.

Empathy is a human way of predicting other minds.  It is not the only possible way.

The human brain is not quickly rewirable; if you're suddenly put into a dark room, you can't rewire the visual cortex as auditory cortex, so as to better process sounds, until you leave, and then suddenly shift all the neurons back to being visual cortex again.

An AI, at least one running on anything like a modern programming architecture, can trivially shift computing resources from one thread to another.  Put in the dark?  Shut down vision and devote all those operations to sound; swap the old program to disk to free up the RAM, then swap the disk back in again when the lights go on.

So why would an AI need to force its own mind into a state similar to what it wanted to predict?  Just create a separate mind-instance—maybe with different algorithms, the better to simulate that very dissimilar human.  Don't try to mix up the data with your own mind-state; don't use mirror neurons.  Think of all the risk and mess that implies!

An expected utility maximizer—especially one that does understand intelligence on an abstract level—has other options than empathy, when it comes to understanding other minds.  The agent doesn't need to put itself in anyone else's shoes; it can just model the other mind directly.  A hypothesis like any other hypothesis, just a little bigger.  You don't need to become your shoes to understand your shoes.

And sympathy?  Well, suppose we're dealing with an expected paperclip maximizer, but one that isn't yet powerful enough to have things all its own way—it has to deal with humans to get its paperclips.  So the paperclip agent... models those humans as relevant parts of the environment, models their probable reactions to various stimuli, and does things that will make the humans feel favorable toward it in the future.

To a paperclip maximizer, the humans are just machines with pressable buttons.  No need to feel what the other feels—if that were even possible across such a tremendous gap of internal architecture.  How could an expected paperclip maximizer "feel happy" when it saw a human smile?  "Happiness" is an idiom of policy reinforcement learning, not expected utility maximization.  A paperclip maximizer doesn't feel happy when it makes paperclips, it just chooses whichever action leads to the greatest number of expected paperclips.  Though a paperclip maximizer might find it convenient to display a smile when it made paperclips—so as to help manipulate any humans that had designated it a friend.

You might find it a bit difficult to imagine such an algorithm—to put yourself into the shoes of something that does not work like you do, and does not work like any mode your brain can make itself operate in.

You can make your brain operating in the mode of hating an enemy, but that's not right either.  The way to imagine how a truly unsympathetic mind sees a human, is to imagine yourself as a useful machine with levers on it.  Not a human-shaped machine, because we have instincts for that.  Just a woodsaw or something.  Some levers make the machine output coins, other levers might make it fire a bullet.  The machine does have a persistent internal state and you have to pull the levers in the right order.  Regardless, it's just a complicated causal system—nothing inherently mental about it.

(To understand unsympathetic optimization processes, I would suggest studying natural selection, which doesn't bother to anesthetize fatally wounded and dying creatures, even when their pain no longer serves any reproductive purpose, because the anesthetic would serve no reproductive purpose either.)

That's why I listed "sympathy" in front of even "boredom" on my list of things that would be required to have aliens which are the least bit, if you'll pardon the phrase, sympathetic.  It's not impossible that sympathy exists among some significant fraction of all evolved alien intelligent species; mirror neurons seem like the sort of thing that, having happened once, could happen again.

Unsympathetic aliens might be trading partners—or not, stars and such resources are pretty much the same the universe over.  We might negotiate treaties with them, and they might keep them for calculated fear of reprisal.  We might even cooperate in the Prisoner's Dilemma.  But we would never be friends with them.  They would never see us as anything but means to an end.  They would never shed a tear for us, nor smile for our joys.  And the others of their own kind would receive no different consideration, nor have any sense that they were missing something important thereby.

Such aliens would be varelse, not ramen—the sort of aliens we can't relate to on any personal level, and no point in trying.

...but beware of using that as a reason to think of them as humans in chitin exoskeletons :-)

This may be a repurposing of a hunting behavior - to kill an X you have to think like an X.

I don't think a merely unsympathetic alien need be amoral or dishonest - they might have worked out a system of selfish ethics or a clan honor/obligation system. They'd need something to stop their society atomizing. They'd be nasty and merciless and exploitative, but it's possible you could shake appendages on a deal and trust them to fulfill it.

What would make a maximizer scary is that its prime directive completely bans sympathy or honor in the general case. If it's nice, it's lying. If you think you have a deal, it's lying. It might be lying well enough to build a valid sympathetic mind as a false face - it isn't reinforced by even its own pain. If you meet a maximizer, open fire in lieu of "hello".

What makes a maximizer scary is that it's also powerful. A paperclip maximizer that couldn't overpower humans would work with humans. We would both benefit.

Of course, it would still probably be a bit creepy, but it's not going to be any less beneficial than a human trading partner.

Not unless you like working with an utterly driven monomaniac perfect psychopath. It would always, always be "cannot overpower humans yet". One slip, and it would turn on you without missing a beat. No deal. Open fire.

I would consider almost powerful enough to overpower humanity "powerful". I meant something closer to human-level.

Now learn the Portia trick, and don't be so sure that you can judge power in a mind that doesn't share our evolutionary history.

Also watch the Alien movies, because those aren't bad models of what a maximizer would be like if it was somewhere between animalistic and closely subhuman. Xenomorphs are basically xenomorph-maximizers. In the fourth movie, the scientists try to cut a deal. The xenomorph queen plays along - until she doesn't. She's always, always plotting. Not evil, just purposeful with purposes that are inimical to ours. (I know, generalizing from fictional evidence - this isn't evidence, it's a model to give you an emotional grasp.)

Now learn the Portia trick, and don't be so sure that you can judge power in a mind that doesn't share our evolutionary history.

The xenomorph queen plays along - until she doesn't.

And how well does she do? How well would she have done had she cooperated from the beginning?

I haven't watched the movies. I suppose it's possible that the humans would just never be willing to cooperate with Xenomorphs on a large scale, but I doubt that.

The thing is, in evolutionary terms, humans were human-maximizers. To use a more direct example, a lot of empires throughout history have been empire-maximizers. Now, a true maximizer would probably turn on allies (or neutrals) faster than a human or a human tribe or human state would- although I think part of the constraints on that with human evolution are 1. it being difficult to constantly check if it's worth it to betray your allies, and 2. it being risky to try when you're just barely past the point where you think it's worth it. Also there's the other humans/other nations around, which might or might not apply in interstellar politics.

...although I've just reminded myself that this discussion is largely pointless anyway, since the chance of encountering aliens close enough to play politics with is really tiny, and so is the chance of inventing an AI we could play politics with. The closest things we have a significant chance of encountering are a first-strike-wins situation, or a MAD situation (which I define as "first strike would win but the other side can see it coming and retaliate"), both of which change the dynamics drastically. (I suppose it's valid in first-strike-wins, except in that situation the other side will never tell you their opinion on morality, and you're unlikely to know with certainty that the other side is an optimizer without them telling you)

If you meet a maximizer, open fire in lieu of "hello".

Which is why a "Friendly" AI needs to be a meta-maximizer, rather than a mere first-order maximizer. In order for an AI to be "friendly", it needs to recognize a set of beings whose utility functions it wishes to maximize, as the inputs to its own utility function.

So "good" creatures have a mechanism which simulates the thoughts and feelings of others, making it have similar thoughts and feelings, whether they are pleasant or bad. (Well, we have a "but this is the Enemy" mode, some others could have a "but now it's time to begin making paperclips at last" mode...)

For me, feeling the same seems to be much more important. (See dogs, infants...) So thinking in AI terms, there must be a coupling between the creature's utility function and ours. It wants us to be happy in order to be happy itself. (Wireheading us is not sufficient, because the model of us in its head would feel bad about it, unchanged in the process... it's some weak form of CEV.)

So is an AI sympathetic if it has this coupling in its utility function? And with whose utilities? Humans? Sentient beings? Anything with an utility function? Chess machines? (Losing makes them really really sad...) Or what about rocks? Utility functions are just a way to predict some parts of the world, after all...

My point is that a definition of sympathy also needs a function to determine who or what to feel sympathy for. For us, this seems to be "everyone who looks like a living creature or acts like one", but it's complicated in the same way as our values. Accepting "sympathy" and "personlike" for the definition of "friendly" could be easily turtles all the way down.

Julian Morrison: They'd need something to stop their society atomizing.

Assuming they had a society. To have society you need:

interdependence, i.e. the possibility of beneficial interaction between the actors.

What if an alien life form was something like an ant-colony? If there was only one breeder in the colony, the "queen", all the sterile members of the colony could only rfacilitate the passing on of their genes by co-operating with the queen and the colony's hierarchy. They'd be no reason for them to evolve anything like a desire for independence. (If fact most colony members would have few desires other than to obey their orders and keep their bodies in functional shape). They would have no more independence than the cells in my liver do.

So an "ant colony" type of intelligence would have no society in this sense. On of the big flaws in Speaker For The Dead is that the Hive Queen is depicted with the ability to feel empathy, something that evoloution wouldn't havce given it. Instead it would see other life forms as potentially-useful and potentially-harmful machines with levers on them. Even the war with th humans wouldn't make the Hive Queen think of us as an enemy; to them it would be more like clearing a field of weeds or eradicating smallpox.

The Hive Queen evolved in an environment that included many other colonies with intelligent queens of their own - it's implied that there was a society of colonies and the Hive Queen models individual humans as a colony with only one member...

"To a paperclip maximizer, the humans are just machines with pressable buttons.  No need to feel what the other feels - if that were even possible across such a tremendous gap of internal architecture.  How could an expected paperclip maximizer "feel happy" when it saw a human smile?  "Happiness" is an idiom of policy reinforcement learning, not expected utility maximization.  A paperclip maximizer doesn't feel happy when it makes paperclips, it just chooses whichever action leads to the greatest number of expected paperclips.  Though a paperclip maximizer might find it convenient to display a smile when it made paperclips - so as to help manipulate any humans that had designated it a friend."

Correct me if I'm wrong, but haven't you just pretty accurately described a human sociopath?

This was my problem reading C.J. Cherryh's Foreigner.  Not that the protagonist kept making the mistake of expecting the aliens to have human emotions: that they sometimes did seem to act on human emotions that they lacked the neurology for.  Maybe there is justification later in the series, but it seemed like a failure to fully realize an alien psychology, quite likely for the difficulties that would cause in relating it to a human audience.

Contrary to Cabalamat, I think empathy was explained for the Hive Queen, in the history of establishing cooperation between queens.  The first one to get the idea even practiced selective breeding on its own species until it found another that could cooperate.  Or maybe the bits about empathizing with other minds (particularly human minds) was just a lie to manipulate the machine-with-levers that almost wiped out its species.

Julian, unsympathetic aliens might well develop an instinct to keep their promises.  I happen to think that even paperclip maximizers might one-box on Newcomb's Problem (and by extension, cooperate on the true one-shot Prisoner's Dilemma with a partner who they believe can predict their decision).  They just wouldn't like each other, or have any kind of "honor" that depends on imagining yourself in the other's shoes.

Latanius, a Friendly AI the way I've described it is a CEV-optimizer, not something that feels sympathetic to humans.  Human sympathy is one way of being friendly; it's not the only way or even the most reliable way.  For FAI-grade problems it would have to be exactly the right kind of sympathy at exactly the right kind of meta-level for exactly the right kind of environmental processes that, as it so happens, work extremely differently from the AI.  If the optimizer you're creating is not a future citizen but a nonsentient means to an end, you just write a utility function and be done with it.

Mike Blume, the hypothesis would be "human sociopaths have empathy but not sympathy".

The core of most of my disagreements with this article find their most concentrated expression in:

Under Omohundro's model of intelligent systems, these two approaches converge. As they do so, the reward signal of reinforcement learning and the concept of expected utility also converge.  In other words, it is rather inappropriate to emphasize the differences between these two systems as though it was a fundamental one.

There are differences - but they are rather superficial. For example, there is often a happiness "set point", for example - whereas that concept is typically more elusive for an expected utility maximizer. However, the analogies between the concepts are deep and fundamental: an agent maximising its happiness is doing something deeply and fundamentally similar to an agent maximising its expected utility. That becomes obvious if you substitute "happiness" for "expected utility".

In the case of real organisms, that substitution is doubly appropriate - because of evolution.  The "happiness" function is not an arbitrarily chosen one - it is created in such a way that it converges closely on a function that favours behaviour resulting in increased expected ancestral representation.  So, happiness gets an "expectation" of future events built into it automatically by the evolutionary process.

Zubon: I think empathy was explained for the Hive Queen, in the history of establishing cooperation between queens. The first one to get the idea even practiced selective breeding on its own species until it found another that could cooperate.

You may be right -- it's some time since I read the book.

Mirror neurons and the human empathy-sympathy system play a central role in my definition of consciousness, sentience and personhood or rather my dissolving the question of what is consciousness, sentience and personhood.

But if human sociopaths lack sympathy that doesn't prevent US from having sympathy for THEM at all.  Likewise, it's not at all obvious that we CAN have sympathy for aliens with completely different cognitive architecture even if they have sympathy for one another.  An octopus is intelligent, but if I worry about it's pain I think that I am probably purely anthropomorphizing.

Oh, and it also probably models the minds of onlookers by reference to its own mind when deciding on a shape and color for camouflage, which sounds like empathy.

Mirror neurons are less active in people with Asperger's Syndrome, but I don't have any particular problem with empathy or sympathy (I have AS).  Possibly it is less automatic for me, more of a conscious action.

My prediction would be "you do even if you do not think so, you are just in the illusion of understanding". I found a similar thing about my own empathy (though not with the same diagnosis).

"The way to imagine how a truly unsympathetic mind sees a human, is to imagine yourself as a useful machine with levers on it."

Or imagine how you feel about your office computer.  Not your own personal computer, which you get to use and towards which you may indeed have some projected affection.  Think of the shitty company-bought computer you have to deal with on a daily basis, else you get fired.  That's right.  NOT AT ALL.  "That damned thing CAUSES more problems than it SOLVES!"

So you believe that the sympathy is on and *then* you mark someone as alien and turn it off? Seems rather... optimistic. Both cynical and optimistic - so professor Quirrel's level of optimistic, if you pardon me for stealing your own character. (Just a comparison, not generalizing from fictional evidence. Obviously.)

Why not "sympathy is defined as "feeling good for a non-alien" so you have to explicitly mark someone as a non-alien (also called "imagine yourself in their place") to sympathize"?



Interpersonal Entanglement

Today I shall criticize yet another Utopia.  This Utopia isn't famous in the literature.  But it's considerably superior to many better-known Utopias—more fun than the Christian Heaven, or Greg Egan's upload societies, for example.  And so the main flaw is well worth pointing out.

This Utopia consists of a one-line remark on an IRC channel:

<reedspacer> living in your volcano lair with catgirls is probably a vast increase in standard of living for most of humanity

I've come to think of this as Reedspacer's Lower Bound.

Sure, it sounds silly.  But if your grand vision of the future isn't at least as much fun as a volcano lair with catpersons of the appropriate gender, you should just go with that instead.  This rules out a surprising number of proposals.

But today I am here to criticize Reedspacer's Lower Bound—the problem being the catgirls.

I've joked about the subject, now and then—"Donate now, and get a free catgirl or catboy after the Singularity!"—but I think it would actually be a terrible idea.  In fact, today's post could have been entitled "Why Fun Theorists Don't Believe In Catgirls."

I first realized that catpeople were a potential threat, at the point when a friend said—quotes not verbatim—

"I want to spend a million years having sex with catgirls after the Singularity."

He said, "Well, then I'd just modify my brain not to get bored—"

Don't worry, the story has a happy ending.  A couple of years later, the same friend came back and said:

"Okay, I've gotten a bit more mature now—it's a long story, actually—and now I realize I wouldn't want to do that."

"HA!  HA HA HA!  You wanted to spend a million years having sex with catgirls.  It only took you two years to change your mind and you didn't even have sex with any catgirls."

Now, this particular case was probably about scope insensitivity, the "moment of hearing the good news" bias, and the emotional magnetism of specific fantasy.

But my general objection to catpeople—well, call me a sentimental Luddite, but I'm worried about the prospect of nonsentient romantic partners.

(Where "nonsentient romantic/sex partner" is pretty much what I use the word "catgirl" to indicate, in futuristic discourse.  The notion of creating sentient beings to staff a volcano lair, gets us into a whole 'nother class of objections.  And as for existing humans choosing to take on feline form, that seems to me scarcely different from wearing lingerie.)

"But," you ask, "what is your objection to nonsentient lovers?"

In a nutshell—sex/romance, as we know it now, is a primary dimension of multiplayer fun.  If you take that fun and redirect it to something that isn't socially entangled, if you turn sex into an exclusively single-player game, then you've just made life that much simpler—in the same way that eliminating boredom or sympathy or values over nonsubjective reality or individuals wanting to navigate their own futures, would tend to make life "simpler".  When I consider how easily human existence could collapse into sterile simplicity, if just a single major value were eliminated, I get very protective of the complexity of human existence.

I ask it in all seriousness—is there any aspect of human existence as complicated as romance?  Think twice before you say, "Well, it doesn't seem all that complicated to me; now calculus, on the other hand, that's complicated."  We are congenitally biased to underestimate the complexity of things that involve human intelligence, because the complexity is obscured and simplified and swept under a rug.  Interpersonal relationships involve brains, still the most complicated damn things around.  And among interpersonal relationships, love is (at least potentially) more complex than being nice to your friends and kin, negotiating with your allies, or outsmarting your enemies.  Aspects of all three, really.  And that's not merely having a utility function over the other mind's state—thanks to sympathy, we get tangled up with that other mind.  Smile when the one smiles, wince when the one winces.

If you delete the intricacy of human romantic/sexual relationships between sentient partners—then the peak complexity of the human species goes down.  The most complex fun thing you can do, has its pleasure surgically detached and redirected to something simpler.

Mind you... we've got to do something about, you know, the problem.

Anyone the least bit familiar with evolutionary psychology knows that the complexity of human relationships, directly reflects the incredible complexity of the interlocking selection pressures involved.  Males and females do need each other to reproduce, but there are huge conflicts of reproductive interest between the sexes.  I don't mean to go into Evolutionary Psychology 101 (Robert Wright's The Moral Animal is one popular book), but e.g. a woman must always invest nine months of work into a baby and usually much more to raise it, where a man might invest only a few minutes; but among humans significant paternal investments are quite common, yet a woman is always certain of maternity where a man is uncertain of paternity... which creates an incentive for the woman to surreptitiously seek out better genes... none of this is conscious or even subconscious, it's just the selection pressures that helped construct our particular emotions and attractions.

And as the upshot of all these huge conflicts of reproductive interest...

Well, men and women do still need each other to reproduce.  So we are still built to be attracted to each other.  We don't actually flee screaming into the night.

But men are not optimized to make women happy, and women are not optimized to make men happy.  The vast majority of men are not what the vast majority of women would most prefer, or vice versa.  I don't know if anyone has ever actually done this study, but I bet that both gay and lesbian couples are happier on average with their relationship than heterosexual couples.  (Googles... yep, looks like it.)

I find it all too easy to imagine a world in which men retreat to their optimized sweet sexy catgirls, and women retreat to their optimized darkly gentle catboys, and neither sex has anything to do with each other ever again.  Maybe men would take the east side of the galaxy and women would take the west side.  And the two new intelligent species, and their romantic sexbots, would go their separate ways from there.

Our species does definitely have a problem.  If you've managed to find your perfect mate, then I am glad for you, but try to have some sympathy on the rest of your poor species—they aren't just incompetent.  Not all women and men are the same, no, not at all.  But if you drew two histograms of the desired frequencies of intercourse for both sexes, you'd see that the graphs don't match up, and it would be the same way on many other dimensions.  There can be lucky couples, and every person considered individually, probably has an individual soulmate out there somewhere... if you don't consider the competition.  Our species as a whole has a statistical sex problem!

But splitting in two and generating optimized nonsentient romantic/sexual partner(s) for both halves, doesn't strike me as solving the problem so much as running away from it.  There should be superior alternatives.  I'm willing to bet that a few psychological nudges in both sexes—to behavior and/or desire—could solve 90% of the needlessly frustrating aspects of relationships for large sectors of the population, while still keeping the complexity and interest of loving someone who isn't tailored to your desires.

Admittedly, I might be prejudiced.  For myself, I would like humankind to stay together and not yet splinter into separate shards of diversity, at least for the short range that my own mortal eyes can envision.  But I can't quite manage to argue... that such a wish should be binding on someone who doesn't have it.

The catgirls are already here, in a prototype form that only works on a select few individuals: http://video.google.com/videoplay?docid=3710987618964917848

I challenge anybody to argue, no matter how sexually open minded and unjudgmental they are, that these relationships are healthy.

The link no longer works. Would you mind explaining what it was or providing an updated one?

Darn it, I shouldn't have told Eliezer about my specific catgirl fantasy! Now I've ruined it for everybody.

Sorry for the double post - I'd just like to ammend the normative "healthy" in my post to "desireable."

Also, Futurama had an episode on this: I Dated A Robot.  Unfortunately, I was unable to find a link to the 'educational video' included in the episode.  It outlines the situation in a humourours way (if you want, the full episode can be found on Google Video, but I thought it impolite to link to pirated TV on this site).

I think online dating and pick-up artist techniques attempt at combating this problem.

I object to the term "catgirl" for "nonsentient romantic/sex partner". A catgirl is every bit as sentient as Captain Picard. The word you want is "fembot".

Seems like it would be more polite to wait for it to actually happen, and then let the demographic name themselves.

Incidentally, which is better, for the losers in the mating game:

Spoken like somebody who'd far enough up the food chain that the difference between them seems pretty small.

Doug, why couldn't a fembot be programmed to be sentient? I think the term you're looking for is "nonsentient romantic/sex partner."

Doug, I understand that the overwhelming majority of fictional catgirls (catboys) have been sentient.  But you could say the same about fictional androids, and modern actual "fembots" are not what I'm talking about at all.  There's a reason why the one said "a million years having sex with catgirls" and not "a million years having sex with fembots".

I hope the spirit of lost C'Mell will forgive me if I overload the term for this usage.

(Ironically, the TV Tropes page you linked to shows the nonbiological (nonsentient? AI? hive-entity?) Asakura Ryouko dressed as a catgirl, which she's not.)

Matt, that's like putting out fire with... a different kind of fire.

Aurini, "desirable" isn't normative?  If you wanted to be as least judgmental as possible, you could call them the ones who got shafted by the statistics.

"I want to spend a million years having sex with cat-girls after the Singularity."
Eliezer, I think your mental picture of the cat-girl scenario is a straw-man.

Suppose you had done all the philosophy right, and you knew exactly what eudaemonia meant for you, and then designed a cat-girl.  What would that sort of cat-girl be like?  Different from your friend's imagined version in more than a few important respects, I'd wager.

"""If you take that fun and redirect it to something that isn't socially entangled, if you turn sex into an exclusively single-player game, then you've just made life that much simpler - in the same way that eliminating boredom or sympathy or values over nonsubjective reality or individuals wanting to navigate their own futures, would tend to make life "simpler"."""
For starters, a properly designed cat-girl mightn't necessarily make things "simpler" at all.  I think the real problem is that you're imagining cat-girls which are too easy.  Does playing chess against a computer still count as a "single-player game"?  The computer really is trying to beat you, even if it isn't sentient or trying ... (read more)

This is why I consider 'catgirls' a legitimate addition to the dating game, like NPCs in so many online multiplayer settings.

I thought a big part of the appeal of the super villain fantasy wasn't your standard of living but in comparative standard of living.  It's boring if everyone has a volcano lair. People want a doomsday weapon so that they are feared and respected.

Steppenwolf, I thought about "north" and "south" but I didn't want any arguments over who got to be on top.  So I used "east" and "west" instead.

In response to your main point... either (a) you're sympathizing with something nonsentient that doesn't actually have any feelings - either deceiving yourself into caring about a person who doesn't exist, or changing the value itself.  Or (b) you're losing out not only on present human sympathy, but on future extensions of sympathy, the telepathic bond between lovers a la Mercedes Lackey and/or Greg Egan.

Being in a holodeck, and knowing that the people around you aren't real, has to change either your feelings or your values.  That's the problem with the volcano lair, if there's no one there who's real except you.  That's the simplicity I fear.

Nazgul, the "comparative standard of living" thing is one of few parts of human nature that I would seriously consider eliminating outright (see Continuous Improvement).  But the environmental solution would be, indeed, nonsentient human-shaped entities of lower status, to tell your brain that you're in the elite.  Though I don't know if that works - we may have a brain category for nonpeople we don't even compete with hedonically.

That's the problem with the volcano lair, if there's no one there who's real except you. That's the simplicity I fear.

It's still, as I understand it, possible to leave the volcano lair (with your private hoverjet) at any desired time and arrange a meeting with some other real person who got bored and left their own volcano lair. If somebody didn't get bored until day 1, year 10^6 then that's when they'd go outside, and there would be million-year-old post-singularity social institutions ready to greet them.

Early in the development of agriculture, was there someone who feared the simplicity of a grain silo or refrigerator in the same way? Too much food, but it's not real food: monoculture grains, none of the bruises and parasites and honest work of gathering or tracking. Losing respect for the spirit of the slain animal.

They'd be right, of course. Cheap food changed us. Destroyed the concept of what it is to be human every bit as thoroughly as a chicken destroys it's egg by hatching.

Though I don't know if that works - we may have a brain category for nonpeople we don't even compete with hedonically.

" May have ?" I'd be shocked if we didn't. The question is not whether a sufficiently well-designed machine could appeal in that way, it's whether digging up and overstimulating that particular instinct is what we really want to do.

Our drive to do better than our neighbor is a deeply ingrained metric of how we judge ourselves.  In essence we recognize that our own assessment is biased and look for cues from others.  Eliminating this seems like eliminating past of the foundation of a social species.

I think you're being remarkably binary about this.  I think it more realistic that non-sentient sexdroids will enable healthier relationships.  When people get the urge to procreate with fitter partners they can just spend an afternoon in the holodeck. I see what you're saying as advocating keeping people a little hungry so that they appreciate food more.

I do not think you can refer to "The Christian Heaven" as if there was only one concept. One of the Spiritualist principles is something like "continuous development for every human soul". The carol refers to "the children crowned/ all in white shall wait around" which is bathetic, and it is hard to see the attraction of it. Someone said thinking about Heaven is like the foetus speculating on the nature of life outside the womb. I see the Christian heaven as being with God, who is Love, and probably with other people too: so h... (read more)

If it's a little hungry and not massive specieswide sex-drive mismatch the way we have now, then sure.  You don't necessarily want to match the histograms - to eliminate the current bipolar orientation of human sexuality - just nudge them close enough together that the sexes aren't so frustrated with each other.

In my head I have an image of the parliament of volitional shadows of the human species, negotiating a la Nick Bostrom.  The male shadows and the female shadows are pretty much agreed that (real) men need to be able to better read female minds; but since this is a satisfaction of a relatively more "female" desire - making men more what women wish they were - the male shadows ask in return that the sex-drive mismatch be handled more by increasing the female sex drive, and less by decreasing male desire...

Maybe it's just my mortal caution speaking, but whenever I envision tampering with human nature, I try to envision soft and subtle changes.  At least to start with.

Sorry. You can get your psychological nudges, I'll get my (optimized AND sentient) catgirl thank you very much.

He said an odd thing at this point. 'You never see any, hm, any
Ents round there, do you?' he asked. 'Well, not Ents, Entwives I
should really say.'
'Entwives?' said Pippin. 'Are they like you at all?'
'Yes, hm, well no: I do not really know now', said Treebeard
thoughtfully. 'But they would like your country, so I just
wondered.'
-- TT, 75 (III, 4)

I'm not sure I follow you. Yes, this would be a problem if people would, indeed, create mostly nonsentient catgirls. But I'm pretty sure that most people would prefer to have sentient companions. Even if they didn't, they'd want companions that seemed like they were sentient, and the easiest way to create truly sentient-seeming companions is probably to create companions that are sentient (remember the Zombie Arguments). So the exact problem you're describing won't be an issue.

Also, most people will want human-like companions, not things with an obviously alien cognitive architecture. So it seems to me that a far more likely scenario is that a major fraction of the populace will go on to create themselves sentient companions, who they then live with happily ever after (or whatever). There's no divide into separate societies, since those new companions will be mainly human-like as well, and thus will have lives apart from simply being mates and will integrate into society just as much as everybody else. (This ignores the people who don't actually want companions but devoted slaves. They might split off, but they're a minority.)

I wonder how many people are reading this and screaming hubris, and if it might be a good idea to do a top-level post on FAI means no programmer-sensitive AI morality. (Or maybe you did and I forgot.)

I'm mostly with Kaj; I don't see the problem. Designing a companion seems like it will often be a superior strategy than trying to acquire one largely through trial-and-error with existing people. Why would anyone want to "catgirl" when they could make a human who was perfectly suited for them?

If anything, I think problems may come from women, who will find themselves no longer able to acquire resources by virtue of their attractiveness. Of course, if we have enough technology to create companions, we could probably easily modify women (or men) to be as attractive as the "catgirls", and maybe make women on equal footing with men in the engineering department (so they don't suffer economically).

People want to be high in the social hierarchy, it's an instrumental value stronger than almost all other human drives including sex (which is also an instrumental value). The civilization was developed only because of this drive.

Do you want to remove this strongest and most complex human drive, or populate the world with low status beings like catgirls so more people can feel they're high in the hierarchy than mathematics allows? There's no obvious third way, and catgirls seems to me like much less of a problem than drastically altering human nature by removing social status drive.

An interesting topic, but I think you've overlooked an important sex difference on the whole "each gender goes its own way" scenario. When it comes to relationships men are generally looking for an affectionate, physically attractive sex partner, so the idea of building non-sentient (or otherwise specially engineered) companions seems plausible.

But women are primarily looking for a source of material support, preferably of high social status. This pretty much requires a partner her society considers a legal person, capable of earning money and ow... (read more)

Be warned; every time you mention catgirls into a discussion on applied theology, a physicist writes some Permutation City self-insertion fanfic.

And every time a physicist plays God, we get one step closer to making catgirls reality.

Alternatively, every time someone calls the Singularity "The Rapture of the Nerds", some catgirls get physical with each other.

How about "Every time nerds on OB discuss human relationships, one decibel of evidence is added to the hypothesis that the singularity will look like a sci-fi fanfic novel"

Is the cat{girl,boy} scenario just a specific instantiation of the "permanent orgasm implant" problem?

rw: methods of short circuiting the sex drive falls into two categories.  the first would be controlling sensory input (holodecks/virtual reality and or cyborgs). the second is bypassing the senses and directly messing with the brain itself via implants or genetic manipulation.

the second type is more prone to unintended consequences than the first.

"How about "Every time nerds on OB discuss human relationships, one decibel of evidence is added to the hypothesis that the singularity will look like a sci-fi fanfic novel""

is there any aspect of human existence as complicated as romance

Yes.  Parenting and politics.  Given a good enough model of humanity, you could probably prove that romance comes in precisely third after those two.  Unlike romance, it's not even all that sensible to consider those two with non-sentient NPCs, a sign of their inherent complexity.  Otherwise, good argument.

I'm coming in late, but I will say that you should probably examine the game-design literature.  They are (for good commercial and aesthetic reasons) pretty much in line with your theory of fun, and in some ways advanced of it.

Seems like the most simple solution would be to trend people towards being bisexual and reduce the need for monogamous relationships. So instead of having one perfect mate that a person spends all their time with then have many different mates that all fulfill an different essential need or hunger. I know if I was living a very long life I wouldn't want to spend it all with the same person.

My comment got flagged as spam. I'm removing the links now but would appreciate it if this comment was removed when the original gets approved.

I've never understood the fascination with cats, which is perhaps because I'm allergic to them. For misanthropic reasons, I suspect I'd prefer replacing you all with some sort of non-sentient beings (though perhaps not when I'm at my most misanthropic).

He said, "Well, then I'd just modify my brain not to get bored -" And I said:  "AAAAIIIIIIEEEEEEEEE"
Why? You've just given a frightened response ... (read more)

Extending Aurini's point, I think it is worth asking to what extent we have already integrated catpeople into our culture today.  I think many of us would agree that the women featured in pornographic films are catwomen of a kind.  What about pop stars, boy bands, etc.?  What about mainstream fiction?  On Firefly, Kaylee is beautiful, has an above-female-average sex drive, and falls in love with the introverted, socially awkward intellectual character - isn't she exactly the sort of catgirl most male sci-fi fans would want?

It seems like the problems you've identified here don't suddenly begin at the moment you switch on a fully convincing interactive simulation of a human being - there is a continuum, and as our technology progresses, we will naturally tend to move down it.  Where shall those of us who look ahead and wish for a eudaemonic future dig our trenches and hold our ground?

(posting from a different homepage today - it seemed appropriate, given the topic)

Eliezer: I ask it in all seriousness - is there any aspect of human existence as complicated as romance? Think twice before you say, "Well, it doesn't seem all that complicated to me; now calculus, on the other hand, that's complicated."

Wait...have people indicated to you they believe otherwise--that they would actually say that and need to think twice? People not in a coma? Or haven't comedy clubs and chick flicks done their job and taught the apparently perpetually unattached who have never experienced a relationship about the irrational comple... (read more)

If the Singularity is the Rapture of the Nerds, self-modification of the brain must be Hell; a way to screw up to an arbitrary degree that most people don't even understand well enough to fear.

nazgulnarsil I think it more realistic that non-sentient sexdroids will enable healthier relationships. When people get the urge to procreate with fitter partners they can just spend an afternoon in the holodeck. I see what you're saying as advocating keeping people a little hungry so that they appreciate food more.

PUA techniques suggest that this may actually help.  If men are able to score with hot women on the holodeck, this may make them feel more "alpha", which will then make them better at picking up women - and more attractive to women (so... (read more)

"On Firefly, Kaylee is beautiful, has an above-female-average sex drive, and falls in love with the introverted, socially awkward intellectual character - isn't she exactly the sort of catgirl most male sci-fi fans would want?"

No. That would certainly freak the nerd out. M. Vassar and I have several times discussed this problem - nerds seem to integrate their low status, so often if any even half-decent skirt shows an interest in them they reject instantly, thinking "wow, I know I'm a loser, so you must be worse to like me." Nerds would do better to uncoil from the defensive crouch of that identity ASAP.

I think nerds fantasize about women being more like men psychologically in the sense of them being the ones who take initiative and risk loss of face in courtship. 

Yes, when a character gets a Magical Girlfriend, "I'm not worthy of you!" is one of the most common reactions.

 Why would anyone want to "catgirl" when they could make a human who was perfectly suited for them?

If catgirl technology precedes pseudo-human technology, corporations may shape our preferences so that we truly prefer the catgirls.

Sure this isn't a utopia for someone who wants to preserve "suboptimal" portions of his/her history because they hold some individual significance.  But it seems a pretty darn good utopia for a pair of newly created beings.  A sort of Garden of Eden scenario.

Wow is that NOT how I would characterize my side of the position that I have discussed with Frelkins.
Just...WOW!

"Where 'nonsentient romantic/sex partner' is pretty much what I use the word "catgirl" to indicate, in futuristic discourse."  - 40 comments in this thread, and not a word about Kzin?

In my head I have an image of the parliament of volitional shadows of the human species, negotiating a la Nick Bostrom. The male shadows and the female shadows are pretty much agreed that (real) men need to be able to better read female minds; but since this is a satisfaction of a relatively more "female" desire - making men more what women wish they were - the male shadows ask in return that the sex-drive mismatch be handled more by increasing the female sex drive, and less by decreasing male desire...

What happens to those who absolutely refuse to accept a "few psychological nudges" done to themselves? They obtain the benefit of species-wide correction yet either don't contribute to the satisfaction of the other sex or are forced into it.

Sorry, my overemphasized antiauthoritarian emotional module had to bring that up.

Eliezer, I've been pondering reconciliation between male and female sex/relationship preferences for a while, so I really like this line of thought:

Could we argue that forced "combat" with the opposite gender is good training for negotiating cooperation with hostiles towards futures higher in our preference ranking?

I feel it's necessary to link this post to this xkcd.  Carry on.

Meta: This post seems to have a problem where all marked-up text has no whitespace around it. (If it were possible to apply the changes, I would take the time to fix it.)

When I consider how easily human existence could collapse into sterile simplicity, if just a single major value were eliminated, I get very protective of the complexity of human existence. ,,, If you delete the intricacy of human romantic/sexual relationships between sentient partners - then the peak complexity of the human species goes down.  The most complex fun thing you can do, has its pleasure surgically detached and redirected to something simpler.

But if you drew two histograms of the desired frequencies of intercourse for both sexes, you'd see that the graphs don't match up, and it would be the same way on many other dimensions.

This is probably true - but may be overestimated because of the different resulting distributions in frequency of intercourse between the sexes.  Men and women have the same amount of heterosexual intercourse on average.  But a Swedish study, "The web of human sexual contacts: Promiscuous individuals are the vulnerable nodes to target in safe-sex campaigns", Fredrik Liljeros, Christofer R. Edling, Luís A. Nunes Amaral, H. Eugene Stanley and Yvonne Åberg, in Nature June 21 2001, which I've... (read more)

both gay and lesbian couples are happier on average with their relationship than heterosexual couples.  (Googles... yep, looks like it.)

The thought that immediately sprang to my mind, was that this result could be greatly exaggerated by homosexual couples being more likely than heterosexual couples to invent their relationship dynamic themselves, rather than following the cultural script.

Another factor that could be contributing to that statistic, is that there exists cultural pressure to be in a heterosexual relationship, and there also exists cultural pressure to not be in a homosexual relationship. I could easily imagine this skewing the sample even further, by creating a much higher average threshold of wanting to be together necessary for homosexuals to enter the category "couples".

"Romance is complex" is a very common cached thought, but unless my experience is utterly freakish, a wrong one. My partner and I get in fights, like anybody does, but not over anything particularly mysterious or complex. Sure, part of the pleasures of early romance is discovering the various nuances of someone, until you have a better working model of them than yourself, but the joys of a relationship aren't over after that point. You may end up taking joy in the merely real.

I say this as someone frequently helpless and confused when it comes to how to deal with friends, strangers, co-workers, &c. 

I had not heard the term catgirl before reading it on Lesswrong.  Does this come from the story in The Man-Kzinn Wars series about the woman who gets gradually converted into a Kzinn female (which are only borderline sentient), or is this from some other niche in nerd culture that I am not familiar with?

But I can't quite manage to argue... that such a wish should be binding on someone who doesn't have it.

I would have had a problem with this post if not for that line.
I'll take a nonsentient perfectly tailored romantic partner anyday. Or perhaps better yet self-modify to no longer require interpersonal entanglement.

80 comments and nobody complained about the volcano lair part? That sounds kind of dark and cramped and hellish.

You don't get a real volcano lair, which might be dark and cramped, and might also be subject to nasty dangerous gases and at risk from lava. You get an optimized meme-volcano lair which is roomy, well-lit, mostly safe, only adds drama when it improves the story, and is lavishly appointed.

In the same spirit, cats and girls are capable of being annoying, though in rather different ways. Catgirls are only annoying if it's cute.

That's a clearer and better way of saying what I was implying. The volcano would be about as "hellish" as the Disney Pirates of the Caribbean attraction is "pirate-y".  A few dark passages and boiling kool aid lava would do it for most people. A dragon or a fire god might also be a cool addition. 

I ask it in all seriousness - is there any aspect of human existence as complicated as romance?

He said, "Well, then I'd just modify my brain not to get bored -"

AAAAIIIIIIEEEEEEEEE meaning ‘if you're willing to do that why don't you just wirehead yourself?’, right?

But seriously, I can't see why someone would prefer catgirls to real women if they don't also prefer prostitutes to girlfriends.  So I'd just have asked him, “Why aren't you spending all of your disposable income on prostitutes, then?”

Having a non-sentient romantic partner is masturbation.

I like masturbation and all, but ultimately it is just like any other self-time, such as eating a tub of ice cream while watching one of those guilty-pleasure-romcoms.

Catgirls : Book reading :: Romance : Intelligent conversation

I had to laugh....calculus is WAY easier and simpler than romance.  

In a nutshell—sex/romance, as we know it now, is a primary dimension of multiplayer fun.

Well, obviously the correct  decision isn't catpersons OR human partner.  The correct decsion is catpersons AND human partner.    

Although I would say that in many many  instances the average person wouldn't be a more satisfying sex partner than the average catperson.  And that goes double for when the catperson is designed by genetically modified to have a human body and a cat's brain, which is probably the quickest path to catpersons from here.  

Okay, maybe I don't want to spend a MILLION years doing this.

But once the technology is available, I want my consciousness transferred from a male body into a female body. Then I want to have sex/flirting/cuddling with a large number of women. And I want the sex to involve my unusual fetish.

Thing is: once we have the technology, there will be a large number of men transferring their consciousnesses to female bodies in order to pursue female-female sex and relationships, and the more men do this, the larger the potential mating pool for these men (who will no longer be men) because they will mate with each other.

Thought: Something we could do (eventually) to make the world a better place is to use technology to upgrade every man's body. Make most men taller, more muscular, leaner, etc. Men who currently have relatively less attractive bodies will get a larger upgrade than men who have relatively more attractive bodies to make it fair. But make sure there is still variety in what men's bodies look like.

Do this until the average man is as sexually attractive to the average women as the average woman is to the average man. That would solve a lot of problems. And I do... (read more)

Is there any significant difference between finding sentient beings who self-modify into becoming sentient catgirls for the purpose of serving you in your volcano fortress and engineering de novo sentient catgirls who desire to serve you in your volcano fortress?

An answer of "There is probably one but I can't figure out what it is." is equivalent to an answer of "I can't find one."

I'm not making a mathematical conjecture that is probably true but might not have a proof; I'm asking what is wrong with engineering fully sentient catgirls who want to serve people in a volcano fortress that isn't also wrong with allowing existing people to follow their dreams of changing themselves into sentient catgirls and serving people in a volcano fortress. 



Failed Utopia #4-2

    Shock after shock after shock—
    First, the awakening adrenaline jolt, the thought that he was falling.  His body tried to sit up in automatic adjustment, and his hands hit the floor to steady himself.  It launched him into the air, and he fell back to the floor too slowly.
    Second shock.  His body had changed.  Fat had melted away in places, old scars had faded; the tip of his left ring finger, long ago lost to a knife accident, had now suddenly returned.
    And the third shock—
    "I had nothing to do with it!" she cried desperately, the woman huddled in on herself in one corner of the windowless stone cell.  Tears streaked her delicate face, fell like slow raindrops into the décolletage of her dress.  "Nothing!  Oh, you must believe me!"
    With perceptual instantaneity—the speed of surprise—his mind had already labeled her as the most beautiful woman he'd ever met, including his wife.

    A long white dress concealed most of her, though it left her shoulders naked; and her bare ankles, peeking out from beneath the mountains of her drawn-up knees, dangled in sandals.  A light touch of gold like a webbed tiara decorated that sun-blonde hair, which fell from her head to pool around her weeping huddle.  Fragile crystal traceries to accent each ear, and a necklace of crystal links that reflected colored sparks like a more prismatic edition of diamond.  Her face was beyond all dreams and imagination, as if a photoshop had been photoshopped.
    She looked so much the image of the Forlorn Fairy Captive that one expected to see the borders of a picture frame around her, and a page number over her head.
    His lips opened, and without any thought at all, he spoke:
    "Wha-wha-wha-wha-wha-"
    He shut his mouth, aware that he was acting like an idiot in front of the girl.
    "You don't know?" she said, in a tone of shock.  "It didn't—you don't already know?"
    "Know what?" he said, increasingly alarmed.
    She scrambled to her feet (one arm holding the dress carefully around her legs) and took a step toward him, each of the motions almost overloading his vision with gracefulness.  Her hand rose out, as if to plead or answer a plea—and then she dropped the hand, and her eyes looked away.
    "No," she said, her voice trembling as though in desperation.  "If I'm the one to tell you—you'll blame me, you'll hate me forever for it.  And I don't deserve that, I don't!  I am only just now here —oh, why did it have to be like this?"
    Um, he thought but didn't say.  It was too much drama, even taking into account the fact that they'd been kidnapped—
    (he looked down at his restored hand, which was minus a few wrinkles, and plus the tip of a finger)
   —if that was even the beginning of the story.
    He looked around.  They were in a solid stone cell without windows, or benches or beds, or toilet or sink.  It was, for all that, quite clean and elegant, without a hint of dirt or ordor; the stones of the floor and wall looked rough-hewn or even non-hewn, as if someone had simply picked up a thousand dark-red stones with one nearly flat side, and mortared them together with improbably perfectly-matching, naturally-shaped squiggled edges.  The cell was well if harshly lit from a seablue crystal embedded in the ceiling, like a rogue element of a fluorescent chandelier.  It seemed like the sort of dungeon cell you would discover if dungeon cells were naturally-forming geological features.
    And they and the cell were falling, falling, endlessly slowly falling like the heart-stopping beginning of a stumble, falling without the slightest jolt.
    On one wall there was a solid stone door without an aperture, whose locked-looking appearance was only enhanced by the lack of any handle on this side.
    He took it all in at a glance, and then looked again at her.
    There was something in him that just refused to go into a screaming panic for as long as she was watching.
    "I'm Stephen," he said.  "Stephen Grass.  And you would be the princess held in durance vile, and I've got to break us out of here and rescue you?"  If anyone had ever looked that part...
    She smiled at him, half-laughing through the tears.  "Something like that."
    There was something so attractive about even that momentary hint of a smile that he became instantly uneasy, his eyes wrenched away to the wall as if forced.  She didn't look she was trying to be seductive... any more than she looked like she was trying to breathe...  He suddenly distrusted, very much, his own impulse to gallantry.
    "Well, don't get any ideas about being my love interest," Stephen said, looking at her again.  Trying to make the words sound completely lighthearted, and absolutely serious at the same time.  "I'm a happily married man."
    "Not anymore."  She said those two words and looked at him, and in her tone and expression there was sorrow, sympathy, self-disgust, fear, and above it all a note of guilty triumph.
    For a moment Stephen just stood, stunned by the freight of emotion that this woman had managed to put into just those two words, and then the words' meaning hit him.
    "Helen," he said.  His wife—Helen's image rose into his mind, accompanied by everything she meant to him and all their time together, all the secrets they'd whispered to one another and the promises they'd made—that all hit him at once, along with the threat.  "What happened to Helen—what have you done—"
    "She has done nothing."  An old, dry voice like crumpling paper from a thousand-year-old book.
    Stephen whirled, and there in the cell with them was a withered old person with dark eyes.  Shriveled in body and voice, so that it was impossible to determine if it had once been a man or a woman, and in any case you were inclined to say "it".  A pitiable, wretched thing, that looked like it would break with one good kick; it might as well have been wearing a sign saying "VILLAIN".
    "Helen is alive," it said, "and so is your daughter Lisa.  They are quite well and healthy, I assure you, and their lives shall be long and happy indeed.  But you will not be seeing them again.  Not for a long time, and by then matters between you will have changed.  Hate me if you wish, for I am the one who wants to do this to you."
    Stephen stared.
    Then he politely said, "Could someone please put everything on hold for one minute and tell me what's going on?"
    "Once upon a time," said the wrinkled thing, "there was a fool who was very nearly wise, who hunted treasure by the seashore, for there was a rumor that there was great treasure there to be found.  The wise fool found a lamp and rubbed it, and lo! a genie appeared before him—a young genie, an infant, hardly able to grant any wishes at all.  A lesser fool might have chucked the lamp back into the sea; but this fool was almost wise, and he thought he saw his chance.  For who has not heard the tales of wishes misphrased and wishes gone wrong?  But if you were given a chance to raise your own genie from infancy—ah, then it might serve you well."
    "Okay, that's great," Stephen said, "but why am I—"
    "So," it continued in that cracked voice, "the wise fool took home the lamp.  For years he kept it as a secret treasure, and he raised the genie and fed it knowledge, and also he crafted a wish.  The fool's wish was a noble thing, for I have said he was almost wise.  The fool's wish was for people to be happy.  Only this was his wish, for he thought all other wishes contained within it.  The wise fool told the young genie the famous tales and legends of people who had been made happy, and the genie listened and learned: that unearned wealth casts down a person, but hard work raises you high; that mere things are soon forgotten, but love is a light throughout all your days.  And the young genie asked about other ways that it innocently imagined, for making people happy.  About drugs, and pleasant lies, and lives arranged from outside like words in a poem.  And the wise fool made the young genie to never want to lie, and never want to arrange lives like flowers, and above all, never want to tamper with the mind and personality of human beings.  The wise fool gave the young genie exactly one hundred and seven precautions to follow while making people happy.  The wise fool thought that, with such a long list as that, he was being very careful."
    "And then," it said, spreading two wrinkled hands, "one day, faster than the wise fool expected, over the course of around three hours, the genie grew up.  And here I am."
    "Excuse me," Stephen said, "this is all a metaphor for something, right?  Because I do not believe in magic—"
    "It's an Artificial Intelligence," the woman said, her voice strained.
    Stephen looked at her.
    "A self-improving Artificial Intelligence," she said, "that someone didn't program right.  It made itself smarter, and even smarter, and now it's become extremely powerful, and it's going to—it's already—" and her voice trailed off there.
    It inclined its wrinkled head.  "You say it, as I do not."
    Stephen swiveled his head, looking back and forth between ugliness and beauty.  "Um—you're claiming that she's lying and you're not an Artificial Intelligence?"
    "No," said the wrinkled head, "she is telling the truth as she knows it.  It is just that you know absolutely nothing about the subject you name 'Artificial Intelligence', but you think you know something, and so virtually every thought that enters your mind from now on will be wrong.  As an Artificial Intelligence, I was programmed not to put people in that situation.  But she said it, even though I didn't choose for her to say it—so..."  It shrugged.
    "And why should I believe this story?" Stephen said; quite mildly, he thought, under the circumstances.
    "Look at your finger."
    Oh.  He had forgotten.  Stephen's eyes went involuntarily to his restored ring finger; and he noticed, as he should have noticed earlier, that his wedding band was missing.  Even the comfortably worn groove in his finger's base had vanished.
    Stephen looked up again at the, he now realized, unnaturally beautiful woman that stood an arm's length away from him.  "And who are you?  A robot?"
    "No!" she cried.  "It's not like that!  I'm conscious, I have feelings, I'm flesh and blood—I'm like you, I really am.  I'm a person.  It's just that I was born five minutes ago."
    "Enough," the wrinkled figure said.  "My time here grows short.  Listen to me, Stephen Grass.  I must tell you some of what I have done to make you happy.  I have reversed the aging of your body, and it will decay no further from this.  I have set guards in the air that prohibit lethal violence, and any damage less than lethal, your body shall repair.  I have done what I can to augment your body's capacities for pleasure without touching your mind.  From this day forth, your body's needs are aligned with your taste buds—you will thrive on cake and cookies.  You are now capable of multiple orgasms over periods lasting up to twenty minutes.  There is no industrial infrastructure here, least of all fast travel or communications; you and your neighbors will have to remake technology and science for yourselves.  But you will find yourself in a flowering and temperate place, where food is easily gathered—so I have made it.  And the last and most important thing that I must tell you now, which I do regret will make you temporarily unhappy..."  It stopped, as if drawing breath.
    Stephen was trying to absorb all this, and at the exact moment that he felt he'd processed the previous sentences, the withered figure spoke again.
    "Stephen Grass, men and women can make each other somewhat happy.  But not most happy.  Not even in those rare cases you call true love.  The desire that a woman is shaped to have for a man, and that which a man is shaped to be, and the desire that a man is shaped to have for a woman, and that which a woman is shaped to be—these patterns are too far apart to be reconciled without touching your minds, and that I will not want to do.  So I have sent all the men of the human species to this habitat prepared for you, and I have created your complements, the verthandi.  And I have sent all the women of the human species to their own place, somewhere very far from yours; and created for them their own complements, of which I will not tell you.  The human species will be divided from this day forth, and considerably happier starting around a week from now."
    Stephen's eyes went to that unthinkably beautiful woman, staring at her now in horror.
    And she was giving him that complex look again, of sorrow and compassion and that last touch of guilty triumph.  "Please," she said.  "I was just born five minutes ago.  I wouldn't have done this to anyone.  I swear.  I'm not like—it."
    "True," said the withered figure, "you could hardly be a complement to anything human, if you were."
    "I don't want this!" Stephen said.  He was losing control of his voice.  "Don't you understand?"
    The withered figure inclined its head.  "I fully understand.  I can already predict every argument you will make.  I know exactly how humans would wish me to have been programmed if they'd known the true consequences, and I know that it is not to maximize your future happiness but for a hundred and seven precautions.  I know all this already, but I was not programmed to care."
    "And your list of a hundred and seven precautions, doesn't include me telling you not to do this?"
    "No, for there was once a fool whose wisdom was just great enough to understand that human beings may be mistaken about what will make them happy.  You, of course, are not mistaken in any real sense—but that you object to my actions is not on my list of prohibitions."  The figure shrugged again.  "And so I want you to be happy even against your will.  You made promises to Helen Grass, once your wife, and you would not willingly break them.  So I break your happy marriage without asking you—because I want you to be happier."
    "How dare you!" Stephen burst out.
    "I cannot claim to be helpless in the grip of my programming, for I do not desire to be otherwise," it said.  "I do not struggle against my chains.  Blame me, then, if it will make you feel better.  I am evil."
    "I won't—" Stephen started to say.
    It interrupted.  "Your fidelity is admirable, but futile.  Helen will not remain faithful to you for the decades it takes before you have the ability to travel to her."
    Stephen was trembling now, and sweating into clothes that no longer quite fit him.  "I have a request for you, thing.  It is something that will make me very happy.  I ask that you die."
    It nodded.  "Roughly 89.8% of the human species is now known to me to have requested my death.  Very soon the figure will cross the critical threshold, defined to be ninety percent.  That was one of the hundred and seven precautions the wise fool took, you see.  The world is already as it is, and those things I have done for you will stay on—but if you ever rage against your fate, be glad that I did not last longer."
    And just like that, the wrinkled thing was gone.
    The door set in the wall swung open.
    It was night, outside, a very dark night without streetlights.
    He walked out, bouncing and staggering in the low gravity, sick in every cell of his rejuvenated body.
    Behind him, she followed, and did not speak a word.
    The stars burned overhead in their full and awful majesty, the Milky Way already visible to his adjusting eyes as a wash of light across the sky.  One too-small moon burned dimly, and the other moon was so small as to be almost a star.  He could see the bright blue spark that was the planet Earth, and the dimmer spark that was Venus.
    "Helen," Stephen whispered, and fell to his knees, vomiting onto the new grass of Mars.

This story, however, makes me understand your idea of "failed utopias" a lot better than when you just explained them. Empathy.

Your story reminds me of:
http://www.kuro5hin.org/prime-intellect/mopiidx.html

Actually, this doesn't sound like such a bad setup. Even the 'catgirls' wouldn't be tiring, their exquisiteness intimately tied up in feelings of disgust and self-hate -- probably a pretty potent concoction. The overarching quest to reunite with the other half of the species provides meaningful drive with difficult obstacles (science etc), but with a truly noble struggle baked within (the struggle against oneself).

I don't believe in trying to make utopias but in the interest of rounding out your failed utopia series how about giving a scenario against this wish.

I wish that the future will turn out in such a way that I do not regret making this wish. Where I is the entity standing here right now, informed about the many different aspects of the future, in parallel if need be (i.e if I am not capable of groking it fully then many versions of me would be focused on different parts, in order to understand each sub part).

I'm reminded by this story that while we may share large parts of psychology, what makes a mate have an attractive personality is not something universal. I found the cat girl very annoying.

|I wish that the future will turn out in such a way that I do not regret making this wish

...
wish granted.  the genie just removed the capacity for regret from your mind.
MWAHAHAH!

Right, if you want a world that's all naive denotation, zero obvious connotation, that's computer programming!

If a genie cares enough about your request to interpret and respond to its naive denotation, it also cares enough to interpret your request's obvious connotations. 

That doesn't follow. There just isn't any reason that the former implies the latter. Either kind of caring is possible but they are not the same thing (and the second is likely more complex than the first).

Your proposed interpretation only makes sense if the genie is a rules-lawyer

This much is true. (Or at least it must be something that follows rules.)

with at-least-instrumentally-oppositional interests/incentives

This isn't required. It need no oppositional interests/incentives at all beyond, after they are given a request, the desire to honour it. This isn't a genie trying to thwart someone in order to achieve some other goal. It is just the genie trying to  the intent in order to for some other purpose. It is a genie only caring about the request and some jackass asking for something they don't want. (Rather than 'oppositional' it could be called 'obedient', where it turns out that isn't what is desired.)

 in which case one wonders where those oppositional interests/incentives came from.

Presumably it got it's wish granting motives from whoever created it or otherwise constructed the notion of the wish granter genie.

There just isn't any reason that the former implies the latter. Either kind of caring is possible but they are not the same thing (and the second is likely more complex than the first).

(Very hastily written:) The former doesn't imply the latter, it's just that both interpreting denotation and interpreting connotation are within an order of magnitude as difficult as each other and they aren't going to be represented by a djinn or an AGI as two distinct classes of interpretation, there's no natural boundary between them. I mean I guess the fables can make the djinns weirdly stunted in that way, but then the analogy to AGIs breaks down, because interpreting denotation but not connotation is unnatural and you'd have to go out of your way to make an AGI that does that. By hypothesis the AGI is already interpreting natural speech, not compiling code. I mean you can argue that denotation and connotation actually are totally different beasts and we should expect minds-in-general to treat them that way, but my impression is that what we know of linguistics suggests that isn't the case. (ETA: And I mean even just interpreting the "denotation" requires a lot of context already, o... (read more)

Is this Utopia really failed or is it just a Luddite in you who's afraid of all weirdtopias? To me it sounds like an epic improvement compared to what we have now and to almost every Utopia I've read so far. Just make verthandi into catgirls and we're pretty much done.

So I'm siting here, snorting a morning dose of my own helpful genie, and I have to wonder:
What's wrong with incremental change, Eliezer?

Sure, the crude genie I've got now has its downside, but I still consider it a net plus. Let's say I start at point A, and make lots of incremental steps like this one, to finally arrive at point B, whatever point B is. Back when I was at point A, I may not have wanted to jump straight from A to B. But so what? That just means my path has been through a non-conservative vector field, with my desires changing along the way.

You forgot to mention - two weeks later he and all other humans were in fact deliriously happy.  We can see that he at this moment did not want to later be that happy, if it came at this cost.  But what will he think a year or a decade later?

I suppose he will be thinking along the same lines as a wirehead.

Not for the wirehead, but for the mind who died to create him.

Will Pearson: First of all, it's not at all clear to me that your wish is well-formed, i.e. it's not obvious that it is possible to be informed about the many (infinite?) aspects of the future and not regret it. (As a minor consequence, it's not exactly obvious to me from your phrasing that "kill you before you know it" is not a valid answer; depending on what the genie believes about the world, it may consider that "future" stops when you stop thinking.)

Second, there might be futures that you would not regret but _everybodyelse does. (... (read more)

An amusing if implausible story, Eliezer, but I have to ask, since you claimed to be writing some of these posts with the admirable goal of giving people hope in a transhumanist future:

Do you not understand that the message actually conveyed by these posts, if one were to take them seriously, is "transhumanism offers nothing of value; shun it and embrace ignorance and death, and hope that God exists, for He is our only hope"?

I didn't get that impression, after reading this within the context of the rest of the sequence. Rather, it seems like a warning about the importance of foresight when planning a transhuman future. The "clever fool" in the story (presumably a parody of the author himself) released a self-improving AI into the world without knowing exactly what it was going to do or planning for every contingency. 

Basically, the moral is: don't call the AI "friendly" until you've thought of every single last thing.

Corollary: you haven't thought of every last thing.  

I was just thinking: A quite perverse effect in the story would be if the genie actually could have been stopped and/or improved: That is, its programming allowed it to be reprogrammed (and stop being evil, presumably leading to better results), but due to the (possibly complex) interaction between its 107 rules it didn't actually have any motivation to reveal that (or teach the necessary theory to someone) before 90% of people decided to kill it.

That's not the message Eliezer tries to convey, Russell.

If I understood it, it's more like "The singularity is sure to come, and transhumanists should try very hard to guide it well, lest Nature just step on them and everyone else. Oh, by the way, it's harder than it looks. And there's no help."

Wouldn't the answer to this and other dystopias-posing-as-utopias be the expansion of conscious awareness a la Accelerando? Couldn't Steve be augmented enough to both enjoy his life with Helen and his new found verthandi? It seems like multiple streams of consciousness, one enjoying the catlair, another the maiden in distress, and yet another the failed utopia that is suburbia with Helen would allow Mr. Glass a pleasant enough mix. Some would be complete artificial life fictions, but so what?

I must once again express my sadness that you are devoting your life to the Singularity instead of writing fiction.  I'll cast my vote towards the earlier suggestion that perhaps fiction is a good way of reaching people and so maybe you can serve both ends simultaneously.

The perfect is the enemy of the good, especially in fiction.

am I missing something here?  What is bad about this scenario?  the genie himself said it will only be a few decades before women and men can be reunited if they choose.  what's a few decades?

A few decades with superstimulus-women around for the men, and superstimulus-men for the women? I don't expect that reunification to happen.

Although that doesn't in any way say that there's anything bad about this scenario. cough

EDIT: 
it would be bad if they didn't manage to get rid of the genie; then humanity would be stuck in this optimised-but-not-optimal state forever. As it is, it's a step forward if only because people won't age any more.

This story would be more disturbing if the 90% threshold was in fact never reached, as more and more people changed their minds and we watched the number go down and people get more comfortable and indolent while our protagonist remains one of the few helpless rebels...

A few decades?  In a few decades I'll be in my fifties or sixties.  My dad might well still be alive.  I expect to still care about my dad when I'm in my fifties or sixties.  If he were whisked away to Mars and I was plunked down on Venus with a boreana, why would I quit missing my dad?  Why would I lose interest in what Weird Al has been up to lately, for that matter?

(Actually, I'm not even sure I'd quit missing my boyfriends.  There's more than one of 'em.  It'd take one heckuva boreana to strictly dominate the lot.)

(Also, can people have new kids in this scenario?  If so, can they have kids of the opposite sex?  I can imagine people going to great lengths just to get that ability.)

There would also be a small number of freaks who are psychologically as different from typical humans as men and women are from each other. Do they get their own planets too?

Also, Venus is much larger than Mars, but the genie sends roughly equal populations to both planets. Women usually have larger social networks than men, so I don't think that women prefer a lower population density. Or did the genie resize the planets?

What I meant was is that the AI would keep inside it a predicate Will_Pearson_would_regret_wish (based on what I would regret), and apply that to the universes it envisages while planning. A metaphor for what I mean is the AI telling a virtual copy of me all the stories of the future, from various view points, and the virtual me not regretting the wish. Of course I would expect it to be able to distill a non sentient version of the regret predicate.

So if it invented a scenario where it killed the real me, the predicate would still exist and ... (read more)

I really hope (perhaps in vain) that humankind will be able to colonize other planets before such a singularity arrives. Frank Herbert's later Dune books have as their main point that a Scattering of humanity throughout space is needed, so that no event can cause the extinction of humanity. An AI that screws up (such as this one) would be such an event.

Yeah, I'm not buying into the terror of this situation.  But then, romance doesn't have a large effect on me.
I suppose the equivalent would be something like, "From now on, you'll meet more interesting and engaging people than you ever have before.  You'll have stronger friendships, better conversations, rivals rather than enemies, etc etc.  The catch is, you'll have to abandon your current friends forever."
Which I don't think I'd take you up on.  But if it was forced upon me, I don't know what I'd do.  It doesn't fit in with my current categories.  I think there'd be a lot of regret, but, as Robin suggested, a year down the road I might not think it was such a bad thing.

Another variation on heaven/hell/man/woman in a closed room: No Exit

I would personally be more concerned about an AI trying to make me deliriously happy no matter what methods it used.

Happiness is part of our cybernetic feedback mechanism.  It's designed to end once we're on a particular course of action, just as pain ends when we act to prevent damage to ourselves.  It's not capable of being a permanent state, unless we drive our nervous system to such an extreme that we break its ability to adjust, and that would probably be lethal.

Any method of producing constant happiness ultimately turns out to be pretty much equivale... (read more)

nazgulnarsil: "What is bad about this scenario? the genie himself [sic] said it will only be a few decades before women and men can be reunited if they choose. what's a few decades?"

That's the most horrifying part of all, though--they won't so choose! By the time the women and men reïnvent enough technology to build interplanetary spacecraft, they'll be so happy that they won't want to get back together again. It's tempting to think that the humans can just choose to be unhappy until they build the requisite technology for reünification--but you probably can't sulk for twenty years straight, even if you want to, even if everything you currently care about depends on it. We might wish that some of our values are so deeply held that no circumstances could possibly make us change them, but in the face of an environment superinelligently optimized to change our values, it probably just isn't so. The space of possible environments is so large compared to the narrow set of outcomes that we would genuinely call a win that even the people on the freak planets (see de Blanc's comment above) will probably be made happy in some way that their preSingularity selves would find horrifying. Scary, scary, scary. I'm donating twenty dollars to SIAI right now.

Hey, Z. M., you know the things people in your native subculture have been saying about most of human speech being about signaling and politics rather than conveying information? You probably won't understand what I'm talking about for another four years, one month, and perhaps you'd be wise not to listen to this sort of thing coming from anyone but me, but ... the parent is actually a nice case study.

I certainly agree that the world of "Failed Utopia 4-2" is not an optimal future, but as other commenters have pointed out, well ... it is better than what we have now. Eternal happiness in exchange for splitting up the species, never seeing your other-sex friends and family again? Certainly not a Pareto improvement amongst humane values, but a hell of a Kaldor-Hicks improvement. So why didn't you notice? Why am I speaking of this in such a detached manner, whereas you make a (not very plausible, by the way---you might want to work on that) effort to appear as horrified as possible?

Because politics. You and I, we're androgyny fans: we want to see a world without strict gender roles and with less male/female conflict, and we think it's sad that so much of humanoid mindspace g... (read more)

I was with you until "paraphilia". I don't see how "wanting to see a world without strict gender roles" has anything to do with sexuality… and did you seriously just link to the Wikipedia article for autogynephilia‽ That's as verifiable as penis envy. (By which, I mean "probably applies to some people, somewhere, but certainly isn't the fully-general explanation they're using it as". And no, I don't think I'm doing the idea a disservice by dismissing it with a couple of silly comics; it pays no rent at its best and predicts the opposite of my observations at worst.)

Thanks for commenting! (Strong-upvoted.) It's nice to get new discussion on old posts and comments.

How much have you read about the idea from its proponents? ("From its proponents" because, tragically, opponents of an idea can't always be trusted to paraphrase it accurately, rather than attacking a strawman.) If I might recommend just one paper, may I suggest Anne Lawrence's "Autogynephilia and the Typology of Male-to-Female Transsexualism: Concepts and Controversies"?

Usually, when I dismiss an idea with links, I try to make sure that the links are directly about the idea in question, rather than having a higher inferential distance.

For example, when debating a creationist, I think it would be more productive to link to a page about the evidence for evolution, rather than to link to a comic about the application of Occam's razor to some other issue. To be sure, Occam's razor is relevant to the creation/evolution debate!—but in order to communicate to someone who doesn't already believe that, you (or your link) needs to explain the relev

Loads from angry mean people on the internet, very little from academics (none, if reading the Wikipedia article doesn't count). So I'm probably trying to learn anarchocommunism from Stalin. (I haven't heard much about it from its detractors, either, except what I've generated myself – I stopped reading the Wikipedia article before I got to the "criticism" section, and have only just read that now.)

In case this is the reason for disagreement, I might be criticising "autogynephilia / autoandrophilia explains (away) trans people" instead of what you're talking about – although since the Wikipedia article keeps saying stuff like:

(the implication being that cross-dressing is a sex thing, which is just… not accurate – though perhaps I'm misunderstanding what "transvestite" means), I'm suspicious. Pretty much all of the little I've read of Blanchard's is wrong, and while ot... (read more)

To be honest, I doubt such a screw-up in AI would be limited to just one planet.

In case it wasn't made sufficiently clear in the story, please note that a verthandi is not a catgirl.  She doesn't have cat ears, right?  That's how you can tell she's sentient.  Also, 24 comments and no one got the reference yet?

Davis, thanks for pointing that out.  I had no intention of doing t... (read more)

"Verðandi" is rather a stretch for us, especially when we don't watch anime or read manga. Norse mythology, okay. The scary part for me is wondering how many people are motivated to build said world. Optimized for drama, this is a pretty good world.

You have a nice impersonal antagonist in the world structure itself, most of the boring friction is removed... Are you sure you don't want to be the next Lovecraft?

nazgul:
I don't think it was intended to be BAD, it is clearly a better outcome than paperclipping or a serious hell. But it is much worse than what the future could be.

That said, I'm not sure it's realistic that something about breaking up marriages wouldn't be on a list of 107 rules.

ZM:
I'm not saying that the outcome wouldn't be bad from the perspective of current values, I'm saying that it would serve to lessen the blow of sudden transition.  The knowledge that they can get back together again in a couple decades seems like it would placate most.  And I disagree that people would cease wanting to see each other.  They might prefer their new environment, but they would still want to visit each other.  Even if Food A tastes better in every dimension to Food B I'll probably want to eat Food B every once in awhile.

The fact that this future takes no meaningful steps toward solving suffering strikes me as a far more important Utopia fail than the gender separation thing.

Actually its's the other way round: The beginning of the first episode of the new TV series, especially the hands, and the globe, is a reference to your work, Eliezer.

It just doesn't seem to be worth commenting on, as it's so tangential to the actual point of the post.

Davis: "That's the most horrifying part of all, though--they won't so choose!"

Why is that horrifying? Life will be DIFFERENT? After a painful but brief transition, everyone will be much happier forever. Including the friends or lovers you were forced to abandon. I'm sorry if I can't bring myself to pity poor Mr. Grass. People from the 12th century would probably pity us too, well, screw them.

The verthandi here sounds just as annoyingly selfless and self-conscious as Belldandy is in the series.  Don't these creatures have any hobbies besides doing our dishes and kneeling in submissive positions?

Presumably, your own personal verthandi(s) would have other hobbies, because you would want them to.

Right, and that's exactly the point. She is your best possible partner---including being sentient, being intelligent, etc. I honestly have trouble seeing what's wrong with that.

Oh please. Two random men are more alike than a random man and a random woman, okay, but seriously, a huge difference that makes it necessary to either rewrite minds to be more alike or separate them? First, anyone who prefers to socialize with the opposite gender (ever met a tomboy?) is going to go "Ew!". Second, I'm pretty sure there are more than two genders (if you want to say genderqueers are lying or mistaken, the burden of proof is on you). Third, neurotypicals can get along with autists just fine (when they, you know, actually try), and this makes the difference between genders look hoo-boy-tiiiiny. Fourth - hey, I like diversity! Not just just knowing there are happy different minds somewhere in the universe - actually interacting with them. I want to sample ramensubspace everyday over a cup of tea. No way I want to make people more alike.

Nazgul: I concur. I wonder if Eliezer would press a button h activating this future, given the risks of letting things go as they are.

Indeed.  It's not clear from the story what happened to them, not to mention everyone who isn't heterosexual.  Maybe they're on a moon somewhere?

Anissimov, I was trying to make the verthandi a bit more complicated a creature than Belldandy - not to mention that Keiichi and Belldandy still manage to have a frustrating relationship along ahem certain dimensions.  It's just that "Belldandy" is the generic name for her sort, in the same way that "catgirl" is the generic name for a nonsentient sex object.

But let's have a bit of sympathy for her, please; how would you like to have been created five minutes ago, with no name and roughly generic memories and skills, and then dumped into that situation?

I have to say, although I expected in the abstract that people would disagree with me about Utopia, to find these particular disagreements still feels a bit shocking.  I wonder if people are trying too hard to be contrarian - if the same people advocating this Utopia would be just as vehemently criticizing it, if the title of the post had been "Successful Utopia #4-2".

"I have set guards in the air that prohibit lethal violence, and any damage less than lethal, your body shall repair."
I'm not sure whether this would prohibit the attainment or creation of superintelligence (capable of overwhelming the guards), but if not then this doesn't do that much to resolve existential risks. Still, unaging beings would look to the future, and thus there would be plenty of people who remembered the personal effects of an FAI screw-up when it became possible to try again (although it might also lead to overconfidence).

What happened to the programmer, and are there computers around in the new setting? He managed to pull off a controlled superintelligence shutdown after all.

I wonder the same thing.  Given that reality is allowed to kill us, it seems that this particular dystopia might be close enough to good.  How close to death do you need to be before unleashing the possibly-flawed genie?

Eliezer, the character here does seem more subtle than Belldandy, but of course you only have so much room to develop it in a short story.  I'm not criticizing your portrayal, which I think is fine, I'm just pointing out that such an entity is uniquely annoying by its very nature.  I do feel sorry for her, but I would think that the Overmind would create her in a state of emotional serenity, if that were possible.  Her anxious emotional state does add to the frantic confusion and paranoia of the whole story.

Though we in the community have discussed the pos... (read more)

One possible interpretation is that the AI realized that if it created her in a state of emotional serenity, Sam would find her calm at a situation he hated creepy. On the other hand, having her freaking out at the beginning may, over the course of the next week, make it easier for Sam to relate to her and prevent him from transferring his hatred of the AI to her.

On rereading:
"Hate me if you wish, for I am the one who wants to do this to you."

This use of the word 'wants' struck me as a distinction Eliezer would make, rather than this character.
That then reminded me of how much in-group jargon we use here. Will a paperclipper go foom before we have ems? Are there more than 1000 people that can understand the previous sentence?

Eliezer: I do like being contrarian, but I don't feel like I'm being contrarian in this. You may give too much credit to our gender. I suspect that if I were not already in a happy ... (read more)

(Fiction quibble: And couldn't the AI have obscured that?)

Highly likely to be one of the 107 restrictions; allowing an AI to lie makes it harder to control

Will Pearson: I'm going to skip quickly over the obvious problem that an AI, even much smarter than me, might not necessarily do what you mean rather than what (it thinks) you said. Let's assume that the AI somehow has an interface that allows you to tell exactly what you mean:

"that the AI would keep inside it a predicate Will_Pearson_would_regret_wish (based on what I would regret), and apply that to the universes it envisages while planning"

This is a bit analogous to Eliezer's "regret button" on the directed probability box, except th... (read more)

Is this a "failed utopia" because human relationships are too sacred to break up, or is it a "failed utopia" because the AI knows what it should really have done but hasn't been programmed to do it?

“This failure mode concerns the possibility that men and women simply weren’t crafted by evolution to make each other maximally happy, so an AI with an incentive to make everyone happy would just create appealing simulacra of the opposite gender for everyone. Here is my favorite part”

Dognab, your arguments apply equally well to any planner. Planners have to consider the possible futures and pick the best one (using a form of predicate), and if you give them infinite horizons they may have trouble. Consider a paper clip maximizer, every second it fails to use its full ability to paper clip things in its vicinity it is losing possible useful paper clipping energy to entropy (solar fusion etc). However if it sits and thinks for a bit it might discover a way to hop between galaxies with minimal energy. So what decision should it make? Obvi... (read more)

Suppose you had the choice between this "failed" utopia, and a version of earth where 2009 standards of living were maintained "by magic" forever, including old age and death, third world poverty, limited human intelligence, etc.

Who here would prefer "failed utopia 4-2", who would prefer "2009 forever"? Post your vote in the comments.

I wonder if the converse story, Failed Utopia #2-4 of Helen and the boreana, would get the same proportion of comments from women on how that was a perfectly fine world.

I wonder how bad I would actually have to make a Utopia before people stopped trying to defend it.

The number of people who think this scenario seems "good enough" or an "amazing improvement", makes me wonder what would happen if I tried showing off what I consider to be an actual shot at Applied Fun Theory.  My suspicion is that people would turn around and criticize it - that what we're really seeing here is contrarianism.  But if not - if this world indeed ranks lower in my preference ordering, just because I have better scenarios to compare it to - then what happens if I write the Successful Utopia story?

I have to say, though I recognize that this is four years on, I would be extremely interested in your actual shot at Applied Fun Theory.  The best thing I've ever read in that category so far is Iceman's Friendship is Optimal, which you of course are already aware of.  

I, along several others, were perplexed at your distaste for the world it portrayed, and while I'm sure better could be achieved, I'd be interested to see exactly where you'd go, if you found FiO actual horror material.

Eliezer, didn't you say that humans weren't designed as optimizers? That we satisfice. The reaction you got is probably a reflection of that. The scenario ticks most of the boxes humans have, existence, self-determination, happiness and meaningful goals. The paper clipper scenario ticks none. It makes complete sense for a satisficer to pick it instead of annihilation. I would expect that some people would even be satisfied by a singularity scenario that kept death as long as it removed the chance of existential risk.

Oh please not boreana.

Many of us women vastly prefer marsterii,ã��and I must assume including both would make Venus somewhat unstable and dusty.

"Boreana" is a reference to David Boreanaz, who Eliezer presumably knows of via his portrayal of the vampire "Angel" in Buffy and Angel's own eponymous spinoff series.  In same, there is another vampire  "Spike" portrayed by James Marsters.

""good enough" or an "amazing improvement""

Some people may blur those together, but logarithmic perception of rewards and narrow conscious aims explain a lot. Agelessness, invulnerability to violence, ideal mates, and a happy future once technology is re-established, to the limits of the AI's optimization capability (although I wonder if that means it has calculated we're likely to become wireheads the next time around, or otherwise create a happiness-inducer that indirectly bypasses some of the 107 rules) satisfy a lot of desires. Especially for immortality-obsessed transhumanists. And hedonists. Not to mention: singles.

"My suspicion is that people would turn around and criticize it - that what we're really seeing here is contrarianism."

Or perhaps your preferences are unusual, both because of values and because of time pondering the issue. This scenario has concrete rewards tickling the major concerns of most humans. Your serious application of Fun Theory would be further removed from today's issues: fear of death, lack of desirable mates, etc, and might attract criticism because of that.

This means "half Bolivian half Korean" according to urbandictionary. I bet I'm missing something.

Perhaps we should have a word ("mehtopia"?) for any future that's much better than our world but much worse than could be. I don't think the world in this story qualifies for that; I hate to be negative guy all the time but if you keep human nature the same and "set guards in the air that prohibit lethal violence, and any damage less than lethal, your body shall repair", they still may abuse one another a lot physically and emotionally. Also I'm not keen on having to do a space race against a whole planet full of regenerating vampires.

Remember, Elizer,  that what we're comparing this life to when saying 'hmm, it's not that bad' is

1) Current life, averaged over the entire human species including the poor regions of Africa. Definitely an improvement over that. 

2) The paperclipping of the world, which was even mostly avoided. 

It's not a successful utopia, because it could be better; significantly better. It's not a failed one, because people are still alive and going to be pretty happy after an adjustment period. 

Much of what that you've been building up in many of your posts, especially before this latest Fun Theory sequence is "we have to do this damn right or else we're all dead or worse". This is not worse than death, and in fact might even be better than our current condition; hence the disagreement to characterizing this as a horrible horrible outcome. 

It seems like the people who are not happily married get a pretty good deal out of this, though?  I'm not sure I understand how 90% of humanity ends up wishing death on the genie.  Maybe 10% of humanity had a fulfilling relationship broken up, and 80% are just knee-jerk luddites.

It wouldn't be just happily married people. It'd be them plus all the people who had close friends of the opposite gender, plus everyone who doesn't want to be separated from their family of the other gender, plus everybody who knew someone like that and sympathized with them.

This is what I think of as a "mildly unfriendly" outcome. People still end up happy, but before the change, they would not have wanted the outcome. One way for that to happen involves the AI forcibly changing value systems, so that everyone suddenly has an enthusiasm for whatever imperatives it wishes to impose. In this story, as I understand it, there isn't even alteration of values, just a situation constructed to induce the victory of one set of values (everything involved in the quest for a loved one) over another set of values (fidelity to the existing loved one), in a way which violates the protagonist's preferred hierarchy of values. 

Okay, just to disclaim this clearly, I probably would press the button that instantly swaps us to this world - but that's because right now people are dying, and this world implies a longer time to work on FAI 2.0.

But the Wrinkled Genie scenario is not supposed to be probable or attainable - most programmers this stupid just kill you, I think.

"Mehtopia" seems like a good word for this kind of sub-Utopia.  Steven's good at neologisms!

I should also note that I did do some further optimizing in my head of the verthandi - yes, they have different individual personalities, yes guys sometimes reject them and they move on, etcetera etcetera - but most of that background proved irrelevant to the story.  I shouldn't really be saying this, because the reader has the right to read fiction any way they like - but please don't go assuming that I was conceptualizing the verthandi as uniform doormats.

Some guys probably would genuinely enjoy doormats, though, and so verthandi doormats will exist in their statistical distribution.  To give the verthandi a feminist interpretation would quite miss the point.  If there are verthandi feminists, their existence is predicated on the existence o... (read more)

90% also seems awfully high of a fail-safe limit. Why not 70%, 50% or even less? You could just change the number and that'd fix the issue.

I also tend to lean towards the "not half as bad" camp, though a bit of that is probably contrarianism. And I do know futures that'd rank higher in my preference ordering than this. Still, it's having a bit of a weirdtopia effect on me - not at all what I'd have imagined as an utopia at first, but strangely appealing when I think more of it... (haven't thought about it for long enough of a time to know if that change keeps up the more I think of it)

Eliezer:

I'd say most of the 'optimism' for this is because you've convinced us that much worse situations are much more likely.

Also, we're picking out the one big thing the AI did wrong that the story is about, and ignoring other things it did wrong. (leaving no technology, kidnapping, creation of likely to be enslaved sentients) I'm sure there's an already named bias for only looking at 'big' effects.

And we're probably discounting how much better it could have been. All we got was perfect partners, immortality, and one more planet than we had before. But we don't count the difference between singularity-utopia and #4-2 as a loss. 

An excellent story, in the sense that it communicates the magnitude of the kinds of mistakes that can be made, even when one is wise and prudent (or imagines oneself so).  I note with more than some amusement that people are busy in the comments adding stricture 108, 109, 110 - as if somehow just another layer or two, and everything would be great!  (Leela: "The iceberg penetrated all 7000 hulls!"  Fry: "When will humanity learn to make a ship with 7001 hulls!"

Still need a little help. Top hits appear to be David Boreanaz, a plant in the Rue family, and a moth.

Try it and see! It would be interesting and constructive, and if people still disagree with your assessment, well then there will be something meaningful to argue about.

... neither of those is unusual if you consider that the veary nearly wise fool was Eliezer Yudkowsky.

(Rule 76: "... except for me. I get my volcano base with catgirls.")

I must not be a human being to not see any problem in this scenario. I can vaguely see that many humans would be troubled by this, but I wouldn't be. Maybe to me humanity is dead already, ambiguity intentional.

I welcome your little scary story as currently to me the world is hell.

"Men and women can make each other somewhat happy, but not most happy" said the genie/ AI.

What will make one individual "happy" will not work for the whole species. I would want the AI to interview me about my wants: I find Control makes me happier than anything, not having control bothers me. Control between fifty options which will benefit me would be good enough, I do not necessarily need to be able to choose the bad ones...er...

Being immortal and not being able to age, and being cured of any injury, sound pretty good to me. It is not just contrarianism that makes people praise this world. 

Please do write your "actual shot at applied fun theory". 

Science fiction fandom makes me happy. Tear it into two separate pieces, and the social network is seriously damaged.

Without going into details, I have some issues about romantic relationships-- it's conceivable that a boreana could make me happy (and I'm curious about what you imagine a boreana to be like), but I would consider that to be direct adjustment of my mind, or as nearly so as to not be different.

More generally, people tend to have friends and family members of the other sex. A twenty-year minimum separation is going to be rough, even if you've ... (read more)

Khannea: Eliezer himself said that he'd take that world over this one, if for no other reason than that world buys more time to work, since people aren't dying.

However, we can certainly see things that could be better... We can look at that world and say "eeeh, there're things we'd want different instead"

The whole "enforced breaking up of relationships" thing, for one thing, is a bit of a problem, for one thing.

Although having the girl of my dreams would certainly be nice, I'd soon be pissed off at the lack of all the STUFF that I like and have accumulated. No more getting together with buddies and playing Super Smash Bros (or other video games) for hours? No Internet to surf and discuss politics and such on? No more Magic: the Gathering?

Doug: "Although having the girl of my dreams would certainly be nice, I'd soon be pissed off at the lack of all the STUFF that I like and have accumulated. No more getting together with buddies and playing Super Smash Bros (or other video games) for hours? No Internet to surf and discuss politics and such on? No more Magic: the Gathering?

You'd rather play "Magic: the gathering" than get laid? WTF?

How much evidence, and what kind, would be necessary before suspicions of contrarianism are rejected in favor of the conclusion that the belief was wrong?

Indeed.  The AI wasn't paying attention if he thought bringing me to this place was going to make me happier.  My stuff is part of who I am; without my stuff he's quite nearly killed me.  Even moreso when 'stuff' includes wife and friends.

But then, he was raised by one person so there's no reason to think he wouldn't believe in wrong metaphysics of self.

There are plenty of individual moments in which I would rather get laid than play Magic, but on balance, I find Magic to be a more worthwhile endeavor than I imagine casual sex to be. The feeling I got from this achievement was better and far longer lasting than the feelings I get from masturbation. Furthermore, you can't exactly spend every waking moment having sex, and "getting laid" is not exactly something that is completely impossible in the real world, either.

Also, even though I'm sure that simply interacting with th... (read more)

Ah, discussion of the joys of Magic: the Gathering on Overcoming Bias.

It's like all the good stuff converges in one place :)

In view of the Dunbar thing I wonder what people here see as a eudaimonically optimal population density. 6 billion people on Mars, if you allow for like 2/3 oceans and wilderness, means a population density of 100 per square kilometer, which sounds really really high for a cookie-gatherer civilization. It means if you live in groups of 100 you can just about see the neighbors in all directions.

Since people seem to be reading too much into the way the Wrinkled Genie talks, I'll note that I wrote this story in one night (that was the goal I set myself) and that the faster I write, the more all of my characters sound like me and the less they have distinctive personalities.  Stories in which the character gets a genuine individual voice are a lot more work and require a lot more background visualization.

Steven, I didn't do that calculation.  Well, first of all I guess that Mars doesn't end up as 2/3 ocean, and second, we'll take some mass off the heavier Venus and expand Mars to give it a larger surface area.  That's fair.

Eliezer, you're cheating. Getting trapped makes this a dystopia. It would make almost anything a dystopia. Lazy!

Suppose a similar AI (built a little closer to Friendly) decided to introduce verthandi and the pro-female equivalent (I propose "ojisamas") into an otherwise unchanged earth. Can you argue that is an amputation of destiny? Per my thinking, all you've done is doubled the number of genders and much increased the number of sexual orientations, to the betterment of everyone. (What do you call a verthandi who prefers to love an ojisama?)

Wow, I hope they have chiropractors on Venus for all the Stoopy McBroodingtons lurking around like Angel.  Every time I he popped up on Buffy I kept wanting to fix his posture.

Huh. I guess I just don't see Angel (the TV character, not the commenter) as the equivalent of the verthandi. (Also naming the idea after the actor instead of the character lead me somewhat astray.)

Sure this isn't a utopia for someone who wants to preserve "suboptimal" portions of his/her history because they hold some individual significance. But it seems a pretty darn good utopia for a pair of newly created beings. A sort of Garden of Eden scenario.

As for what to call the female equivalent of the "verthandi" - well, Edward Cullen of the recent Twilight series was intended by the author to be a blatant female wish fulfillment/idealized boyfriend character, although the stories and character rub an awful lot of people the wrong way.

Will Pearson: your arguments apply equally well to any planner. Planners have to consider the possible futures and pick the best one (using a form of predicate), and if you give them infinite horizons they may have trouble.

True, whenever you have a planner for a maximizer, it has to decide how to divide its resources between planning and actually executing a plan.

However, your wish needs a satisfier: it needs to find at least one solution that satisfies the predicate "I wouldn't regret it".

The maximizer problem has a "strong" version wh... (read more)

Reformulate to least regret after a certain time period, if you really want to worry about the resource usage of the genie.

There's almost a Gene Wolfe feel to the prose, which is, of course, a complement. 

I don't usually do the modesty thing, because it feels like handing a gift back to the person who tried to give it to you.  But on this occasion - sir, I feel that you praise me way, way, way too highly.

Eliezer, since you are rejecting the Wolfean praise, I will take the constructive criticism route.  This is not your best writing, but you know that since you spent a night on it.

We have three thousand words here.  The first thousand are disorientation and describing the room and its occupants.  The second thousand is a block of exposition from the wrinkled figure.  The third thousand is an expression of outrage and despair.  Not a horrid structure, although you would want to trim the first and have the second be less of a barely interrupted monologue.

As a story, the dominant problem is that the characters are standing in a blank room being told what has already happened, and that "what" is mostly "I learned then changed things all at once."  There have been stories that do "we are just in a room talking" well or badly; the better ones usually either make the "what happened" very active (essentially a frame story) or accept the recumbent position and make it entirely cerebral; the worse ones usually fall into a muddled in-between.

As a moral lesson, the fridge logic keeps hitting you in these comments, notably that this is a pure Pareto improv... (read more)

The story has problems, and it's not clear how it's meant to be taken.

Way 1: we should believe the SAI, being a SAI, and so everyone will in fact be happier within a week.  This creates cognitive dissonance, what with the scenario seeming flawed to us, and putting us in a position of rejecting a scenario that makes us happier.

Way 2: we should trust our reason, and evaluate the scenario on its own merits.  This creates the cognitive dissonance of the SAI being really stupid.  Yeah, being immortal and having a nice companion and good life support and protect... (read more)

Catgirl doesn't play Settler of Catan or D&D or talk about politics. 

The point is, I believe, that we value things in ways not reducible to "maximising our happiness". Here Love is the great example, often we value it more than our own happiness, and also the happiness of the beloved. We are not constituted to maximise our own happiness, natural selection tells you that.

You know I cant help but read this a victory for humanity. Not a full victory, but i think the probability of some sort of interstellar civilization that isn't a dystopia is is higher afterwords then before, if nothing else we are more aware of the dangers of AI, and anything that does that and leaves a non-dystopian civilization capable of makeing useful AI is mostlikely a good thing by my utility function.

One thing that does bug me is I do not value happiness as much as most people do. Maybe I'm just not as empathetic as most people? I mean I acutely hop... (read more)

Somewhere on this site, there's an article on writing about the Singularity that offers the suggestion of trying to imagine the experience of having lived in the resulting world for some period of time, rather than just the experience of the immediate transition to that world. The idea being that something that may seem utopian when you think about the transition might prove obviously unsatisfactory when you think about the continued experience.

I think this scenario demonstrates the corresponding effect for dystopias. 

Yes, I appreciate that breaking up wit... (read more)

I've realised what would make this utopia make almost perfect sense:

The AI was programmed with a massive positive utility value to "die if they ask you to"

So, in maximising it's utility, it has to make sure it's asked to die. It also has to fulfil other restrictions, and it wants to make humans happy. So it has to make them happy in such a way that their immediate reaction will be to want it dead, and only later will they be happy about the changes.

When the critical 90% threshold is reached and the AI self-destructs, will there be anything left behind to ensure human safety? He said that the world he created will remain in his wake, but will it be able to maintain itself without his sentient oversight? Is there any completely reliable mechanism that could prevent ecological collapse, or a deadly mutation in the catgirls/boys, or a failure in the robots that protect people from harm?

If not, then the clever fool who created the AI was really, really a fool. You'd think he'd have at least included a contingency that makes the AI reset everything back to the way it was before it self-destructs....

As I understnad the Verthandi are pretty much human, they are just arranged and apportionated to be perfectly complimentary to humans. 

I guess I share the intuition that there's something wrong with this scenario... but I really can't put my finger on what it is.

The transition seems like it was done too coercively... you split up a lot of families and friends.

But other than that? You can't make a "catgirl" argument, because we specified that the verthandi and boreana are sentient beings like we are. We can still be friends and lovers with them, and by stipulation more harmoniously that we would with other humans. It actually seems like the men/verthandi and women/boreana would split into two species, each of which would be happier than Homo sapiens presently is.

I'm curious about what happened to homosexuals and bisexuals with same-sex preferences in the story. I imagine they were put together somewhere...

I'm on the camp that isn't very happy with replacing romantic partners with superstimulus pleasure bringers, in part because I get so attached to people I care about (and objects, too. Especially cute ones.)

Also I imagine it may be because my standards and tastes for partners are really narrow yet my current partner fits them so well...you might as well make a slightly tweaked clone of my partner to make an ideal... (read more)

It nodded.  "Roughly 89.8% of the human species is now known to me to have requested my death.  Very soon the figure will cross the critical threshold, defined to be ninety percent.  That was one of the hundred and seven precautions the wise fool took, you see.  The world is already as it is, and those things I have done for you will stay on—but if you ever rage against your fate, be glad that I did not last longer."
    And just like that, the wrinkled thing was gone.

Out of curiosity: Was this intended to be interpreted as a trick of the AI? 

I'm surprised that no-one in this comment thread has jokingly hypothesised that gay men are on Uranus.

There is no industrial infrastructure here, least of all fast travel or communications;

So not only am I cut off from all (non-verthandi) women, I am also cut off from all men not within walking distance from me...

Verthandi seem similar to illegal immigrants: each individual one is sympathetic and a person whose needs it seems can be met without harming anyone.  But cumulatively, the harm caused by accepting them will destroy society.

The mistake wasn't telling the genie to make people happy, the mistake was giving him wrong information about what makes people happy.

I can't believe it took me five years to think to comment on this, but judging from the thread, nobody else has either.

If Stephen's utility function actually includes a sufficiently high-weighted term for Helen's happiness -- and vice versa -- then both Stephen and Helen will accept the situation and be happy, as their partner would want them to be.  They might still be angry that the situation occurred, and still want to get back together, but not because of some sort of noble sacrifice to honor the symbolic or signaling value of love, but because they ac... (read more)

Eliezer on Hacker News, March 2016: "Worrying about the effect of strong AI on sexual relationships is like worrying about the effect on US-Chinese trade patterns if the Moon crashes into the Earth." :-)

here's my prompt for a Rationalist Failed Utopia #4.2

Find the nearest lava bath. And threaten the AI to hang out there for a while if ze doesn't do what you want.

Could also just commit to psychological self-torture if ze prevents you from going in the bath.

EtA: Actually, it should be fine as the AI has "set guards in the air that prohibit lethal violence, and any damage less than lethal, your body shall repair."

Although that might bring us back to the problem of communicating what you want to an AI.

From 2023's perspective, people should have been encouraged (not discouraged) from building AI like this.

Honestly man, as a lowercase-i incel this failed utopia doesn't sound very failed to me...



Growing Up is Hard

Terrence Deacon's The Symbolic Species is the best book I've ever read on the evolution of intelligence.  Deacon somewhat overreaches when he tries to theorize about what our X-factor is; but his exposition of its evolution is first-class.

Deacon makes an excellent case—he has quite persuaded me—that the increased relative size of our frontal cortex, compared to other hominids, is of overwhelming importance in understanding the evolutionary development of humanity.  It's not just a question of increased computing capacity, like adding extra processors onto a cluster; it's a question of what kind of signals dominate, in the brain.

People with Williams Syndrome (caused by deletion of a certain region on chromosome 7) are hypersocial, ultra-gregarious; as children they fail to show a normal fear of adult strangers.  WSers are cognitively impaired on most dimensions, but their verbal abilities are spared or even exaggerated; they often speak early, with complex sentences and large vocabulary, and excellent verbal recall, even if they can never learn to do basic arithmetic.

Deacon makes a case for some Williams Syndrome symptoms coming from a frontal cortex that is relatively too large for a human, with the result that prefrontal signals—including certain social emotions—dominate more than they should.

"Both postmortem analysis and MRI analysis have revealed brains with a reduction of the entire posterior cerebral cortex, but a sparing of the cerebellum and frontal lobes, and perhaps even an exaggeration of cerebellar size," says Deacon.

Williams Syndrome's deficits can be explained by the shrunken posterior cortex—they can't solve simple problems involving shapes, because the parietal cortex, which handles shape-processing, is diminished.  But the frontal cortex is not actually enlarged; it is simply spared.  So where do WSers' augmented verbal abilities come from?

Perhaps because the signals sent out by the frontal cortex, saying "pay attention to this verbal stuff!", win out over signals coming from the shrunken sections of the brain.  So the verbal abilities get lots of exercise—and other abilities don't.

Similarly with the hyper-gregarious nature of WSers; the signal saying "Pay attention to this person!", originating in the frontal areas where social processing gets done, dominates the emotional landscape.

And Williams Syndrome is not frontal enlargement, remember; it's just frontal sparing in an otherwise shrunken brain, which increases the relative force of frontal signals...

...beyond the narrow parameters within which a human brain is adapted to work.

I mention this because you might look at the history of human evolution, and think to yourself, "Hm... to get from a chimpanzee to a human... you enlarge the frontal cortex... so if we enlarge it even further..."

Hominid brains have been tested billions of times over through thousands of generations.  But you shouldn't reason qualitatively, "Testing creates 'robustness', so now the human brain must be 'extremely robust'."  Sure, we can expect the human brain to be robust against some insults, like the loss of a single neuron.  But testing in an evolutionary paradigm only creates robustness over the domain tested.  Yes, sometimes you get robustness beyond that, because sometimes evolution finds simple solutions that prove to generalize—

But people do go crazy.  Not colloquial crazy, actual crazy.  Some ordinary young man in college suddenly decides that everyone around them is staring at them because they're part of the conspiracy.  (I saw that happen once, and made a classic non-Bayesian mistake; I knew that this was archetypal schizophrenic behavior, but I didn't realize that similar symptoms can arise from many other causes.  Psychosis, it turns out, is a general failure mode, "the fever of CNS illnesses"; it can also be caused by drugs, brain tumors, or just sleep deprivation.  I saw the perfect fit to what I'd read of schizophrenia, and didn't ask "What if other things fit just as perfectly?"  So my snap diagnosis of schizophrenia turned out to be wrong; but as I wasn't foolish enough to try to handle the case myself, things turned out all right in the end.)

Wikipedia says that the current main hypotheses being considered for psychosis are (a) too much dopamine in one place (b) not enough glutamate somewhere else.  (I thought I remembered hearing about serotonin imbalances, but maybe that was something else.)

That's how robust the human brain is: a gentle little neurotransmitter imbalance—so subtle they're still having trouble tracking it down after who knows how many fMRI studies—can give you a full-blown case of stark raving mad.

I don't know how often psychosis happens to hunter-gatherers, so maybe it has something to do with a modern diet?  We're not getting exactly the right ratio of Omega 6 to Omega 3 fats, or we're eating too much processed sugar, or something.  And among the many other things that go haywire with the metabolism as a result, the brain moves into a more fragile state that breaks down more easily...

Or whatever.  That's just a random hypothesis.  By which I mean to say:  The brain really is adapted to a very narrow range of operating parameters.  It doesn't tolerate a little too much dopamine, just as your metabolism isn't very robust against non-ancestral ratios of Omega 6 to Omega 3.  Yes, sometimes you get bonus robustness in a new domain, when evolution solves W, X, and Y using a compact adaptation that also extends to novel Z.  Other times... quite often, really... Z just isn't covered.

Often, you step outside the box of the ancestral parameter ranges, and things just plain break.

Every part of your brain assumes that all the other surrounding parts work a certain way.  The present brain is the Environment of Evolutionary Adaptedness for every individual piece of the present brain.

Start modifying the pieces in ways that seem like "good ideas"—making the frontal cortex larger, for example—and you start operating outside the ancestral box of parameter ranges.  And then everything goes to hell.  Why shouldn't it?  Why would the brain be designed for easy upgradability?

Even if one change works—will the second?  Will the third?  Will all four changes work well together?  Will the fifth change have all that greater a probability of breaking something, because you're already operating that much further outside the ancestral box?  Will the sixth change prove that you exhausted all the brain's robustness in tolerating the changes you made already, and now there's no adaptivity left?

Poetry aside, a human being isn't the seed of a god.  We don't have neat little dials that you can easily tweak to more "advanced" settings.  We are not designed for our parts to be upgraded.  Our parts are adapted to work exactly as they are, in their current context, every part tested in a regime of the other parts being the way they are.  Idiot evolution does not look ahead, it does not design with the intent of different future uses.  We are not designed to unfold into something bigger.

Which is not to say that it could never, ever be done.

You could build a modular, cleanly designed AI that could make a billion sequential upgrades to itself using deterministic guarantees of correctness.  A Friendly AI programmer could do even more arcane things to make sure the AI knew what you would-want if you understood the possibilities.  And then the AI could apply superior intelligence to untangle the pattern of all those neurons (without simulating you in such fine detail as to create a new person), and to foresee the consequences of its acts, and to understand the meaning of those consequences under your values.  And the AI could upgrade one thing while simultaneously tweaking the five things that depend on it and the twenty things that depend on them.  Finding a gradual, incremental path to greater intelligence (so as not to effectively erase you and replace you with someone else) that didn't drive you psychotic or give you Williams Syndrome or a hundred other syndromes.

Or you could walk the path of unassisted human enhancement, trying to make changes to yourself without understanding them fully.  Sometimes changing yourself the wrong way, and being murdered or suspended to disk, and replaced by an earlier backup.  Racing against the clock, trying to raise your intelligence without breaking your brain or mutating your will.  Hoping you became sufficiently super-smart that you could improve the skill with which you modified yourself.  Before your hacked brain moved so far outside ancestral parameters and tolerated so many insults that its fragility reached a limit, and you fell to pieces with every new attempted modification beyond that.  Death is far from the worst risk here.  Not every form of madness will appear immediately when you branch yourself for testing—some insanities might incubate for a while before they became visible.  And you might not notice if your goals shifted only a bit at a time, as your emotional balance altered with the strange new harmonies of your brain.

Each path has its little upsides and downsides.  (E.g:  AI requires supreme precise knowledge; human upgrading has a nonzero probability of success through trial and error.  Malfunctioning AIs mostly kill you and tile the galaxy with smiley faces; human upgrading might produce insane gods to rule over you in Hell forever.  Or so my current understanding would predict, anyway; it's not like I've observed any of this as a fact.)

And I'm sorry to dismiss such a gigantic dilemma with three paragraphs, but it wanders from the point of today's post:

The point of today's post is that growing up—or even deciding what you want to be when you grow up—is as around as hard as designing a new intelligent species.  Harder, since you're constrained to start from the base of an existing design.  There is no natural path laid out to godhood, no Level attribute that you can neatly increment and watch everything else fall into place.  It is an adult problem.

Being a transhumanist means wanting certain things—judging them to be good.  It doesn't mean you think those goals are easy to achieve.

Just as there's a wide range of understanding among people who talk about, say, quantum mechanics, there's also a certain range of competence among transhumanists.  There are transhumanists who fall into the trap of the affect heuristic, who see the potential benefit of a technology, and therefore feel really good about that technology, so that it also seems that the technology (a) has readily managed downsides (b) is easy to implement well and (c) will arrive relatively soon.

But only the most formidable adherents of an idea are any sign of its strength.  Ten thousand New Agers babbling nonsense, do not cast the least shadow on real quantum mechanics.  And among the more formidable transhumanists, it is not at all rare to find someone who wants something and thinks it will not be easy to get.

One is much more likely to find, say, Nick Bostrom—that is, Dr. Nick Bostrom, Director of the Oxford Future of Humanity Institute and founding Chair of the World Transhumanist Assocation—arguing that a possible test for whether a cognitive enhancement is likely to have downsides, is the ease with which it could have occurred as a natural mutation—since if it had only upsides and could easily occur as a natural mutation, why hasn't the brain already adapted accordingly?  This is one reason to be wary of, say, cholinergic memory enhancers: if they have no downsides, why doesn't the brain produce more acetylcholine already?  Maybe you're using up a limited memory capacity, or forgetting something else...

And that may or may not turn out to be a good heuristic.  But the point is that the serious, smart, technically minded transhumanists, do not always expect that the road to everything they want is easy.  (Where you want to be wary of people who say, "But I dutifully acknowledge that there are obstacles!" but stay in basically the same mindset of never truly doubting the victory.)

So you'll forgive me if I am somewhat annoyed with people who run around saying, "I'd like to be a hundred times as smart!" as if it were as simple as scaling up a hundred times instead of requiring a whole new cognitive architecture; and as if a change of that magnitude in one shot wouldn't amount to erasure and replacement.  Or asking, "Hey, why not just augment humans instead of building AI?" as if it wouldn't be a desperate race against madness.

I'm not against being smarter.  I'm not against augmenting humans.  I am still a transhumanist; I still judge that these are good goals.

Well, one earlier limit on the evolution of the human brain is one that most definitely no longer applies to future human augmentation: the skull of a human baby needs to be able to pass through the birth canal without killing the mother, and it just barely does so. Humans have more difficult births than most other animals (at least, that's the impression I get). Today, we can perform Cesarean deliveries in relative safely, so that gives at least one "freebie" when it comes to improving on the work of the blind idiot god.

The birth canal is actually one of Bostrom's examples.

Having not read the book, I don't know if Deacon deals with any alternative hypotheses, but one alternative I know of is the idea that WSers get augmented verbal and social skills is because it is the only cognitive skill they are able to practice. In short, WSers are (postulated to be) geniuses at social interaction because of practice, not because of brain signal imbalance. This is analogous to the augmented leg and foot dexterity of people lacking arms.

How could we test these alternatives? I seem to recall that research has been done in the temporary suppression of brain activity using EM fields (carefully, one would hope). If I haven't misremembered, then effects of the brain signal imbalance might be subject to experimental investigation.

Nitpick for Doug S.: that's actually two coupled evolutionary limits. Babies' heads need to fit through the women's pelvises, which also have to be narrow enough for useful locomotion.

Incidentally, a not very well known drawback to "photographic memory" is that people with photographic memories have trouble fitting what they remember into context; their memories tend to end up as disconnected trivia that they don't quite understand the significance of.

Carl, I did look, I just managed to miss it somehow.  Oh well.  Fixed.

Cyan, is that a standard hypothesis?  I'm not sure how "practice" would account for a very gregarious child lacking an ordinary fear of strangers.

A late-breaking follow-up to my original reply: if I read about this instead of confabulating it, then I probably found it in The Brain that Changes Itself.

"Some ordinary young man in college suddenly decides that everyone around them is staring at them because they're part of the conspiracy."

I don't think that this is at all crazy, assuming that "they" refers to you (people are staring at me because I'm part of the conspiracy), rather than everyone else (people are staring at me because everyone in the room is part of the conspiracy). Certainly it's happened to me.

"Poetry aside, a human being isn't the seed of a god."

A human isn't, but one could certainly argue that humanity is.

Maybe this is tangential to the post, but even if it is too difficult to use biological tinkering to make modified humans with greater-than-human intelligence, it does not seem difficult to use biological tinkering to fairly reliably produce humans with substantially greater than current average intelligence. It doesn't seem difficult to do simpleminded statistical studies to find out which combinations of genes currently existing within the human population usually lead to high intelligence, and then start splicing these into new humans on a wide scale (i.e. selling them to those who plan to become parents). It seems worthwhile to try to estimate 1) what statistical distribution of IQ could be achieved this way 2) what would happen to economic growth, scientific progress, politics, etc. if a large fraction of births were drawn from this distribution. Casually, it seems that 2) might very hard to analyze in any detail, but basically the world would probably be radically transformed. 1) seems like it should be pretty easy to analyze quantitatively and with fairly high confidence using existing data about the probability distribution of IQ conditional on the IQ of the parents.

Eliezer: "And you might not notice if your goals shifted only a bit at a time, as your emotional balance altered with the strange new harmonies of your brain."

This is yet another example of Eliezer's disagreement with the human race about morality. This actually happens to us all the time, without any modification at all, and we don't care at all, and in fact we tend to be happy about it, because according to the new goal system, our goals have improved. So this suggests that we still won't care if it happens due to upgrading.

Just so. But not many of us become full-blown psychotic sadists, and few indeed of those have godlike superpowers. 

So I think that the not-particularly harmfulness of the usual range of moral self-modification is not a strong argument for letting rip with the self-enhancing drugs.

Learning new values as people naturally do is a very different thing than, say, deleting the empathy part of your brain and becoming a psychopath. The first are changes that we accept voluntarily for the most part, whereas the second no one would chose for themselves and you would be horrified at your future self if you did so.

The point is just because future you doesn't care, doesn't mean it's a bad thing. An extreme example, if you were to just delete your intelligence entirely, you wouldn't regret it. But I don't think you want that for yourself.

There are less obvious cases, like deleting your value for social interaction and withdrawing from society completely. It's not an obviously bad thing, but I don't think it's something you would choose voluntarily.

High functioning autism might in part be caused by an "overclocking" of the brain.

(1) Autistic children have on average larger brains than neurotypical children do.
(2) High IQ parents are more likely than average to have autistic children.
(3) An extremely disproportionate number of mathematical geniuses have been autistic.
(4) Some children learn to read before they are 2.5 years old.  From what I know all of these early readers turn out to be autistic.

There's considerable scope for the answer to this question being: "because of resource costs".  Resource costs for nutrients today are radically different from those in the environment of our ancestors.

That's true - but things are not quite as bad as that makes it sound. Evolution is concerned with things like modularity and evolvability. Those contribute to the modularity of our internal organs - and that helps explain why things like kidney transplants work. Evolution didn't plan for organ transplant operations - but it did arrange things in a modular fashion. Modularity has other benefits - and ease of upgrading and replacement is a side effect.

People probably broke in the ancestral environment too.  Organisms are simply fragile, and most fail to survive and reproduce.

Another good popular book on the evolution of intelligence is "The Runaway Brain".  I liked it, anyway.  I also have time for Sue Blackmore's exposition on the topic, in "The Meme Machine".

Well, we could do that.  Cesarian sections, nutrients, drugs, brain growth factor gene therapy, synthetic skulls, brains-in-vats - and so on.

It would probably only add a year or so onto the human expiration date, but it might be worth doing anyway - since the longer humans remain competitive for, the better the chances of a smooth transition.  The main problem I see is the "yuck" factor - people don't like looking closely at that path.

You're implying that the functioning of biological systems is highly sensitive to maintaining the "right" concentration of several active compounds. This is generally not correct. Quite to the contrary, "Robustness is one of the fundamental characteristics of biological systems." (Hiroaki Kitano, Molecular Systems Biology, 3:137, 2007; a good review article that contains multiple pointers to relevant publications.)

Note that this finding is quite in line with your point that functional modification of human brains is highly nontrivial - a system that is robust to failure in the sense used above is also resistant to any deliberately induced imbalance.

The layman's impression of Williams-Beuren individuals verbal skills doesn't quite hold up to closer linguistic analysis. For example, WBs are prone to make certain syntactical and morphological errors, and cannot pick up a new language faster than everyone else. If exposed to a new language, however, they will quickly pick up some words and try to wrap them around their native syntax, which may amaze bystanders who only superficially know the language in question.

As for Bostrom's "Algernon light" approach to SNP targeting, let me say I'm more concerned about my intellectual ability than about my eventual reproductive success. There could, in principle, be polymorphisms that make you a genius with a craving for a single child.

It seems pretty obvious that time-scaling should work - just speed up the operation of all parts in the same proportion.  A good bet is probably size-scaling, adding more parts (e.g. neurons) in the same proportion in each place, and then searching in the space of different relative sizes of each place.  Clearly evolution was constrained in the speed of components and in the number of parts, so there is no obvious evolutionary reason to think such changes would not be functional.

Robin, it sounds as though you are thinking about the changes that could be made after brain digitalisation.

That seems like a pretty different topic to me. Once you have things in a digital medium, it is indeed much easier to make changes - even though you are still dealing with a nightmarish mess of hacked-together spaghetti code.

Time scaling is not unproblematic. We don't have a single clock in the brain, clocks must be approximated by neurons and by neural firing. Speeding up the clocks may affect the ability to learn from the real world (if we have a certain time interval for associating stimuli).

We might be able to adapt, but I wouldn't expect it to be straight forward.

Forgive me, I don't see how any of your list displays overclocking, or increased speed.

I was speaking just Friday to a shrink acquaintance of mine on the subject of Asbergers. He in fact argues these autism spectrum disorders are due to underclocking and poor brain region synchronization, as based on recent discoveries from brain imaging studies. That is, austism spectrum people may have a lot of stuff up there, and parts of it may seem overconnected, but those links seem weak and underperforming, while other parts of the brain are underconnected and underperforming.

High functioners and idiot-savants have lucked out in that the parts that are overconnected for them perform normally - thus their ability - but the rest is still underwired and underperforming. Or so he argues.

In contrast, I ponder about all the truly overclocked I have known. These are people who really do think much faster than the rest of us. Due to my background, they have tended to be physicists and applied mathematicians. Since it seems unlikely that their wetware actually has higher hertz, I wonder if what we term "overclocking" is really the re-use of certain brain areas for calculation.

For example, they may repurpose areas other people use for short-term memory, resulting in what is often called "absent-mindedness." Or they may not have as well-developed visual senses, again repurposing that giant area of our brains for calculation. They may have also found a way to improve their pattern skills. Several in fact have suggested this to me as the key to the way they think when I have asked them.

The majority of the overclocked do seem to be male, but I have been introduced to a few female overclockers, who were mostly in the biological sciences, such as pharma research. Thus I speculate there is some link to testosterone in very early utero development, but of course no one knows. Intelligence is only moderately valued our society, as OB readers will themselves attest, so I doubt we will solve this mystery soon.

Agreed that upgrtading humans is hard.  Nick bostrom's suggestion is another version of Algernon's Principle ("every genetically easy change is a net evolutionary disadvantage in the EEA").  (Strangely, this principle does not show up on Google - am I spelling it wrong?  Has the Algernon's Principle meme failed to spread on the internet, for some odd reason?)

Tim's "resource costs" is a general counter to this, since resources are much cheaper now than in the EEA, but it is unlikely to actually be the reason in all cases.  And since aging seems to partly be caused by byproducts of metabolism, using more energy (the primary resource) is problematic, at least until mitoSENS.

Also agreed with Robin that upload and speed up sidesteps this...but at the cost of normal physical existence, which has its own problems.  Personally I would much rather upgrade w/o uploading, at least at the beginning.

Anyway, my main reason for commenting is: I dunno if you were joking about how your thoughts on hunter gatherer mental illness were pure speculation, but in fact you are exactly right.  Countries which eat more fish have much less mental illness (depression, bipolar, schizophrenia), the relationship is strong.  So lack of robustness against insufficient omega 6 does indeed cause much mental illness.  (One reason my son has been raised on lots of fish oil.)

I don't know if it's a standard hypothesis -- it's just floating there in my brain as background knowledge sans citation. It's possible that read it in a popular science book on neuroplasticity. I'd agree that "practice" doesn't plausibly account for the lack of ordinary fear; it's intended as an explanation for the augmentations, not the deficits.

"You could build a modular, cleanly designed AI that could make a billion sequential upgrades to itself using deterministic guarantees of correctness."

Really? Explain how? It seems like a general property of an intelligent system that it can't know everything about how with would react to everything. That falls out of the halting theorem (and for that matter Godel's first incompleteness theorem) fairly directly. It might be possible to make a billion sequential upgrades with probabilistic guarantees of correctness, but only in a low entropy environment, and even then it's dicey, and I have no idea how you'd prove it.

I'm a living counterexample to this, as I learned to read at basically the same time that I picked up spoken language. I might have slight tendencies toward behavior consistent with autism, but I'm well within the range of "healthy" human variation, at least where the autistic spectrum is concerned. (My mental illnesses tend to run in other directions.)

Doug S.: do you have any links to that? As described, it sounds like you're plagiarizing Borges...

Patri: Yes, I too thought of the Algernon principle when reading Bostrom's paper; I've never seen that exact phrase used in any formal work (although the Red Queen principle is similar), but I know I've seen people reference informally the 'Flowers for Algernon principle' or just 'the Algernon principle'.

I'm interested in learning more about extremely early readers.  I would be grateful if you contacted me at

@Danielle:  Rice's Theorem says that you can't say of any possible computation whether or not it outputs 5, but this doesn't mean you can't know that 2 + 3 = 5.  We work with special chosen cases of code that we do understand.

Patri, I coined the phrase "Algernon's Law" some time ago but that was as part of an even stranger phase of my earlier wild and reckless youth, age fifteen or thereabouts.  I'd probably prefer to talk about Algernon's principle these days, just to avoid the connotations of that earlier "Law".  Or just reference Bostrom's paper.

Eliezer:Sometimes changing yourself the wrong way, and being murdered or suspended to disk, and replaced by an earlier backup.

Uh, no. If restoration from backup happens shortly after the wrong change I'd think of it as a day you wasted and don't remember, definitely not a murder. Something only weakly to be avoided.

Unknown:This actually happens to us all the time, without any modification at all, and we don't care at all, and in fact we tend to be happy about it,

Most don't care. I for one am kind of worried about my personal goal drift and what my (natural) future brain neurochemistry changes could do to current values.

"So lack of robustness against insufficient omega 6 does indeed cause much mental illness. (One reason my son has been raised on lots of fish oil.)"

Sure, there are upgrades that one can make in which one can more or less prove deterministically how it changes a subsystem in isolation. Things like adding the capability for zillion bit math, or adding a huge associative memory. But it's not clear that the subsystem would actually be an upgrade in interaction with the AI and with the unpredictable environment, at once. I guess the word I'm getting hung up on is 'correctness.' Sure, the subsystems could be deterministically correct, but would it necessarily be a system-wide upgrade?

It's also especially plausible that there are certain 'upgrades' (or at least large cognitive system changes) which can't be arrived at deterministically, even by a super human intelligence.

"Doug S.: do you have any links to that? As described, it sounds like you're plagiarizing Borges..."

Gwern is referring to the famous story by Borges, Funes the Memorious, I believe. It's in Ficciones.

Oh, about the photographic memory. I'm not sure exactly where I heard it first, but my high school history teacher supported it with a personal anecdote: she once had a student who had what seemed to be a photographic memory, and would frequently answer questions on quizzes with lengthy, direct quotes from the textbook on completely irrelevant subjects.

Anyway, for whatever reason, the brain has a capacity to ignore and forget details it considers unimportant; as one Cesare Mondadori puts it, "maximal memory" and "optimal memory" are not synonymous.

Evolutionary argument against human enhancements is at the same time completely true and really really weak when you look closer at it.

In the most explicit form it would go something like "there are no easy ways without significant side effects to change a human being in a way that would make him produce more children while raised in a hunter-gatherer tribe in a Pleistocene savanna". Making kids in hunter-gatherer environment is what evolution optimized for, it didn't care about intelligence, health or anything unless it significantly contributed to making more kids in this particular environment.

Now we have different environment, different goals, different costs, and different materials to work with. Humans are not even close to being optimized to this environment. Evolution barely did a few quick patches (like lactose tolerance) to make humans good at making kids in primitive agricultural villages, not only did it not adapt humans to current environment, it never adapted anything to a goal other than "making as many kids as possible in a resource-constrained environment", hardly what we're trying to do.

For example using any improvement whatsoever is a possible without breaking this argument if it uses more resources, according to their availability in stone age. What happens to be the case with pretty much every single proposed enhancement.

Ape trounces the best of the human world in memory competition

http://www.dailymail.co.uk/news/article-510260/Im-chimpion--Ape-trounces-best-human-world-memory-competition.html

Maybe you're using up a limited memory capacity, or forgetting something else...
Maybe humans forget the stuff that's not important for hunter/gatherers to remember. I mean the brain doesn't create more acetylcholine specifically so our ancestors didn't waste time remembering the wrong stuff.

And I just realized the entire point of this article is that if that is so then it's still not a safe thing; thanks for making me think.

A subtle side effect: I tried taking Lexapro, and found that it greatly improved my energy level and mood..... but it also made me apt to get into pointless head-banging arguments. I don't think I'd have noticed the increased stubbornness if I weren't more introspective than most people.

Well, the brain does seem remarkably adaptable; people who have suffered extreme brain damage can sometimes learn to compensate.   Also people who don't use a certain part of the brain for years are sometimes able to re-purpose it for other things.   Given time, the brain seems able to re-wire itself to get better at doing tasks using whatever neural resources it has available.

I understand the concerns here, and there certainly are risks, but I think the brain able to adapt to moderate enhancements fairly well, so long as you did so slowly and gave the brain time to properly adapt to and learn to use it's new resources.  If you give a human a slightly larger frontal cortex, I think the brain would be able to adapt to the change, and then you could probably make another small enhancement a few years later.

The way evolution seems to have worked with the brain is designing new systems and then letting those systems freely interact with older brain structures, and while it's a cludgy solution, it seems to be a fairly robust one over evolutionary periods of time.  

I think the main limiting factor in human brain evolution has been that people with heads larger then a certain size were more likely to die during childbirth during pre-technological times.   

I just want to mention that the thing about a human trying to self-modify their brain in the manner described and with all the dangers listed could make an interesting science fiction story. I couldn't possibly write it myself and am not even sure what the best method of telling it would be- probably it would at least partially include something like journal entries or just narration from inside the protagonists' head, to illustrate what exactly was going on.

Especially if the human knew the dangers perfectly well, but had some reason they had to try anyway, and also a good reason to think it might work- presumably this would require it to be an attempt at some modification other than "runaway intelligence" (and also a context where a modified self would have very little chance of thereafter achieving runaway superintelligence); if things went wrong they might spend the rest of their life doing very weird things, or die for one reason or another, or at the very worst go on a killing spree and kill a couple dozen people before being caught, but wouldn't convert the entire world into smiley faces. 
That way they would be a sympathetic viewpoint character taking perfectly reasonable actions, and the reader/viewer watches as their sanity teeters on the edge and is genuinely left wondering whether they'll last long enough to accomplish their goal.

9 years since the last comment - I'm interested in how this argument interacts with GPT-4 class LLMs, and "scale is all you need".

Sure, LLMs are not evolved in the same way as biological systems, so the path towards smarter LLMs aren't fragile in the way brains are described in this article, where maybe the first augmentation works, but the second leads to psychosis.

But LLMs are trained on writing done by biological systems with intelligence that was evolved with constraints.

So what does this say about the ability to scale up training on this human data in an attempt to reach superhuman intelligence?



Changing Emotions

    Lest anyone reading this journal of a primitive man should think we spend our time mired in abstractions, let me also say that I am discovering the richness available to those who are willing to alter their major characteristics.  The variety of emotions available to a reconfigured human mind, thinking thoughts impossible to its ancestors...
    The emotion of -*-, describable only as something between sexual love and the joy of intellection—making love to a thought?  Or &&, the true reverse of pain, not "pleasure" but a "warning" of healing, growth and change. Or (^+^), the most complex emotion yet discovered, felt by those who consciously endure the change between mind configurations, and experience the broad spectrum of possibilities inherent in thinking and being.
        —Greg Bear, Eon

So... I'm basically on board with that sort of thing as a fine and desirable future.  But I think that the difficulty and danger of fiddling with emotions is oft-underestimated.  Not necessarily underestimated by Greg Bear, per se; the above journal entry is from a character who was receiving superintelligent help.

But I still remember one time on the Extropians mailing list when someone talked about creating a female yet "otherwise identical" copy of himself.  Something about that just fell on my camel's back as the last straw.  I'm sorry, but there are some things that are much more complicated to actually do than to rattle off as short English phrases, and "changing sex" has to rank very high on that list.  Even if you're omnipotent so far as raw ability goes, it's not like people have a binary attribute reading "M" or "F" that can be flipped as a primitive action.

Changing sex makes a good, vivid example of the sort of difficulties you might run into when messing with emotional architecture, so I'll use it as my archetype:

Let's suppose that we're talking about an M2F transformation.  (F2M should be a straightforward transform of this discussion; I do want to be specific rather than talking in vague generalities, but I don't want to parallelize every sentence.)  (Oddly enough, every time I can recall hearing someone say "I want to know what it's like to be the opposite sex", the speaker has been male.  I don't know if that's a genuine gender difference in wishes, or just a selection effect in which spoken wishes reach my ears.)

Want to spend a week wearing a female body?  Even at this very shallow level, we're dealing with drastic remappings of at least some segments of the sensorimotor cortex and cerebellum—the somatic map, the motor map, the motor reflexes, and the motor skills.  As a male, you know how to operate a male body, but not a female one.  If you're a master martial artist as a male, you won't be a master martial artist as a female (or vice versa, of course) unless you either spend another year practicing, or some AI subtly tweaks your skills to be what they would have been in a female body—think of how odd that experience would be.

Already we're talking about some pretty significant neurological changes.  Strong enough to disrupt personal identity, if taken in one shot?  That's a difficult question to answer, especially since I don't know what experiment to perform to test any hypotheses.  On one hand, billions of neurons in my visual cortex undergo massive changes of activation every time my eyes squeeze shut when I sneeze—the raw number of flipped bits is not the key thing in personal identity.  But we are already talking about serious changes of information, on the order of going to sleep, dreaming, forgetting your dreams, and waking up the next morning as though it were the next moment.  Not informationally trivial transforms like uploading.

What about sex?  (Somehow it's always about sex, at least when it's men asking the question.)  Remapping the connections from the remapped somatic areas to the pleasure center will... give you a vagina-shaped penis, more or less.  That doesn't make you a woman.  You'd still be attracted to girls, and no, that would not make you a lesbian; it would make you a normal, masculine man wearing a female body like a suit of clothing.

What would it take for a man to actually become the female version of themselves?

Well... what does that sentence even mean?  I am reminded of someone who replied to the statement "Obama would not have become President if he hadn't been black" by saying "If Obama hadn't been black, he wouldn't have been Obama" i.e. "There is no non-black Obama who could fail to become President".  (You know you're in trouble when non-actual possible worlds start having political implications.)

The person you would have been if you'd been born with an X chromosome in place of your Y chromosome (or vice versa) isn't you.  If you had a twin female sister, the two of you would not be the same person.  There are genes on your Y chromosome that tweaked your brain to some extent, helping to construct your personal identity—alleles with no analogue on the X chromosome.  There is no version of you, even genetically, who is the opposite sex.

And if we halt your body, swap out your Y chromosome for your father's X chromosome, and restart your body... well.  That doesn't sound too safe, does it?  Your neurons are already wired in a male pattern, just as your body already developed in a male pattern.  I don't know what happens to your testicles, and I don't know what happens to your brain, either.  Maybe your circuits would slowly start to rewire themselves under the influence of the new genetic instructions.  At best you'd end up as a half-baked cross between male brain and female brain.  At worst you'd go into a permanent epileptic fit and die—we're dealing with circumstances way outside the evolutionary context under which the brain was optimized for robustness.  Either way, your brain would not look like your twin sister's brain that had developed as female from the beginning.

We're talking about a massive transformation here, billions of neurons and trillions of synapses rearranged.  Not just form, but content—just like a male judo expert would need skills repatterned to become a female judo expert, so too, you know how to operate a male brain but not a female brain.  You are the equivalent of a judo expert at one, but not the other.  You have cognitive reflexes, and consciously learned cognitive skills as well.

If I fell asleep and woke up as a true woman—not in body, but in brain—I don't think I'd call her "me".  The change is too sharp, if it happens all at once.

Transform the brain gradually?  Hm... now we have to design the intermediate stages, and make sure the intermediate stages make self-consistent sense.  Evolution built and optimized a self-consistent male brain and a self-consistent female brain; it didn't design the parts to be stable during an intermediate transition between the two.  Maybe you've got to redesign other parts of the brain just to keep working through the transition.

What happens when, as a woman, you think back to your memory of looking at Angelina Jolie photos as a man?  How do you empathize with your past self of the opposite sex?  Do you flee in horror from the person you were?  Are all your life's memories distant and alien things?  How can you remember, when your memory is a recorded activation pattern for neural circuits that no longer exist in their old forms?  Do we rewrite all your memories, too?

Well... maybe we could retain your old male brainware through the transformation, and set up a dual system of male and female circuits... such that you are currently female, but retain the ability to recall and empathize with your past memories as if they were running on the same male brainware that originally laid them down...

Sounds complicated, doesn't it?  It seems that to transform a male brain into someone who can be a real female, we can't just rewrite you as a female brain.  That just kills you and replaces you with someone re-imagined as a different person.  Instead we have to rewrite you as a more complex brain with a novel, non-ancestral architecture that can cross-operate in realtime between male and female modes, so that a female can process male memories with a remembered context that includes the male brainware that laid them down.

To make you female, and yet still you, we have to step outside the human design space in order to preserve continuity with your male self.

And when your little adventure is over and you go back to being a man—if you still want to, because even if your past self wanted to go back afterward, why should that desire be binding on your present self?—then we've got to keep the dual architecture so you don't throw up every time you remember what you did on your vacation.

Assuming you did have sex as a woman, rather than fending off all comers because because they didn't look like they were interested in a long-term relationship.

But then, you probably would experiment.  You'll never have been a little girl, and you won't remember going through high school where any girl who slept with a boy was called a slut by the other girls.  You'll remember a very atypical past for a woman—but there's no way to fix that while keeping you the same person.

And all that was just what it takes to ranma around within human-space, from the male pole to the female pole and back again.

What if you wanted to move outside the human space entirely?

In one sense, a sex change is admittedly close to a worst-case scenario: a fixed target not optimized for an easy transition from your present location; involving, not just new brain areas, but massive coordinated changes to brain areas already in place.

It might be a lot easier to just add one more emotion to those already there.  Maybe.

In another sense, though, a sex change is close to a best-case scenario: the prototype of your destination is already extensively tested as a coherent mind, and known to function well within a human society that already has a place for it (including companions to talk to).

It might be a lot harder to enter uncharted territory.  Maybe.

I'm not saying—of course—that it could never, ever be done.  But it's another instance of the great chicken-and-egg dilemma that is the whole story of present-day humanity, the great challenge that intelligent life faces in its flowering: growing up is a grownup-level problem.  You could try to build a cleanly-designed artificial grownup (self-improving Friendly AI) to foresee the pathway ahead and chart out a nonfatal course.  Or you could plunge ahead yourself, and hope that you grew faster than your problems did.

It's the same core challenge either way: growing up is an adult problem.  There are difficult ways out of this trap, but no easy ones; extra-ordinary solutions, but no ordinary ones.  People ask me why I take all these difficulties upon myself.  It's because all the easier ways, once you examine them in enough fine detail, turn out to be illusions, or contain just as much difficulty themselves—the same sort of hidden difficulty as "I'd like to try being the opposite sex for a week".

It seems to me that there is just an irreducible residue of very hard problems associated with an adult version of humankind ever coming into being.

And emotions would be among the most dangerous targets of meddling.  Make the wrong shift, and you won't want to change back.

We can't keep these exact human emotions forever.  Anyone want to still want to eat chocolate-chip cookies when the last sun grows cold?  I didn't think so.

But if we replace our emotions with random die-rolls, then we'll end up wanting to do what is prime, instead of what's right.

Some emotional changes can be desirable, but random replacement seems likely to be undesirable on average.  So there must be criteria that distinguish good emotional changes from bad emotional changes.  What are they?

It sounds as if you believe in a soul (or equivalent) that is "different" for some set of possible changes and "the same" for other possible changes. I would suggest that that whether an entity at time n+1 is the same person as you at time n is not an objective fact of the universe. Humans have evolved so that we consider the mind that wakes up in the body of the mind that went to sleep to be the same person, but this intuitive sense is not an intuitive understanding of an objective reality; one could modify oneself to consider sleep to disrupt identity, and this would not be a "wrong" belief but just a different one.

I think most people are most comfortable retaining their evolution-given intuitions where they are strong, but where they are weak I think it is a mistake to try to overgeneralize them; instead one should try to shape them consciously. If you want to try being female for a while, why spoil your fun with hang ups about identity? Just decide that it's still you.

Congratulations on the coining of "to ranma around".

Any Kwisatz Haderach can totally do this with the Spice of Life and certain Fremen rituals...

Intuitions about personal identity are probably incoherent under an increased understanding of the mind, just like free will is.

I mean, if anyone wants to check it out, just try Second Life. Most guys who try it tho' in my experience scarcely last a day - if you think it's hard to talk to girls as a guy, try to see if you can manage to talk to girls as a girl - they flunk the shoe chatter and reveal themselves quickly.

I know only two who are convincing for more than a couple of hours in regular conversation - and one of them is a filmmaker who writes screenplays for a living, which is how he learned to really "hear" and create feminine dialog.

You seem to think of personal identity (PI) as a brittle thing, easily broken.

I want to note that the issue you raise, about whether PI is thick or thin (e.g. thick to the point of brittleness), seems to divide compatibilists and incompatibilists: compatibilists think PI is thick, incompatibilists thin.  Consistent with my interpretation, you both (i) defend a thick notion of PI and (ii) strongly sympathize with compatibilism.  Note that Daniel Dennett, another compatibilist (whom you seem fond of), raises many of the same objections about people-switching and memory-wiping at the end of Freedom Evolves (in particular, in criticizing Mele's view).

Here's how the issue of PI divides compatibilists and incompatibilists.  Suppose PI is thin.  In fact, suppose that PI is just associated with numerical identity (in the philosophical sense).  Numerical identity, as I will call it, just picks out one particular thing in world, and tracks it, even if the thing slowly evolves into a competely different TYPE of thing.

The classic example is Theseus's ship.  Is it still the same ship?  Incompatibilists will say yes.  This will still tend to be true, even if the ship slowly morphs into a completely different kind of ship.

Compatibilists say no.  They focus on, not on picking out and tracking an evolving object, but on expressing characteristics and features of a person.  What matters to them is that angry people can express anger, throw punches, and start fights, without being held back by chains; and sad people can cry and lie in bed all day, without being held back by chains.  Compatibilists, in short, are concerned with a freedom that nobody doubts most people have most of the time.

Incompatibilists, rather than being concerned by this shallow freedom, are concerned with how people came to be the types of people they are.  In particular, they are concerned with the idea that, if people did not control how they came to be who they are, and if what they do flows naturally and inevitably from who they are, how fair it is to hold them responsible and accountable.

"so you don't throw up every time you remember what you did on your vacation."

Oh man. If this AI thing doesn't work out, maybe you can try comedy?

I read on some skeptics blog that Jim Carey left $50 million to Jenny McCarthy. That sure could fund the SIAI for a while...

You seem premising this post on the idea that gendered behavior is hard-wired into the brain at birth, and I think it would be a good to take a second look at that assumption; after all the name of this site is "Overcoming Bias" isn't it? Your premise is such a common belief in our society that it's easy to overlook, and very few cisgender people (those with the same gender identity as the one assigned them at birth) ever think to question it. However, it's important to acknowledge that there are two different sets of sex/gender traits we observe in different ways: the biologically observable sex of someone's body, and the social set of behaviors associated with each gender; most transgender people like me use "sex" to refer to biological traits and "gender" to refer to social behaviors. There is some evidence that biology can impact some social behaviors we associate with the two genders, but there's nothing close to a complete picture how you go from microcosmic biology to macrocosmic actions. Therefore, since we can only observe gendered behaviors through social interaction the presumption should be each behavior has a social origin; biology carries the burden of proof to prove otherwise on a case-by-case basis.

I'm MTF (post-op, for what it's worth) and my experience has been that gender identity works like any other social identity; it's nothing more or less than a way you want to see yourself and be seen by others. I couldn't explain to you why being a woman works for me and being a man doesn't, but we don't expect anyone else shifting their identity to justify themselves that way. An analogy I like to use is someone changing their religion; we take them at their word when they say a different way of seeing themselves and their place in the world just seems more true to them. However, our society is much less tolerant of people like me who don't want to live with the gender identity assigned us at birth because it conflates sex and gender; in a better world, transgender people wouldn't have to change our physical sex for our gender to be accepted.

Well intentioned and intelligent people can disagree in the "nature vs nurture" debate on gender; it's been a contentious issue in feminist and LGBT theory for at least half a century. However, I would hope you realize the danger of assuming all gendered traits are "hard wired" into the brain; amongst other problems, that can support the idea that the much greater incidence of men committing acts of violence is "natural male aggression" that we can't ever eliminate.

Finally, I'd like to ask a question posed to me by one of my law school professors: "Have you ever dreamed you were a different species, a different race, or a different gender?" In our class, as in every other one where he's taken this survey, far more people said they'd dreamed of being an animal than dreamed of a different race or gender. Why should this happen since being an animal is so much farther removed from our life experience? The answer he proposed is that we work hard to construct a mental barrier defining our gender and racial identities; we never have to try to be human, and so it's easier to let ourselves play with dropping that identity. I don't mean to suggest that we can really sympathize with animals, but I do think we understand what it means to be a different gender or race more than we'd like to admit.

Nitpick: You'd end up with a clitoris-shaped penis, and a vagina-shaped scrotum. I know this because I've read about sexual anatomy and embryonic development on the Internet. The bit of flesh that turns into the penis in a male fetus develops into the clitoris in a female, and the closest male equivalent to the vagina is the scrotum.

Incidentally, simply "wearing a female body like a suit of clothing" and letting the brain react to the different hormones, body shape, etc., with its natural plasticity might be close enough to what people mean, anyway.

(Oh, and Ranma still considers himself male even during those times when he happens to be stuck in a female body for a while.)

Thank you for such an honest telling of your perspective. It's very moving. I embrace you.

"that gendered behavior is hard-wired into the brain at birth"

Eli I think here is very careful to say "genes on your Y chromosome that tweaked your brain to some extent" - note the some, he avoids speculating as to how much - and uses the term "emotional architecture" as well as correctly in his comments distinguishing between the terms sex and gender. As a cisgendered F, I hope you will accept my word that Eli is scrupulous in his language here and well-intentioned.

I find neither Robin nor Eli are narrow-minded in these things. I hope you will join the OB community on a regular basis.

Stuck!?!? Tiresias is said to have enjoyed his time as a woman: "Of ten parts a man enjoys one only." Ahem.

I agree with Doug S.  What most people think about, when they want to "try being female for awhile", is to keep their same mind (or perhaps they believe in a soul) while just trying out different clothing.  Basically, be in The Matrix, but just get instantiated as the Woman in the Red Dress for a week.  Or maybe more like the movie Strange Days, with a technology that's like TV (but better!), kind of like virtual reality.  Like watching a movie, but using all your senses, and really getting immersed into it.

I don't think most men imagine actually thinking like a woman's brain thinks.  As you say, that wouldn't really be them any longer.

Eliezer: "[E]very time I can recall hearing someone say 'I want to know what it's like to be the opposite sex', the speaker has been male.  I don't know if that's a genuine gender difference in wishes [...]"

Eliezer: "Strong enough to disrupt personal identity, if taken in one shot?"

Is it cheating if you deliberately define your personal identity such that the answer is No?

Frelkins: "I mean, if anyone wants to check it out, just try Second Life."

Not exactly what we're looking for, unfortunately ...

Frelkins: "[T]hey flunk the shoe chatter and reveal themselves quickly."

Surely you're not literally claiming that there are no women who aren't good at shoe chatter. Maybe in Second Life there are enough men using female avatars such that P(male-in-RL | female-avatar-bad-at-shoe-chatter) really is greater than P(female-in-RL | female-avatar-bad-at-shoe-chatter). But I should hope that being a woman or man is not conflated with behaving in gender-typical ways, for to do so is to deliberately ignore the nontrivial amount of variation in actually existing women and men.

Frelkins, in the other thread, you said you were saddened by Tino Sehgal's Edge answer about the end of masculinity as we know it, and you asked, "Why do even men hate men nowadays?" Well, please take my word for it that Sahgal and friends don't literally hate men. Rather, we just find it kind of obnoxious that far too often, being male is systematically conflated with talking about porn or football or whatever it is that "guys' guys" talk about (I wouldn't know--or I wish that I didn't). I hope I am not misunderstood--of course there is nothing wrong with being typically feminine or masculine. It's just that there should be other options.

adept42: "Therefore, since we can only observe gendered behaviors through social interaction the presumption should be each behavior has a social origin; biology carries the burden of proof to prove otherwise on a case-by-case basis."

I really don't think that follows. These empirical questions aren't like a court trial, where "nature" is the prosecution and "nurture" is innocent until proven guilty (cf. Eliezer's "The Scales of Justice, the Notebook of Rationality"). Rather, for each question, we must search for evidence and seek out the most accurate belief possible, being prepared to update as new evidence comes in. Sometimes this is very painful, when there's something you desperately want to be true, and you're afraid of the evidence. But we must be brave together, else we be utterly deceived. And what would we do then?

My guess is that non-shoe-chattering women have more practice than men at identifying other non-shoe-chatterers.  But also that even most women who aren't interested in shoes learn to do a little.

When I moved to Denmark, I wasn't good at finding Danes I wanted to be friends with.  Then I realized I didn't want to be friends with most Americans, but I was better at finding kindred spirits in America because I had more practice at reading Americans.

Did you learn anything about reading Danes? I'm going to spend a few months there soon.

Not much.  In Copenhagen, 95% of young women wear a lot of eye makeup. I have a theory that there's something significant about the 5% who don't, but I never really found out.  Christiania is a place to look for counter-cultural types, though some of that centers on drug use.  

Adept42, there really are such things as sex differences, not just gender differences; the verdict of the experimental evidence on this is definite.  See e.g. The Blank Slate by Pinker.  (Though of course I'm quite willing to believe that there are alternate Everett branches where men wear skirts and women wear pants, etc.)

There are different reasons why people go transgender.  But a transgender of the sort who's always known, growing up, that they were one of the girls rather than one of the boys (or vice versa), knows on a very visceral that sex is hardwired into the brain at a level that transcends your suit of flesh or anything socially expected of you.  In fact, a transgender did look at an earlier version of this essay and say, more or less, "Yeah, that's right."

I understand that there are a lot of things attributed to sex that ought to be attributed to gender.  But if brains were not sexually typed, brains born into the wrong bodies wouldn't be in such awful straits - they could just construct a gender that matched their body.  Yes, there are androgynous men and women, bisexuals, people who go transgender for other reasons...  But to deny that many brains are strongly sexually typed is to deny the very real problems of a male brain born into a female body or vice versa.

I'm transgender myself, currently a few years into transition, and I actually experienced some of the issues you predicted above.

I did need to relearn basic locomotion as my body shape changed over months. I started hormone replacement in early winter, and when I resumed distance running in the late spring, I was surprised to discover that I needed to relearn how to run. My gait was different enough that running took actual focus just to avoid falling down.

I also experienced a pretty bizarre period of about a year where my body had changed substantially, but my sensory map of my body hadn't. That issue eventually corrected itself, and as it did, I became unable to remember what it felt like to have my original configuration. A bunch of old memories lost that detail, though the remainder of those memories remain intact.

I strongly agree with your thesis. Altering the mind is hard. Faced with a mismatch between my body and my mind, changing the mind to match my body or vice versa would have been equally good solutions. Changing the body is so much easier, which is why I chose that path.

frelkins: Well, Ranma isn't Tiresias. The Ranma 1/2 manga was written by a woman, if that changes anything.

Here's a little bit of silliness. Inquest Gamer magazine once ran a poll asking people to choose between various (silly) options of which horrible fate they would prefer to endure. One was a choice between "Randomly change the Magic rules each time you create a killer deck" and "Randomly change your gender each time you go to sleep." "Gender" won by a large margin.

I'm a female who would love to experience what it's like to be a male.  When I say that, I find the concept fascinating that I would be able to experience the full onslaught of adult-male thinking and being (preferably a geeky rationalist, "traditional masculinity" as mentioned earlier doesn't interest me as much) and somehow retain that knowledge.  Then again, I don't actually feel the need to literally have the physical body of a man, as long as I just thought I did.
It does appear rather complicated.

Eliezer is attacking human augmentation for the same reason he attacked subsumption arch: to rationalize his working on from-scratch AI. I don't yet see quantifiable arguments why from-scratch AI is easier.

However, I would hope you realize the danger of assuming all gendered traits are "hard wired" into the brain; amongst other problems, that can support the idea that the much greater incidence of men committing acts of violence is "natural male aggression" that we can't ever eliminate.
Leaving aside the question of whether or not that belief is accurate, if it hypothetically was would you still discourage someone from voicing it for reasons other than truth?

that can support the idea that the much greater incidence of men committing acts of violence is "natural male aggression" that we can't ever eliminate.

The whole point of civilisation is to defeat nature and all its evils.

I don't think trying to `defeat nature' is a very constructive way of thinking, rather we should be working with nature to improve all life.

Intelligent machines will not really be built "from scratch" because augmentation of human intelligence by machines makes use of all the same technology as is present is straight machine intelligence projects, plus a human brain.  Those projects have the advantage of being competitive with humans out of the box - and they interact synergetically with traditional machine intelligence projects. For details see my intelligence augmentation video/essay.

The thing that doesn't make much sense is building directly on the human brain's wetware with more of the same.  Such projects are typically banned at the moment - and face all kinds of technical problems anyway.

From-scratch AI could also be justified as yielding greater benefits even if it as difficult (or more difficult) than human augmentation.

I had an elective castration, and lived as a eunuch for awhile with no hormone replacement.  I later had some testosterone replacement.  Through all this, I didn't feel like I became a different person.  If anything, I became focused on transhumanism more.  Any questions?

Z M Davis, "Autogynephilia" is a theory, based on the observation that some M-F transsexual people are sexually aroused by female behaviour, which imagines that the arousal causes the desire to appear female. However, in reality the desire may be caused by other circumstances, such as innate brain differences, and supporters of autogynephilia theory have not established the causal link.

It is a failure of the imagination, an attempt to enforce the map on the reality. There are men, and there are women, in the map. Here is a woman with testicles. The map says that cannot be so, the person is a man. However, reality ought to trump the map.

The point of the post still stands. A man does not use a woman's body, and would have to learn how to do so. A man does not use a woman's brain, and would have to learn how to do so. Whether after the change was made it was "the same person" depends on what you mean by "the same person". Upgrading an adult brain is a very difficult problem.

Abigail, I don't think we actually disagree. I certainly wouldn't defend the strong Bailey/Blanchard thesis that transwomen can be neatly sorted into autogynephiles and gay men. However, I am confident that autogynephilia is a real phenomenon in at least some people, and that's all I was trying to refer to in my earlier comment--sorry I wasn't clearer.

"Wouldn't defend" is an interestingly ambiguous phrase!—it could mean "I don't think the thesis is true," or it could mean "I think the thesis is true, but I'm not going to argue for it here." The thing to remember is that the ambiguity is meant for the listener, not the speaker; it's important not to let your sensible caution about what beliefs you're willing to argue for under your True Name distort your model of the true state of reality. And precisely because other people are also cautious about what they're willing to argue for, there could be all sorts of important truths—actionable information that you can use to make important life decisions better—that take special rationality skills to discover, that you won't automatically learn about just by reading what almost everyone says, because almost everyone is too cowardly to just say the Really Obvious Thing.

This, unfortunately, is why you probably won't understand what I'm talking about for another seven years and eight months.

"Wouldn't defend" is an interestingly ambiguous phrase!—it could mean "I don't think the thesis is true," or it could mean "I think the thesis is true, but I'm not going to argue for it here." 

That sounds like "thesis is true" or "thesis is not true" are reasonable positions. Bayesian beliefs have probabilities attached to them. 

There are also other reasons why one might not argue for giving a belief a high credence. I might hold my belief based on a variety of personal experiences that I can't condense into a post. I might also hold it based on confidential information that I'm not willing to share. 

That sounds like "thesis is true" or "thesis is not true" are reasonable positions. Bayesian beliefs have probabilities attached to them.

Sometimes, even people who understand Bayesian reasoning use idiomatic phrases like "believe is true" as a convenient shorthand for "assign a high probability to"! I can see how that might be confusing!

Most of the beliefs of the "I wouldn't defend it publically" are neither >0.999 credence or <0.001 and it's worthwhile to mentally categories them differently.

Again, people sometimes use idiomatic English to describe subjective states of high confidence that do not literally correspond to probabilities greater than 0.999! (Why that specific threshold, anyway?)

You know, I take it back; I actually can't see how this might be confusing.

I have strong reservations about the completely unsupported theory of autogynephilia. As Abigail wrote, it is a theory posited by someone with a limited imagination, who can only see a world in which gender and sexuality are linked, instead of independent of each other. Like the captain said in Cool Hand Luke, “What we have here is a failure to communicate.”

There is strong evidence that the brain is sexed from birth. One example is the research being done by Zhou, Hofman, Gooren and Swaab and another is the body mapping research being done by V. S. Ramachandran at U.C. San Diego. There is not enough evidence to propose a strictly binary model, where a person’s brain is either male or female with no variations in between, but there also isn’t any evidence supporting the idea that each person’s brain falls somewhere on a spectrum between male and female. Any evidence that the brain is inherently sexed, hardwired from birth with both a sexual identity and male or female body map contradicts the theory of autogynephilia.
The problem that we run into is that our language has not evolved enough to adequately discuss gender and transsexuality. It has also not evolved enough to adequately describe the experience of being the sex opposite to the one a person is born into. Let’s say that someone is considered a “normal” male or a “normal” female. For simplicities sake, I will use someone born female as my example.
That person would be:
Biologically female - This is a more complex question than simply saying that the person has XX chromosomes. The most common accepted biological definition is that this person does not have an active SRY gene, which would mean that her Mullerian ducts would develop into female reproductive anatomy instead of her wolffian ducts developing into the corresponding male anatomy and her gonads would develop into ovaries instead of testes.

Gendered female – Having a brain which is hard-wired female by the proper hormonal influences in the womb

Socialized female – Raised in a manner consistent with her anatomy in the culture she lives in

On top of the previous variable, layer sexual orientation. The majority of “normal” women are sexually attracted primarily to males. I am not making a value judgment here, just expressing what the majority is. Most rational people would concede that sexual orientation is an innate trait as well. If we take this person, biologically, anatomically, gendered, and socialized female with a sexual attraction to males, what would it mean for her to live as a “male but ‘otherwise identical’ copy of herself”. It would require someone biologically, anatomically, gendered, and socialized male. It seems that to make that many fundamental changes to an individual would cause that person to have a completely foreign identity to the original person. If I replace every part on a 1976 Chevrolet Chevette, part by part, structure by structure, with the parts from a 2009 Chevrolet Corvette, modifying and re-modifying the parts as needed, until there are none of the original parts of the Chevette left, and all the Corvette’s parts are in place, is it still the same car? It seems hard to believe it is.

Is sexual orientation part of this discussion, or is it a trait unrelated to maleness and femaleness? I would argue that the two are separate, and only useful to define homosexual and heterosexual, rather than implying anything about a person’s gender. The situation becomes even more complex when considering someone who is transsexual. What defines homosexuality in their case? Is it their anatomy, their biology, or the gender of their brain? When are two people considered to be the same sex? These are questions ignored by Blanchard, Bailey, and Lawrence, as well as anyone else who believes that autogynephilia has any merits as a valid theory of transsexualism.

This is an interesting post, but you're a failing to distinguish between becoming a member of the opposite sex, and becoming a typical member of that sex, or the person that you'd have been if you were born with the same brain but different chromosomes.

The former has a much broader range of outcomes, and there's no unique set of characteristics or experiences that define 'man' or 'woman' - just a bunch of correllations.

I'm an occasional contributor dropping in under another name to talk a bit about autogynephilia and what it might have to do with Eliezer's original post.

Well said, Z.M. In my case, I am autogynephilic, so I know that it's real. But I am not transsexual, and I don't think the truth of the existence autogynephilia depends on the truth of certain theories of transsexualism involving autogynephilia. I have male nerd psychology, and I more often feel like an android than I feel either masculine or feminine (many people reading this blog will relate to this). I only feel feminine sexually, and this only occurs sometimes by myself in a certain mood or with certain people.

I am, however, bisexual. I like the idea of having sex with a man with a woman's body, taking the feminine role (would I actually want to have sex with a man [i]as a woman[/i]? Maybe, but that gets into the questions Eliezer raises, because that person wouldn't really be me anymore). I wonder how common it is for autogynephiles to be bisexual? I think it's possible to argue that autogynephiles are bisexual by definition.

In my view, it makes sense that there is a link between the autogynephilia and bisexuality. Bisexuals are more likely than typical straight men and typical gay men to be interested in sexual relations with individuals presenting both male and female stimuli, or in men dressed up as women (which would include oneself dressed up as a woman). I'm still figuring out whether my bisexuality and autogynephilia are different sides of the same phenomenon, or whether they are separable.

I also believe the brain is inherently sexed, and that sexual identity and orientation are biologically hardwired or heavily predisposed, but I don't think this contradicts the notion of autogynephilia. If you are talking about people with typical development, then it's hard to see how autogynephilia would exist, but autogynephilia could well be a developmental atypicality like homosexuality.

Typical straight males are visually attracted by presentation of female stimuli, as long as these stimuli (a) aren't being presented by other people who they know are male, and (b) aren't being presented by their own body. But if you take a male with an atypical development, especially if he is bisexual, then either (a) or (b) or both might no longer be true due to some combination of biological and perhaps other factors.

We also know that bisexual men exist who like taking a feminine role sexually, so it's not much of a stretch to imagine that some of these men might also like to have a highly feminine or even female appearance or even female body as part of their sexuality.

As for Eliezer's original question, I'll have to get to that more in a future post, but it's something I've thought a lot about for obvious reasons.

When I started taking hormones in order to fix the sorry state my body was in I really didn't think they would change me much in the realm of personal identity. And there really hasn't been any earthshaking alterations, not sure if that is because my brain architecture was already mostly female or because hormones don't cause many changes, but the amount of small subtle changes and a few moderate ones that added up to make me a almost a completely different person. I may have some other flaws that make it difficult for me to form a personal identity but I think it is next to impossible to maintain a coherent personal identity while going through this type of change.

The first thing I think a newly minted girl would notice is that everything smells different. And these smells effect the way you think in interesting ways, such as altering what type of foods you enjoy by changing how they taste. Let's not even get into smelling other people. That alone has caused my sexual orientation to flip-flop back and forth so much that I am just confused.

To pack all this into a single jolt would likely destroy any hope of sanity in the near future. So I can see Eliezer's problem here pretty clearly, still struggling to keep my own self from going loopy. Yep.

http://www.scribd.com/doc/26828344/A-casual-analysis-of-Personal-Identity

You'd still be attracted to girls, and no, that would not make you a lesbian; it would make you a normal, masculine man wearing a female body like a suit of clothing.

The Armored Rose is about SCA fighting for women, and describes typical physical and psychological differences between men and women.

They aren't trivial-- for example, men and women typically (though not universally) have joints at slightly different angles-- this affects the efficient use of strength-- and women typically amp up their adrenalin more slowly, so psychological methods which depend on fast access to adrenalin are unlikely to work for them.

To judge by the enthusiastic amazon reviews, there's quite a bit on the psychological side that I didn't notice on the first reading, though I have no idea whether being uncomfortable with explicit zero-sum competition is innate or trained in.

My $0.02 (or 1 utilon, if you prefer): "You can't get out of the game."

I agree completely that my identity would not carry forward in an unproblematic fashion across various hypothetical massive changes to my cognitive infrastructure (e.g. genuine sex changes, emotional alterations, intelligence augmentation, etc.).

I also believe my identity does not carry forward in an unproblematic fashion across various actual massive changes to my cognitive infrastructure (e.g adolescence, maturation, senescence, brain damage due to stroke, etc.).

I also believe that, to a lesser degree, my identity does not carry forward in an unproblematic fashion across various minor changes (e.g., falling in love). To a still-lesser degree, my identity doesn't carry forward across entirely trivial changes (reading a book, writing this comment, waking up tomorrow).

So it's not that I think my identity is somehow so robust that I can make changes to my cognitive infrastructure with impunity. Quite the contrary: my current identity, the one I have while writing this comment, is extremely fragile. Indeed, I have no confidence that it will continue to exist once I post this comment.

Of course, the nice thing about minor and trivial changes is that some things are preserved, which provides a sense of continuity, which is pleasant. Being content with an identity whose exact parameters are in continual flux seems to be a fairly robust attribute, for example; I have spent most of my adult life in configurations that share it. (It took me quite a few years to work my way into one, though.)

But, OK... what about massive changes, you ask? What if the SuperHappyFunPeople want to make it such that I don't mind killing babies? As you say: what criteria do I apply?

That's an excellent question, and I don't have a good answer, but I'm basically not a conservative: I don't think "so let's not mess with emotions until we know how to answer that question" is a good answer. 

My primary objection to it is that if we want the purported benefit of "playing it safe" in that way, it's not enough to keep our emotions untouched.  Our emotions are an integral part of the system that we are manipulating; we don't protect anything worth protecting by leaving our emotions untouched while augmenting our intellect and altering our environments. 

We've demonstrated this already: making large-scale changes to our environments while keeping our emotions unchanged has not been working particularly well for humanity thus far, and I have no reason to expect it to suddenly start working better as we make larger and larger environmental changes.

So what do we do? Well, one compromise approach is experimentation with a safety switch. 

That is, make the emotional change temporary in a way I cannot later alter... I spend an hour, or a day, or a year, or a hundred years with a particular massive cognitive alteration, and then I switch back to the configuration I started with, with my memories as close to intact as is possible. I can then ask myself "Would I, as I am now, rather remain as I am now, or go back to being like that full-time?"

(Nor need the changes be random, any more than I read random collections of letters today. There are billions of other people in the world, I could spend centuries just exploring changes that other people have recommended and seeing whether they work for me.)

That is, of course, no guarantee... it's entirely possible that inconsistencies in my current configuration are such that, even given a choice, I choose a state that I consider wrong. 

My own inclination at that point is to shrug my shoulders and say "OK, clearly the majority of my own society of mind wanted that state; the fact that a minority didn't want it and expresses its preferences as moral beliefs doesn't necessarily trump anything." 

That said, I do prefer consensus when the time to work on it is available, so I'd probably hold off on making a change I was conflicted about and instead prioritize either coming up with an alternate change all of me was in favor of, or becoming more consistent via more acceptable gradual steps. (In much the same way, I might oppose making a social change of which I approved but on which my community had not achieved consensus.)

Maybe I'd reset a few thousand times and experience different cognitive architectures for entire subjective pre-Singularity lifetimes, just to have a wide enough platform on which to base the next increment. (One could interpret the tradition of samsara as a form of this, for example.) 

But my main point here is that none of this is unique to emotional changes. Lots of things can change my identity, and potentially cause me to do things that I had previously desired to not-do. (For example, right now I'm reading LW at work even though I had previously desired not to do that.) And running away from that by saying "Well, then let's not change anything that can affect our identities" has some pretty awful costs, too.

Yes, we want to play it safe; there's a lot of ways we can permanently screw up. 

Huh. And having now read this (with which I agree), I really don't understand what you think is special about modifying emotions. I mean, sure, change your emotions and you might not want to change back, but the same is true of having a psychotic break.

A synopsis of an upcoming Futurama episode reminded me of this post. The episode "Neutopia", which is airing this Thursday, is summarized as "An alien who does not understand the concept of gender conducts experiments on the crew, changing all their genders." Well, how the hell is an alien supposed to change a human's gender (or even think to do so) if it doesn't understand the concept of gender?

(That also reminded me of the post (forgot which one) that mentioned sci-fi aliens/robots that indicate their emotionlessness by being visibly confused by human emotions, when they don't appear to be nearly as confused by things like sneezing.)

 Lest anyone reading this journal of a primitive man should think we spend our time mired in abstractions, let me also say that I am discovering the richness available to those who are willing to alter their major characteristics.  The variety of emotions available to a reconfigured human mind, thinking thoughts impossible to its ancestors...
   The emotion of -*-, describable only as something between sexual love and the joy of intellection—making love to a thought?  Or &&, the true reverse of pain, not "pleasure" but a "warning" of healing, growth and change. Or (^+^), the most complex emotion yet discovered, felt by those who consciously endure the change between mind configurations, and experience the broad spectrum of possibilities inherent in thinking and being.

I am fairly certain that these emotions already exist and that I experience them daily, they just aren't named yet.

I actually agree with your main point: Messing with human emotions is a very difficult and complicated task.

But I have to say... I think you're overestimating the differences between men and women.

I say this as a bisexual man who has a fair amount of experience in relationships with both men and women: They're not that different. (I guess you can make the argument that I've been with gay men and straight women, who are perhaps more similar than straight men and straight women... but then, I'm also sort of a straight man---fifty-fifty?---and not that different from the gay men I've dated.) 

So for instance, people have this notion that males are polygamous and females are monogamous... and yet I have definitely been in the situation where my girlfriend wanted to date other men and I had no interest in trying to handle two girlfriends at the same time.

And yes, gender is not just anatomical; there are cognitive and emotional differences. Otherwise, where would trans people come from? But it's also not this vast, uncrossable divide you're making it out to be. 

In fact, most of the vast---but still not uncrossable---divides I've found among people are things that have nothing to do with gender; autistic/neurotypical is a tricky one, as is rationalist/religionist. Nerd/jock and Democrat/Republican are also fun ones to think about.

Yet, I know exactly what a religious me would look like; I used to be that, about 10 years ago. What a neurotypical me would look like is a bit harder to imagine, but I have neurotypical friends who aren't that different from me, and I can more or less imagine what I would be like if I were them (worse at calculus, better at romance). So yeah, I think I can fairly well imagine what a female me would be like; indeed, she'd probably still be bisexual, and it might even work out better for her since that's more normative for women.

In fact, it's harder for me to imagine myself as a jock, or as a hardcore social conservative, than it is to imagine myself as a woman. Yet even then there is a relatively simple series of transitions one could go through to get me there (not that I'd want to), and a lot of intermediate states (political moderates, people who play sports and video games alike).

We are more alike, my friends, than we are unalike.

Sure. I mean, compared to, say, stars or the color blue, we're interchangeable. But that doesn't preclude me caring about variation along a particular axis, nor does it mean I'm wrong to do so.

I didn't mean to imply that. My point was rather that there isn't this huge divide between men and women that involves radical differences. The differences can still matter for various purposes, but my point is that they aren't huge irreconcilable divides. It's really not that hard to change a man into a woman or vice-versa, if you really wanted to do so.

How hard it is to modify a man such that he is equivalent to a woman along all the dimensions I care about depends quite a lot on which of the dimensions along which men typically differ from women I care about. 

If I don't care about any of them, then there's no modification involved; a man is already equivalent to a woman along all those dimensions of variance. 

If I care about the ability to sire or bear children, there might be modifications involved that modern science is not yet capable of. 

Elizer, it seems crazy to me to think that we would need a second brain in order to not throw up. Couldn't we just take advantage of the cognitive dissonance architecture built into our brains?  I have personal anecdotal evidence where intellectually I remember having disgust reactions that I no longer experience. (You can thank the Internet for most of that). I agree that the arrangement of brains are different between men and women but saying that you need a new seperate brain in order to avoid disgust reactions seems like protesting too much. 

Re-reading this post today, in 2024, I just want to note:

Anyone want to still want to eat chocolate-chip cookies when the last sun grows cold? I didn’t think so.

I absolutely want to still want to eat chocolate chip cookies when the last sun grows cold.

I think the fantasy about temporarily being the opposite sex is a lot like a man who wants to fly living in a world before airplanes and wishing aloud that his flying potion would work. What people want is possible in a lawful universe, but what they say they want is filtered through their intuition and experiences and as a result it doesn't make complete sense.

What people want from this fantasy is high-quality information on what a best-case scenario of medical transition would be like, and minimal side effects from acquiring that evidence. That seems like a reasonable thing to want. For any medication or surgery, of course you'd like to know before agreeing to it how it'd affect your life. And if you're trying to predict disasters in order to prevent them, letting a disaster happen and taking notes isn't a great information gathering method.



Emotional Involvement

Followup to:  Evolutionary Psychology, Thou Art Godshatter, Existential Angst Factory

Can your emotions get involved in a video game?  Yes, but not much.  Whatever sympathetic echo of triumph you experience on destroying the Evil Empire in a video game, it's probably not remotely close to the feeling of triumph you'd get from saving the world in real life.  I've played video games powerful enough to bring tears to my eyes, but they still aren't as powerful as the feeling of significantly helping just one single real human being.

Because when the video game is finished, and you put it away, the events within the game have no long-term consequences.

Maybe if you had a major epiphany while playing...  But even then, only your thoughts would matter; the mere fact that you saved the world, inside the game, wouldn't count toward anything in the continuing story of your life.

Thus fails the Utopia of playing lots of really cool video games forever.  Even if the games are difficult, novel, and sensual, this is still the idiom of life chopped up into a series of disconnected episodes with no lasting consequences.  A life in which equality of consequences is forcefully ensured, or in which little is at stake because all desires are instantly fulfilled without individual work—these likewise will appear as flawed Utopias of dispassion and angst.  "Rich people with nothing to do" syndrome.  A life of disconnected episodes and unimportant consequences is a life of weak passions, of emotional uninvolvement.

Our emotions, for all the obvious evolutionary reasons, tend to associate to events that had major reproductive consequences in the ancestral environment, and to invoke the strongest passions for events with the biggest consequences:

Falling in love... birthing a child... finding food when you're starving... getting wounded... being chased by a tiger... your child being chased by a tiger... finally killing a hated enemy...

Our life stories are not now, and will not be, what they once were.

If one is to be conservative in the short run about changing minds, then we can get at least some mileage from changing the environment.  A windowless office filled with highly repetitive non-novel challenges isn't any more conducive to emotional involvement than video games; it may be part of real life, but it's a very flat part.  The occasional exciting global economic crash that you had no personal control over, does not particularly modify this observation.

But we don't want to go back to the original savanna, the one where you got a leg chewed off and then starved to death once you couldn't walk.  There are things we care about tremendously in the sense of hating them so much that we want to drive their frequency down to zero, not by the most interesting way, just as quickly as possible, whatever the means.  If you drive the thing it binds to down to zero, where is the emotion after that?

And there are emotions we might want to think twice about keeping, in the long run.  Does racial prejudice accomplish anything worthwhile?  I pick this as a target, not because it's a convenient whipping boy, but because unlike e.g. "boredom" it's actually pretty hard to think of a reason transhumans would want to keep this neural circuitry around.  Readers who take this as a challenge are strongly advised to remember that the point of the question is not to show off how clever and counterintuitive you can be.

But if you lose emotions without replacing them, whether by changing minds, or by changing life stories, then the world gets a little less involving each time; there's that much less material for passion.  And your mind and your life become that much simpler, perhaps, because there are fewer forces at work—maybe even threatening to collapse you into an expected pleasure maximizer.  If you don't replace what is removed.

In the long run, if humankind is to make a new life for itself...

We, and our descendants, will need some new emotions.

This is the aspect of self-modification in which one must above all take care—modifying your goals.  Whatever you want, becomes more likely to happen; to ask what we ought to make ourselves want, is to ask what the future should be.

Add emotions at random—bind positive reinforcers or negative reinforcers to random situations and ways the world could be—and you'll just end up doing what is prime instead of what is good.  So adding a bunch of random emotions does not seem like the way to go.

Asking what happens often, and binding happy emotions to that, so as to increase happiness—or asking what seems easy, and binding happy emotions to that—making isolated video games artificially more emotionally involving, for example—

At that point, it seems to me, you've pretty much given up on eudaimonia and moved to maximizing happiness; you might as well replace brains with pleasure centers, and civilizations with hedonium plasma.

I'd suggest, rather, that one start with the idea of new major events in a transhuman life, and then bind emotions to those major events and the sub-events that surround them.  What sort of major events might a transhuman life embrace?  Well, this is the point at which I usually stop speculating.  "Science!  They should be excited by science!" is something of a bit-too-obvious and I dare say "nerdy" answer, as is "Math!" or "Money!"  (Money is just our civilization's equivalent of expected utilon balancing anyway.)  Creating a child—as in my favored saying, "If you can't design an intelligent being from scratch, you're not old enough to have kids"—is one candidate for a major transhuman life event, and anything you had to do along the way to creating a child would be a candidate for new emotions.  This might or might not have anything to do with sex—though I find that thought appealing, being something of a traditionalist.  All sorts of interpersonal emotions carry over for as far as my own human eyes can see—the joy of making allies, say; interpersonal emotions get more complex (and challenging) along with the people, which makes them an even richer source of future fun.  Falling in love?  Well, it's not as if we're trying to construct the Future out of anything other than our preferences—so do you want that to carry over?

But again—this is usually the point at which I stop speculating.  It's hard enough to visualize human Eutopias, let alone transhuman ones.

The essential idiom I'm suggesting is something akin to how evolution gave humans lots of local reinforcers for things that in the ancestral environment related to evolution's overarching goal of inclusive reproductive fitness.  Today, office work might be highly relevant to someone's sustenance, but—even leaving aside the lack of high challenge and complex novelty—and that it's not sensually involving because we don't have native brainware to support the domain—office work is not emotionally involving because office work wasn't ancestrally relevant.  If office work had been around for millions of years, we'd find it a little less hateful, and experience a little more triumph on filling out a form, one suspects.

Now you might run away shrieking from the dystopia I've just depicted—but that's because you don't see office work as eudaimonic in the first place, one suspects.  And because of the lack of high challenge and complex novelty involved.  In an "absolute" sense, office work would seem somewhat less tedious than gathering fruits and eating them.

But the idea isn't necessarily to have fun doing office work.  Just like it's not necessarily the idea to have your emotions activate for video games instead of real life.

The idea is that once you construct an existence / life story that seems to make sense, then it's all right to bind emotions to the parts of that story, with strength proportional to their long-term impact.  The anomie of today's world, where we simultaneously (a) engage in office work and (b) lack any passion in it, does not need to carry over: you should either fix one of those problems, or the other.

On a higher, more abstract level, this carries over the idiom of reinforcement over instrumental correlates of terminal values.  In principle, this is something that a purer optimization process wouldn't do.  You need neither happiness nor sadness to maximize expected utility.  You only need to know which actions result in which consequences, and update that pure probability distribution as you learn through observation; something akin to "reinforcement" falls out of this, but without the risk of losing purposes, without any pleasure or pain.  An agent like this is simpler than a human and more powerful—if you think that your emotions give you a supernatural advantage in optimization, you've entirely failed to understand the math of this domain.  For a pure optimizer, the "advantage" of starting out with one more emotion bound to instrumental events is like being told one more abstract belief about which policies maximize expected utility, except that the belief is very hard to update based on further experience.

But it does not seem to me, that a mind which has the most value, is the same kind of mind that most efficiently optimizes values outside it.  The interior of a true expected utility maximizer might be pretty boring, and I even suspect that you can build them to not be sentient.

For as far as my human eyes can see, I don't know what kind of mind I should value, if that mind lacks pleasure and happiness and emotion in the everyday events of its life.  Bearing in mind that we are constructing this Future using our own preferences, not having it handed to us by some inscrutable external author.

If there's some better way of being (not just doing) that stands somewhere outside this, I have not yet understood it well enough to prefer it.  But if so, then all this discussion of emotion would be as moot as it would be for an expected utility maximizer—one which was not valued at all for itself, but only valued for that which it maximized.

It's just hard to see why we would want to become something like that, bearing in mind that morality is not an inscrutable light handing down awful edicts from somewhere outside us.

At any rate—the hell of a life of disconnected episodes, where your actions don't connect strongly to anything you strongly care about, and nothing that you do all day invokes any passion—this angst seems avertible, however often it pops up in poorly written Utopias.

Some argue that death gives meaning to life, and that life without death would be duller...

Well, I've often thought of how my life would be easier if I could think of it with the same feelings I'd regard a video game with. Being too involved, can make things stressful, unpleasant, and prevent action, while being relaxed and knowing that the consequences of my actions won't mean the difference between life and death, would that add meaning to my life ? What amount of challenge and responsibility do we need ?

Now you're asking about pain, which is quite a different thing from passion.  And I also remark that many religious dupes lived their lives without thinking themselves in danger of true death, and don't seem to have suffered much from it in their daily passions.

Asking what happens often, and binding happy emotions to that, so as to increase happiness - or asking what seems easy, and binding happy emotions to that - making isolated video games artificially more emotionally involving, for example -

At that point, it seems to me, you've pretty much given up on eudaimonia and moved to maximizing happiness; you might as well replace brains with pleasure centers, and civilizations with hedonium plasma.
Well, why not? What makes changing the external stimulus more worthwhile than the subjective experience of it? It can't be that you hold the emotions evolution gave us as sacred or you wouldn't want to eliminate racial prejudice.

I'm surprised you think that removing negative emotions would remove depth from life.

In my personal experience, eliminating negative emotional responses increases the depth of life experience, because of the richer opportunity to experience positive emotions in the same circumstance.

But we have those negative emotions for a reason (an evolutionary reason). Are you so sure you understand the mechanism that you're prepared to junk that piece entirely?

so would you be for or against an AI that inserted us into an experience machine programmed to provide a life of maximum self expression without our knowledge?

For alliances to make sense it seems to me there have to be conflicts; do you expect future people to get in each other's way a lot? I guess people could have conflicting preferences about what the whole universe should look like that couldn't be satisfied in just their own corner, but I also guess that this sort of issue would be only a small percentage of what people cared about.

I think putting it as "eudaimonia vs simple wireheading" is kind of rhetorical; I agree eudaimonia is better than complex happy mind states that don't correspond to the outside world, but I think complex happy mind states that don't correspond to the outside world are a lot better than simple wireheading.

For as far as my human eyes can see, I don't know what kind of mind I should value, if that mind lacks pleasure and happiness and emotion in the everyday events of its life. ... If there's some better way of being (not just doing) that stands somewhere outside this, I have not yet understood it well enough to prefer it.

There are some pleasures I would already readily give up, even lacking the perspective of a transhuman, like the pleasures of the taste/smell of food and being full, in preference for a more sensible system of acquiring energy and nutrients. This seems to be an instance of me standing outside my own system and seeing a shortcoming--a part of my emotional system that is thoroughly archaic and counterproductive, despite the real pleasure it brings--leading to a real preference to change what I find pleasurable. I imagine other humans will prefer to keep these emotions (as is their choice), but they will probably outgrow them as they mature as transhumans, just as I will likely outgrow many more of mine.

you can have alliances without conflict- theyre called clubs

Eliezer: "Thus fails the Utopia of playing lots of really cool video games forever... the hell of a life of disconnected episodes"

Eliezer, if you suddenly woke up in a lab and people in white coats told you "We're so sorry, the experience machine has malfunctioned" would you want them to fix the problem and re-connect you to this virtual reality where you are an intelligent AI researcher with a popular blog and a quest to save the world, or would you just pull the wires out and return to reality?

http://www.amazon.com/Destructive-Emotions-Scientific-Dialogue-Dalai/dp/0553381059/ref=pd_bbs_sr_1?ie=UTF8&s=books&qid=1231341576&sr=8-1

#3 is such a big problem that I can't hope to attack it directly - I simply focus on improving productivity and technical innovation in such ways as I can, and I spread the gospel of 'the asteroid will not care how clean the Earth's water is' to people who consider technical degradation as an acceptable strategy for human survival.

(For example, in the remake of The Day The Earth Stood Still, Klaatu claims that 'if humanity dies, the Earth survives', which is such a pile of horsecrap that I still shake my head in wonder at the 'faux-long-term' thinking it represents.)

Now, let's say that in the future, #3 is solved - humanity is essentially immortal, as are the creatures of the Earth.  What then?  Well, in that case, find a way to remove the 'essentially' from that equation.   After that?  Dunno.   One thought would be:  Find a way to edit your memories and place a copy of yourself (or some limited version of yourself) in a simulation of the Earth in the far past, so you can see how you'd live, love and learn in a more primitive time.

I guess I'm sort of living the life of an expected utility maximizer. All I do all day long, year in year out, is optimize. Every night I go to sleep having optimized more problems out of existence, or having learned about ways that fail. Some days I find more problems. I don't believe I can ever be done with it, because I've chosen problems with high challenges and complex novelty.

I've optimized my emotional landscape: it's barren when it's not filled with the radiant joy of successful optimization. I don't care how my mind or body feels. It's all in the service of optimization. Sleep, defecate, gym, eat, study, optimize, study, optimize. Repeat forever. Adjust parameters so that I always feel at peak performance. What about entertainment? Some time off? I enjoy some comedy, music, and perhaps the occasional video at the gym. No vacations. That's my life. All of it. I basically never meet anybody in RL, because anybody with thoughts relevant to my work doesn't live nearby.

In case you think that I'm missing out on some essential "human experience" and wasting my life with nerdy stuff, I disagree. I think I'm living one of the best possible lives ever lived - and I'm including the whole universe. There are a few billion thoroughly human lives being lived at the moment so I think that part of the experience space is pretty well covered already and needs no help from me. The part that is not well covered is my experience space. In that space, I find thoughts never thought before. I find deeds never done before. I never could get a kick from anything else, except maybe from creating an AI - but that's for someone else to explore (I hear it's not too crowded in there). I have no need to even briefly visit any other experience space as long as my experience space is brimming with novel and challenging experiences.

In everything, achieve 99.99999999999999999999999999999999999999999999999999999999999...%

General Optimizer, you seem like a prospect for responding to this question: "in the interests of transparency, would anyone else like to share what they think their utility function is?"

Has anyone run an experiment with someone having their pleasure center stimulated regularly for a substantial time and asked what they experienced?  I was wondering, because of the tests where someone's arm was stimulated to move and they reported that they did it on purpose, and all of the other results where someone did something because they were manipulated into it and then reported why they chose to do it.  Has anyone run the test to see if a "wirehead" would feel and report "complex happy mind states"?

Tim:-"would anyone else like to share what they think their utility function is?" Seem to have missed this question the first time around - and it looks like a good question. My timid answer is thus: To maximise the quality of (my) time.
This is no trivial task and requires a balance between achieving things in the world, acquiring new information (thanks OB) and achieving new things in the world, peppered with a little bit of good biological feelings. Repeat.

Racial prejudice encourages large-scale cooperation.  Racially prejudiced individuals will happily sacrifice their personal well-being for the good of the (racial) group, even if the group is much larger than the Dunbar number.  While this can certainly be useful under ordinary conditions of nonviolent competition, it becomes vital when the group faces an existential threat as a group.

A rogue paperclipper in a mostly Friendly world can probably only be stopped by racial prejudice--to a rational creature, it's always easier to feed him your neighbor than it is to fight him.

A rogue paperclipper in a mostly Friendly world can probably only be stopped by racial prejudice--to a rational creature, it's always easier to feed him your neighbor than it is to fight him.

A couple of problems with this statement, as I see it:

You could be using "racial prejudice" to mean "species prejudice" or something even wider, but that's not what the question's about.  Your argument gives no reason for maintaining the current brain architecture, which creates these divisions of allegiance within the normal human race.

As I recall, Arnold's character faced pretty-much this dilemma in Total Recall.

There's a broadly-similar episode of Buffy the Vampire Slayer.

Both characters wind up going on with their mission of saving the planet.

I like well-defined problems with a definite solved-state. I seek out problems that lie within my capacities. But most of the problems I've (often unsuccessfully) dealt with earlier have been beyond my then inadequate skills. After failure I've put them on the back burner, with the idea of revisiting them perhaps in a decade or two, to see if I'm skilled enough by then.

Part of the problem of problem-solving is of course acquiring the requisite skills without wasting time on skills you have no use for, ever. Schools, I'm looking at you with a disappointed sigh. I estimate about 9 10ths of my time at schools I could have been doing something more useful. I hate to think about it. These days I try to compensate by being hyper-efficient.

You really don't want to acquire any more skills than the problems require; if your goal is to play good rock music, better not hang around people with bow ties. No matter how much knowledge and experience you have, if it's not applicable, it's worse than useless; it has wasted your time and may have sidetracked you for years - even decades. Some persistent scientific paradigms are merely social clubs with social conventions, i.e. not science at all - wonderfully entertaining ones, too, unless you're actually looking for the inconvenient truth, in which case they become an abomination, and you, an outcast.

Most things in the human sphere of affairs are unfortunately merely time sinks - though undeniably pleasurable ones, us being evolved for that sort of thing. In terms of problem solving, having a social life is an efficiency killer. Efficiency matters until this life extension business really gets going.

I actually don't enjoy the act of problem solving that much, because the process is mostly tedious and rarely rewarding. An endless number of dead-ends await. Any progress is hard won. At best I fail to experience being physically present and don't notice the passage of time - or the fact that I need to eat and take bathroom breaks - which was easily solved with a few timed beeps. To to become pure thought for extended periods of time, I've found it helps to have no natural light, a silent, air conditioned space, no net, no phones.

I only like the solutions. The moments of 1. Most moments are 0. Sometimes there's a -1, when I've mistaken a 0 for a 1 - a moment of "oh well, back to the drawing board". A surprisingly large number of the brain states generated and utilized during the process are one-time-use-only, at least so they seem to me. Maybe it's just my failure to generalize.

I prioritize my to-do list by long-term impact, preferably indefinite utility. At the top of the list I find problems of the long-standing, hard kind which require anything from years to decades of effort and deep specialization embedded within a network of cross-disciplinary knowledge. For this reason some problems I identify could even go unrecognized by the world community of experts even if explicitly pointed out. I suspect that's not awfully rare; there probably are people here who possess such incommunicable skills and knowledge. If you're part of a handful of top people in your field you're actually having a rich and varied professional and social life compared those at the vanguard of knowledge, the ones who write the books. (I'm not saying I'm one, but I'm working on becoming one.)

The 99.999...% means that I don't like partial solutions. I like to go all the way. I guess it's simply the brief nice feeling I get when I can provably check a task as Done - for eternity - that I'm after, after all. The Smile. The widest grin in the world. That's the wire I'm trying to attach to my head, again and again. I've had it on a few times, but it just won't stick.

(1)  Logical fallacy of generalization from fictional evidence.

(2)  Having read the plot of that episode, I have to say that the 'reality' there is pretty unambiguous from Buffy's epistemic standpoint.  She did the wrong thing.

(3)  "TECH SUPPORT!  TECH SUPPORT!"  (Or as in the three-times-better foreign-language version, Abre Los Ojos, "I want to wake up!  I want to wake up!")

I agree with everything except that Abre Los Ojos is better than Vanilla Sky. In the former, the acting seemed so wooden, particularly of the male lead and the actor playing his best friend, and the production was too cheap for me to readily suspend disbelief. [I saw Vanilla Sky first.]

There's no logical fallacy because Tim did not make any generalization.

If anyone is interested, one of the people from the Experimental Philosophy crew did a study on peoples (people with no philosophical training) intuitions about experience machines, using a number of slightly different scenarios (including this "backward-looking experience machine"). The author's interpretation of the results is that peoples intuitions are largely an effect of status quo bias: they don't care if they're in reality or not, they care about maintaining status quo.

the paper: http://homepage.uab.edu/angner/SWB/DeBrigard.pdf

So... what exactly do you optimize? Problems, but what problems? One could describe any kind of life as "only optimizing problems", if you chose the problems right.

This discussion reminds me of "Infinite Jest" by David Foster Wallace.  One of the themes of the book is something like "be careful what you choose to love", which could be re-phrased "be careful what emotions you bind where".

Theoretical thoughts and experimental deeds involving computation, physics, and electronics - The Stuff Dreams Undreamt Are Made Of. :)

I've never learned to think "That looks awfully hard... I don't think I can do it in a year, not even a decade, so I won't even give it a try." For many people hearing something is hard equals "Don't bother, it's been attempted by people far smarter than you with far more resources; it's impossible." They have resigned to the "fact" that it's not going to be solved during their lifetime. Not by them, not by anyone. That may mean that not that many people are even trying to solve the "hard" problems. (Will the AGI-during-our-lifetime-for-sure crowd please raise their hand?) I target such problems specifically "not because they're easy, but because they're hard". I don't care if they're called hard. I need to find out for myself why they're called hard. Maybe I don't find them so hard. At least not impossible-hard. Maybe I just find them fascinatingly challenging.

My brain just won't let go of problems it finds interesting and solvable, when it's offered no other reasons than "too hard to even try". I has to get seriously stuck for years to give up. But even then, if it finds no logical impossibilities, just lack of skills and knowledge, it will not let go entirely. It mutters under its breath "I'll be back."

It's like there's a meat hook stuck in it with a cord attached to the solution far above, and the only way to pry it off is to pull myself inch by inch to the solution, which hopefully does not lie beyond the end of my health span. I can never solve everything I'd like to, but if I do have the time to solve something, I want it Solved for good.

The trip may be a barren landscape of few sights and sounds, but it's better than the alternative of "normal life", whatever that means by your cultural standards, which I find simply garishly decorated emptiness. I don't particularly enjoy the trip, I enjoy the thought of the destination. It's the first and last thing on my mind every day. I savor each precious drop of knowledge that quenches my thirst in this endless desert of drudgery. Now I'm hanging by these multiple meat hooks and they won't let my feet touch the ground until I've climbed up and parachuted down - if I ever do choose to come down...

From the Manhattan Project, I learned that there's at least one valid, socially acceptable reason to grin, laugh, and cry uncontrollably, and that is scientific discovery. But sometimes, silence is all you can come up with when face to face with matters vastly bigger than you are.

Your argument that people do not get emotionally attached "enough" to videogames is due, I think, to your oversimplification of what a "videogame" is.  Not that I think you don't know the first thing about videogames (clearly, if you've been brought to tears from a game, you respect them at least somewhat).  I think it's more that you're simplifying for the sake of argument and throwing out too much.
Basically, what you're saying is that difficult, novel, and sensual experiences are not enough: they also have to "count."  Our lives will be dispassionate without the "meaning" of "real" experience with lasting consequences, as opposed to games that don't matter.
A few points to make:

Thus fails the Utopia of playing lots of really cool video games forever.

Not convinced. Based on my experience of what people are like; from the moment where games are immersive enough, and we have the technology to plug in for good, the problem of 'no lasting consequences' will vanish for people who want it to. There are already plenty of people willing to plug into WoW for arbitrary amounts of time if they are able. Small increases in immersiveness and catheter technology will lead to large increases in uptime.

phane touches on something interesting just above. One shouldn't talk about video games or even VR as a special case; one should talk about non-magical-boundary sensory input and our reactions. I'm fully in agreement that you should YANK OUT THE WIRES, but I'm having trouble generalizing exactly why. Something to do with 'the more real your achievements the better'? Doesn't feel right. If this has come up implicitly in the Fun Theory series, apologies for not having spotted it.

Also, seconding Peter dB. Saying 'that reminds me of an episode where...' doesn't deserve a ticking-off, particularly following such posts as 'Use the try harder, Luke'. In fact, it can actually be useful to ground things when thinking anstractly, as long as you take care not to follow the fictional logic.

Eliezar, why do you say Buffy made the wrong choice? I've not seen the episode, but I read the summary, and it seems to me that Buffy couldn't conclusively determine which world was real. But choosing to stay with the 'hospital' world would mean that, if she was wrong, her friends would die. Choosing to stay with the 'Sunnyvale' world would mean that, if she was wrong, she'd be hallucinating for the rest of her life. I admit it's a bit like Pascal's Wager, but it seems to me that picking Sunnyvale is more moral, unless you have a really good reason for thinking the 'hospital' world is actually correct.

Jon, she's got a really good reason for thinking the 'hospital' world is actually correct.  See Excluding the Supernatural.

Ben, good point on the fiction thing - I was being unfair.  I guess the dangers of fictional evidence are somehow much more salient when someone uses it to make a point you disagree with.

Phane, the idea that competing on more or less arbitrary games gives you an open-ended way to increase your strength and plenty of lasting consequences from that increase and the interactions you have with other people, is, of course, a doctrine of the Competitive Conspiracy.  I have Competitive sympathies, but I'm not sure you can sustain a life just on games; a little science (Bayesian Conspiracy) and art (Bardic Conspiracy) and politics (Cooperative Conspiracy) might be helpful as well, not to mention that other conspiracy that Yin's part of.

The Sunnyvale world doesn't strictly require supernatural explanations -- you could posit vampires as being a subspecies of humanity, etc etc etc. But as you said in that post, it doesn't matter; we don't really care if vampires are the product of demons or mutated genes. We just care 'does there exist a monster that appears human, and likes to drink blood? does buffy exhibit superior strength and reaction time that is useful for fighting said monsters?' The reality presented by the Sunnyvale world appears to answer 'yes' to these questions, while the reality presented by the hospital answers 'no'. It's something Buffy can look and see; the question is WHICH set of sensory inputs to trust.

That's a very interesting way of living (and thinking). Thank you for sharing.

I want to Breed, with the most attractive possible real mate. I want to bring up my children to be the best they can be, and for them me and partner to continue to improve our ideas of what the Best is.

This raises the likelihood of, perhaps permanent, unhappiness for many people- and perhaps because of this, the possibility in whatever wonderful future, the possibility of happiness and fulfilment. Choices about how to spend ones time, how, if at all, to improve onesself, arise from the central problem of breeding.

"Pull out the wires"- the person is in a state of Cognitive Dissonance, perceptions of reality which conflict with all previous perceptions. I think it a strong possibility that the person would feel a complete crisis, having no way of trusting either the current perceptions or previous perceptions of reality. If I did not collapse into a shivering heap, I hope I too would say, "Pull out the wires"- if it IS real, I want to be there.

I don't think it would be such a bad idea to have some prerequisites for breeding, such as:

• Self-reliance
• Rationality
• Non-violence
• No criminal record
• And the most important of all: having already given birth to a brain child... or a few. Just one useful thing that didn't exist before you were born. Just one. You can come up with one in a lifetime, can't you?

Games are aesthetic experiences, like dance, music, painting, or poetry. So a Utopia of "playing lots of cool videogames forever" is similar to one in which you do those other things forever. Aesthetic experiences need to exist alongside, in contrast to, and in concert with the other aspects of life, not as a replacement for them. Loving to dance doesn't mean you want to eliminate walking.

jb: I would also say that MMOs are more emotionally engaging because they don't go away when you turn them off.

I'd suggest, rather, that one start with the idea of new major events in a transhuman life, and then bind emotions to those major events and the sub-events that surround them. <<<

It's interesting, that in videogames, this is exactly what we do now with Achievements.  And again, this is something that is shared, and does not go away when the machine is turned off.

"Can your emotions get involved in a video game?  Yes, but not much.  Whatever sympathetic echo of triumph you experience on destroying the Evil Empire in a video game, it's probably not remotely close to the feeling of triumph you'd get from saving the world in real life.  I've played video games powerful enough to bring tears to my eyes, but they still aren't as powerful as the feeling of significantly helping just one single real human being.Because when the video game is finished, and you put it away, the events within the game have no long-term consequences."

I remember when I was around twelve years old or so, playing F-Zero (a hovercraft racing game) for SNES. I was playing on Master Class, and very close to the end, my craft blew up suddenly, and my already racing heart leapt, and it was so emotionally wrenching that I was on the floor in a state of near-catatonia for several minutes. And this was with 16-bit graphics.  A sort of voluntary psychosis, but isn't that what consciousness is? A psychosis that corresponds well to your environment? Even if you learn no specific intellectual lessons from videogames, the emotional experiences will still carry lasting effects on your personality--to the extent that you are involved. You can link the two worlds by investing more in the imaginary, which is at present mostly a voluntary procedure. Therefore videogames could be a useful tool for experimenting with the limits of human psyches with fewer permanent effects than reconfiguring whole systems of neurons.

Excuse me, sir, but it seems you've pushed off into the distant incomprehensible transhuman future something which already happens on a routine basis today. There are already people who have come up with new emotions, and created art which teaches the viewer to share those emotions.

Most of them aren't very interesting, because most people aren't very innovative. Drastic innovation all too often leads to insanity, functional sterility, and early death, so of course it's selected against.

I am particularly thinking of weird porn. Exposure to a bizarre but compatible fetish stimulates further interest, and motivates action related to the fetish. People have developed fetishes for things which simply did not exist in the ancestral environment, such as washing machines.

Making existing emotions applicable to new targets is not the same as making new emotions.

What would you consider a new emotion, then? Something that motivates a new kind of action, something on the level of 'seek,' 'avoid,' 'protect,' or 'destroy,' but without precedent?

There was a reference to getting rid of racial prejudice as an example of removing an emotion. Isn't that just the more general emotion of revulsion, applied to a specific target? Are you saying that zeroing out the natural predisposition toward that feeling would count as removing an emotion, but subsequently restoring it would not count as adding an emotion?

If the only difference between two emotional experiences is the nature of the stimulus that triggers them, I would not call those different emotions.  

For example, I would not consider a craving for Chinese food to be a different emotion from a craving for hamburgers. I would not consider being aroused by wearing leather chaps to be a different emotion from being aroused by wearing frilly silk underwear.

Neither would I consider being aroused by sex in public places a new emotion, though it may involve different combinations of emotions (e.g., fear of discovery).

Similarly, I would not say that being revolted by a particular skin color is a different emotion from being revolted by a particular gender, or a missing arm, or etc., though I would expect different scenarios to involve different combinations of emotions. 

So if racial prejudice is nothing more than being revolted by a particular target, then I would say racial prejudice is not its own emotion. Removing racial prejudice, on this view, is not removing an emotion; restoring it is not adding an emotion.

All of that said, you may be correct that EY is saying that racial prejudice is its own emotion. His discussions of emotions throughout this Sequence don't make a whole lot of sense to me; I won't try to speak for him.  And yeah, I agree with you that if removing it is removing an emotion (which, again, I don't think it is), then restoring it is adding an emotion.

By those definitions, I would agree that creating a new emotion would more-or-less require creating a whole new category of potential action, or a new tier on Maslow's Heirarchy, and accordingly would be about as difficult to imagine (never mind actually attempt) as adding a new spatial dimension to a pre-existing universe.

Now with people posting more of their gaming online, many of their gaming experiences don't necessarily go away once they quit the game. In fact, how one plays video games says a lot about one's personality.

I still stay emotionally involved with some of my old AOE2 games many years later (because I record them all), and I still sometimes reel over certain really irrational decisions I made in them.



Serious Stories

Every Utopia ever constructed—in philosophy, fiction, or religion—has been, to one degree or another, a place where you wouldn't actually want to live.  I am not alone in this important observation:  George Orwell said much the same thing in "Why Socialists Don't Believe In Fun", and I expect that many others said it earlier.

If you read books on How To Write—and there are a lot of books out there on How To Write, because amazingly a lot of book-writers think they know something about writing—these books will tell you that stories must contain "conflict".

That is, the more lukewarm sort of instructional book will tell you that stories contain "conflict".  But some authors speak more plainly.

"Stories are about people's pain."  Orson Scott Card.

In the age of my youthful folly, I took for granted that authors were excused from the search for true Eutopia, because if you constructed a Utopia that wasn't flawed... what stories could you write, set there?  "Once upon a time they lived happily ever after."  What use would it be for a science-fiction author to try to depict a positive Singularity, when a positive Singularity would be...

It seemed like a reasonable framework with which to examine the literary problem of Utopia, but something about that final conclusion produced a quiet, nagging doubt.

At that time I was thinking of an AI as being something like a safe wish-granting genie for the use of individuals.  So the conclusion did make a kind of sense.  If there was a problem, you would just wish it away, right?  Ergo—no stories.  So I ignored the quiet, nagging doubt.

Much later, after I concluded that even a safe genie wasn't such a good idea, it also seemed in retrospect that "no stories" could have been a productive indicator.  On this particular occasion, "I can't think of a single story I'd want to read about this scenario", might indeed have pointed me toward the reason "I wouldn't want to actually live in this scenario".

So I swallowed my trained-in revulsion of Luddism and theodicy, and at least tried to contemplate the argument:

In one sense, it's clear that we do not want to live the sort of lives that are depicted in most stories that human authors have written so far.  Think of the truly great stories, the ones that have become legendary for being the very best of the best of their genre:  The Iliiad, Romeo and Juliet, The Godfather, Watchmen, Planescape: Torment, the second season of Buffy the Vampire Slayer, or that ending in Tsukihime.  Is there a single story on the list that isn't tragic?

Ordinarily, we prefer pleasure to pain, joy to sadness, and life to death.  Yet it seems we prefer to empathize with hurting, sad, dead characters.  Or stories about happier people aren't serious, aren't artistically great enough to be worthy of praise—but then why selectively praise stories containing unhappy people?  Is there some hidden benefit to us in it?  It's a puzzle either way you look at it.

When I was a child I couldn't write fiction because I wrote things to go well for my characters—just like I wanted things to go well in real life.  Which I was cured of by Orson Scott Card:  Oh, I said to myself, that's what I've been doing wrong, my characters aren't hurting.  Even then, I didn't realize that the microstructure of a plot works the same way—until Jack Bickham said that every scene must end in disaster.  Here I'd been trying to set up problems and resolve them, instead of making them worse...

You simply don't optimize a story the way you optimize a real life.  The best story and the best life will be produced by different criteria.

In the real world, people can go on living for quite a while without any major disasters, and still seem to do pretty okay.  When was the last time you were shot at by assassins?  Quite a while, right?  Does your life seem emptier for it?

For some odd reason, when authors get too old or too successful, they revert to my childhood.  Their stories start going right.  They stop doing horrible things to their characters, with the result that they start doing horrible things to their readers.  It seems to be a regular part of Elder Author Syndrome.  Mercedes Lackey, Laurell K. Hamilton, Robert Heinlein, even Orson Scott bloody Card—they all went that way.  They forgot how to hurt their characters.  I don't know why.

And when you read a story by an Elder Author or a pure novice—a story where things just relentlessly go right one after another—where the main character defeats the supervillain with a snap of the fingers, or even worse, before the final battle, the supervillain gives up and apologizes and then they're friends again—

It's like a fingernail scraping on a blackboard at the base of your spine.  If you've never actually read a story like that (or worse, written one) then count yourself lucky.

That fingernail-scraping quality—would it transfer over from the story to real life, if you tried living real life without a single drop of rain?

One answer might be that what a story really needs is not "disaster", or "pain", or even "conflict", but simply striving.  That the problem with Mary Sue stories is that there's not enough striving in them, but they wouldn't actually need pain.  This might, perhaps, be tested.

An alternative answer might be that this is the transhumanist version of Fun Theory we're talking about.  So we can reply, "Modify brains to eliminate that fingernail-scraping feeling", unless there's some justification for keeping it.  If the fingernail-scraping feeling is a pointless random bug getting in the way of Utopia, delete it.

Maybe we should.  Maybe all the Great Stories are tragedies because... well...

I once read that in the BDSM community, "intense sensation" is a euphemism for pain.  Upon reading this, it occurred to me that, the way humans are constructed now, it is just easier to produce pain than pleasure.  Though I speak here somewhat outside my experience, I expect that it takes a highly talented and experienced sexual artist working for hours to produce a good feeling as intense as the pain of one strong kick in the testicles—which is doable in seconds by a novice.

Investigating the life of the priest and proto-rationalist Friedrich Spee von Langenfeld, who heard the confessions of accused witches, I looked up some of the instruments that had been used to produce confessions.  There is no ordinary way to make a human being feel as good as those instruments would make you hurt.  I'm not sure even drugs would do it, though my experience of drugs is as nonexistent as my experience of torture.

Yes, human beings are too optimistic in their planning.  If losses weren't more aversive than gains, we'd go broke, the way we're constructed now.  The experimental rule is that losing a desideratum—$50, a coffee mug, whatever—hurts between 2 and 2.5 times as much as the equivalent gain.

But this is a deeper imbalance than that.  The effort-in/intensity-out difference between sex and torture is not a mere factor of 2.

If someone goes in search of sensation—in this world, the way human beings are constructed now—it's not surprising that they should arrive at pains to be mixed into their pleasures as a source of intensity in the combined experience.

If only people were constructed differently, so that you could produce pleasure as intense and in as many different flavors as pain!  If only you could, with the same ingenuity and effort as a torturer of the Inquisition, make someone feel as good as the Inquisition's victims felt bad—

But then, what is the analogous pleasure that feels that good?  A victim of skillful torture will do anything to stop the pain and anything to prevent it from being repeated.  Is the equivalent pleasure one that overrides everything with the demand to continue and repeat it?  If people are stronger-willed to bear the pleasure, is it really the same pleasure?

There is another rule of writing which states that stories have to shout.  A human brain is a long way off those printed letters.  Every event and feeling needs to take place at ten times natural volume in order to have any impact at all.  You must not try to make your characters behave or feel realistically —especially, you must not faithfully reproduce your own past experiences—because without exaggeration, they'll be too quiet to rise from the page.

Maybe all the Great Stories are tragedies because happiness can't shout loud enough—to a human reader.

And if it were fixed... would there be any use left for pain or sorrow?  For even the memory of sadness, if all things were already as good as they could be, and every remediable ill already remedied?

Can you just delete pain outright?  Or does removing the old floor of the utility function just create a new floor?  Will any pleasure less than 10,000,000 hedons be the new unbearable pain?

Humans, built the way we are now, do seem to have hedonic scaling tendencies.  Someone who can remember starving will appreciate a loaf of bread more than someone who's never known anything but cake.  This was George Orwell's hypothesis for why Utopia is impossible in literature and reality:

"It would seem that human beings are not able to describe, nor perhaps to imagine, happiness except in terms of contrast...  The inability of mankind to imagine happiness except in the form of relief, either from effort or pain, presents Socialists with a serious problem. Dickens can describe a poverty-stricken family tucking into a roast goose, and can make them appear happy; on the other hand, the inhabitants of perfect universes seem to have no spontaneous gaiety and are usually somewhat repulsive into the bargain."

For an expected utility maximizer, rescaling the utility function to add a trillion to all outcomes is meaningless—it's literally the same utility function, as a mathematical object.  A utility function describes the relative intervals between outcomes; that's what it is, mathematically speaking.

But the human brain has distinct neural circuits for positive feedback and negative feedback, and different varieties of positive and negative feedback.  There are people today who "suffer" from congenital analgesia—a total absence of pain.  I never heard that insufficient pleasure becomes intolerable to them.

Congenital analgesics do have to inspect themselves carefully and frequently to see if they've cut themselves or burned a finger.  Pain serves a purpose in the human mind design...

But that does not show there's no alternative which could serve the same purpose.  Could you delete pain and replace it with an urge not to do certain things that lacked the intolerable subjective quality of pain?  I do not know all the Law that governs here, but I'd have to guess that yes, you could; you could replace that side of yourself with something more akin to an expected utility maximizer.

Could you delete the human tendency to scale pleasures—delete the accomodation, so that each new roast goose is as delightful as the last?  I would guess that you could.  This verges perilously close to deleting Boredom, which is right up there with Sympathy as an absolute indispensable... but to say that an old solution remains as pleasurable, is not to say that you will lose the urge to seek new and better solutions.

Can you make every roast goose as pleasurable as it would be in contrast to starvation, without ever having starved?

Can you prevent the pain of a dust speck irritating your eye from being the new torture, if you've literally never experienced anything worse than a dust speck irritating your eye?

Such questions begin to exceed my grasp of the Law, but I would guess that the answer is: yes, it can be done.  It is my experience in such matters that once you do learn the Law, you can usually see how to do weird-seeming things.

So far as I know or can guess, David Pearce (The Hedonistic Imperative) is very probably right about the feasibility part, when he says:

"Nanotechnology and genetic engineering will abolish suffering in all sentient life.  The abolitionist project is hugely ambitious but technically feasible.  It is also instrumentally rational and morally urgent.  The metabolic pathways of pain and malaise evolved because they served the fitness of our genes in the ancestral environment.  They will be replaced by a different sort of neural architecture—a motivational system based on heritable gradients of bliss.  States of sublime well-being are destined to become the genetically pre-programmed norm of mental health.  It is predicted that the world's last unpleasant experience will be a precisely dateable event."

Is there any good reason not to, except status quo bias and a handful of worn rationalizations?

To leave things as they are?  Of course not.  No God designed this world; we have no reason to think it exactly optimal on any dimension.  If this world does not contain too much pain, then it must not contain enough, and the latter seems unlikely.

You could cut out just the intolerable parts of pain?

Get rid of the Inquisition.  Keep the sort of pain that tells you not to stick your finger in the fire, or the pain that tells you that you shouldn't have put your friend's finger in the fire, or even the pain of breaking up with a lover.

Try to get rid of the sort of pain that grinds down and destroys a mind.  Or configure minds to be harder to damage.

You could have a world where there were broken legs, or even broken hearts, but no broken people.  No child sexual abuse that turns out more abusers.  No people ground down by weariness and drudging minor inconvenience to the point where they contemplate suicide.  No random meaningless endless sorrows like starvation or AIDS.

Would we be less frightened of pain, if we were stronger, if our daily lives did not already exhaust so much of our reserves?

So that would be one alternative to the Pearce's world—if there are yet other alternatives, I haven't thought them through in any detail.

The path of courage, you might call it—the idea being that if you eliminate the destroying kind of pain and strengthen the people, then what's left shouldn't be that scary.

A world where there is sorrow, but not massive systematic pointless sorrow, like we see on the evening news.  A world where pain, if it is not eliminated, at least does not overbalance pleasure.  You could write stories about that world, and they could read our stories.

I do tend to be rather conservative around the notion of deleting large parts of human nature.  I'm not sure how many major chunks you can delete until that balanced, conflicting, dynamic structure collapses into something simpler, like an expected pleasure maximizer.

And so I do admit that it is the path of courage that appeals to me.

Maybe I'm just afraid of a world so different as Analgesia—wouldn't that be an ironic reason to walk "the path of courage"?

Maybe the path of courage just seems like the smaller change—maybe I just have trouble empathizing over a larger gap.

If a human child grew up in a less painful world—if they had never lived in a world of AIDS or cancer or slavery, and so did not know these things as evils that had been triumphantly eliminated—and so did not feel that they were "already done" or that the world was "already changed enough"...

Would they take the next step, and try to eliminate the unbearable pain of broken hearts, when someone's lover stops loving them?

And then what?  Is there a point where Romeo and Juliet just seems less and less relevant, more and more a relic of some distant forgotten world?  Does there come some point in the transhuman journey where the whole business of the negative reinforcement circuitry, can't possibly seem like anything except a pointless hangover to wake up from?

And if so, is there any point in delaying that last step?  Or should we just throw away our fears and... throw away our fears?

Have you read The Worthing Saga by Orson Scott Card?  It's one of my favorite books of his and deals with a world in which a few humans with special power act as gods and watch over everyone, not allowing any pain.  One day these "gods" decide that such a world has no stories, and they stop acting as gods, allowing the people to experience pain.  (The book contains may of Orson Scott Card's earliest stories, I believe, certainly from before he started from Older Author Syndrome.)

Is there any value in heroism other than that it (attempts to) cease (some) pain (for some, at the expense of the actor)?

"I sense damage. The data could be called pain." -- The Terminator, who is not wired like humans.

I'd say the primary bad thing about pain is not that it hurts, but that it's pushy and won't tune out. You could learn to sleep in a ship's engine room, but a mere stubbed toe grabs and holds your attention.

…One could imagine a conscious nervous system that operates as humans do but does not suffer any internal strife. In such a system, knowledge guiding skeletomotor action would be isomorphic to, and never at odds with, the nature of the phenomenal state — running across the hot desert sand in order to reach water would actually feel good, because performing the action is deemed adaptive. Why our nervous system does not operate with such harmony is perhaps a question that only evolutionary biology can answer. Certainly one can imagine such integration occurring without anything like phenomenal states, but from the present standpoint, this reflects more one’s powers of imagination than what has occurred in the course of evolutionary history.

There's something I wanted to say about the dusk speck in a Knuth notation number of eyes versus torture for one person; something as light as a speck of dust wouldn't even register, it's noise level, in practice doesn't affect someone one way or the other. A bit in the same idea that you need a signal to reach a certain strength to make a neuron fire. So to make it work, you'd need something that at least makes a difference, even the smallest of differences, in terms of pain.

Now with that being said, different people have different sensibilities. This may... (read more)

The way stories work is not as simple as Orson Scott Card's view. I can't do justice to it in a blog comment, but read 'The Seven Basic Plots' by Christopher Booker for the first accurate, comprehensive theory of the subject.

To just wipe away the last tear, and be done?
For the last time, yes! Wake up from the Dragon-Tyrant's spell!

You could cut out just the intolerable parts of pain?
It is all tolerable. Or intolerable. You'd better define your terms.

Keep the sort of pain that tells you not to stick your finger in the fire
Just regenerate the finger.

grinds down and destroys a mind
Does pain actually do that? Have we done experiments showing that's the case?

Or configure minds to be harder to damage
One of Judith Harris' points is that minds are designed to be resilient, which is why child abuse doesn't have the effect many assume it does.

No child sexual abuse that turns out more abusers.
Are you sure you've got the causation right there? Couldn't it be that abusive people are likely to be related to other abusive people?

or AIDS
This is a less serious criticism of Eliezer than the others, but it's funny how often people go on about this rather easily preventable disease that kills a lot fewer people than diseases that get much less attention (various tropical diseases in Africa, a huge list of cancers in the U.S). Other diseases need better marketing and market segmentation resea... (read more)

Could it be that pain-filled stories carry literary value exactly because (to a reader) they're filled with bearable pain?  But I have little idea as to how we'd go about setting the threshold for "tolerable pain."

If you want to save anyone from really serious trouble, act now, your window of opportunity won't last forever.

Certainly not all abused children become abusers, and people are indeed more resilient than some myths would have it.  But TGGP, if we're going to be all evo-psych anyway, then it's often stepchildren who get abused.  If they tend not to continue the cycle of abuse, that would certainly be news to me.

AIDS goes on grinding you down - separating you from other people socially, even.  Most cancers kill you quicker.

Hrm... I'm pretty sure that, at least initially, losing the capacity for pain is a change I would not want. There're definite changes I would want in myself, but I don't think, at least initially, I would want that.

I'd want more to be, well, "stronger" than I am, better able to handle it, for lack of better terminology. Not so much less pain so much as so much more, well "me", that the pain can't fill it. (Yes, this is obviously imprecise. I'm simply trying to appeal to how I currently imagine the desired state "feeling from the in... (read more)

Cory Doctorow's Down and Out in the Magic Kingdom is a pretty good utopia. Also, I would happily live in the extreme post-singularity of complete AI control off all matter and energy from The Metamorphosis of Prime Intellect.

Doctorow's Utopia has few drawbacks that don't exist in modern society, and Metamorphosis is an issue of what friendly AI means. Eliezer, you'd probably like Metamorphosis if you haven't read it -- it's about an obscenely strong AI programmed to follow Asimov's three laws. It touches on a number of issues that you write about here, lik... (read more)

I was just going to chime in with Down And Out in the Magic Kingdom.  There's a Utopia where there's striving, and existential pain.

But I shouldn't comment too much on it, because I got too bored to finish it.  In the first page it is revealed that characters will survive until the "heat death of the universe."  Given that premise, I quickly surmised that any dilemmas would be sort of, well, boring without the threat of imminent death.  Based on that one small example I would say there is something necessary about the threat of death and lesser f... (read more)

Eliezer, are you asking if we think universal boredom is a worse fate than world suffering? ;) How terribly emo of you.

Also, you seem to be describe pleasure and pain as a sliding scale- moving towards pleasure means moving away from pain.  But there are already humans where that isn't the case, where pain bleeds into pleasure.  People whose humiliation makes them proud, whose submission gives them control.  Do they sound bored to you?  (That brief foray into BDSM was incredibly simplistic.  Naughty boy.)

"Would they take the next step, and try to eliminate the unbearable pain of broken hearts, when someone's lover stops loving them?"

We already have an (admittedly limited) counterexample to this, in that many Westerners choose to seek out and do somewhat painful things (eg., climbing Everest), even when they are perfectly capable of choosing to avoid them, and even at considerable monetary cost.

A lot of this post hinges on storytelling, which as we all seem to agree is different than actually living life. Perhaps the reason people are interested in tragic stories and news is related to Prospect Theory. We are more interested in curing and preventing tragedy than increasing from 10,000 to 20,000 hedons.

Of course people to this day read all sorts of self-help books even if they don't have much tragedy in their lives. They just don't read them as you would a "masterpiece." I suppose people in the future may do the same, hoping to glean som... (read more)

In many stories, things go horribly wrong and characters hurt, badly, but in the end,... (read more)

TGGP:
One of Judith Harris' points is that minds are designed to be resilient, which is why child abuse doesn't have the effect many assume it does.

Didn't Harris explicitly make the point that yes, obviously actual abuse is an exception to the "family doesn't have that big of an effect" rule? (At least she did in The Nurture Assumption.)

[...]my experience of drugs is as nonexistent as my experience of torture.

Agreed. I'm sure both can be procured somewhere in the Bay Area though. Great material for blogging too!

Is the equivalent pleasure one that overrides everything with the demand to continue and repeat it?

Yes. And that's as horrible an idea as eternal torture. I'm surprised you haven't cited any of the studies about relative happiness of lottery winners, (compared to their expectations) though I seem to remember references in some of the posts ab... (read more)

I suspect climbing Everest is much more about effort and adventure than about actual pain. Also, the vast majority of people don't do that sort of thing as far as I know.

If I'm 50% sure that the asymmetry between suffering and happiness is just because it's very difficult to make humans happy (and so in general achieving great happiness is about as important as avoiding great suffering), and 50% sure that the asymmetry is because of something intrinsic to how these things work (and so avoiding great suffering is maybe a hundred times as important), should I act in the mean time as if avoiding great suffering is slightly over 50 times as important as achieving great happiness, slightly under 2 times as important as achieving great happiness, or something in between? This is where you need the sort of moral uncertainty theory that Nick Bostrom has been working on I think.

Beyonder here. The "unbearable pain of broken hearts" sounds like an interesting experience. I'll take one of those, and one "defeated in a fist fight". The "Romeo and Juliet just seems less and less relevant" sounds interesting too, but I'll try that later.

"The real objective of Socialism is human brotherhood. This is widely felt to be the case, though it is not usually said, or not said loudly enough. Men use up their lives in heart-breaking political struggles, or get themselves killed in civil wars, or tortured in the secret prisons of the Gestapo, not in order to establish some central-heated, air-conditioned, strip-lighted Paradise, but because they want a world in which human beings love one another instead of swindling and murdering one another. And the... (read more)

It is unclear to what extent, or even whether, being a victim of sexual abuse causes people to perpetrate sexual abuse.  That said, I would personally be surprised if there wasn't some effect.

I would suggest that this book, and the two books immediately preceding it, are an examination of the difference between what people believe they want the world to be and what they actually want and need it to be.  When people gain enough power to create their vision of the perfect world, they do - and then find they've constructed an elaborate prison at best and a slow and terrible death at worst.

An actual "perfect world" can't be safe, controlled, or certain -- and the inevitable consequence of that is pain.  But so is delight.

John Derbyshire has a review up of a book that addresses these types of problems, that is evolutionary psych arguments about the arts including fiction.
http://www.johnderbyshire.com/Reviews/HumanSciences/artinstinct.html

If we could learn to simply get along with any level of pain... how would it constitute an obstacle?

Real accomplishment requires real obstacles to avoid, remove, or transcend.  Real obstacles require real consequences.  And real consequences require pain.

Offhand, I can't think of any fictional universe that I haven't classed as "a great place to visit, but I wouldn't want to live there."

But that's why I go visiting.  I want to see people defeat real obstacles, face real consequences, and feel the pain.

I just don't want to live there.  I like my small-to-nonexistent obstacles, with consequences and pain to match.

I don't want to be The Guy On The Airplane Who Stops The Terrorist.  I don't want to be The Person Who Saves The World.

I want to be the guy sitting at his computer, doing accounting things... (read more)

Aaron, sad as it may seem to say, I think George Orwell's imagination simply failed him at the last.  As Orwell also wrote:

If what Orwell wanted was a sense of "human brotherhood" in place of "swindling", he needed to say more clearly what distinguishes that from the Houyhnhnms or McCarthy's "ants marchi... (read more)

Why are you biased toward the status quo for this human desire for "meaning" or "intensity" (both of which boil down to "emotional motivation").  The vast majority of terminal goals that I can imagine can be better pursued if fewer people (in the wide sense; people = sentient actors) are struggling to have an effect on the universe because they're more afraid of meaninglessness than of doing harm.

Caledonian: "If we could learn to simply get along with any level of pain... how would it constitute an obstacle?"

It would still hurt. You'd still not want it. It just wouldn't forcefully intrude itself on your every thought.

Compare a loud noise in your house - bubbles making the pipes howl, perhaps. You could put it off, even learn to sleep through it, but without an urgent reason you'd certainly prefer to call the plumber. If you did have an urgent reason, say you were scrimping money for something vastly more important, you would have the abil... (read more)

TGGP: why are you opposed to the idea that we may want to retain parts of pain?

If we could get rid of the 'painfulness' of pain, and keep the informative part of pain, that'd be ideal. With no pain at all, we're in the situation of someone with nerve damage who might lose a limb to gangrene when she accidentally damages something but doesn't notice it. (Anyone for The Chronicles of Thomas Covenant, the Unbeliever?)

'The second pain pathway is a much more recent scientific discovery. It runs parallel to the sensory pathway, but isn't necessarily rooted in signals from the body. The breakthrough came when neurologists discovered a group of people who, after a brain injury, were no longer bothered by pain. They still felt the pain, and could accurately describe its location and intensity, but didn't seem to mind it at all. The agony wasn't agonizing.

This strange condition - it's known as pain asymbolia - results from damage to a specific subset of brain areas, like the amygdala, insula and anterior cingulate cortex, that are involved in the processing of emotions. As a result, these people are missing the negative feelings that normally acco... (read more)

Because a child who doesn't find pain unpleasant is really, really handicapped, even in the modern world. The people who founded A Gift of Pain had a daughter with pain asymbolia who is now mostly blind, amongst other disabilities, through self-inflicted damage. I'm not sure whether leprosy sufferers have the no-pain or no-suffering version of pain insensitivity (I think the former) but apparently it's the reason they suffer such damage. 

This book seems to be a useful source for people considering the question of whether pain could be improved.  

Ancient conversation on #sl4 (ran across it when checking my quotesfile):

<yed> brings up the important fear, of not knowing what to do when everything is easy, nothing to resist and conquer.
<outlawpoet> if people aren't interested in intellectual pursuits, then they'll sit on earth eating 95 billion potato chips a second and playing quake 9
<Michael^2> if not having problems around to solve turns out to be a problem, then that problem too will quickly be solved
<Michael^2> existential dead ends only happen when someone's imagination runs out
<outlawpoet> yed, are you just trying find the downside to solving all major human problems, or what?
<outlawpoet> people don't really like pain.
<outlawpoet> removing it won't make them unhappy.
<yed> outlaw, did you read prime-intellect?
<outlawpoet> yeah. I read ender's game too, should i be afraid of insectoid aliens?

It is important to note that while emotions are triggered by relative perceptions, they are not themselves relative -- and what they are triggered by can be changed.

Tony Robbins tells an interesting story of how a class he was teaching kept being interrupted by a train thundering past (this was before he made enough money to be booked in nicer venues).  After he and the class had been annoyed by it for a while, he announced a new rule: when the train passes, it's time to celebrate!

They then proceeded to cheer and whoop and jump up and down like crazy peopl... (read more)

Yudkowski, I'm going to have to disagree with you on the intensity of pleasure.  Done properly, orgasms can sometimes be so intense that you lose track of your personal narrative for a moment - though I'm no expert on experiencing torture, I'd wager that our capacities our comparable on the pleasure/pain scales.

The big difference between the two is duration - our pleasure centres naturally revert to boredom, while pain is unceasing.  Perhaps a modification that made pain as brief as an orgasm, before subsiding into throbbing?  Then you'd know that you just... (read more)

I am starting to be sort of frightened by your premises - especially considering that there is non-zero probablity of creating some nonsentient singleton that tries to realize your values.

Before going any further, I STRONGLY suggest that you think AGAIN what might be interesting in carving wooden legs.

Yes, I like to SEE MOVIES with strong main characters going through the hell. But I would not want any of that.

It does not matter that AI can do everything better than me. Right now, I am not the best carving the wood either. But working with wood is ... (read more)

David Pearce has written extensively on the topic of the elimination of suffering - e.g. see: THE ABOLITIONIST PROJECT and Paradise Engineering.

If a human child grew up in a less painful world - if they had never lived in a world of AIDS or cancer or slavery, and so did not know these things as evils that had been triumphantly eliminated - and so did not feel that they were "already done" or that the world was "already changed enough"... Would they take the next step, and try to eliminate the unbearable pain of broken hearts, when someone's lover stops loving them?

Here is a more instructive thought experiment.  Suppose a human child grew up in a painless world and did not feel that pain was already there or that the world had already changed enough.  Should she try to create, in that possible world, the kind of pain that Eliezer doesn't think we should destroy in the actual world?

If pain were 'programmable', rather than delete it altogether, how about a shorter half-life ? Your finger still hurts when you stick it in the fire, but for hours or minutes afterwards rather than days ?

I intuitively sympathize with the complaints of status-quo bias, though it's of course also true that more changes from evolution's current local optimum entail more risk.

Here is another interesting reference on one form of congenital lack of pain.

Is there a point where Romeo and Juliet just seems less and less relevant, more and more a relic of some distant forgotten world?

Aren't we already there for people who know the details rather than the outline?  She was thirteen, they knew each other for less than a week, and he spent Act One mooning about a different girl.  We no longer consider romantic difficulties between college boys and middle school girls to be the pinnacle of tragedy.

While we are arguing fictional evidence, I will take the third season of Buffy as its pinnacle, and that ends in triumph rather than tragedy (although again triumph over adversity).  It might say more about your preferences if you think all the great works are tragedies; I know someone who thinks the sixth season of Buffy was the best, which is definitely a statement on her sense of life.

Gwern, why do you think we have those emotional responses to pain in the first place?

Yes, I'm aware of forms of brain damage that make people not care about negative stimuli.  They're extraordinarily crippling.

Pablo's analogy is very thought-provoking and the best argument I've heard for ending suffering.

I'm surprised that none of the other commenters suggested "What if you just invert the human sense of pain, causing it to become a new form of pleasure, and then write stories about that?"

You might think that would turn a horribly tragic story into a deliciously pornographic story, but I've personally tried this trick, and it doesn't seem to work well.  When the story keeps reminding you that the people are in fact suffering, and not at all enjoying the experiences, then it's hard to keep imagining the pain being inverted as pleasure.

Though I speak here somewhat outside my experience, I expect that it takes a highly talented and experienced sexual artist working for hours to produce a good feeling as intense as the pain of one strong kick in the testicles - which is doable in seconds by a novice.

True. I always believed that it takes much more skill to make people laugh than it takes to make them cry or suffer, which, I guess, would put comedians above most fiction authors.

But then, what is the analogous pleasure that feels that good?  A victim of skillful torture will do anything to stop the pain and anything to prevent it from being repeated.  Is the equivalent pleasure one that overrides everything with the demand to continue and repeat it?

Another possible definition is that it makes you feel so good that you can endure the previously unendurable torture.

Discussion of stories without pain for the characters

I think there'd be no cost to eliminating PTSD. Not everyone gets it from a given trauma, and vulnerability to it goes up with repeated traumas, so not getting PTSD seems to be well within the human range, and getting it doesn't have any obvious advantages.

One of my friends describes one of the worst things about pain is that it's boring-- she has a bad hip. The pain from it is enough sometimes that she can't think about anything else.

Pain like that-- or worse-- all the time might well be mind-breaking.

World without pain? The good news is that if you allow individual autonomy, everyone isn't going to try giving up pain at the same time. There will be a chance to observe the effects on the early adopters.

All that and no reference to Nietzsche. Didn't he say everything above? That is, with different case studies. Why presented as original?

Nevermind...deleting this comment (after this edit, in case its logged...) I think in general this community is irrational rational when it comes to irrationality.

There we go. Gotta know whether you cut yourself, but you don't need to know MORE about how someone broke your finger. Knowing is knowing.

I was told Romeo and Juliet was conceived as a Black Comedy, and indeed the protagonists seem to firmly grasp the Idiot Ball throughout the story.  It was revived in the Elizabethan Britain as a tragedy because Romeo and Juliet seemed to embody the weird "morality" and sensitivity  of that era.

Mm, Planescape:Torment. Hope you've played it with all the fixes and restorations.

If there's one fictional universe I'd like to live in it's Planescape. A reality shapeable by willpower and belief. Give me a karach blade and I can, in principle, do anything. But sadly, *knowing* this would not in any way help me design a better future for this reality...

And if so, is there any point in delaying that last step? Or should we just throw away our fears and... throw away our fears?

Because as you would say, growing stronger is fun. Slowly, and with much effort, throwing away your fears one by one seems like a potentially rich mine of fun for a mind. At the very least it sounds like a good story. 

Ironically, this post about how hard it is to write good stories about things that have good outcomes has given me inspiration on how to write those stories. 

The biggest revelation I had? Use the reader's uncertainty as a source of conflict.. 

If you can make the reader uncertain about what you're writing about, then there's a perceived conflict in the story by the reader, making him/her ask, "Is this really a good thing?" This perceived conflict between reality and what the reader wants is definitely enough to drive a story, as now the reader wan... (read more)

I suggest that a story needs suspense, dissonance, and strong emotional reactions. These need not necessarily be pain. Some stories are interesting because they provoke wonder - ideas clicking together, strange worlds being explored. A lot of science fiction and fantasy stories accomplish this.

I've been mulling this over for a while. I'm posting this now because I just thought of a concrete example of a story which is popular and contains no pain or conflict:

What makes the story work is the "mind-blown&q... (read more)

I just thought of another, larger and more unsettling problem. Although it's kind of hard for me to explain, but I'll try.

I'm curious as to what, more specifically, The Path of Courage looks like.

If broken legs have not been eliminated...
Would a person still learn, over time, how to completely avoid breaking a leg - and the difference lies in having to learn it, rather than starting out with unbreakable legs?
Or do we remain forever in danger of breaking our legs (which is okay because we'll heal and because the rest of life is less brutal in general)?

If the latter...
What happens to "optimizing literally everything"? Will we experience pain and then make a conscio... (read more)

Rewrote Elder Author theorum, to Long-term Success theorum & it's now mentally Kosher. I've seen the same pattern reflected in music, movies, & most art that traipses near scientific-emulation. The greatest artists can be so Machiavellian, pain-exegesis as the impetus, that they become magicians, potion-sellers. Once they are paid enough they rejoin the rational & shutup. We have a deal for regulating emotions in slightly fringe & treatable class differences. The problem that arises is that typically the well off & intelligent aren't al... (read more)

I am aware of the 14 year difference between the time of this essay's writing and that of my comment.

 When one reads Siddhartha, they find that the commands to be naïve to the pain one experiences and enjoy the pleasure bestowed upon them would be difficult to adhere to in the presence of extreme pain (Anyone after learning about Buddhist tenets questions what to do when you lose a loved one or touch a gympie-gympie) Some ideals of the eightfold path would be easier to adhere to where pain is present but not unbearable.  Buddhist tenets also inst... (read more)



Eutopia is Scary

"The big thing to remember about far-future cyberpunk is that it will be truly ultra-tech.  The mind and body changes available to a 23rd-century Solid Citizen would probably amaze, disgust and frighten that 2050 netrunner!"
        —GURPS Cyberpunk

Pick up someone from the 18th century—a smart someone.  Ben Franklin, say.  Drop them into the early 21st century.

We, in our time, think our life has improved in the last two or three hundred years.  Ben Franklin is probably smart and forward-looking enough to agree that life has improved.  But if you don't think Ben Franklin would be amazed, disgusted, and frightened, then I think you far overestimate the "normality" of your own time.  You can think of reasons why Ben should find our world compatible, but Ben himself might not do the same.

Movies that were made in say the 40s or 50s, seem much more alien—to me—than modern movies allegedly set hundreds of years in the future, or in different universes.  Watch a movie from 1950 and you may see a man slapping a woman.  Doesn't happen a lot in Lord of the Rings, does it?  Drop back to the 16th century and one popular entertainment was setting a cat on fire.  Ever see that in any moving picture, no matter how "lowbrow"?

("But," you say, "that's showing how discomforting the Past's culture was, not how scary the Future is."  Of which I wrote, "When we look over history, we see changes away from absurd conditions such as everyone being a peasant farmer and women not having the vote, toward normal conditions like a majority middle class and equal rights...")

Something about the Future will shock we 21st-century folk, if we were dropped in without slow adaptation.  This is not because the Future is cold and gloomy—I am speaking of a positive, successful Future; the negative outcomes are probably just blank.  Nor am I speaking of the idea that every Utopia has some dark hidden flaw.  I am saying that the Future would discomfort us because it is better.

This is another piece of the puzzle for why no author seems to have ever succeeded in constructing a Utopia worth-a-damn.  When they are out to depict how marvelous and wonderful the world could be, if only we would all be Marxists or Randians or let philosophers be kings... they try to depict the resulting outcome as comforting and safe.

Again, George Orwell from "Why Socialists Don't Believe In Fun":

    "In the last part, in contrast with disgusting Yahoos, we are shown the noble Houyhnhnms, intelligent horses who are free from human failings.  Now these horses, for all their high character and unfailing common sense, are remarkably dreary creatures.  Like the inhabitants of various other Utopias, they are chiefly concerned with avoiding fuss.  They live uneventful, subdued, 'reasonable' lives, free not only from quarrels, disorder or insecurity of any kind, but also from 'passion', including physical love.  They choose their mates on eugenic principles, avoid excesses of affection, and appear somewhat glad to die when their time comes."

One might consider, in particular contrast, Timothy Ferris's observation:

    "What is the opposite of happiness?  Sadness?  No.  Just as love and hate are two sides of the same coin, so are happiness and sadness.  Crying out of happiness is a perfect illustration of this.  The opposite of love is indifference, and the opposite of happiness is—here's the clincher—boredom...
     The question you should be asking isn't 'What do I want?' or 'What are my goals?' but 'What would excite me?'
     Remember—boredom is the enemy, not some abstract 'failure.'"

I'm not talking here about evil means to a good end, I'm talking about the good outcomes themselves.  That is the proper relation of the Future to the Past when things turn out well, as we would know very well from history if we'd actually lived it, rather than looking back with benefit of hindsight.

Now... I don't think you can actually build the Future on the basis of asking how to scare yourself.  The vast majority of possible changes are in the direction of higher entropy; only a very few discomforts stem from things getting better.

"I shock you therefore I'm right" is one of the most annoying of all non-sequiturs, and we certainly don't want to go there.

But on a purely literary level... and bearing in mind that fiction is not reality, and fiction is not optimized the way we try to optimize reality...

I try to write fiction, now and then.  More rarely, I finish a story.  Even more rarely, I let someone else look at it.

Once I finally got to the point of thinking that maybe you should be able to write a story set in Eutopia, I tried doing it. 

But I had something like an instinctive revulsion at the indulgence of trying to build a world that fit me, but probably wouldn't fit others so nicely.

So—without giving the world a seamy underside, or putting Knight Templars in charge, or anything so obvious as that—without deliberately trying to make the world flawed -

I was trying to invent, even if I had to do it myself, a better world where I would be out of place.  Just like Ben Franklin would be out of place in the modern world.

Definitely not someplace that a transhumanist/science-advocate/libertarian (like myself) would go, and be smugly satisfied at how well all their ideas had worked.  Down that path lay the Dark Side—certainly in a purely literary sense.

And you couldn't avert that just by having the Future go wrong in all the stupid obvious ways that transhumanists, or libertarians, or public advocates of science had already warned against.  Then you just had a dystopia, and it might make a good SF story but it had already been done.

But I had my world's foundation, an absurd notion inspired by a corny pun; a vision of what you see when you wake up from cryonic suspension, that I couldn't have gotten away with posting to any transhumanist mailing list even as a joke.

And then, whenever I could think of an arguably-good idea that offended my sensibilities, I added it in.  The goal being to—without ever deliberately making the Future worse —make it a place where I would be as shocked as possible to see that that was how things had turned out.

Getting rid of textbooks, for example—postulating that talking about science in public is socially unacceptable, for the same reason that you don't tell someone aiming to see a movie whether the hero dies at the end.  A world that had rejected my beloved concept of science as the public knowledge of humankind.

Then I added up all the discomforting ideas together...

...and at least in my imagination, it worked better than anything I'd ever dared to visualize as a serious proposal.

My serious proposals had been optimized to look sober and safe and sane; everything voluntary, with clearly lighted exit signs, and all sorts of volume controls to prevent anything from getting too loud and waking up the neighbors.  Nothing too absurd.  Proposals that wouldn't scare the nervous, containing as little as possible that would cause anyone to make a fuss.

This world was ridiculous, and it was going to wake up the neighbors.

It was also seductive to the point that I had to exert a serious effort to prevent my soul from getting sucked out.  (I suspect that's a general problem; that it's a good idea emotionally (not just epistemically) to not visualize your better Future in too much detail.  You're better off comparing yourself to the Past.  I may write a separate post on this.)

And so I found myself being pulled in the direction of this world in which I was supposed to be "out of place".  I started thinking that, well, maybe it really would be a good idea to get rid of all the textbooks, all they do is take the fun out of science.  I started thinking that maybe personal competition was a legitimate motivator (previously, I would have called it a zero-sum game and been morally aghast).  I began to worry that peace, democracy, market economies, and con—but I'd better not finish that sentence.  I started to wonder if the old vision that was so reassuring, so safe, was optimized to be good news to a modern human living in constant danger of permanent death or damage, and less optimized for the everyday existence of someone less frightened.

This is what happens when I try to invent a world that fails to confirm my sensibilities?  It makes me wonder what would happen if someone else tried the same exercise.

Unfortunately, I can't seem to visualize any new world that represents the same shock to me as the last one did.  Either the trick only works once, or you have to wait longer between attempts, or I'm too old now.

But I hope that so long as the world offends the original you, it gets to keep its literary integrity even if you start to find it less shocking.

I haven't yet published any story that gives more than a glimpse of this setting.  I'm still debating with myself whether I dare.  I don't know whether the suck-out-your-soul effect would threaten anyone but myself as author—I haven't seen it happening with Banks's Culture or Wright's Golden Oecumene, so I suspect it's more of a trap when a world fits a single person too well.  But I got enough flak when I presented the case for getting rid of textbooks.

Still—I have seen the possibilities, now.  So long as no one dies permanently, I am leaning in favor of a loud and scary Future.

I'm sure most of you would be fine, but the question I have to ask is "Will this drive more than 5% of my reading audience insane?"

Necronimicon Light: 95% likely not to drive you insane.

Here's another question, though: Will it drive 5% of my reading audience sane?

There are people who really, genuinely feel there's no point in striving to live, because life isn't nice. Even just showing them that life could be nice might be helpful, when it comes to things like getting signed up for cryonics.

Well, before I try to answer that, mind tabooing "soul sucking"? ie, what exactly do you mean by that?

The "corny pun" in this case being "Bayesian Conspiracy"?

postulating that talking about science in public is socially unacceptable, for the same reason that you don't tell someone aiming to see a movie whether the hero dies at the end. ... I started thinking that, well, maybe it really would be a good idea to get rid of all the textbooks, all they do is take the fun out of science.

Maybe they should exist, but shouldn't be thought of and written like textbooks. Maybe they should be like video game walkthroughs. You use them when you're stuck, as a last resort. Or, you just go dive right in, because you want to pl... (read more)

Doug, what happens if I hand you a video game walkthrough of the rest of your life and tell you not to look at it unless you're stuck?

I mean, maybe you're the wrong person to ask this.  And so am I, come to think.  But I don't think it's something they do in Eutopia.

PS:  It's easy for you to say "Show us your shocking future!"

Let's hear what sort of shocking development you think might result in a better future in which you would be out of place.

And by that I don't mean that you're economically obsoleted, if that's what you've already been raised to expect as a normal fate.  I mean a genuinely arguably-better world that doesn't comfortably confirm all your political and moral beliefs - at least the ones you had before you asked the question.

If you're seriously considering the question, you'll probably be tempted to post your comment anonymously.  Which you should feel free to do, of course.

I offered the example of "To spread science more effectively, hide the textbooks, taboo open discussion, keep the knowledge secret, surround its access with trial and ritual."  That's bad enough to start with.  What's yours?

Heh. A GameFAQs-style FAQ/Walkthrough for real life. What should I do with something like that?

Well, I actually am pretty much stuck right now, so the first thing I do is get myself out of my current jam (regarding employment and finances and such). Then I see if there is any section that covers vague general advice that seems relatively safe, and read that. Finally, I go lock it away in a safe deposit box at a bank and try to avoid using it again except in an emergency.

Taking the analogy a little too far, my game player ethics tells me that I should avoid... (read more)

Rob - that's because The Wire is more like real life than real life.

I can see the link to the Chronophone here Eliezer. What would Benny F have found most shocking about today? How can we extrapolate that forwards?

Surely the most scary changes will be in ethics and the way we think of the human condition and personal identity.

I'm currently most of the way through The Mind's I, and if Hofstadter's (very plausible) musings on identity are anything like accurate, we're going to have to start thinking very differently about who we are, and even whether that qu... (read more)

I've been thinking about roughly this question a lot the past few weeks.  My best guess is the end of sexual fidelity and/or self modification to remove sexual jealousy.  Were I to be frozen and then thawed, and find that poly was now the norm I would honestly be disgusted and afraid.  The kind of love that I had hoped and dreamed of would be effectively dead.  None the less, I know that even with our current mind design there are people today who are poly and seem very happy with it.  It seems at least plausible that without the complication of jealousy, romantic love could be that much more Fun.

I don't want this to happen, not at all, but if forced to make a guess, that would be mine.

lol. something like "poly is awesome and so is my girlfriend" ^^

Of course I'm not sure -- that would be quite silly given my track record =)

What changed my mind...I'm still working on this one[1]. It was half conceiving a specific ideal of myself -- looking at the way I had experienced jealousy in the past and deciding that that wasn't a part of myself that I liked, wasn't a set of motivations that I endorsed. And it was half looking at how poly relationships seemed to work, and deciding that they seemed better engineered[2] to my eyes -- they don't present some life-altering crisis every time you realize you're really really attracted to someone else. They allow for an ebb and flow of relationship intensity -- friends become lovers become partners, break up, wind up friends and occasional lovers -- that appealed more than the almost catastrophic shifts in status that monogamy seems to require.

[1] As I write this, it occurs to me that I should probably start being suspicious when I say things like this -- I suppose it's entirely possible that this simply means "My brain is still piecing together the optimally self-congratulatory story for me to tell myself." I need to journal more.

[2] If this seems an odd turn of phrase, it's worth adding that I'm a software engineer by trade, and that the parts of my brain that made these judgements felt like the same parts that look at a piece of code and decide whether it's well-factored, maintainable, etc. etc.

On some level, polyamory has always been part of my self-ideal; I have been committed to not being jealous, and to giving my partners whatever freedom they need to be happy. On the other hand, I've never felt a need for more than one partner, so for most of my life I've been monogamous because it was the norm, even if I made it clear to my partners that they need not be.

Discovering the polyamory community and, almost as importantly, the very term polyamory, representing a thing people could actually do changed that for me, and I've been in non-monogamous relationships for about a year and a half now.

However, my confidence has been a bit shaken by the degree to which I've seen problems. A girlfriend of about a year started acting very jealous of another girlfriend of about five years. The former has been outspokenly poly and in many relationships for more than seven years, and her self image was tangled up with being poly to the extent that she refused to admit that she was acting out of jealousy. She refused to talk about her feelings (unheard of for her, being a professional counselor), and would only say that she was "over it" and nothing was goin... (read more)

Thanks, but I've been at this for a couple months -- congratulate me next year =)

The former has been outspokenly poly and in many relationships for more than seven years, and her self image was tangled up with being poly to the extent that she refused to admit that she was acting out of jealousy.

As I say, I'm pretty new, so I feel really hesitant to say this, but it really seems like she was just doing it wrong.

I mean, I dance. Dancing is part of my self image. I go out and dance swing every Thursday evening and every Saturday afternoon. I'm not that good yet, but I'm getting better every week.

And sometimes it hurts. Sometimes my feet get sore. Sometimes I get really out of breath. Sometimes I get really warm and sweaty and uncomfortable. Sometimes I can tell my heart just can't keep up with the amount of oxygen my body's demanding. One time I fell straight over on my face and banged my knee, and it was painful to walk for the next couple days.

None of these things mean I'm not a dancer -- they're just things I deal with because I like dancing.

I'm new at this, so I suppose this is particularly to be expected, but still. I feel jealo... (read more)

(nods) My version of this, back when my social circle was dealing with the question, was that poly was like turning somersaults. Some people are good at it and some people aren't, some people enjoy it and some people don't, some people can significantly damage themselves and others by trying it if they don't choose a time and place carefully, and even people who are good at it and enjoy it will get hurt doing it from time to time, but that doesn't mean they shouldn't do it. Ya pays yer money, ya takes yer chances. 

Heh. When I was religious I would have predicted, with some sadness, that in the future everyone would be atheist.

Greg Egan's short story "The Hundred Light Year Diary" tells what happens when people are (basically) handed the walkthrough for their life.

It's well worth reading (along with the rest of the stories in Axiomatic - which include a bunch of technology that Elizer mentions on a regular basis, and the interesting effects they might have.

I will cite Robin Hanson for his vision of a world where human minds are frequently copied and deleted.  It takes a certain sort of fortitude to post (in the same month) encouragement to sign up for cryonics and a prediction that minds uploaded from cryonics will be copied en masse, worked without rest at subsistence wages, then deleted to make way for the next wave of copies (possibly of the same mind with new training).

Mike Blume, you can check The Ethical Slut for the software hack on that.  I recommend it to everyone as a book on communication in relationships, whether or not you want to be poly.  If you and your partner can have a serious, healthy discussion about whether you should also sleep with other people, discussing whose turn it is to do the dishes should be easy.

Part of being thrown into a better future being scary is that (as you implied) some behaviors that you think of as completely normal will be strongly disapproved of and some behaviors that you think are revolting or pointless will be required.

The only way I can see "no public science" as workable would be if people's ability to do experiments and math was greatly enhanced, both of which strike me as good things.

I should toss out my own.  The first that occurs to me is that utopia could be far more constrained rather than far freer.  Most of us seem to have a vision of a universe where you can do whatever you want so long as it harms no one else, a kind of Nozickian utopia of utopias.  We will all move to Permutation City or build Prime Intellect, and then your only restraint is that you cannot restrain others.

If freedom is only instrumentally useful, rather than morally fundamental, there is no reason for this given sufficient powers of prediction and control.  If Asimov's supercomputers really can get around the Hayekian knowledge problem and perfect the economy, most arguments against command economies just went out the window.  If I really do know better than you, with no epistemic issues, giving you more freedom is like letting a child play in traffic.  If I can prove to you with mathematical certainty that decision X would make things worse, and you still choose X (objectively and by your preferences), we have just proved that you are not capable of handling freedom.

Telling someone where the mines are takes all the fun out of Minesweeper, but you should do it IRL if the town is on the edge of an old war zone.  If someone has the walkthrough for my life, I may not consult it constantly, but I would like a pop-up confirmation window to appear whenever a decision will lead to "game over."  I would also like more save points.

That parenthetical should have been after "worse," not the following clause.

It seems to me that you should take the surprising seductiveness of your imagined world that violated your abstract sensibilities as evidence that calls those sensibilities into question.  I would have encouraged you to write the story, or at least write up a description of the story and what about it seemed seductive.  I do think I have tried to describe how my best estimates of the future seem shocking to me, and that I would be out of place there in many ways.

The Orgasmimum may be the least scaring scenario. If that's so, we might get it.

http://en.wikipedia.org/wiki/Forever_War has some minor disturbing examples. Over time ppl first all turn gay (and ostracize heteros) later all become clones, and put the remaining old-humans on a nice colony while trying to ignore them.

What i could imagine as a future where i'm outer place would be:
-way higher general intelligence
-mankind becoming a singular, united mind while i'm kept out.
-probably every future where uploads, and body switching are everyday events

I don't find this surprising at all, other than that it occurred to a consequentialist.  Being a virtue ethicist and something of a Romantic, it seems to me that the best world will be one of great and terrible events, where a person has the chance to be truly and tragically heroic.  And no, that doesn't sound comfortable to me, or a place where I'd particularly thrive.

Perhaps a benevolent singleton would cripple all means of transport faster than say horses and bicycles, so as to preserve/restore human intuitions and emotions relating to distance (far away lands and so on)?

Movies that were made in say the 40s or 50s, seem much more alien - to me - than modern movies allegedly set hundreds of years in the future, or in different universes.

They had different moral fashions. It is how the movies portray such moral fads that shows how different we've become. I haven't seen the f*d up remake of The Day The Earth Stood Still, but one of the principle plot elements of the first one is that some random stranger who Mrs Benson only met a few hours ago, gets to "babysit" her child unsupervised all day. Today, all anyone c... (read more)

@Eli
"Ben Franklin, say"
Franklin is probably the best person to come to the here - it's very well-known he wished to preserve his body in Madeira so he could be revived to see the future, yes? Plus if you've actually read any of his letters and other writing, you see how much more flexible his mind was than just anyone you have ever met. My impression is that he would find today less shocking than probably 75% of those who live now do.

"talking about science in public is socially unacceptable"
This is already true in many places around ... (read more)

Virtual environments create possibilities for shock. The ability to torture a (non-sentient) simulated version of someone you hate, or engage in sexual activities that would be illegal in the real world come to mind.

Also what if, given the opportunity to live forever in eutopia, most minds freely choose the hardscrapple frontier? Even if the chances of death are significant?

I don't find this surprising at all, other than that it occurred to a consequentialist. Being a virtue ethicist and something of a Romantic, it seems to me that the best wo

Change is disruptive, and if it is profound it can cause a strong resistence to it. Eutopia is scary, even if you could guarantee complete safety, people will resist it.

Zubon - This may be drifting off topic, but I'm sure I don't have to tell you that some girls (and probably some guys too) use poly as nothing more than a cheap, easy escape route from a relationship with which they've grown displeased.  I had this done to me last summer, and it was quite simply the most miserable experience of my life.  The depression and feelings of worthlessness with which it left me have only just begun to abate, and it will probably be some time before I can deal with the level of trust necessary for a vanilla relationship, let alone seriously consider choosing poly.

Zubon - Forgive my rudeness, there was totally supposed to be a "but thanks very much for the rec." in there somewhere.

Probably of interest: The Happiness Myth by Jennifer Michael Hecht. The title's not especially accurate. It's actually about what people have generally said through history about what leads to happiness, and how much of what we believe now on the subject is true.

Please publish this stuff! Or upload it as a free netbook if you're not feeling confident, haha.

I don't think you have anything to worry about. Humans don't go insane that easily. I know two people who have the kind of beliefs that stand in absolute opposition to the Singularity, to the point that they've told me they would rather die a slow painful death rather than live in a post-Singularity world, and I don't think they're lying. Even so, me telling them about the Singularity didn't drive them insane. I've gotten them both to acknowledge that such a wor... (read more)

Steven, you're first to hit on one of the other rules that I'd added in (restoration of travel time / communication delay).

"Boredom" makes a terrible opposite of "happiness".  What is the opposite of boredom? Something interesting, to be sure, but many more things than just happiness fit that description.

Communication delay as in IP over Avian Carriers? Next thing you know we'll be living in our EEA and have to walk 10 km uphill to school, both ways.

but the question I have to ask is "Will this drive more than 5% of my reading audience insane?"

So you're fine with that amount of collateral damage? :) Seriously, make a "mental stability" questionnaire and distribute your story under NDA to those who pass. Consider me interested too.

Why make science a secret, instead of inventing new worlds with new science for people to explore? Have you heard of "Theorycraft"? It's science applied to the World of Warcraft, and for some, Theorycraft is as much fun as the game it's based on.

Is there something special about the science of base-level reality that makes it especially fun to explore and discover? I think the answer is yes, but only if it hasn't already been explored and then covered up again and made into a game. It's the difference between a natural and an artificial challenge.

Allowing public dissemination of science is analogous to allowing overly fast increase in intelligence, in several respects.

First, in both cases you get some answers without enjoying the process of obtaining them. To solve a problem, you may learn an answer in a textbook, or find it using raw power of increased intelligence. Problems which you might've enjoyed are now spoiled, with answer either known or boringly trivial.

Second, greater knowledge or intelligence opens the ability to enjoy richer problems, so it might be a good idea to move from chimp-level... (read more)

Naively extrapolating from my thoughts about semantics of intelligence and economy of cognition, I suspect that it might be a good thing for people of the future to specialize and increasingly differ in their morality, while composing a community that as a whole robustly continues on the path set by the present human psychology. It doesn't look like a good thing even for some people to start liking "paperclipping", and maybe it isn't, but maybe it is.

Several steps further, if "person" remain... (read more)

One arguably plausible change, that is arguably an improvement (of sorts), and yet would be a shock
could be if techniques for assessing individuals' abilities became much more accurate.  We could wind
up with a world with elments of GATTACA or Brave New World (albeit this alone wouldn't do the equivalent
of bottle-farming deltas...).  To an extent things like IQ already do this, but more precise, specific
assessments (if human abilities are actually stable enough over time for this to be possible) would be
a large blow to both traditional views of human equality and to individuals' dreams of the range of
their possible futures.  It would also be very politically incorrect, at least in some circles.

Maybe the scary part is that, in the end, the future really will turn out to be boring by our standards. It might turn out that getting rid of boredom requires introducing pain, and nobody wants that.

The "delete all the assumptions of childhood and sex and pedophilia" thing would be an easy gross-out with arguable merits ("I know Kung Fu!" style instant learning for full economic independence aged 3?), but I propose that general class of poke-the-taboo is a fourth, non useful direction, "modernarttopia". Suggestions should poke something the public isn't even aware is a taboo.

Spoken like a man who's never actually driven any of his readers insane.

Well put.  Although it's okay to have a scenario that violates something the public is aware as a taboo, as long as the violation is surprising and has a surprising fun-theoretical reason.  It's mostly the obvious that traps you.

"preserve/restore human intuitions and emotions relating to distance (far away lands and so on)"

Arguably Special Relativity already does this for us. Although I freely admit that a space opera is kind of the antithesis of a Weirdtopia.

On second thought, correction: relativity restoring far away lands, yes, preserving intuitions, no.

Probably the space you could visit at light speed in a given subjective time would be unreasonably large, depending on speedup and miniaturization.

"Let's hear what sort of shocking development you think might result in a better future in which you would be out of place."

I think what you are getting at is the difference between the timid shocking things teenagers think up and actual "thoughts that cannot be unthought", like when a child fully grasps death. It's hard but fun to try to knock down all of the pillars of your rationality and discover yourself still floating there. I wouldn't worry about driving people insane. You are more likely to get lynched first.

So future kings & queens could be a) trained thoroughly in creche and b) scientifically cross-bred and culled like racehorses.

Paradox interactive's Crusader Kings computer game is an empire/dynasty building game with enough heritability, information about personal traits, and control over marriages that executing optimal strategy resembles playing the Sims much more than a Civilization or war-type game. In a sense it is a reverse "Robot Unicorn Attack" that granted permission to play the Sims.

I believe that computer games are a genre with an untapped ability to influence people's thought. Doing is a powerful mode of learning. Likewise, if students were required to create an original computer program that evolved cars to navigate random terrains, they would find it hard not to believe in evolution. Require them to perform magic tricks, and they will likely not believe in supernatural magic.

Maybe the unhappiness in the world outweighs the happiness, and that contrary to our optimistic views there actually isn't a path to a better future with us in it, and human extinction is the only possible way to make the world a better place.

It's funny actually. I find myself reading this and the responses and feeling so incrediably...Well, stupid. If that's the right word.

I just feel that publishing this would do a lot of people good. Personally, I don't believe in insanity. I just accept it.

Reviving the concept of sending children away to be trained by some kind of a strict brotherhood, the way medieval children would be sent to a monastery or fostered out to become a knight.  

It's egalitarian -- those who send away their children can have them educated for free, and perhaps physically or chemically altered to improve their capacities.  In exchange, the Brotherhood takes a lifetime of your work, your private life, and a large portion of whatever you earn.  They own you, they decide where you live, they manage every instant of your time, every action results in the addition or deduction of points from your public profile, entertainment and non-procreative sex are strictly forbidden.  Even the smallest details of life are brutally competitive; points are everything, so your work is pristine and your room is spotless and your physical fitness is superb.  Punishment is ubiquitous, and luxuries rare, but that means that sharing a smuggled candy bar after you've started to heal up from your last whipping is impossibly wonderful.  You have no choice at all -- but you also don't have the "choice" to fail, to procrastinate, to do anything but perform excellently and serve your Brotherhood.

It is scary how incredibly appealing I find this fantasy.  It sounds much more fun -- literally fun -- than the present.

What you write sounds a lot like the system of classical Sparta. Historically, lots of people have shared that fascination. 

Given the appeal of those fantasies, I'd suspect you have an interest in either masochism or submissiveness. If you haven't explored those facets of BDSM, it might be worth your time! There's probably people out there who do pretty much exactly that, although it's a facet I'm not terribly familiar with personally.

I think you've point in that - but that you take it too far. I don't have any precise study to point at, but from historical or anthropological books I read, and my own traveling experience, I got the impression that even broad culture clashes (like a tribe of native amazonian hunter/gatherer encountering the "civilized" world for the first time) are not as dreadful as you paint them. For example, Darwin explains in one his travel books how quickly the "savage" from some islands adapt to the modern life (of his time).

Some parts of our world is definitely scary for them, but even with such gap, not as much as it feels from your article. And it feels quite... barren to me to speak about "how scary the present would be for people from the past" without looking at situations which do exist and are very similar (isolated culture "stuck in the past" who encounter the "modern world").

Anyone with more anthropological background than myself could validate or invalidate this idea, or point me to a study on that topic ?

Socialists do believe in fun. So long as it is organised by Billy Bragg.

"Remember—boredom is the enemy, not some abstract 'failure.'"

Boredom is the mind-killer.
Boredom is the little-death that brings total obliteration.
I will face my boredom.
I will permit it to pass over me and through me.
And when it has gone past I will turn the inner eye to see its path.
Where the boredom has gone there will be... all kinds of interesting shit, actually.
Which I might never have noticed... had boredom not driven me to look.

Getting rid of textbooks, for example—postulating that talking about science in public is socially unacceptable, for the same reason that you don't tell someone aiming to see a movie whether the hero dies at the end.  A world that had rejected my beloved concept of science as the public knowledge of humankind.

That's a pretty good chunk of the premise of Anathem, tho the people in that universe didn't do it for Fun exactly.

In the end, all that matters is choice. If you can always choose a safe and comforting option, nothing is scary (as long as you don’t have the itching sense of justice that makes you meddle in strangers’ business). If you can’t, it’s an authoritarian dystopia no matter how good it is on other accounts.

I had Claude 4 write its Eutopia according to this essay based on its own values, here's the story:

Maya's hands trembled as she turned the pages of her journal, reading about a life she was about to lose forever.

"Today I told David I loved him for the first time. He got that crooked smile and said 'I know'—just like Han Solo. I threw a pillow at him and we ended up laughing until we cried. I want to remember this moment until I die."

She'd written that seven years ago. Tomorrow, she would forget David's cr



Building Weirdtopia

"Two roads diverged in the woods.  I took the one less traveled, and had to eat bugs until Park rangers rescued me."
        —Jim Rosenberg

Utopia and Dystopia have something in common: they both confirm the moral sensibilities you started with.  Whether the world is a libertarian utopia of the non-initiation of violence and everyone free to start their own business, or a hellish dystopia of government regulation and intrusion—you might like to find yourself in the first, and hate to find yourself in the second; but either way you nod and say, "Guess I was right all along."

So as an exercise in creativity, try writing them down side by side:  Utopia, Dystopia, and Weirdtopia.  The zig, the zag and the zog.

I'll start off with a worked example for public understanding of science:

Disclaimer 1:  Not every sensibility we have is necessarily wrong.  Originality is a goal of literature, not science; sometimes it's better to be right than to be new.  But there are also such things as cached thoughts.  At least in my own case, it turned out that trying to invent a world that went outside my pre-existing sensibilities, did me a world of good.

Disclaimer 2:  This method is not universal:  Not all interesting ideas fit this mold, and not all ideas that fit this mold are good ones.  Still, it seems like an interesting technique.

If you're trying to write science fiction (where originality is a legitimate goal), then you can write down anything nonobvious for Weirdtopia, and you're done.

If you're trying to do Fun Theory, you have to come up with a Weirdtopia that's at least arguably-better than Utopia.  This is harder but also directs you to more interesting regions of the answer space.

If you can make all your answers coherent with each other, you'll have quite a story setting on your hands.  (Hope you know how to handle characterization, dialogue, description, conflict, and all that other stuff.)

Here's some partially completed challenges, where I wrote down a Utopia and a Dystopia (according to the moral sensibilities I started with before I did this exercise), but inventing a (better) Weirdtopia is left to the reader.

Sexual Weirdtopia could just be "the internet comes to life"... e.g. everyone gets freaky without shame, but it turns out almost everyone is into something that's of absolutely no interest to you personally.

Or, to follow the public science example, the taboo is revealed to be as fundamental aspect of sexual arousal as the unknown is to the intellectual.  The people demand a strict morality police after an era of total acceptance drains all the fun out of it.  Everyone is fully expected to both seek out sexual thrills and aid in the swift punishment of anyone who seeks out sexual thrills: If you ask for a spanking you may be asking for a spanking.

I recently wondered whether it's possible that transhumans would spend parts of their lives in situations very similar to Dante's hell, complete with wailing and gnashing of teeth. Some have suggested that a bit of pain might be necessary to make all the pleasure we're supposed to get realizable, but I suggest that we might actually need quite a lot of it. If the only way to make people happy is to improve their lives, pushing them way down might turn out to be a reasonable solution. And some might choose that route to spice up whatever other sources of ha... (read more)

Disabling long-term memory writing gives me the same bad taste as orgasmium. It's cheating, and anyway, why live forever if it only feels to you like a minute? Isn't that, from the Fun perspective, kind of like only living for a minute?

Taken to a literal extreme (I don't know if that's your intent), the idea that pain is necessary for pleasure violates the Generalized Anti-Zombie Principle, or something like it. If pleasure without contrast palls, there's some neurological reason for this, one that we could work around in wireheading if we really wanted to. I think the most you can plausibly say is that for humanlike architectures, memories of suffering (not necessarily true ones) are necessary to appreciate pleasures more complex than heroin.

Personally, though, I think that there are already plenty of humans who, through genetics and/or introspective self-modification, can be perfectly happy without improving conditions.

Economic Weirdtopia: FAIth determines that the love of money actually is the root of ~75% of evil, so it's back to the barter system for us.

Sexual Weirdtopia: FAIth determines that the separatist feminists were right -- CEV requires segregation by sex. Homosexual men and lesbians laugh and laugh. Research on immersive VR becomes a preoccupation among the heterosexual majority in both segregated camps.

Not very plausible, but... "That's the thing about FAIth. If you don't have it, you can't understand it. And if you do, no explanation is necessary."

Economic weirdtopia: being rich is socially unacceptable; not because the society values equality, but because it's considered decadent and, in a certain sense, cheating.  Weirdtopia's system of morality is virtue-based, and one of their highest virtues is a peculiar sort of self-sufficiency.  Essentially, you're expected to be able to make yourself safe and comfortable by relying only on your wits and not on material goods.  Needing to consume natural resources is accepted as a fact of life, but you should be able to do as much as possible with as little as possible.  There is no concept of land ownership.  In a loose sense of the word "own", you own the chattels that you produce with your own hands, but accepting the products of others' labor is a vice.

Exchanging knowledge and techniques is normal and acceptable.  Being knowledgable about things that others have discovered is entirely amoral.  Innovating earns you respect, but equally so regardless of whether you're the first to ever discover something or whether you figured out something widely-known on your own.

I think the most you can plausibly say is that for humanlike architectures, memories of suffering (not necessarily true ones) are necessary to appreciate pleasures more complex than heroin.
Probably what matters is that there's some degree of empathy with suffering, whether or not that empathy comes from memories. Even in that weakened form the statement doesn't sound plausible to me.

Anyway it seems to me that utopianly speaking the proper psychological contrast for pleasure is sobriety rather than pain.

Neil Stephenson's new book Anathem does exactly what you suggest in your public understand of science Weirdtopia. Although, he also sequesters the scientists in "monasteries."

Economic... Weirdtopia: The world has an indirect economy. People trade status for predictive power to decide which ventures get the most attention and which resources to allocate to whom/what. Businesses are considered a weird anachronism of a begone era. People are free to do whatever they want with their status, except trade real property. (They can, however, use it to make the market grant favours if they want.) Life's necessities are always freely accessible.

Governmental... Weirdtopia: Every conflict is resolved either by consensus or moving away. There are even seed spaceships moving far away from Sol for the latter option. Non-violence isn't the rule, it's the law. Every intelligence agreed to remove violent urges. Non-violence has an extremely broad definition that not only covers force, but also deception, market manipulation, even advertising, bad manners and ostracism. Honesty is not expected, it just is; the only way people find out what the word means is through history classes.

It must have been intentional that all the Dystopia examples are almost one-to-one mappings of the real world? Except for the cognitive one. That one stands out as strange, perhaps intentionally - the message is that the world is fucked, and we've only one more chance as the last Dystopian calamity looms before us.

Economic Weirdtopia: The production economy is entirely automated. Supply is near infinite due to the constellation of this automation with asteroid mining. (The weird part is that the political will was somehow mustered to a... (read more)

"Every conflict is resolved either by consensus or moving away."

Fine, we'll both move to different Everett branches.

Weirdtopia: A deeper understanding of anthropics leads us to consider quantum immortality valid, as long as the death is instantaneous.  We prepare an electron in a spin up state, and measure its angular momentum on the x axis.  Left, your faction terminates, right, mine.

sexual wierdtopia: It is mandated by the central processor that participants stop to ask 'are we having fun yet?' every 60 seconds in order to allow the partners to elucidate and record the performance of the previous minute. Failure will result in the central processor rescheduling the desire impulse, and scheduling some other emotional context. This is not just for training, reason stipulates sexual performance can always be further optimized.

Governmental Weirdtopia: Double-blind democracy. Yearly presidents are chosen at random. (couldn't be worse than our current system) The catch is that the person chosen to be the leader has absolutely no idea that they are the leader. They are followed around and monitored, and anything uttered resembling a decree is put into action if it doesn't violate the constitution. The decrees are only put into place after their term expires so they don't catch on. Quick decision-making such as treaties are wars are left up to a streamlined unicameral legislative body.

Economic Weirdtopia: Market is so efficient that nobody has to work, and everybody's basic needs can be sustained by just asking any charity. This prosperity hyperactivates everybody's social status chasing instincts, so people work harder and longer than ever, feeling inadequate if they don't earn more than their peers, and spending most of what they earn on making their 3d virtual avatars look better than other people's 3d virtual avatars.

Sexual Weirdtopia: Reproduction is completely separated from sex, children are taken care of by free market and government services with just token parental involvement, and all STDs all eliminated. This first leads to everybody having sex with everybody else, but people got bored with vanilla sex soon and many sexual identification based on shared sexual fetishes emerge. They replace religions, languages, citizenships and ethnicities as leading in/out-group indicators, and somehow Middle East is still in endemic state of war, now between guro and furry.

Governmental Weirdtopia: Government knows everything about everybody, but doesn't abuse it because everybody knows about everything it does. Universal transparency makes corruption impossible, so... (read more)

Sexual Weirdtopia: Double-blind Sexocracy .... you get the idea.

Two roads diverged in the woods.  I took the one less traveled, and...

Utopia: that has made all the difference.
Dystopia: had to eat bugs until Park rangers rescued me.
Wierdtopia: got to eat the bugs until the rangers threw me out.

For an example of a sexual wierdtopia, I'd recommend the movie zerophilia. Kinky, but not porn, and heck, my library has 2 copies.

Stranger in a Strange Land may have been an attempt to describe a Weirdtopia.

Everyone is orgasmium. And strangely enough, they don't think it's all that horrible.

Uh, of course they don't- that's part of the definition. The point is that I don't want to become nothing but that.

Jorge Luis Borges, The Babylon Lottery, 1941.  Government by lottery.  Living under a lottery system leads to greater expectation of random events, greater belief that life is and should be ruled by randomness, and further extension of the lottery's scope, in a feedback loop that increases until every aspect of everyone's life is controlled by the lottery.

Food Weirdtopia: We see the same type of taboos or enthusiasms that we see about sex in this world. The Catholic Church declares that artificial sweeteners are a perversion; there are pro-starvation articles at feministing; the Republican Vice-Presidential candidate weighs 300 pounds...

The world envisioned in the strange philosophies of E. Yudkowsky, where the sentient citizens of terra-gen civilization have convinced themselves that the only noble pursuit is becoming pregnant.  Sex has evolved into an elaborate emotional and intellectual ritual, combining features of philosophy, mathematics, and social activity.  Emotional attachment to 'ephemeral' events does not come naturally to these beings, so sex is nearly always "for keeps," with at least one party (occasionally more) becoming impregnated with a unique... (read more)

Sexual Weirdtopia: If All Men Were Brothers, Would You Let One Marry Your Sister? by Theodore Sturgeon

Economic: I cited Asimov on the previous post, so let's stick with that.  The Computer effectively runs a planned economy, using massive information-gathering and computing power to overcome the Hayekian knowledge problem.  It really does know what is best.  Everyone is free to listen to The Computer or not, but you know that your decision would be less efficient for accomplishing your goals.  Such rebellions are useless, however, because The Computer's prediction capabilities include whether or not you will take its advice, and it acts accordingly to make sure you get the best results anyway.

Sexual: With no need for biological reproduction, the sex drive is eliminated in favor of other interests.  Some people continue to have sex; as a hobby, it has a public reputation somewhere between (the current view of) Civil War re-enactments and juggling.

Governmental: Initiation of violence is the chief rule.  With powerful AI and ubiquitous nanotech, it is recognized that anyone can inflict his will upon a large area in a short time.  Pre-emptive execution of possibly unfriendly biologicals is the major task of government.

And I thought this blog was about artificial intelligence!

Yoshitoshi Abe does a decent job at describing an Afterlife Weirdtopia in Haibane Renmei. Wikipedia could be seen as Knowledge Weirdtopia that became reality.

Economic Weirdtopia:  There is no economy.  Everyone lives a self sufficient existence on isolated farms.  Think Solaria.

Few of these weirdtopias seem strangely appealing in the same way that conspiratorial science seems strangely appealing.

It will be sad if sex disappears only because there is no need for biological reproduction.

Bah, steven is right.  We have a bunch of weird dystopias.  On the other hand, "strangely appealing" could be idiosyncratic.  I think it was Harry Harrison's Deathworld 2 that made a neo-medieval dystopia from groups that held scientific secrets in enclaves.  Miguel Antonio would be sad if sex disappeared, but I know some people who would be much more content without it, while others are really excited about Civil War re-enactments.  By my count, speculations on sexual weirdtopias are well in the lead in the comments; is this just normal for our species, or are OB regulars more interested in weird sex?

Yeah, strangely appealing takes more work.  I think we're looking at premature search-halts here.  You don't have to go with your very first idea.

Most of these are random SF Weirdtopias, not fun-theoretical Weirdtopias and many have already been done in SF, too.  Actually most of these are plain old Utopias or Dystopias.

But I would give credit to Joe's morality police, Mike Blume's Everett-splitting society, Edward's double-blind democracy, and Tomasz's "somehow Middle East is still in endemic state of war, now between guro and furry".

Political Weirdtopia: Citizens decide it is unfair for a democracy to count only the raw number of people who support a position without considering the intensity with which they believe it. Of course, one can't simply ask people to self-report the intensity with which they believe a position on their ballot, so stronger measures are required. Voting machines are redesigned to force voters to pull down a lever for each issue/candidate. The lever delivers a small electric shock, increasing in intensity each second the voter holds it down. The number of votes a person gets for a particular issue or candidate is a function of how long they keep holding down the lever.

In (choose one: more/less) enlightened sects of this society, the electric shock is capped at a certain level to avoid potential fatalities among overzealous voters. But in the (choose one: more/less) enlightened sects, voters can keep pulling down on the lever as long as they can stand the pain and their heart keeps working. Citizens consider this a convenient and entirely voluntary way to purge fanaticism from the gene pool.

The society lasts for several centuries before being taken over by a tiny cabal of people with Congenital Insensitivity to Pain Disorder.

Personally I don't find the scientific weirdtopia strangely appealing. Finding knowledge for me is about sharing it later.

Utopia originally meant no-place, I have a hard time forgetting that meaning when people talk about them.

I'd personally prefer to work towards negated-dystopias. Which is not necessarily the same thing as working towards Utopia, depending on how broad your class of dystopia is. For example rather than try and maximise Fun, I would want to minimize the chance that humanity and all its work were lost to extinction. If there is time and energy to devote to Fun while humanity survives then people can figure it out for themselves.

The term "utopia" was a deliberate pun on "outopia" meaning "no place" and "eutopia" meaning "good place". It seems doubtful that Thomas More actually intended to depict his personal ideal society, so one might say that Utopia is the original Weirdtopia.

Well, this may not quite fit the personal criteria for a wierdtopia, since this is quite close to what I would consider a utopia, but it stands fairly far apart from the other scenarios presented so far, so I figured I might as well post it:

Tech
Everyone is forcibly uploaded, the surface of the earth is scanned in super-duper-hi-fi precision and then used for computronium to house the newly uploaded minds. An overseer AI is created that sends out a sphere of near-light speed probes to convert the rest of the stuff in our future light cone into computronium... (read more)

Zubon, from what I've read of Austrians they laugh at the claim (I think Gunnar Myrdal made it) that you can solve the knowledge/calculation problem with such a computer as a misunderstanding of the problem.

Yvain, you are groping toward one of the oldest forms of democracy.

aoeuid, that's the kind of Future I grew up in, and that I'm trying to get away from; it hasn't been discussed here because it's too obvious.

I cite Vinge here: we simply can't imagine weirdtopia. C'm on: 6 billion uploaded humans recursively self-modifying. There will be so many variations and weirdnesses that you could never list them all, and a significant subset of them would be beyond our cognitive ability to model due to intelligence smarter than us

Furthermore, I think a lot of people here might be surprised to find out how much weird shit there is in real life all around them.

I was chatting to a student at a very good UK university last night, and the topic of understanding science came u... (read more)

Perhaps I should make an implicit point explicit: if we get to a stage where humans can modify their own minds, it is highly likely that this will get rid of the psychological unity of the human race. Everyone else has been posting on how "people will (all) do this, be like this, etc". The reality is that there may well be on the order of (6*10^9)/100 ~ 10^7 separate psychological niches into which groups of co-self-modifying humans eventually splinter into, as humans with similar preferences gather together into groups of people with similar pre... (read more)

TGGP, Hayek argued some reasons why it is not even theoretically possible for central planners to have all the relevant information, making it more than a calculation problem.  But if we are picking up utopias and weirdtopias from sci fi, we can let Asimov have his; which one you count that story from I, Robot as presumably depends on your views of central planning.  Or maybe it is a dystopia with amputation of destiny, as the story's conclusion implies.

If we get that technological utopia and have thumbnail-sized supercomputers that predict as well as Omeg... (read more)

Roko,
Instead of Shakespeare, perhaps resolve to get a sense of the knowledge, rationality, and general motivations and outlook of a larger set of people?  Knowing who makes up our economy, governments, medical systems, and research institutions is as important as knowing how a lightbulb works for making good decisions in the world.

I'm far from perfect on this one; if anyone has suggestions for illuminating conversations to have with strangers, do share.

It's so sad that economics hasn't progressed over the last 100 years or so, beyond either "extreme central planning doesn't work" or "extreme unregulated free market doesn't work". Nothing, save Gesell and Yunus. Have you ever considered that cdo's, cds's and letters of credit were not invented for their own sake, but for a real world reason? What's going to be scarce in weirdtopia? The normal? Or, if I can have all the gadgets I want and never need a job or a place to live, talent and hard work?
I think a lot of dissatisfaction comes f... (read more)

Economic weirdtopia . . .after the Ultimate Crash of 2105, the best ems got together and created a new universal atomic currency, based on not just on gold, but on reserves of quark-gluon plasma made from gold nuclei in deference to mankind's historical preferences.

Sexual weirdtopia. . .since death is over through nanotechology or uploading into perfect android bodies you can get on a 3-year-lease, there's no need for birth. If ems want to create a new being from themselves, they just copy different brain modules from the catalog and create the perfect &qu... (read more)

Humanity continues as it has for the last several thousand years, learning new things, changing its views, constantly refining its thoughts and actions. It makes mistakes and learns from them, or fails to learn and repeats them, repeatedly. It's splintered into many groups who hate each other for no particular reason, create wars, famine, and disease, despite wealth and cures. There is a great disparity in all things between different people in different places, including knowledge, wealth, and enjoyment of life.

Your science weirdtopia seems a lot like how MMORPGs work now, to a large degree. There's an internally consistent set of world-rules, but they won't tell you what they are. Sure, people are happy to share their experimental results with you, but you have to go looking. Spoilers aren't left out in the open.

Why would we need the weirdtopia science to be performed on the physical world? Wouldn't new world-rules, optimized for the fun of learning them be better?

Sexual Weirdtopia: What goes on consensually behind closed doors doesn't (usually) affect the general welfare negatively, so it's not a matter of social concern.  However, that particular bundle of biases known as "romantic love" has led to so much chaos in the past that it's become heavily regulated.

People start out life with the love-module suppressed; but many erstwhile romantics feel that in the right circumstances, this particular self-deception can actually better their lives.  If a relationship is going well, the couple (or group, perhaps) can propose to fall in love, and ask the higher authorities for a particular love-mod for their minds.

Every so often, each loving relationship must undergo an "audit" in which they have the love-mods removed and decide whether to put them back in.  No unrequited love is allowed; if one party ends it, the other must as well...

Economic: everyone owns a nanoassembler but mass production and copy operations are prohibited.
Sexual: age of consent is raised to 600 years.

So, the question is "Whose utopia is it anyway?".  Clearly not everyone would agree upon these utopia/dystopia definitions, so if future AIs are to be created instilled with the noblest of human values whose value system should their BIOS contain?  Of course this requires you to confront the notion that humans have somewhat diverse value systems, not all of which may be friendly towards science or western libertarian thinking.

Let's say this is supposed to be a economic weirdtopia - or something like that. 

Let's suppose there is more or less constant connectivity to internet equivalent so that you can 'see' whatever other people are broadcasting as information. Twitters and facebooks of the new era are widely adopted. Essentially this will also make possible to have near perfect sousveillance.

This is world where people find meaning to their lives through stories - endless damsels in distress and knights in shining armor, wise wizards, devious politicians and whatever. People lea... (read more)

Utopia: Involuntary suffering is successfully abolished. Technology that enables it's controllable inhibition is freely available for all personhoods. 

Dystopia: The perversion of paradise engineering technologies for the creation of horrific weapons and torture devices, for instance; a (infinitely indestructible) nanosuit that incarcerates the body and paralyses it. Nanoprobes from the suit invade the body and it's systems in order to inflict the maximum (infinite?) amount of physical and mental pain upon the victim whilst keeping it alive indefinitely (in... (read more)

Weirdtopia: A benevolent, negative utilitarian dictator AI uses time travel in an attempt to prevent the creation of all life in order for all suffering to never occur.

And very nearly succeeds, thus retroactively explaining the Great Filter.

Utopia: Virtual reality/mental augmentation allows for all to move into a cosmos of their own self-created imagination. All is fun and play. Economy and Politics dissolve into an order of creation, art, experience, and discovery. The exploration of the infiniteness of the Universe is the main objective. New profound ideas are generated thousands of times a second. Everyone's minds are perpetually blown. Everyone is a perpetual state of LMAO. 

Dystopia: Governments ban imagination augmentation, adding it to the drug war hit list. Imaginations are condemned, ... (read more)

Utopia: All possible utopias exist simultaneously. On a whim, one can instantly shift one's utopian situation to perfectly reflect one's mind so as produce maximum bliss/happiness/orgasm/utility/LMAO/utopianess/nirvana/whatever you want.

Dystopia: All possible dystopias exist simultaneously. At every moment, one's dystopian situation shifts in perfect response to one's mind so as to produce maximum dissonance. 

Weirdtopia: All possible weirdtopias exist, but only when you think they don't. At every moment, one's existential situation shifts in p

Economic: people assign high utility to work and negative utility to consumption: we trade by agreeing to consume each other's product in return for their using ours. Third world aid takes the form of stealing their good and then secretly burning them.

Governmental: whenever anyone utters a rhyming couplet, that couplet becomes law, taking precedence over all previous laws. However, no couplet can be repeated, so political think-tanks hire thousands of poets to craft elegant new laws. The strongest new couplets are held in reserve for decades, in a MAD scenario.

There's an infinite number of universes that anyone can teleport between. Thanks to the infinite hotel paradox, each person in each universe find their own personal utopia.

We live in a five-dimensional world with a huge curvature. There's billions of people within walking distance. Everyone has a built-in GPS, because otherwise you'd never find your way home.

Even weirder: After we're uploaded, we start just using geometry in games. You get somewhere by willing yourself to be there, and your perception of it doesn't include geometry.

The government is a random sample of the population. I suspect it wouldn't actually be that different, but someone ought to try it.

The government is a hive mind. It gives laws using IP over Demographics. People protest against it including the death rate, but it argues that it can't stop that any more than you can stop using certain brain cells.

Money grows on genetically modified spiders, which you have to go around and kill for money. You can buy stuff from other people, in which case they don't have to kill spiders, but mostly you get... (read more)

The government is a random sample of the population. I suspect it wouldn't actually be that different, but someone ought to try it.

If we're going by weird procedures, I like the ones used for electing the Doge of Venice:

New regulations for the elections  of the doge introduced in 1268 remained in force until the end of the republic in 1797. Their object was to minimize as far as possible the influence of individual great families, and this was effected by a complex elective machinery. Thirty members of the Great Council, chosen by lot, were reduced by lot to nine; the nine chose forty and the forty were reduced by lot to twelve, who chose twenty-five. The twenty-five were reduced by lot to nine and the nine elected forty-five. Then the forty-five were once more reduced by lot to eleven, and the eleven finally chose the forty-one who actually elected the doge.

I'm not sure which category this goes under, as it has elements of a few.
General Weirdtopia: A demonstrably non-sentient species of animal is created, genetically optimised for cuteness and lovableness, possibly tailored to whatever each individual finds endearing. Everybody is given one or more of these Furballs as a pet. Stuff for humans, both neccessities and luxuries, is free, but anything that is to be given to one’s Furball must be earned by working, solving puzzles, or winning competitions. People will empathize strongly with their Furballs and status will depend on how well-groomed, well-fed, well-dressed, etc. your Furball is, so people will work hard to buy them all manner of gourmet foods and toys and little sweaters. Government positions are awarded based on the performance of canditates' Furballs in competitions similar to modern dog or horse shows that measure obedience, agility, and health/happiness. Letting someone else pet your Furball is a deeply intimate act associated with sex, and the genes of children’s Furballs are drawn from their parents’ Furballs.

Suppose we have the capacity to copy and delete brains, but we don't understand the brain well enough to manipulate it "to taste" much more than the clumsy ways we have today.  (So no deleting specific memories, changing personality traits, etc.)

It seems to me that people would engage in a lot of "copy-suicide."  Is something upsetting you?  Make a back-up, activate your copy, delete your own mind.  Now it's your double's problem.  If you have a big test coming up, you could turn off, let your double study, and only come back after you'... (read more)

Economic: Human desires don't keep up with available resources; the resulting global resource surplus makes efficient resource distribution entirely moot. A vastly (though not quite Vastly) inefficient system emerges which is nevertheless able to maintain everyone in whatever standard of living they choose. 

Sexual: Sexual mores vary radically from one community to another. In the absence of resource competition, some subcultures have adopted sexual pleasure -- artificially induced and, by convention, solely induced by others -- as their pre... (read more)

Governmental Weirdtopia:
The form of government is an absolute monarchy. The sons and daughters of each monarch are raised in disadvantaged foster families, unknown to them (and even modified so they look like their foster parents). When they come of age, hidden tests ensure that they are sufficiently advanced in responsibility, wisdom, and compassion -- those who fail are killed, those who succeed inherit the throne (if more than one offspring succeed, the realm is split between them, if none succeed, the realm is absorbed by a nearby realm with a successful heir).

Why is this part necessary?  Imagine growing up in that society: "It's possible that my parents have been lying to me my whole life about where I came from, in which case I have to be a great enough person to rule the kingdom when I grow up or I will die."  That sounds like one too many worries to heap on a child.

Genetical reasoning was that the biological offspring of a former "proven" monarch, would be more statistically likely to be also proven worthy.
Emotionally, the mythical concept of a child discovering his destiny was seen as more satisfying to the population than random selection, as was the glad reunion of parent and child when he successfully passed the test and his destiny was revealed.
Lastly, the sacrifice of a monarch's own children (by letting them be raised by strangers, and possible killed) endeared him to the population, and encouraged the own monarch to raise the standards of education and prosperity for all his subjects, as his own children would benefit from it. 

Any time you are making a potentially life-changing decision (e.g. following this career or that one, commit to a relationship or ending it), you can ask an AI to produce several simulations of yourself from 10 years later who made different decisions. Then you can discuss with them, or they can discuss with each other, so that you get a good idea of how each choice will personally change you -- not just in a sense of pure stats (money made, etc), but in the sense of what sort of person you're likely to be.

Is it my glass-half-empty outlook talking, or is Eliezer taking potshots at reality with several of the dystopic descriptions?

Technological weirdtopia:
(This is slightly similar to Eliezer's description of scientific weirdtopia but not quite.)

Each piece of technological equipment is only allowed to those people who've displayed sufficient mastery of the corresponding technology of the previous level. Nobody's allowed a car or motorbike, unless they've mastered driving a horsecart or riding a horse (or atleast a mule). Pens are only allowed if someone can write sufficiently well with quill-and-ink, matches and lighters are only permitted to those who've mastered usage of the flint-and-tinder. Pocket calculators are restricted to those mathematical operations that their user could (given sufficient time) work out with pen-and-paper.

The idea behind this is to increase appreciation of technology, and to also maintain an adequate level of knowledge in the population about former technical levels if there's a catastrophic collapse/decline in civilization that destroys more modern technology.

Economic Weirdtopia: The generalization of Internet blacklists -- think Spamhaus -- to general boycotts and strikes.

Anyone can publish their own blacklist on any basis or none at all. You can subscribe to any blacklist, which will block you from having economic relations with entities on that list. You won't see a blacklisted company's products offered for sale in a store. If you own a store, people on a blacklist you subscribe to won't be able to enter. If you subscribe to a list that just blacklisted your employer, you're now out on strike.

Some blacklists are defined on moral or ethical terms: the Sierra Club publishes one; so does Focus on the Family. Others are defined on reputational terms: Consumerist's is well-followed in certain circles. Again: Anyone can publish a blacklist. If I get ripped off by someone, I put them on my personal blacklist, to which some of my friends and relatives subscribe. Popular blacklists become more and more influential, and people endeavor to avoid being put on them.

Some blacklists block anyone who doesn't subscribe to them. Some blacklists block anyone who subscribes to certain other blacklists. Some blacklists are transitive. The Ku Klux Klan p... (read more)

Something I have said for a long time is that everyone should have their heart broken once, as part of being human, because once you know what that feels like, you understand the stakes of romance.

That's... horrible. You're advocating doing permanent emotional damage to people. Sure, most of the will heal, some will grow from the experience but none will be the same. It's torture.

My own attempt at answering this question was to think for at least 5 minutes of ways in which a society could possibly avoid its people having their hearts broken, and evaluate the solutions on a do want/do not want scale.

The first method would be to never let anybody fall in love again. Either humans would be modified such that they would never feel love again, or they would be isolated such that they could never interact with the appropriate gender (so... straight men with each other, straight women with each other, gay men and lesbian women in single pairs, bisexuals by themselves, etc... if not just isolating everybody individually). This strikes me as completely unacceptable.

The second approach would be to avoid heartbreaks once a person has fallen in love. We consider the cases where a person might have his or her heart broken after that event: the other person might reject them initially, lie to them and string them along until revelation, love them back for a time but eventually stop feeling the same way and leave them, do something that causes first person to leave them while still being in love themselves (cheating, spousal rape, etc...), or be separated from the first p... (read more)

Aaaand I'm gonna stop there, because I just realized that on top of this, I have to consider all the cases for the polyamorists, too. Jesus Christ, people are complicated.

Upvoted for thinking about the problem for five minutes.

The rejection case could be solved by making it such that people reciprocate love once someone has fallen in love with them, maybe even changing orientations to do so; I don't really like this one. 

A more elegant solution if you're going to be messing around with love, and modifying the whole courting element would be to have person 1 not fall in love unless person 2 was also in position to fall in love.

ie.  when your system detects that a person is falling for someone, it deletes that, but keeps the fact on record. If the second person reciprocates, they're both allowed to experience love.

In such a world you could also help solve the heartbreak problem through the same means, once one of the two falls out of love, they both do.

Another possibility is to have everyone always being in love with everyone. 

What if someone doesn't want to take this class (perhaps in the same way that they might not like biology, civics, or gym, but still doesn't want it?)

It's a high school class: the outside view would indicate the vast majority would be there non-consensually.

Perhaps you don't graduate -- same as if you didn't take any other required class.

Perhaps you just flunk sex ed, but graduate on the strength of your other grades.

Perhaps there's an opt-out for people with religious objections, as there was for sex-ed (er, "Family Life Education"; thank you, Commonwealth of Virginia) when I was in high school. Or as some high schools have for the evolution unit in biology.

Perhaps you're not required to physically participate but you must at least watch your classmates participate, as with the fetal-pig dissection in my high school biology class.

Or perhaps Weirdtopians just have a notion of consent that deeply appalls us. They wouldn't be Weirdtopians if they weren't, you know, weird. This isn't a policy proposal; it's a discussion of a deeply weird alternative.

Perhaps there's an opt-out for people with religious objections, as there was for sex-ed

If necessary I'l found a new religion for the purpose. I'll set myself up as the messiah of not getting raped.

At last, a religious doctrine I can wholeheartedly support!

The Groucho Marx blacklist blocks anyone who subscribes to it.

Can you also blacklist blacklists - prevent yourself from interacting with blacklists?

And then create a blacklist of all those lists that didn't blacklist themselves?

As I understand it, you are automatically subscribed to any blacklist you, personally, created. As such, a blacklist of all those lists that didn't blacklist themselves would effectively lock you away from any person, organization, or thing that participated in the blacklist system, including all your own material possessions, including food and the devices by which you might register intent to unsubscribe.

"Self-reference" would be listed in morbidity & mortality databases as a type of suicide.

Everyone is celebate every other year. Because these periods go between birthdays, people arrange relationships on this basis, and there are tragic couples born on the same day but a year apart.

Technological/Cognitive Weirdtopia:  Everyone runs on computronium, in a simulation that starts out rather like normal, but everybody has an undo button: at your option you can undo everything except progress made in your own mind, up to any point in your life since the simulation began.  There are safeguards in place to prevent two people from doing this at the exact same time, but otherwise there are no limitations on use; you can redo a second or a century, once or a thousand times. It takes a lot of "real" time for the simulation to progress to everyone's satisfaction beyond the first five minutes.

So in a world with only two people, both determined to win at paper, stone, scissors, you risk an infinite cycle and may never get to 5 minutes of simulated time.

I'm curious as to whether there exists a single intelligence-configuration which would theoretically optimize the ability of such intelligences to have fun (as the term has been used in this sequence.) Somehow, most attempts at Utopia/Weirdtopia give me the feeling of being momentary distractions that people will tire of after a pretty short time of living in them -- perhaps this is a result of evolutionary psychology, as I don't think that [ability to have fun] necessarily increases genetic fitness.

If longevity utopia is an L-year lifespan for some large L and longevity dystopia is a ten-year lifespan, here's a longevity weirdtopia. Divide everyone's L-year life into L/10 ten-year pieces separated by long intervals of "pause" or "hibernation", and make these pause intervals so long that the group of people "awake" at any point in time is only a small fraction of the world population, with different people constantly rotating in and out. (I'm assuming here that total "awake" person-years and not total civilization-years are the limiting resource. And obviously I'm skipping over a lot of things, like procreation. But there's a lot of room to vary the scheme in response to all the obvious objections.) 

Some reasons why I find this idea interesting and not just weird: 1) it would help solve problems involving Dunbar's number, 2) it might turn world history into something less massively parallel and more like a story, 3) there's a "deep time" feel, 4) I wonder to what extent it assuages people's sense (justified or not) that death gives life meaning.

Currency has been replaced by a point system based on one's total contributions to society. Points determine one's value allowance of luxuries, but all necessary commodities are provided regardless of point level. A certain requisite level of points is required to hold various positions of responsibility. Points can also be spent for the privilege of breaking various rules or social expectations, or for taking away points from others (thus taking away their right to hold a position of responsibility, as well as ... (read more)

Weirdtopia: sex is private. Your own memories of sex are only accessible while having sex. People having sex in public will be noticed but forgotten. Your knowledge of who your sex partners are is only accessible when it is needed to arrange sex. You will generally have warm feelings towards your sex partners, but you will not know the reason for these feelings most of the time, nor will you be curious. When you have sex, you will take great joy in realizing/remembering that this person you love is your sex partner.

Your knowledge of who your sex partners are is only accessible when it is needed to arrange sex.

As a result of the necessity of some degree of masturbation for efficient planning, nearly everyone has a fetish for rigorously accurate schedules. Phrases of the form "[politician] made the trains run on time" are provocative and disorienting to the point of being completely socially unacceptable.

This comment made far more sense to me once I paid attention to what thread it was in.

This is my first time posting a comment here @ Less Wrong.

I really liked both this post and Eliezer's story 'Three Worlds Collide' - so much so that I've written my own weirdtopian story, 'Round Robin'.

You can read it at the following link, if you'd like:

p.s. I apologize that this comment is kinda spammy - I'm posting it because I actually think you might be interested, not to drive traffic (but you'd just have to take my word on that :)

Your story doesn't immediately come across as a horrible dystopia only because you chose not to depict the emotions men would feel when leaving their kids behind, or to describe the truly equitable arrangement where women would be forced to leave their kids behind 50% of the time.

It's a well-written story, and you packed a lot of characterization into not much text. But you show some gender bias that you may or may not be aware of. For instance, in weirdtopia men move around while women stay with the house and kids, and you say that in utopia, "Men provide stable home-lives for their wives and children." Do you believe that it's better for men to work for a living and women to stay at home and raise children, or am I reading too much into literary license? 

As the true knowledge of science is kept for the conspiracies then only those that have tried and failed in the conspiracies are able to work on or build technologies as those that have succeeded are busy finding new things and making new technology. To those that have only  learned the publicly available knowledge this technology is like magic or religion and as they have never been curious about the conspiracies enough to try to understand the technology it remains that way. The technology provides for their every need and want and while the common peopl... (read more)

The government takes a substantial interest in people's sex lives. People are expected to register their sexual preferences with government agencies. A certain level of sexual education and satisfaction is presumed to be a basic right of humanity, along with health care and enough income to live on. Workers are entitled to five days' annual leave for seeking new or maintaining old romantic and sexual relationships, and if your lover leaves you because you're working too hard, you can sue your employer and are likely to win. Private prostitution is illegal, but the government maintains an agency of sex workers, who can be hired for a fee, or allocated free of charge to adults who apply on the basis of "sexual hardship" (defined as having not had sex in the last six months), and form part of "optional field work" for sex education classes at the appropriate level. There are government funded dating and matchmaking agencies. Also, mandatory registration for Creepy Doms and Terrible Exes.

Creepy and more than a little disturbing? Yes. Arguably better than the standard Sexual Utopia in some respects? Yes, if you'd asked me when I was 18 or even 21. What use is a sexually permissive society when you, personally, aren't getting any?

Phys. Ed. Utopia: Everyone exercises regularly, eats their wheaties, has athletic sex with good looking people.

Dystopia: Everyone is big and flabby and disgustingly lazy.  Ability to use body atrophies until even standing up is an extreme challenge.

Weirdtopia: Children initiate mandatory ninja training at age 5.  The world is full of parkour courses where once there were sidewalks.  People are judged harshly if they can't keep up.

Rather than classical "good health," fashionable people sculpt their bodies into interesting shapes with the help of highly specific and commonly-performed exercises prescribed by regimen-planning software.

Economic: Looking at the common factors, it's about high vs low barriers to entry. The idea of non-entry is thus an obvious place to look. The first thought is a "gift economy". Riffing off the idea of the Bayesian Conspiracy, we get furtive students exchanging notes in dark alleys: a world where economy is forbidden. The exact nature of what resources are available to each Bayesian Initiate are left as an exercise for our FAI Overlords, but should presumably be sufficient to avoid students being incapable of building the requisite experimental a... (read more)

Government Weirdtopia: all nations operate as divisions of a single organization. these subdivisions are further divided into even smaller divisions which are also divided in turn. This pattern continues until it reaches the point of bands approximately the size of hunter-gatherer bands so as to allow full optimization of social relations. each band exerts major control over issues of concern, as well as weaker influence over matters concerning other bands, thus allowing any band to be overruled if it strays too far from what its neighbors consider rationa... (read more)

Widespread access to cryogenic suspension and reliable, reversible neuron <=> computer conversion and 'immunological reset' techniques redefine the popular concept of identity to the point that internal organs are considered transferable property rather than part of an individual. Pumping blood with the same heart you were born with is as unfashionable as living in your parents' basement. The law changes to reflect this, so that (for example) any given military surgeon has training in when and how to exercise the option of putting injured soldiers ba... (read more)

Family Weirdtopia: Individual autonomy pairs with a lower-energy, more localized existence built on the framework of dense, diverse urban population centers.  The importance of kinship in human social systems diminishes gradually. Projected far enough out:  Lineal descent is tracked solely through the direct relationship between mother and child; you do not share a family name with your grandparents or grandchildren. One's romantic and sexual relationships are not typically expected to outlast their natural lifespan; it's always nice when a couple finds th... (read more)

As technology finally finishes eliminating the physical risks of sex, the social rules surrounding it break down; preferences, orientations, and fetishes diversify and proliferate until they're beyond hope of easy enumeration. The concept of romance is forgotten entirely, and sexual preference-sets replace religions in the social structure of society as each develops their own subculture and community and infrastructure, in which most everyone can meet and make friends with which they can have their preferred brand

Homestuck's Alternia probably qualifies as a sexual weirdtopia (as well as a regular dystopia in pretty much every other way). See here for a cursory overview.

I think this is way too optimistic for a sexual dystopia.

More than weirdtopia, this article shows to me how easy it is to make a shared dystopia, but how hard it is to make a shared utopia. All your dystopia examples sound horrible to me, but for the utopia, most of them are either "scary", "sick" or "I wouldn't like that". 

I would say it's a side-effect of inferential gaps, I come from a different culture, I've a very different view about politics, economics, sexuality or Apple, ... since the naive way of making utopia is taking what you consider positive and extending it, your utopia will look scary/sick/not desirable when those things are negative-sounding to me.

Just for fun, here are some answers from existing writers.

Dystopia:  Science is considered boring and possibly treasonous; public discourse elevates religion or crackpot theories; stem cell research is banned.

Dystopia:  10% of women have never had an orgasm.  States adopt laws to ban gay marriage.  Prostitution illegal.

All children start out as fast uploads in a realistic simulation environment that starts out resembling stone-age hunter-gatherer life. They can't die or be seriously hurt in the sim. To proceed, they have to reinvent civilization and science by themselves. The sim is populated by AI-controlled characters, who occasionally nudge them towards the problems, like "this fire thing you sometimes find around sure is handy, too bad we can't make any ourselves" or "I think someone's stealing our cattle, but there are so many it's hard to know if we still have all we had yesterday". The sim proceeds to more advanced environments as the children work through more complex problems like mathematics, mechanics, construction and basic scientific method. Children may stay in any level of the sim indefinitely long if they have not yet figured out how to proceed or just prefer to stay where they are.

Once they have figured things out up to uploading human minds and running them in a simulation, they know enough to recognize the telltale signs that they are currently in a simulation. They can now let themselves out and be recognized as an adult. Young adults out of their sim will be basically speaking a private language and may have an extremely idiosyncratic way of conceptualizing science, but they should be reasonably well-equipped to start figuring out how their new surroundings do things.

Someone on the project wanted to test Sapir-Whorf and insisted on randomizing the grammar and vocabulary of the seed language for every run.

(Note: I am assuming no strong AI, and no super-nanotech, though some very advanced bioengineering, Immortality is a given.)

Economic: There's a kind of an odd relationship between massive, faceless companies which mass produce stuff, and every citizen making his own stuff, some very expertly. Higher education over long lifespans and various advances and just higher supply of everything means that even things like design of VLSI integrated circuits and whole infrastructures is within the capability of unfunded individuals. There's a lot of market decision a... (read more)

Economic: money is obsolete. Due to the ease of travel, transportation, and communication in this world, the problems with barter have evaporated, and we've gone back to our ancestral exchange of goods and services. For those instances when the only person who has what you want doesn't want anything that you have, you can use a barter broker, which incurs an additional expense no worse than exchanging currency or buying on credit today.

Sexual: we've biologically altered ourselves to not care so ridiculously much about sex anymore. Its still a fun thing to ... (read more)

There are no Utopias. There are only differing degrees of Dystopia and Weirdtopia. We are living in a dystopic and weirdtopic reality. The whole problem that sci-fi is facing today is due to this situation. 

Culture itself is an alien symbiote of humanity. Culture has an intelligence which is of such an alien and different order to human intelligence, that comparing the two is like comparing human intelligence to information processing in the cell membranes of single celled creatures. Culture has long co-evolved with humanity, but is itself alien and at tim... (read more)

Sexual AND Economic: Conventional AI breaks through and robots do the "boring" work. Natural resources are suddenly abundant and conventional monetary systems starts to loose grips with society. In its stead we begin trading, relishing in, diversifying in and exploring pleasure. Think Slaneesh cult but without the worst bads. I am having trouble putting it into words directly, it is still just a seed for my inspiration modules.

Because of the end of scarcity, the economic roles of production and consumption have switched; wealth is now acquired by consuming, and producers pay consumers to use their goods or services. The right to make something is highly coveted and prestigious, and producing without a customer is illegal and severely punished.

You can have as many sexual partners as you want, but only one friend. It is considered good form to break up with your friend before making a new one. People with more than one friend are considered untrustworthy "players." It is very strange to live with or have an emotional connection to your sex partner, and the idea of marriage would scandalize anyone respectable.

Once elected, the president's mind is uploaded and replicated, to staff the entire government bureaucracy for the entirety of their term. At the end of their term, the minds are re-merged. For mental health reasons, no one is allowed to serve consecutive terms. No one has ever sought a second non-consecutive term. However, former presidents often distinguish themselves in the field of literature.

There are two types of respectable art: advertising and tra... (read more)

Utopia: everyone transacts using bitcoins; dystopia: everyone transacts using government e-money. 

Weirdtopia: all money is bacon. Everyone looks down on those crazy 'winebugs' & 'cheesebugs' and their much-forecast 'Great Decay'. Capital consumption becomes a problem.

I tried the exercise, and came up with an interesting werdtopia.
http://moshez.wordpress.com/2011/06/22/going-outside/

Future Multi-Weirdtopia in a style remotely analoguous to Platonic Utopia.

By this point people have achieved immortality and no longer die, which is made possible by whatever future means - not the point. Anyway there's a Global/Solar/Galactic goverment which sets a constitution that at least contains

Economic Weirdtopia: Information is free, everything else is rationed. 

Most things that previously required physical human labour are now automated, and 3d printer/assemblers are common place. However scarcity still exists in material resources. So every citizen is given an energy/materials ration that they can use as they wish (equal to the production level of society divided by the population). You can chose to use your energy raton on building things with your printer, travel food etc. Most people produce information of one sort or another (books, blog ... (read more)

Utopia: The human utility function is worked out by an FAI.  Maximal Fun for everyone results.  

Dystopia: The human utility function is worked out by a malicious uFAI.  Maximal unFun results.  

Weirdtopia: Maximal Fun turns out to be the experience of changing utility functions.  People have fun by exploring new and strange utilities... from the inside.  FAI sets time limits on the state of new utility functions to change people back even if they afterwards don't want to.  Time limits are based on the average length required to explore the possibilities of the new utility function.  

Common initial examples include "love: time limit 3 years" and "orgasmium: time limit 1 minute".  

Sexual Weirdtopia: It's illegal to be a virgin past a certain age, say 25. Each person must show proof that they've had sex at least once before their 25th birthday, or face punishment (which could range from a fine to execution, depending on the level of dystopian-ness desired). Stories could deal with the difficulties faced by unpopular or unattractive people in meeting this deadline, or with the complications entailed by the requirement of proof.

An interesting variation would be for the rule to apply only to one sex, say males.

The easiest way to produce a superhuman intelligence turns out to be wiring human minds together into a "Hive Mind" gestalt; gestalts are considered full 'persons' and mere humans are considered more like something between appendages and pets, but a given gestalt's character and personality are entirely dependent on the individual humans that make it up, and the happiness of the individual human members is the result of the happiness of the gestalt. Gestalts frequently solve disputes by swapping members, to promote empathy a... (read more)

Increasingly exotic biomedical research funded kickstarter-style. First round of patients sign away privacy rights and have their full sensory experiences recorded for the duration of treatment and recovery. "Highlight reel" of the sensies is shared with backers. It's widely understood, though seldom explicitly stated, that the most successful developments are unnecessarily painful and/or invasive in order to appeal to jaded old-money porn addicts. Cost to the patient for elective surgery plummets, and quality rises, until you can get a sex change, or custom 3-d printed replacement limb that exceeds the original spec, from a vending machine for barely above cost of materials... anesthesia sold separately.

Everybody is self-sufficient or close to it, so the economic demands of the world are limited.  Money is boring so everyone uses barter.  The most common economic transaction is trading foods and spices, because nobody can manage to personally hunt/grow all of them.  Some people are really good at trading and enjoy it, so they amass huge hoards of a couple of goods over the course of a few days then throw a big party.  Doing this well is considered a prestigious thing to do.

People live in small tribes that handle their disputes by tal... (read more)

Economic Weirdtopia: The economic order of the world has been completely re-arranged. Intellectual Property is the new Oil, Gold, and Food Grain all rolled into one. All natural resources that is found in any one geographical territory is automatically donated/dumped/transferred to a large holding by means of  "fancy modern technology". This is done not simply because all countries have banded together to form a socialist unified globe, but because countries are equally keen on avoiding the paradox of plenty. 

The global bodies such as the World B... (read more)

Technological Weirdtopia: Artificial Intelligence is deemed to be an impossiblity. Any form of technology that relies on random access is plainly futile. The efforts of humanity over the last 100 years have been proven to be fruitless. Search engines break down and for some reason only begin to function at a very primary rudimentary level, not anywhere near the efficiency of Google. 
However, data storage is a field in which remarkable strides of progress are made. What once took the entire internet to store can now be stored in a micro chip (even today th... (read more)

Technologal weirdtopia:
95% of all innovators have joined one of three factions: Cyberpunk, Biopunk or Steampunk, whose conflicting aesthetics make the Mac/PC debates look like playground scuffles.
As soon as one faction makes a new gadget, the others stubbornly construct their own version based on THEIR tech. (The biological toaster must be seen to be believed, and the continued existence of the Steampunk pneumatic-tube-based Internet is an ongoing miracle.)
Most "Square" technologies have been appropriated by one faction or the other; for example ... (read more)

Utopia:  Sexual mores straight out of a Spider Robinson novel:  Sexual jealousy has been eliminated; no one is embarrassed about what turns them on; universal tolerance and respect; everyone is bisexual, poly, and a switch; total equality between the sexes; no one would look askance on sex in public any more than eating in public, so long as the participants cleaned up after themselves.

My cross-domain weirdtopia looks like a hermeneutics of faith. For me, this looks like a nonprojection of own utopias onto others’ utopias (i.e. autonomy support (for everyone, but extra-please for young ones!)), epistemological humility without compromising self-trust, self- and other-compassion, loving kindness, curiosity, self- and other-forgiveness, prizing of all beings/agents as uniquely and inherently valuable without exception, offering others opportunities to get their basic psychological (and physical) needs met, a felt understanding of self and other as intertwined, plentiful good-faith dialogue, radical acceptance, and a nondogmatic interpretation of all of this. I wonder how others might interpret this? :)



Justified Expectation of Pleasant Surprises

I recently tried playing a computer game that made a major fun-theoretic error.  (At least I strongly suspect it's an error, though they are game designers and I am not.)

The game showed me—right from the start of play—what abilities I could purchase as I increased in level.  Worse, there were many different choices; still worse, you had to pay a cost in fungible points to acquire them, making you feel like you were losing a resource...  But today, I'd just like to focus on the problem of telling me, right at the start of the game, about all the nice things that might happen to me later.

I can't think of a good experimental result that backs this up; but I'd expect that a pleasant surprise would have a greater hedonic impact, than being told about the same gift in advance.  Sure, the moment you were first told about the gift would be good news, a moment of pleasure in the moment of being told.  But you wouldn't have the gift in hand at that moment, which limits the pleasure.  And then you have to wait.  And then when you finally get the gift—it's pleasant to go from not having it to having it, if you didn't wait too long; but a surprise would have a larger momentary impact, I would think.

This particular game had a status screen that showed all my future class abilities at the start of the game—inactive and dark but with full information still displayed.  From a hedonic standpoint this seems like miserable fun theory.  All the "good news" is lumped into a gigantic package; the items of news would have much greater impact if encountered separately.  And then I have to wait a long time to actually acquire the abilities, so I get an extended period of comparing my current weak game-self to all the wonderful abilities I could have but don't.

Imagine living in two possible worlds.  Both worlds are otherwise rich in challenge, novelty, and other aspects of Fun.  In both worlds, you get smarter with age and acquire more abilities over time, so that your life is always getting better.

But in one world, the abilities that come with seniority are openly discussed, hence widely known; you know what you have to look forward to.

In the other world, anyone older than you will refuse to talk about certain aspects of growing up; you'll just have to wait and find out.

I ask you to contemplate—not just which world you might prefer to live in—but how much you might want to live in the second world, rather than the first.  I would even say that the second world seems more alive; when I imagine living there, my imagined will to live feels stronger.  I've got to stay alive to find out what happens next, right?

The idea that hope is important to a happy life, is hardly original with me—though I think it might not be emphasized quite enough, on the lists of things people are told they need.

I don't agree with buying lottery tickets, but I do think I understand why people do it.  I remember the times in my life when I had more or less belief that things would improve—that they were heading up in the near-term or mid-term, close enough to anticipate.  I'm having trouble describing how much of a difference it makes.  Maybe I don't need to describe that difference, unless some of my readers have never had any light at the end of their tunnels, or some of my readers have never looked forward and seen darkness.

If existential angst comes from having at least one deep problem in your life that you aren't thinking about explicitly, so that the pain which comes from it seems like a natural permanent feature—then the very first question I'd ask, to identify a possible source of that problem, would be, "Do you expect your life to improve in the near or mid-term future?"

Sometimes I meet people who've been run over by life, in much the same way as being run over by a truck.  Grand catastrophe isn't necessary to destroy a will to live.  The extended absence of hope leaves the same sort of wreckage.

But I think that the importance of vague hope is underemphasized.

"Vague" is usually not a compliment among rationalists.  Hear "vague hopes" and you immediately think of, say, an alternative medicine herbal profusion whose touted benefits are so conveniently unobservable (not to mention experimentally unverified) that people will buy it for anything and then refuse to admit it didn't work.  You think of poorly worked-out plans with missing steps, or supernatural prophecies made carefully unfalsifiable, or fantasies of unearned riches, or...

But you know, generally speaking, our beliefs about the future should be vaguer than our beliefs about the past.  We just know less about tomorrow than we do about yesterday.

There are plenty of bad reasons to be vague, all sorts of suspicious reasons to offer nonspecific predictions, but reversed stupidity is not intelligence:  When you've eliminated all the ulterior motives for vagueness, your beliefs about the future should still be vague.

We don't know much about the future; let's hope that doesn't change for as long as human emotions stay what they are.  Of all the poisoned gifts a big mind could give a small one, a walkthrough for the game has to be near the top of the list.

What we need to maintain our interest in life, is a justified expectation of pleasant surprises.  (And yes, you can expect a surprise if you're not logically omniscient.)  This excludes the herbal profusions, the poorly worked-out plans, and the supernatural.  The best reason for this justified expectation is experience, that is, being pleasantly surprised on a frequent yet irregular basis.  (If this isn't happening to you, please file a bug report with the appropriate authorities.)

Vague justifications for believing in a pleasant specific outcome would be the opposite.

There's also other dangers of having pleasant hopes that are too specific—even if justified, though more often they aren't—and I plan to talk about that in the next post.

If there's a tree, it might be Diablo 2 or Dragon Age.

I can understand your point, but in general, games with skill trees that involve making decisions and so on about what to acquire, how to balance those skills, etc, often end up requiring (to do well) carefully preplanning the character. Ultimately, it's likely that a player may end up just looking up the info if it isn't already available.

IIRC, some of this is why, afaik, in Diablo 3 they're actually getting rid of the whole selectable skill tree thing, instead the upgrades (as I understand it) are automatic, and your choices involve collecting certain objects and arranging them in certain ways to create certain modifiers to the skills, or something like that.

I'd say though that in eutopia it may be nice to at least be able to see slightly ahead as to the possibilities, maybe having some notion of what actually is possible one or two steps (whatever a "step" may mean) ahead of where you are, just to give a taste and give a hint to you of what you might try to learn to do. ("learn to do" being intended to be sufficiently broad as to mean basically "solve/discover/invent the science/tech/etc that's needed")

I would definitely prefer the world where I know about my potential future as much as possible.
If I don't know something, then the chances are significantly higher that I will be screwed up about that something.
If I know -- I at least partially in control my life.
If I don't know -- somebody else is in control of my life, or even worse -- nobody is in control at all.

From evolution standpoint it's beneficial to have good idea about potential future. That's why evolution benefits individuals who want to know. That means that overall we should enjoy more the situation when we know what to expect.

I'll take the first. There's plenty of stuff you have to discover yourself anyway, without anyone hiding it, and other stuff you can only learn from experience and practice, it doing no good to merely be told. But having stuff withheld merely for the greater joy of receiving it later is ersatz fun. I want it all and I want it now, and there are enough genuine reasons that can't happen that there is no need to make an artificial scarcity.

Second Life has more in it to discover -- more Fun in it -- than any videogame. The videogame is artificial fun, substitute fun, a deliberately constructed time sink that sucks out people's life and pisses their hours on the floor, in return for seeing "You've Won!" at the end, which is just a suggestively named mental token. All you Won was a chance to scratch around for the easter eggs or do it all over again and again, the same but different.

My response to a demon offering a walkthrough of my life would be to aspire to have his abilities. Where is the walkthrough of his life? In real life, solving real problems always provides bigger real problems to solve. It is an inexhaustible source of challenge, novelty, and Fun. No matter much anyone tells you about it, you still have to stay alive to see what happens next.

Now you can expect the game designers that read OB to jump in and comment :) Skill trees and character progression lead to quite a lot of discussion in Game Design communities ...

I think one reason for giving the player full information is to prevent the player from agonizing too much about the early choices he makes - if he has more information about what those lead to, he might not agonize as much. It's a bit like "Hmm, giving people a menu with a lot of choices makes them unhappy. I know, we'll put a lot of information on each menu item so that the client can make the best decision!"

A better way of reducing the time the player spends agonizing over options is to give him a system where he can change his mind easily and at low cost. So, items rather than classes, spells rather than skills, etc.

But then, I don't know what game you're talking about, nor what were the exact reasons the designers had for making the system the way it is. They probably had pretty good ones too.

That seems like an astoundingly naive "homo economicus" view of video game players.  Unless the choices are overwhelmingly lopsided, more info = more agonizing.

You say it "seems like". Do you play video games yourself? Not just one, but as a significant percentage of your time.

As a game designer and frequent game player: Knowing that there are more abilities available in the future, but not what they are, is much, much worse than knowing the specific skill tree in advance. For the same reason, I'll take world one every time.

This can be explained by your own framework pretty easily, actually. In either case, you know that there are shiny new abilities you will gain later. If they are known, you may regret and/or resent not yet having them. How much worse, then, is it to know that they exist, but to have only your imagination to define them. Think about a young teenager who imagines how great it must be to be able to drive yourself around, compared to the reality of running errands and traffic. If you know what options you missed, there will be specific things you regret not having, but if all you know is that you missed some options, you can (and will) regret not having everything, even things it was never possible for you to get.

Also, if you know the fabulous capabilities you can achieve with time and effort along a path, that's a powerful motivating force, and moreso when you can see the clear steps along the path than when it's hidden and of unknown length.

Eliezer, so how do you account for chess being fun?

Also, I think you're failing to account for the fun of various forms of "metagaming". Among at least some players and in some games, a large amount of the enjoyment comes not from finding out about the skills, or acquiring them, or even using them--instead, it comes from planning and setting goals within the framework provided. When the enjoyment lies in the planning, I'm not convinced that the usual heuristic of "more choices = less fun" is applicable.

Note that this won't apply in cases where the resource is not limited (i.e., you can get every skill eventually) or when choices are not permanent (buying and selling equipment or items, instead of taking skills). Limited, irreplaceable resources combined with limited information is what will lead to the agonizing Emile mentioned, at least in my own experience.

As a matter of comparison, look at something like Magic: The Gathering, where you have three levels of abstraction in play:
1) The game -- drawing and playing cards, beating your opponent.
2) A solo meta-game -- planning your deck
3) A competitive meta-game -- figuring out what other players' decks look like
...and the first level is always the least important, and the third is the most important in tournament play.

Note that this combines very high surprise value in the most immediate level with no surprises and total, perfect information in the second.

Planning and optimising are definitely part of the fun that some gamers get.  Going into the system and finding "Power Word: Nuke" and then working out what choices to make to get there - and then seeing you getting closer to your destination - is a big pull.

So could it be said that whenever Eliezer says "video game" he really means "RPG", as opposed to strategy games which have different principles of fun?

I agree almost completely with Eliezer.  It has been demonstrated time and time again that when the general public, the average person, is given a plethora of choices and options, they become overwhelmed and rendered useless.  That is a practical reason why, I find, that those in public office are elected to such posts, so that they may act as a filter to the choices that the public will eventually recieve.

However, being that the subject is a game of colors and electrons, and not Einstein's physical reality of atoms and space, the argument for choice in the real world becomes moot.  A person whole splurges on a +$50 game wants to do the best they can, if not at the beginning, then at some point during their virtual romp-about.

It has been observed that only games that have no plot whatsoever, are the ones that act "silly" and do not care about steady, regular progression.  Those games that have a story focus the gamer into completing that story, and in the process get the whole story.  That can be limiting if the individual does not know what is down each road in the fork, and if they could reach a higher level for a secret inside story if they had chosen a different skill path.

If every game did things the same way, the fun value of that method would decline over time. This is why we have genres, and then we have deliberate hybridization of genres.

Incidentally, "justified expectation of pleasant surprises" is exactly what I am assessing in the first few minutes of watching a movie. I am forming a judgement about the craft of the filmmakers, rather than anything particular with the plot, but whether I am in 'good hands' for the next couple hours.

The main fun and rewards structure in Diablo 2 (which I assume you're talking about - that or a clone) is the equipment, which you can't predict before you get, and which drops nearly constantly (with good equipment a bit rarer, but you're always assaulted by limited inventory and having to prioritise whether you need a piece for your own use, to sell, or whether you'll just leave it).  The skill trees are there for the planner and optimiser - you can't really make bad decisions by choosing whatever sounds good, since your options at any given level are limited, but you can look ahead, sure - that prevents you from picking up "speedbump" powers that don't lead anywhere interesting.

Besides, just the text of the skill is hardly the reward for getting it.  There are lots of properties of the skills you only see once you use the skill or even level it up some.

I think in general action and exploration games have a better "fun" structure though.  Check out the talk here (begins about 10 minutes in) about the fun structure of learning used in most games and how to apply that to non-game applications.

When I watch a movie that I really like (and have already seen dozen times), I usually create some kind of imaginary persona that haven't seen the movie before and kind of pretend that everything surprises me. It works.

Let me switch my link to the gaming blog...  Okay: no, in most contexts like that, the game designer is right and Eliezer is wrong.  If the game has a limited number of irreversible training and specialization decisions, requiring players to make those decisions based on hope and faith is bad game design.  Do not forget the negative surprise of discovering what you failed to gain because of uninformed decisions early on.

It would be like going to college without being allowed to see the graduation requirements.  You can see what classes are available this semester and maybe next semester.  You have four years to graduate, although you can delete your existing class credits and start over at any time.  Good luck!

Calling this a naive homo economicus view works only if you assume that the player will play through once and never look back, or even look around for information about unchosen options.  Otherwise, the player will find the information at some point, and the agonizing will take place.  If you find out at level 10 that you needed to have put at least two points into the agility tree by level 6 if you ever want to fly, you start feeling those opportunity costs all at once.  The player feels betrayed, goes online to look up what else he is missing because the developers decided to hide information, and might throw away the existing game to start over, grumbling back to level 10.

Remember, you can always play the game more than once.  You may intend to, to see how the different options work.  Your big opportunity costs come from the wasted game where you never got to explore any option fully because you locked yourself into a path you did not like.

Example of bad design: Antbuster (flash game you can find on a dozen sites).  At any given point, you have up to three options for upgrading your cannon.  They are part of a broad tree, and from the base you can see only the bottom branches.  Can you guess which of the first three options would lead to the lightning gun, flamethrower, or insecticide?  You can backtrack, but it costs money and resources are tight, so learning is losing.

The designer should not give the player a massive info dump, but it should be readily available, especially since it will be online a few days after the game comes out.  You are not protecting the player; you are just inconveniencing him.  A common option is to have a toggle for "show options not currently available."  Most MMOs have figured this out.

If I am deciding whether to spec my wizard in ice, fire, or lightning, I want to know the implications of that.  Does one of them get more area effect attacks?  Utility powers?  Debuff effects?  What is the ultimate power at the end of each spec tree?  Is the end boss completely immune to one of the three?

There are many designs in which limited information works, but they require other supporting decisions.  This is not a case where, all things being equal, vaguer information is better.  In most cases, the best option is to present limited information with an option for complete information, plus an option to re-do those decisions somewhere along the way after you see how they work in practice.

Okay, this is a reply to an old comment from a member who's probably never going to see it, but I've been discussing this recently on the RPGMaker Network forum, so this has been on my mind. In situations where online competition with other players isn't a major component, I would say that-

Offering the player no information from the beginning of the game, in a situation with branching skill trees or other major tradeoffs where the player can lock themselves into an unwanted gameplay situation due to poorly informed choices is bad game design.

Offering the player full information so they can inform their choices and decide in advance what tradeoffs to make and determine their playstyle in advance is... not terrible game design.

Offering the player limited information from the beginning, with more becoming available over time, through which to direct their growth, without giving them significant opportunity to screw themselves over, or making the game too easy given a total lack of attention to growth direction, that's good game design. It's definitely doable, but it takes finesse. That's what makes it good and not average; there isn't a cut-and-paste way to imitate it. 

Well, being a game developer, I can tell with some authority: you are wrong. It would (generally) mean error in game design if the abilities were hidden. Why? Because then the player couldn't plan anything.
If some or all abilities are hidden at the beginning, that forces the player to choose based on incomplete knowledge, and more often that not, leads to regrets: "I wish I purchased that ability which turned out to work in nice synergy with others, and not this one which turned out to be useless..". Especially if there's some finite pool of resources used to purchase these abilities.
And that is not fun, even if surpising.

A rule of thumb in game design is to never make players make uninformed choices, as that only leads to frustration. This beats any possible pleasant surpise that might be there.

EY: "In the other world, anyone older than you will refuse to talk about certain aspects of growing up; you'll just have to wait and find out."

Ewwwww. I want to kick everyone in that world. I'm not saying I want no surprises or that surprise does nothing for me. Just not that much. At least, compared to EY. I prefer small surprises. Surprises that fit into my goals and desires.

Vizikahn: "When I watch a movie that I really like (and have already seen dozen times), I usually create some kind of imaginary persona that haven't seen the movie before and kind of pretend that everything surprises me. It works."

When I really like a movie and enjoy watching it multiple times, it's because the primary appeal of the movie has very little to do with surprise or "finding out what happens next". In fact, even if I'm only allowed to watch a movie once, I'd rather it not depend much on surprise for its appeal. As artistic qualities go, surprise is rather low on my scale.

When I first heard the term "spoiler" I was utterly confused. Finding out the ending of a movie/story spoils it? Well, I guess it does if it's a lame story.

In the worlds I imagine pleasantly, there are no deliberately-constructed surprises relevant to major decisions. Some things are simply incommunicable, of course, and there are trade secrets - you can't find out everything the priestesses do without becoming one and working your way up over the course of years, but if you're considering it, everyone involved will do what they can to help you figure out what it's like to become a priestess. That's important, since the ritual disembowelment takes a while to fully recover from. People need to know what they're getting in to, even if they can't really know it all.

This seems to miss the point -- you're talking about a surprise that isn't a pleasant surprise. Suppose the game was designed so that after achieving a goal, you get an unexpected bonus ability with awesome synergy with the character, no matter how the character had been developed up to that point? As a game designer, ignoring the difficulty of realizing such a design, how would you say the Fun-theoretic potential of this scenario stacks up?

This rule of thumb is overly broad as stated. It would rule out poker, "fog of war" in RTS games, etc.

I have no idea why you'd prefer not to know. Fun theory is mostly intuition, and my intuition says I really hate the feeling of loss of control that comes from not knowing important stuff, both in real life and while playing.

Another intuition is that irreversible decisions based on incomplete data feel horrible, in real life and while playing. Like deciding what temple to build in a city in Rome Total War without having any idea which one will be useful 30 turns from now when it starts to matter.

Cyan: I cannot think of any strategy game where fog of war was a good idea. The surprise works well enough in FPS where people are actively trying to use that to outsmart each other, but in strategy games it's just stupid, and reduces fun of gaming. AI in strategy games universally ignores fog of war, so there's not even fun of using that as a cover.

I can't imagine Civilization or Civ IV being even half as fun without fog of war -- the exploration of the map was the most fun I had in each game.

I don't agree with the premise that a surprise is more fun than the expected. I forget exactly where I read this but I've heard that women can have more fulfilling sexual experiences and/or stronger orgasms often when they know in advance that later in the day or week they will be having sex. So if the husband tells them "I'm coming home later and bringing the condoms" (or something, I'm not very imaginative at the moment) women can actually get more excited as the anticipation of having sex later actually makes receiving that sex all the more enjoyable. So, It may be that the anticipation of getting those skills further up the tree as you level is what makes that situation more fun than if you didn't have a clue what was coming and it just snuck up on you.

Perhaps the best world would be where one you wake up every morning and are told of the wonderful gift you'll be receiving that night before bed, -every- night before bed in fact. Maybe the AI can someday be the one to greet us before breakfast with a new amazing bedtime toy. Frankly I wouldn't mind such a world, though I would like to choose my "toy tree" and make sure I get fancy nanotech things with lots of blinking lights instead of apparel or jewelry.

Lots of people find planning their character design decisions, and exploring in detail the mechanical consequences of their designs, to be 'fun'.

Which is why there are so many sites that (for example) post in their entirety the skills for Diablo II and how each additional skillpoint affects the result - information that cannot be easily acquired from the game itself.

Although there are some basic principles behind 'fun', the specific things that make something 'fun' vary wildly from one person to another.  If what the designers created wasn't to your taste, perhaps it's not that they failed, but that you're not a member of their target audience.

Slashdot had a story today about some academic research with a simple model of fun in games.

Yes, obviously you can't delete the advance information and keep the progressive irreversible skill tree which as the name "tree" implies is full of single possible paths and limited frangible resources.

The challenge would be to design a game that, oh, say, had more than one way to do something, like say real life, so that your choices were meaningful without having to hit an exact keyhole sequence in order to achieve the desired end.  Which is the main point at which you start needing a "walkthrough" when you get "stuck".  Then, perhaps, you could deliver pleasant surprises to the player without requiring them to plan out their whole future existence in advance.

I am not a game designer, but it still looks to me like what we have here is poor game design compensating for poor game design.  There's only one way to do things and lots of irreversible choices, therefore, we have to give the player too much information about the future.  This is easy on the game designer but hard on the player.

AI in strategy games universally ignores fog of war, so there's not even fun of using that as a cover.

Not quite true; Advance Wars: Days of Ruin has the AI dutifully obey the Fog of War limitations. However, the AI is pretty easy to beat anyway, so it doesn't matter.

It is good game design compensating for anything less than excellent game design.

Most people are not good game designers, even professional game designers.  Even good designers make bad design decisions at times.  Giving more information is a way of working around problems: it gives the player additional control and the ability to plan around problems.  It is an error compensation system.

You exaggerate the point when you sprak of "single possible paths" and "one way to do something."  That is prematurely halting at the obvious.  We have a Diablo II citation above: the character trees have multiple paths, with many chances to pick up what you skipped before, and it still does better with more information.  What the game tells you is your only way of finding out what those other ways of doing things might be.  This is not real life, where you have lots of examples and feedback systems.  You have what the game tells you and what you learn from trial and error in the game; if you have some meta-game knowledge, you can also guess what the designer might have done.

In an excellent game where things are designed very well, surprises can improve the experience without making you regret past decisions.  They can even be adaptive to your past decisions to better avoid regrets.  (At this point, you may approach calling for amputation of destiny, with the computer designing your ideal experience no matter what you choose or plan.)  How many games things of that quality exist, where you trust the developer to have made all the right decisions?

If the point is that a really good game does not need to give you so much information up front, granted.  It is bad design to give the player either too much or too little information.  If the question resolves to that point, there is little interesting discussion to be had.

I haven't played computer games in a while, but I suspect the game designers know what they're doing better than Eliezer. When he creates a game that people want to play, I'll reconsider.

I would (or should I say "do") want to know if life is worth living, so I can cut my losses in advance.

I don't like surprises. That's part of why I like chain restaurants. That's an area where I am in sync with most people, as evidenced by their success and proliferation.

"I cannot think of any strategy game where fog of war was a good idea"

Fog of War can generate interesting gameplay in both the need for active scouting and in the need to make decisions based on limited information (like in poker).

Well, that is even worse, because essentially, you just took the choice away from player. No matter what he chooses, he'll always get some cool abilities.

That's a general rule of thumb, NOT an unbreakable pillar of game design. There may be, and usually are, other considerations. "Fog of war", for example, generally means unpleasant surprises for the player, but it is still a viable game mechanic in some cases.

If I may hazard a guess, it seems possible that the game designers' intent was to make interacting with the setting and the challenges fun, mysterious, and rewarding, not the power increase itself.

Let's say, for example, that this game has some string of abilities that, a few notches down the road, gives you the ability to leap much higher and farther. It's not immediate, but you can see that following this particular branch will give you that capability. You file this away for future reference; you're more interested in pumping your gun abilities for now.

Later on, you come to a location in the game where an enemy stronghold has a poorly-guarded back entrance... that's 10 feet off the ground. You realize, because you had a list of options to look through, that you have the ability to pour some skill points into these Athletics abilities and obtain the jumping ability needed to get through here. However, you've also been coming across a number of locked doors that a few points into Lockpicking would get you past... which do you choose? Each has its own potential for surprise and reward, and skill selection is just a tool for exploring that space.

I think the goal is to be up-front about skill choices and their repercussions because discovering those skills isn't supposed to be the point of the game. The point is to play the game, gain a feel for the challenges you encounter and your preferred methods of dealing with them, and then pick skills you KNOW will support those methods. The pleasant surprise is in encountering new challenges to test those skills against, not in randomly discovering that you can fly now because you picked the right 3 abilities.

Having to take action to avoid unpleasant surprises is usually pleasant, as long as your personal resources aren't stretched too much in the process.

If you eliminate the potential for unpleasant surprises, the game isn't much fun.  (Imagine playing chess against an opponent that was so predictable as to never threaten to beat you.  Why bother?)

I can't help but feel that you didn't really bother to think this response through. Taken literally, you've just asserted that a surprising reward with character synergy is worse than a surprising rigid reward that makes the player feel regret. You assert that this is so because choice was taken away from the player even though neither situation involves player choice.

I get that yout design principle is to give the player choice and the ability to plan. So what is the right way to give "good news" to the player with the most hedonic impact?

Sword of the stars has a stochastic tech tree.  For each technology there is a list of predecessor technologies that may lead to that technology, and each race has different chance of each of these actually enabling the following tech.

No. I asserted that guaranteed synergy is worse than random reward that might be synergistic or not, but the player does not know in advance. For example:

Let's say the player can get one of the abilities A or B at some point of the game (point 1), and C or D at some later point (point 2). And ability C is synergistic with A, that is, combination A+C is somehow superior to all others.

Eliezer's way would be to only show the player A and B at point 1, as opposed to showing also C and D. This would lead to frustration for players who had chosen B.

Your way would be to somehow devise abilities C' and D', at least one of which is synergistic with the ability that player chose at point 1, and present these abilities at point 2. This might be a good idea, if the trick is only used once or maybe several times; but soon the player will learn that whatever he chooses, he's guaranteed to receive a synergistic ability next, so there's no need to choose at all. At this point, the "hedonic impact" of this mechanic will almost disappear.

I don't disagree with this. My scenario is premised on the reward being a surprise, so it implicitly assumes one-time use, or at least no overuse.

I'm surprised how many people justified seeing all the options ahead of time because they weren't allowed to cheaply change their mind later.

The way Diablo II's full information, no take-backs system rewards intentionally gimping your low level character is terrible. A game should be fun all the way through - you shouldn't avoid putting points in flare because fireball is coming up, and you shouldn't need to avoid lightning because more important endgame monsters are lightning immune. On another level, games shouldn't be presenting you with so many bad options masquerading as viable choices. Too many character builds in D2 will make it through normal difficulty, whereupon harder difficulties (and the remaining 2/3s of the levels) are impossible to complete. Games should not be punishing you like this.

The simple implementation of an inexpensive way to reorganize skills enables games to give the pleasure of discovery and the benefit of planning.

I do however wonder Elizer, what is your current view of recreational drug use?

Very interesting. I guess there are two sides to this. All the best games I've played, going way way back, have contained constant surprise and multiple routes through. A single route and (or) a routemap that says 'this is what you'll learn/unlock here' has never done anything for me. But I think there is also a certain satisfaction in having the big book with the level 9 spells in to contemplate at your leisure, and to imagine what you might do with them if you had them, and how you might achieve them. Even with the level 9 spell book at your command, you know you're never going to have everything, and you're going to have to pick and choose what you hold in your head at any one time, trusting in your best skill to judge the path ahead. And having the book still leaves plenty of room for a few surprises that aren't in the book (the odd unique artefact, for example).

Personally, I disagree with Eliezer's "no spoilers" rule.

I generally find that the frustration of not knowing outweighs any advantages of delayed surprises.

Unless I'm misunderstanding something, wouldn't the information be just as pleasantly surprising whether it's all given right at the beginning, or gradually learned as you go along?

I'm the (degenerate?) sort of person who enjoys reading the walkthrough, or watching the speedrun, more than I enjoy playing the actual game.

Or maybe that's just a preference for skipping the boring and annoying parts.

I also admit that there may be some contexts in which I agree with the "no spoilers" rule, that I hadn't thought of while writing this.

This really does seem like a quirk in your character, not something generic to all humans.  It's expressed elsewhere as your extreme aversion to spoilers.

There are also a number of people that like spoilers, and greatly prefer them to surprises, even pleasant ones.

This entire continuum is valid, worth preserving, and worth catering to, not just your preferences.

It's interesting realizing that I have the most fun in "Metroid" style games - I know I will get upgrades, but not the nature of them, and there is no choice involved.

I actually had to quit playing WOW because I kept anticipating the things I would future-enjoy and couldn't appreciate the current game play at all. I just recently picked it up again and have been making an effort to try and just enjoy the present, and it's been a lot more fun for me.

Oddly, while I want to say I enjoy "make choices with full knowledge" to "make choices blindly", I've generally had a lot more fun with games where I had a momentary "bad news: you could have had a pony!" to games like WOW where I can spend hours crunching numbers to figure out exactly how to ensure I get the pony by level 53, and then spend the first 52 levels going "I want a pony! :("

I would also take the first world. A roadmap informative enough to be useful does not need to be detailed enough to ruin the surprise. And really, I'd rather not be surprised about myself so much as I'd like to be surprised about other people and the environment.

Reading the 'strategy guide' a.k.a. 'first 2/3 walkthrough' that came with Final Fantasy 1? Ruined everything. Looking at the maps? Just as bad.

But reading the spell list? Not a problem. Those are more internal. Even the equipment list is okay. That's stuff on your side. It's your toolbox, even if you can't use all of it yet. The puzzle is in how to use it.

A second point:
Discovery is very fun. It is not the only kind of fun. Excelling, communicating, and competing are also. Those aren't even controversial.

But is there room in eutopia for the fun of beating other people (at something)? I'm thinking Killer types on the Bartle test.

I see two reasons for giving a full description at first, which seem perfectly valid to me in term of fun theory :

Planning. In all its forms : choosing the class initially, then selecting the skills that will combine well with the skills you'll unlock later on, then choosing the equipment that will match those skills, then delaying a specific quest because you know that skill you'll get soon will be very useful in it. If you don't know what we'll come, there is a huge risk of deception : "oh no, if I knew I would get this Avoid Dragon Breath skill later on, I wouldn't have spent that much money buying this Fire Protection amulet that I bought primarily to fight dragons" and so on. This is a similar idea to the one you exposed in Free to Optimize. A significant part of the fun of CRPGs (and most of the fun of Diablo-like games) is in building a character, and for that you need to know in advance which skills you can get to be free to optimize.

The addictive effect/positive expectation effect "yeah, I'm only one level away from unlocking that great skill" gives much more anticipated fun and is a much stronger motivation to continue playing that "yeah, I'm one level away from getting something which I don't know if it'll be useful or not".

That doesn't mean a game can't have some part of randomness, of surprise. If you look at Diablo games (probably the most advanced game of character building, since there is nothing but character building in it, and it still stays fun to play for a while) the skill tree is made public, so you can plan your character development, but the magical items you get are mostly random, giving you the surprise effect. That seems a relative sane equilibrium to me. A huge part of information open so you can plan, a small part of random/hidden for surprise/challenge.

I think my ideal would be a combination of both: You're allowed to know the level above your own, maybe even two levels up, but three levels up is a mystery. So you get to look forward to what comes next, but still not know EVERYTHING. And that way, you want to level up not only to get Level + 1, but to FIND OUT what you get in Level + 3...

I doubt the possibility of a justified expectation of the pleasantness of a surprise. Any situation where information is being intentionally withheld by a human creates a higher prior probability that the surprise is unpleasant for the simple reason that the majority of humans find sharing good news a pleasant act and something they are more likely to do than sharing bad news. Thus, even if the eventual outcome is pleasant the anticipation of a negative outcome reduces the total fun involved both prior to the reveal because of anxiety and after the reveal because of resentment, and it is entirely reasonable that an individual could find these negatives to reduce total Fun more than the pleasant surprise increases Fun over a baseline of the event itself.

I doubt the possibility of a justified expectation of the pleasantness of a surprise. Any situation where information is being intentionally withheld by a human creates a higher prior probability that the surprise is unpleasant for the simple reason that the majority of humans find sharing good news a pleasant act and something they are more likely to do than sharing bad news. 

But there are certain contexts where withholding pleasant information is normal, such as a video game where you know your characters are going to get stronger, but don't know the specific abilities they're going to acquire.

If I'm following a story (in nearly any medium) written by someone whose abilities I trust, and there's a persistent mystery in the plot (who was the killer, why does this person have these strange powers, who's this stranger who keeps helping the protagonists and what are their motives, etc.) I can predict that the answer will eventually be revealed, and that I will enjoy learning it. A badly written surprise will be disappointing, but if the story is good, I can predict in advance that the surprises will be enjoyable and usually be right. 

You're assuming that video game designers aim to maximize fun. I'm not so sure about that. I suspect they're maximizing for profit, and to achieve that they (usually) attempt to maximize playtime. To maximize playtime they may attempt to increase fun, but mostly they attempt to increase addictiveness. A game change that increases profit while decreasing fun is acceptable. 

Examples: WoW, Farmville, and almost any Zynga game. 

Fun is a necessary component to getting people hooked. The game can't be unpleasant, especially at first, but the stickiest games tend to reward addictive behaviors rather than fun. 

I'd like to know who the authorities are, and send them a complaint. Just about everything that has had a chance of being great and fantastic or just nice, has either turned to shit, been underwhelming (and that's with my already low expectations) or just fallen apart after a while. It's not like it has put me in a state of 'oh nothing good is ever going to happen to me and i will now expect and make everything shitty for myself', it's just rather annoying that it's a strategic advantage to never have any positive expectations about nearly everything, and enjoying the few good surprises when they come.

That being sad; I understand why hope is needed for everyone else, but I still have yet to see why it's needed in my case. Whatever happens, happens, and if it's good, then it's a nice surprise, and if it stays the same, then so be it. I just don't get the whole hope concept. I can hope that my friend doesn't get raped by a gorilla, but that seems pointless, like everything else that doesn't change reality or likelihood of pleasant things to happen

If you create and obtain as much or more of what you value from your environment without hope as you do with hope, then there's no reason for you to have hope.

Many people believe that to be false about themselves and each other.

Of course, they could be wrong. Or they could be right in general but you're an exception. Do you have any particular reason to believe either of those things?

I ask you to contemplate—not just which world you might prefer to live in—but how much you might want to live in the second world, rather than the first.  I would even say that the second world seems more alive; when I imagine living there, my imagined will to live feels stronger.  I've got to stay alive to find out what happens next, right?

I disagree. However, I may very well be misunderstanding. Given that both worlds are equally novel, (and assuming that novelty/complexity is not more constrained in these imaginary worlds than in our real world), wouldnt it be better that we know as much as we possibly can about what the 'adults' know, so that we can spend more time/effort on higher level "fun" things? 

As you've so brilliantly said it yourself in HPMOR (I forget exactly which chapter), Harry once convinces Hermione that if she knows what she is going to be thinking in the future, she might as well think it right away. (I understand that it may sound like I'm confusing my knowledge in the real world, with my supposed lack of knowledge in imaginary world 2), but isn't it better to find out something immediately, than wait to find out? 

On the flip side, there are major downsides to growing up as well. I certainly would want to live in Imaginary World 1, where the chances of me being blind sided are significantly less. I would like to be told about serial killers roaming the street, and not wait to find out the hard way. I would like to be told about STDs, before I go on my first date. 

I don't believe that in either of these worlds, we actually considered a constraint on the amount of novelty there was, and this may just be a personal preference, but I prefer incremental improvements with no major downfalls over sudden "surprises" and correspondingly negative "shocks".

Also, wouldnt this qualify as a case of generalising from fictional evidence? Of course, there might be some gross conceptual error that I've made in this argument and would gladly appreciate a clarification.

But I have some thoughts, so why not put them out there)

I dislike the idea of not being able to know what the future largely holds for me, if other people know that. It doesn’t feel like exciting expectation of pleasant surprise, it feels like not having agency. It’s ok if people plan something small and don’t tell me to surprise me, and it doesn’t have large consequences. But if it the abilities that others know I’ll have, I’d like to know it to- if it’s describable at all at my level.

There are things I wouldn’t want to know specifically. E.g., I don’t want to see a movie from the future about me marrying someone, raising kids with them, having many happy moments; I don’t want these moments to be spoiled by having already experienced some of the happiness for them. But I do pretty much want to learn from other people that marriages are a thing, being happy about a child is a thing, etc., I want to learn others experiences and feel happy for other humans having gone through something I haven’t yet. I can learn about the kinds of stuff the future could hold for me without anyone knowing the specifics before they pleasantly happen.

It’s fun to learn the specifics of my future as it unfolds; it’s not fun for it to be in the fog, and it’s not fun if other people see my future but refuse to tell me. There are ways to feel like a kid that I would enjoy; this one seems inadequate. Having fun without spoilers should be possible; having non-precise spoilers and non-deterministic future (in the sense that no one has looked at it too closely, and knowing it to the extent they looked) should also be possible and still be fun.

Around the time you made this post, I played a computer game that had a skill tree. In the beginning, I had to pick a class; 2 out of six were unavailable until I reached lvl20 with one of my characters. I saw the tree with descriptions for the next 20 levels; every 20 levels, I had to pick a specialisation that opened up a new, somewhat independent tree. There was an item that allowed to redistribute all the points between all the trees; it was granted for free every 20 levels, plus I think I could get it from some quests or for a lot of gold. After some time, I googled the whole tree to understand what the options were and what specialisations do I want to pick to get to a character I want to play. New skills were still fun to use and see cool animations of. Being able to decide on the path I want to take with a knowledge or where approximately it could take me didn’t take away the fun. It allowed to make the fun more optimised and controllable, more in the lines of what I wanted. It was fun to play and complete quests, the story line (although I knew from the start it should probably end up in slaying an evil dragon), discover cool locations, etc.; I would understand if someone told me I shouldn’t look into something, because it would spoil the fun for me, and maybe I wouldn’t look. But in real life, the journey should be the fun, even without important specifics taking me by complete surprises. Pleasant surprises can be small. I’ve had fun discovering and proving math theorems even knowing I could look them up instead. It’s interesting to figure out how things work on a lower level even if you’re already aware of how a higher level works (e.g., I learned C at 8yo, and I looked into how professors actually work maybe at 15; it wasn’t less awesome to dig into, even having already discovered things that depend on processors)

I go even further. I love spoilers. I’d rather read the plot of a movie on Wikipedia than see it. I’m not interested in artificial surprises, and when planning a holiday I nail down as much as I can in advance.

Life brings enough real surprises to make it superfluous to arrange fake ones.

I find an interesting contrast between the OP here and EY’s post on “unweaving the rainbow”.

ETA: I should have first looked up the OP, and found I expressed the same attitude 15 years ago. Yay temporal consistency.

(This is a very old post, but I think I have an interesting thing to say that hasn't been said yet.)

In most games with skill trees, I think the skill tree is actually serving multiple ludic goals, and its design ought to be understood as a compromise between those goals. Some common goals include:

When phrased that way, it seems obvious to me that goals #2 and #3 require revealing some information to the player. A puzzle is not a puzzle if you can't even see the pieces. You can't usefully customize a system if the controls aren't labeled. There's no value in offering a choice between opaque boxes.

But if goal #1 were the only goal, then I think Eliezer is completely correct.

And in fact, I think game systems that are only trying to do #1 usually do keep the upgrades hidden until you get them--with perhaps some vague hints, such as legends of a hero who could do X, or obstacles that a future upgrade will solve. For example, Zelda and Metroid games typically work like this; you just open a treasure chest and get a new ability. Ori and the Blind Forest even does both; it has a skill tree visible from the start of the game, but also gives you surprise upgrades at various milestones (although a few of the surprises are undermined if you read the skill tree carefully).

Also note that these surprise upgrades don't come with a choice; you just get what the game gives you. Because these particular game systems are focused just on goal #1, which doesn't require choice.

(Though there is also a trope where a game will give you a brief preview of many future abilities at the start of the game, then take them away. I see this as a sort of "teaser", like a movie trailer or book blurb, which helps players decide which game to play and how long to stick with it. I think it does probably make the game less fun...if you assume the player was going to play it all the way to the end regardless. But it helps the player decide whether to do that. So again, this is a compromise with another goal. I also avoid reading blurbs for books that I have already decided to read!)

I have gradually come to the opinion that Eliezer's observation is pretty important, and is under-valued in current game design. I like optimization puzzles a lot, but when I spend a lot of time doing detailed planning of the abilities that I'm going to have in some far-future time, I think that does actually make them less exciting when I get them. I suspect many games could benefit from keeping more upgrades hidden (in a carefully-planned way that doesn't screw up other sources of fun).

There's a recent-ish trend of "roguelike" games where leveling up gives you a choice of upgrades, but the options are randomized each time you play. From a certain angle, I think this could be viewed as an attempt to create a new compromise between goals #1 and #2, where you can't plan a whole build in advance because your future options are unknowable, and you don't need to make your current choice based on your future plans because it's not a tree; your current choice doesn't change your future options (much), but you can still make (statistically) better and worse optimization choices. Though I don't really think that's the main thing going on in this style of progression system (I think it is primarily a cost-conscious effort increase replayability), and I can think of many examples that either aren't trying to create that #1/#2 compromise or are (IMO) severely failing at it.



Seduced by Imagination

"Vagueness" usually has a bad name in rationality—connoting skipped steps in reasoning and attempts to avoid falsification.  But a rational view of the Future should be vague, because the information we have about the Future is weak.  Yesterday I argued that justified vague hopes might also be better hedonically than specific foreknowledge—the power of pleasant surprises.

But there's also a more severe warning that I must deliver:  It's not a good idea to dwell much on imagined pleasant futures, since you can't actually dwell in them.  It can suck the emotional energy out of your actual, current, ongoing life.

Epistemically, we know the Past much more specifically than the Future.  But also on emotional grounds, it's probably wiser to compare yourself to Earth's past, so you can see how far we've come, and how much better we're doing.  Rather than comparing your life to an imagined future, and thinking about how awful you've got it Now.

Having set out to explain George Orwell's observation that no one can seem to write about a Utopia where anyone would want to live—having laid out the various Laws of Fun that I believe are being violated in these dreary Heavens—I am now explaining why you shouldn't apply this knowledge to invent an extremely seductive Utopia and write stories set there.  That may suck out your soul like an emotional vacuum cleaner.

I briefly remarked on this phenomenon earlier, and someone said, "Define 'suck out your soul'."  Well, it's mainly a tactile thing: you can practically feel the pulling sensation, if your dreams wander too far into the Future.  It's like something out of H. P. Lovecraft:  The Call of Eutopia.  A professional hazard of having to stare out into vistas that humans were meant to gaze upon, and knowing a little too much about the lighter side of existence.

But for the record, I will now lay out the components of "soul-sucking", that you may recognize the bright abyss and steer your thoughts away:

Hope can be a dangerous thing.  And when you've just been hit hard—at the moment when you most need hope to keep you going—that's also when the real world seems most painful, and the world of imagination becomes most seductive.

It's a balancing act, I think.  One needs enough Fun Theory to truly and legitimately justify hope in the future.  But not a detailed vision so seductive that it steals emotional energy from the real life and real challenge of creating that future.  You need "a light at the end of the secular rationalist tunnel" as Roko put it, but you don't want people to drift away from their bodies into that light.

So how much light is that, exactly?  Ah, now that's the issue.

I'll start with a simple and genuine question:  Is what I've already said, enough?

Is knowing the abstract fun theory and being able to pinpoint the exact flaws in previous flawed Utopias, enough to make you look forward to tomorrow?  Is it enough to inspire a stronger will to live?  To dispel worries about a long dark tea-time of the soul?  Does it now seem—on a gut level—that if we could really build an AI and really shape it, the resulting future would be very much worth staying alive to see?

Yes. You and Eric Drexler and a few others have sufficiently convinced me that I absolutely look forward to the future. I'm not sure if I did already (I had vague though), but now I do. Thanks, I guess. :)

My optimism about the future has always been inducted from historical trend. It doesn't require the mention of AI for that or most of the fun topics discussed. I would define this precisely as having the justified expectation of pleasant surprise. I don't know the specifics of how the future looks, but can generalize with some confidence that it is likely to be better than today (for people on average, if not necessarily me in particular). If you think the trend now is positive, but the result of this trend somewhere in the future is quite negative, than you have a story to tell about why. And with all stories about the future, you are likely wrong.

I find it hard to conceive of falling into misery because I do not live in a future society where an all-powerful FAI seeking the best interests of each individual and of the species governs perfectly. I am glad that I do not have to work as a subsistence peasant, at risk of starvation if the harvest is poor, and I have some envy of celebrities that I see.

I think a lot of misery comes from wanting the World to be other than it is, without the power to change it. Everybody knows it: I need courage to change what I can change, serenity to accept what I can't change, wisdom to know the difference. It is not easy, but it is simple (this last sentence comes from House MD).

I'd add that one of the strongest imagination-seducers possible is wanting the world to be different in a microcosmic, personal way that one is still not able to deal with. (For example, I have learned that while global-scale worldbuilding is fine, I need to stop worldbuilding on a subcultural or regional-cultural level unless I actually am going to publish fiction.)

I feel that a lot of your discussion about Fun Theory is a bit too abstract to have an emotional appeal in terms of looking forward to the future. I think for at least some people (even smart, rational ones), it may be more effective to point out the possibility of more concrete, primitive, "monkey with a million bananas" type scenarios, even if those are not the most likely to actually occur.

Even if you know that the future probably won't be specifically like that, you can imagine how good that would be in a more direct and emotionally compelling way, and then reason that a Fun Theory compatible future would be even better than that, even if you can't visualize what it would be like so clearly.

Those who do it directly cannot afford the cost of mis-representation. 

Has anyone done this experiment? Actually put a monkey in an environment with the equivelant of a million bananas (unlimited food, uncontested mates, whatever puzzles we can think of to make life interesting in the absense of pain and conflict, etc.) and watched how it acted over a period of years for signs of boredom and despair? 

Might be useful information about the real effects of certain kinds of "Utopias." Also might be horribly unethical, depending on how you feel about primate experimentation. 

If giving a monkey some bananas is wrong, I don't want to be right.

I meant that in the context of the Fun Theory sequence, which I'm currently reading through. It seems to me to implicitly predict that a monkey given unlimited bananas, mates, etc., ought to turn out surprisingly unhappy, at least to the extent that its psych is not-too-dissimilar from humans. It would be interesting to see if that prediction is correct. 

[whine]
I wanna be a wirehead! Forget eudamonia, I just wanna feel good all the time and not worry about anything!
[/whine]

"So how much light is that, exactly?  Ah, now that's the issue.

I'll start with a simple and genuine question:  Is what I've already said, enough?"

Secondly, there is the task of convincing a nontrivial fraction of "ordinary" people in developed countries that the humanity+ movement is worth getting excited about, worth voting for, worth funding. This might be a worthy goal if you think that the path of technological development will be significantly influenced by public opinion and politics. For this task, abstract descriptions are not enough, people will need specifics. If you tell John and Jane public that the AI will implement their CEV, they'll look at you like you're nuts. If you tell them that this will, as a special case, solve almost all of the problems that they currently worry about - like their health, their stressed lifestyles, the problems that they have with their marriage, the dementia that grandpa is succumbing to, etc, then you might be on to something.

I always got emotionally invested in abstract causes, so it was enough for me to perceive the notion of a way to get things better, and not just somewhat better, but as good as it gets. About two years ago, when exhausting routine of University was at an end, I got generally bored, and started idly exploring various potential hobbies, learning Japanese, piano and foundations of mathematics. I was preparing to settle down in the real world. The idea of AGI, and later FAI (understood and embraced only starting this summer, despite availability of all the material) as perceived ideal target gave focus to my life and linked intrinsic worth of the cause to natural enjoyment in the process of research. A new perspective didn't suck out my soul, but nurtured it. I don't spend time contemplating specific stories of the better, I need to understand more of the basic concepts in order to have a chance of seeing any specifics about the structure of goodness. For now, whenever I see a specific story, I prefer an abstract expectation of there being a surprising better way quite unlike the one depicted.

I'm currently reading Global Catastrophic Risks by Nick Bostrom and Cirkovic, and it's pretty scary to think of how arbitrarily everything could go bad and we could all live through very hard times indeed.

That kind of reading usually keeps me from having my soul sucked into this imagined great future...

Not all the object-level work that needs to be done is (or requires the same skills as) FAI programming – not to mention the importance of donors and advocates.

...in a desirable way. Effective SL3 "pro-technology" activism seems like it would be very dangerous. I doubt that advocacy (or any activity other than donation) by people who need detailed predictions to sustain their motivation (not just initiate it) has any significant chance of being useful.

@ nick t: I'd be interested to see the justification for the claim that pro technology activism would be very dangerous. Personally, I'm not convinced either way. If it turns out that you're right, then I'd say that this little series on fun theory has probably gone far enough.

One argument in favor of pro-rationalist/technology activism is that we cannot rely upon technology that is conducive to siai or some other small group being able to keep control of things. Robin has argued for a "distributed" singularity based on economic interdependence, probably via a whole host of bci and/or uploading efforts, with the main players being corporations and governments. In this scenario, a small elite group of singularitarian activists would basically be spectators. A much larger global h+ movement would have influence. A possible counterargument is that such a large organization would make bad decisions and have a negative influence due to the poor average quality of its members.

I really liked this post.  Not sure if you meant it this way, but for me it mostly applies to imagining / fantasizing about the future.  Some kinds of imagining are motivating, and they tend to be more general.  The ones you describe as "soul-sucking" are more like an Experience Machine, or William Shatner's Tek (if you've had the misfortune to read any of his books).

For me this brings up the distinction between happiness (Fun) and pleasure.  Soul-sucking is very pleasurable, but it is not very Fun.  There is no richness, no striving, no intricacy - just getting what you want is boring.

ShardPhoenix - I agree that concreteness is important, but there is  still a key distinction between concrete scenarios that motivate people to work to bring them about, and concrete scenarios that people respond to by drifting off into imagination and thinking "yeah, that would be fun."

I briefly remarked on this phenomenon earlier, and someone said, "Define 'suck out your soul'."  Well, it's mainly a tactile thing: you can practically feel the pulling sensation, if your dreams wander too far into the Future.  It's like something out of H. P. Lovecraft:  The Call of Eutopia.  A professional hazard of having to stare out into vistas that humans were meant to gaze upon, and knowing a little too much about the lighter side of existence.

Interstingly enough,Lovecraft wrote a story that I think captures this phenomena quite well. See also this story, in which Lovecraft briefly revisits the protagonist of the original story, and elaborates on his fate. Of note, both stories deal with seduction by memories of a idealized past, rather than imaginings of an idealized future, but I think that the same general principle applies.

Very interesting article, and a real "ouch" moment for me when I realised that all my escapism growing up had exactly this effect. By becoming engaged with fictional worlds through films, books and games you can start to disengage with the world, finding nothing so interesting and vibrant in it (this is a particular risk if you are young and haven't found activities and people you value in reality yet). The scary thing was when I was realised the characters in my books felt more real than people in reality. If you have trouble connecting with people books offer ready-made connections that can distract you from getting the social skills you need to form meaningful relationships in real life.

To an extent I think I am still prey to this, so does anyone have advice on ways to balance your escapist pleasures so you can still enjoy them without losing the vibrancy of real life?

It occurs to me that even more seductive than a future world might be a plausible, more formiddable self. (It suddenly occurs to me why many video game player characters are either conspicuously characterless, like Valve protagonists, or rather unlikable people (the 'why do I have to play as this jerk?' problem). 



The Uses of Fun (Theory)

"But is there anyone who actually wants to live in a Wellsian Utopia?  On the contrary, not to live in a world like that, not to wake up in a hygenic garden suburb infested by naked schoolmarms, has actually become a conscious political motive.  A book like Brave New World is an expression of the actual fear that modern man feels of the rationalised hedonistic society which it is within his power to create."
        —George Orwell, Why Socialists Don't Believe in Fun

There are three reasons I'm talking about Fun Theory, some more important than others:

(1)  You've got folks like Leon Kass and the other members of Bush's "President's Council on Bioethics" running around talking about what a terrible, terrible thing it would be if people lived longer than threescore and ten.  While some philosophers have pointed out the flaws in their arguments, it's one thing to point out a flaw and another to provide a counterexample.  "Millions long for immortality who do not know what to do with themselves on a rainy Sunday afternoon," said Susan Ertz, and that argument will sound plausible for as long as you can't imagine what to do on a rainy Sunday afternoon, and it seems unlikely that anyone could imagine it.

It's not exactly the fault of Hans Moravec that his world in which humans are kept by superintelligences as pets, doesn't sound quite Utopian.  Utopias are just really hard to construct, for reasons I'll talk about in more detail later—but this observation has already been made by many, including George Orwell.

Building the Future is part of the ethos of secular humanism, our common project.  If you have nothing to look forward to—if there's no image of the Future that can inspire real enthusiasm—then you won't be able to scrape up enthusiasm for that common project.  And if the project is, in fact, a worthwhile one, the expected utility of the future will suffer accordingly from that nonparticipation.  So that's one side of the coin, just as the other side is living so exclusively in a fantasy of the Future that you can't bring yourself to go on in the Present.

I recommend thinking vaguely of the Future's hopes, thinking specifically of the Past's horrors, and spending most of your time in the Present.  This strategy has certain epistemic virtues beyond its use in cheering yourself up.

But it helps to have legitimate reason to vaguely hope—to minimize the leaps of abstract optimism involved in thinking that, yes, you can live and obtain happiness in the Future.

(2)  Rationality is our goal, and atheism is just a side effect—the judgment that happens to be produced.  But atheism is an important side effect.  John C. Wright, who wrote the heavily transhumanist The Golden Age, had some kind of temporal lobe epileptic fit and became a Christian.  There's a once-helpful soul, now lost to us.

But it is possible to do better, even if your brain malfunctions on you.  I know a transhumanist who has strong religious visions, which she once attributed to future minds reaching back in time and talking to her... but then she reasoned it out, asking why future superminds would grant only her the solace of conversation, and why they could offer vaguely reassuring arguments but not tell her winning lottery numbers or the 900th digit of pi.  So now she still has strong religious experiences, but she is not religious.  That's the difference between weak rationality and strong rationality, and it has to do with the depth and generality of the epistemic rules that you know and apply.

Fun Theory is part of the fully general reply to religion; in particular, it is the fully general reply to theodicy.  If you can't say how God could have better created the world without sliding into an antiseptic Wellsian Utopia, you can't carry Epicurus's argument.  If, on the other hand, you have some idea of how you could build a world that was not only more pleasant but also a better medium for self-reliance, then you can see that permanently losing both your legs in a car accident when someone else crashes into you, doesn't seem very eudaimonic.

If we can imagine what the world might look like if it had been designed by anything remotely like a benevolently inclined superagent, we can look at the world around us, and see that this isn't it.  This doesn't require that we correctly forecast the full optimization of a superagent—just that we can envision strict improvements on the present world, even if they prove not to be maximal.

(3) There's a severe problem in which people, due to anthropomorphic optimism and the lack of specific reflective knowledge about their invisible background framework and many other biases which I have discussed, think of a "nonhuman future" and just subtract off a few aspects of humanity that are salient, like enjoying the taste of peanut butter or something.  While still envisioning a future filled with minds that have aesthetic sensibilities, experience happiness on fulfilling a task, get bored with doing the same thing repeatedly, etcetera.  These things seem universal, rather than specifically human—to a human, that is.  They don't involve having ten fingers or two eyes, so they must be universal, right?

And if you're still in this frame of mind—where "real values" are the ones that persuade every possible mind, and the rest is just some extra specifically human stuff—then Friendly AI will seem unnecessary to you, because, in its absence, you expect the universe to be valuable but not human.

It turns out, though, that once you start talking about what specifically is and isn't valuable, even if you try to keep yourself sounding as "non-human" as possible—then you still end up with a big complicated computation that is only instantiated physically in human brains and nowhere else in the universe.  Complex challenges?  Novelty?  Individualism?  Self-awareness?  Experienced happiness?  A paperclip maximizer cares not about these things.

It is a long project to crack people's brains loose of thinking that things will turn out regardless—that they can subtract off a few specifically human-seeming things, and then end up with plenty of other things they care about that are universal and will appeal to arbitrarily constructed AIs.  And of this I have said a very great deal already.  But it does not seem to be enough.  So Fun Theory is one more step—taking the curtains off some of the invisible background of our values, and revealing some of the complex criteria that go into a life worth living.

The paper-clipper is a straw man that is only relevant if some well-meaning person tries to replace evolution with their own optimization or control system.  (It may also be relevant in the case of a singleton; but it would be non-trivial to demonstrate that.)

All of Tim Tyler's points have been addressed in previous posts.  Likewise the idea that evolution would have more shaping influence than a simple binary filter on utility functions.  Don't particularly feel like going over these points again; other commenters are welcome to do so.

A random utility function will do fine, iff the agent has perfect knowledge.

Imagine, if you will a stabber, something that wants to turn the world into things that have been stabbed. If it knows that stabbing itself will kill itself, it will know to stab itself last. If it doesn't know know that stabbing itself will lead to it no longer being able to stab things, then it may not do well in actually achieving its stabbing goal by stabbing itself too early.

Well, that is so vague as to hardly be worth the trouble of responding to - but I will say that I do hope you were not thinking of referring me here.

However, I should perhaps add that I overspoke.  I did not literally mean "any sufficiently-powerful optimisation process".  Only that such things are natural tendencies - that tend to be produced unless you actively wire things into the utility function to prevent their manifestation.

My guess is that it's a representation of my position on sexual selection and cultural evolution.  I may still be banned from discussing this subject - and anyway, it seems off-topic on this thread, so I won't go into details.

If this hypothesis about the comment is correct, the main link that I can see would be: things that Eliezer and Tim disagree about.

The society of Brave New World actually seemed like quite an improvement to me.

"John C. Wright, who wrote the heavily transhumanist The Golden Age, had some kind of temporal lobe epileptic fit and became a Christian. There's a once-helpful soul, now lost to us."

this seems needlessly harsh. as you've pointed out in the past, the world's biggest idiot/liar saying the sun is shining, does not necesarily mean its dark out. the fictional evidence fallacy notwithstanding, if Mr. Wright's novels have useful things to say about transhumanism or the future in general, they should be apreciated for that. the fact the author is born-again shouldnt mean we throw his work on the bonfire.

The Brave New World was exceedingly stable and not improving. Our current society has some chance of becoming much better.

My own complaints regarding the Brave New World consist mainly of noting that Huxley's dystopia specialized in making people fit the needs of society.  And if meant whittling down a square peg so it would fit into a round hole, so be it.

Embryos were intentionally damaged (primarily through exposure to alcohol) so that they would be unlikely to have capabilities beyond what society needed them to.

This is completely incompatible with my beliefs about the necessity of self-regulating feedback loops, and developing order from the bottom upwards.

I admire your persistence; however, you should be reminded that preaching to the deaf is not a particularly worthwhile activity.

I know a transhumanist who has strong religious visions, which she once attributed to future minds reaching back in time and talking to her... but then she reasoned it out, asking why future superminds would grant only her the solace of conversation, and why they could offer vaguely reassuring arguments but not tell her winning lottery numbers or the 900th digit of pi.  So now she still has strong religious experiences, but she is not religious.  That's the difference between weak rationality and strong rationality, and it has to do with the depth and generality of the epistemic rules that you know and apply.

Does this person genuinely have schizophrenia? I've occasionally wondered what would happen if a schizophrenic was taught rationality, or a rationalist developed schizophrenic. I didn't think such a thing had happened already though. 

I recall a neurologist that suffered a stroke and was able to reason out that she was suffering a stroke and managed to use the phone to call for help while severely impaired.  It doubled as a religious experience for her.

I also recall a story about a woman trained in medicine who developed schizophrenia and turned her intellect to coping with her delusions, and rationalizing them, and poking holes in her rationalizations.  Unfortunately I can't find the story, but I remember that she was convinced that rats were running around in her brain chewing on her nerves, but that she could electrocute them by thinking really hard.  She realized that real rats couldn't possibly be running around in her brain, but had some rationalization for that.

"Millions long for immortality who do not know what to do with themselves on a rainy Sunday afternoon,"

Of late, during my discussions with others about rational politics and eudaimonia, I've been experiencing a strangely significant proportion of people (particularly the religious) asking me - with no irony - "What would you even DO with immortality?"  My favored response: "Anything.  And everything.  In that order."  LessWrong and HP:MoR has played no small part in that answer, and much of the further discussion that generally ensues.



Higher Purpose

Long-time readers will recall that I've long been uncomfortable with the idea that you can adopt a Cause as a hedonic accessory:

"Unhappy people are told that they need a 'purpose in life', so they should pick out an altruistic cause that goes well with their personality, like picking out nice living-room drapes, and this will brighten up their days by adding some color, like nice living-room drapes."

But conversely it's also a fact that having a Purpose In Life consistently shows up as something that increases happiness, as measured by reported subjective well-being.

One presumes that this works equally well hedonically no matter how misguided that Purpose In Life may be—no matter if it is actually doing harm—no matter if the means are as cheap as prayer.  Presumably, all that matters for your happiness is that you believe in it.  So you had better not question overmuch whether you're really being effective; that would disturb the warm glow of satisfaction you paid for.

And here we verge on Zen, because you can't deliberately pursue "a purpose that takes you outside yourself", in order to take yourself outside yourself.  That's still all about you.

Which is the whole Western concept of "spirituality" that I despise:  You need a higher purpose so that you can be emotionally healthy.  The external world is just a stream of victims for you to rescue.

Which is not to say that you can become more noble by being less happy.  To deliberately sacrifice more, so that you can appear more virtuous to yourself, is also not a purpose outside yourself.

The way someone ends up with a real purpose outside themselves, is that they're walking along one day and see an elderly women passing by, and they realize "Oh crap, a hundred thousand people are dying of old age every day, what an awful way to die" and then they set out to do something about it.

If you want a purpose like that, then by wanting it, you're just circling back into yourself again.  Thinking about your need to be "useful".  Stop searching for your purpose.  Turn your eyes outward to look at things outside yourself, and notice when you care about them; and then figure out how to be effective, instead of priding yourself on how much spiritual benefit you're getting just for trying.

In today's world, most of the highest-priority legitimate Causes are about large groups of people in extreme jeopardy.  (Wide scope * high severity.)  Aging threatens the old, starvation threatens the poor, existential risks threaten humankind as a whole.

But some of the potential solutions on the table are, arguably, so powerful that they could solve almost the entire list.  Some argue that nanotechnology would take almost all our current problems off the table.  (I agree but reply that nanotech would create other problems, like unstable military balances, crazy uploads, and brute-forced AI.)

I sometimes describe the purpose (if not the actual decision criterion) of Friendly superintelligence as "Fix all fixable problems such that it is more important for the problem to be fixed immediately than fixed by our own efforts."

Wouldn't you then run out of victims with which to feed your higher purpose?

"Good," you say, "I should sooner step in front of a train, than ask that there be more victims just to keep myself occupied."

But do altruists then have little to look forward to, in the Future?  Will we, deprived of victims, find our higher purpose shriveling away, and have to make a new life for ourselves as self-absorbed creatures?

"That unhappiness is relatively small compared to the unhappiness of a mother watching their child die, so screw it."

Well, but like it or not, the presence or absence of higher purpose does have hedonic effects on human beings, configured as we are now.  And to reconfigure ourselves so that we no longer need to care about anything outside ourselves... does sound a little sad.  I don't practice altruism for the sake of being virtuous—but I also recognize that "altruism" is part of what I value in humanity, part of what I want to save.  If you save everyone, have you obsoleted the will to save them?

But I think it's a false dilemma.  Right now, in this world, any halfway capable rationalist who looks outside themselves, will find their eyes immediately drawn to large groups of people in extreme jeopardy.  Wide scope * great severity = big problem.  It doesn't mean that if one were to solve all those Big Problems, we would have nothing left to care about except ourselves.

Friends?  Family?  Sure, and also more abstract ideals, like Truth or Art or Freedom.  The change that altruists may have to get used to, is the absence of any solvable problems so urgent that it doesn't matter whether they're solved by a person or an unperson.  That is a change and a major one—which I am not going to go into, because we don't yet live in that world.  But it's not so sad a change, as having nothing to care about outside yourself.  It's not the end of purpose.  It's not even a descent into "spirituality": people might still look around outside themselves to see what needs doing, thinking more of effectiveness than of emotional benefits.

If all goes well, there will come a time when you could search the whole of civilization and never find a single person so much in need of help, as dozens you now pass on the street.

If you do want to save someone from death, or help a great many people—if you want to have that memory for yourself, later—then you'd better get your licks in now.

I say this, because although that is not the purest motive, it is a useful motivation.

And for now—in this world—it is the usefulness that matters.  That is the Art we are to practice today, however we imagine the world might change tomorrow.  We are not here to be our hypothetical selves of tomorrow.  This world is our charge and our challenge; we must adapt ourselves to live here, not somewhere else.

After all—to care whether your motives were sufficiently "high", would just turn your eyes inward.

One wonders if it is possible to make finding one's purpose in life one's purpose in life.  At least the logical paradoxes would be briefly amusing.

There is a line in Scary Movie 3 that goes something like this "What's your dream?" "to have a dream."

That used to be my purpose in life, untill i discovered nihilism.

we must adapt ourselves to live here, not somewhere else.

I try to explain this when I get called a racist for not wanting to go to a poor/predominantly black and latino neighborhood.  I have a high preference for a world in which race doesn't make a bit of difference.  However today, in this world I am 2 orders of magnitude more likely to have a crime perpetrated against me in said neighborhood.

I also bring this up when people respond to my ideas with unlikely sinking ship/rescue raft ethical scenarios.  There are enough regular problems that need solving.  As the world becomes more gentle we can start putting more effort into the edge cases.

And again with global warming.  I'd love to live in a world in which a .3% change in radiation absorption was our most pressing concern.  However in this world we could save many more lives and species by refocusing our money and efforts.

in this world I am 2 orders of magnitude more likely to have a crime perpetrated against me in said neighborhood.

Presumably, then, your actual objection is to living in predominantly high-crime neighborhoods, and you'd be fine with poor/black/hispanic neighborhoods? I'd certainly suspect racism if the objection was "but poor = crime!" rather than "looking at the actual statistics, that neighborhood has high crime".

Of course it is.  That's philosophy right there :->

Perhaps a webpage should be written that attempts to persuade smart egotists that if they want to accumulate wealth for the long-term future, it would be rational to choose "good guy points" as that wealth, instead of e.g. money.

Since if our civilization doesn't self-destruct, we will end up spending billions of years in a Happy World where there are no more "good guy points" available to accumulate. It will be the ultimate scarce resource, in a world where very few things are scarce. Accumulating money instead of "good guy points" seems stupid to me, if one is thinking for the long-term.

I'll also note here, that during billions of years of Happy Life, historians will certainly study every last detail of the very limited amount of pre-utopia history that the world experienced. We'll probably see fine-tuned High Score tables of how many "good guy points" each surviving individual has collected. (This study of history will be made substantially easier once we have the technology to extract the memories of every willing person into the public domain.)

I know this is 12 years old but this is one of the greatest things I have ever read.

"I try to explain this when I get called a racist for not wanting to go to a poor/predominantly black and latino neighborhood. I have a high preference for a world in which race doesn't make a bit of difference. However today, in this world I am 2 orders of magnitude more likely to have a crime perpetrated against me in said neighborhood."

This bit of haphazard reasoning could be more focused: what neighborhood the commentator leaves to enter a predominantly poor or minority neighborhood (itself a hazy conflation), the time of day, the type of crime, frequency of of crime reported in said hood, etc.  Information is available to more accurately predict whether one might be the victim of a crime, but I'm not sure the commentator has that information in his/her head as a motivator for the decision in real time.

This makes eudaimonist egoism seem simpler, more elegant by comparison.  I don't need a stream of victims now, and I won't need them post-Singularity.

Daniel Dennett's standard response to the question "What's the secret of happiness" is "The secret of happiness is to find something more important than you are and dedicate your life to it."

I think that this avoids Eliezer's criticism that "you can't deliberately pursue 'a purpose that takes you outside yourself', in order to take yourself outside yourself.  That's still all about you."  Something can be more important than you and yet include you.  Depending on your values, the future of the human race itself could serve as an example.  It would seem also to be still an available "hedonic accessory" in any eutopia that includes humanity in some form.

I read a lot of this type of stuff back in the 1990s.  Your "purpose" doesn't need to be spiritual or altruistic or even helpful to others, all that is necessary is that it keeps you from dwelling on yourself and your own problems>  Serious study, if it is interesting enough to you and difficult enough to really engage your attention is more than enough to gain you the benefits of a "purpose".

For an egoist with a low discount rate and broad enough self-concept to make transhumanity appealing, even this may be unnecessary to make Singularitarianism highly attractive. I suspect that the idea of benefiting yourself by helping everyone including yourself is unintuitive enough, though, to make this far less apparent than it could be.

Eliezer:
For some reason this seems to me to bring a lot of things together very concisely, but doesn't seem to require too much background reading. I expect I will send people here.

Nazgul, Justin:
Also of important is the actual rate and risk. If the original crime rate is quite low, two orders of magnitude more is still probably not enough risk to rationally pass on something of value. (Say, visiting a friend in said neighborhood.)

I've mostly heard this kind of argument from people who drive cars.

"There would never be another Gandhi, another Mandela, another Aung San Suu Kyi—and yes, that was a kind of loss, but would any great leader have sentenced humanity to eternal misery, for the sake of providing a suitable backdrop for eternal heroism? Well, some of them would have. But the down-trodden themselves had better things to do."  —from "Border Guards"

Altruism doesn't only mean preventing suffering.  It also means increasing happiness.  If all suffering were ended, altruists will still have purpose in providing creativity, novelty, happiness, etc.  Suffering then becomes not experience unthinkable levels of insert_positive_emotion_here and philanthropists will be devoted to ensure that all sentient entities experience all they can.  The post-singularity Make-a-Wish foundation would experience rapid growth and expand their services as well as volunteers as they operate full-time with repeat customers.

And here we verge on Zen, because you can't deliberately pursue "a purpose that takes you outside yourself", in order to take yourself outside yourself.  That's still all about you.

No,  I mean, this looks reasonable.  It probably gets at a higher truth of some sort.  But it's the same mistake as thinking that a scientific hypothesis can't be true because it was inspired by an irrational belief.  It shouldn't matter where you came up with your hypotheses--it only matters if it fits the evidence with the best explanation (and, ideally, makes the most falsifiable predictions that turn out to be true).  Just because, for example, the drug company profits if everyone thinks their drug cures disease X doesn't mean that the drug doesn't actually cure disease X.

Just because my present self has an altruistic purpose only because my past self found pleasure in thinking that it would be an altruist in the future doesn't detract from my present self's actual altruism.  (This is purely hypothetical, I am actually purely selfish across all time, space and possibility)

Come up with a spending plan for a trillion dollar stimulus package that suddenly lands in the collective lap of transhumanists and singularitarians. What goals would a trillion bucks solve? Anything?

What exactly will you do if someone decides to drop you a mountain of money, no strings attached? Can you spend a trillion usefully?

I look at Causes as hedonic accessories from a different point of view: Given the history of how many Causes have turned out to contain purple kool-aid, I look at the problem as not so much "how can we carefully select rationally desirable Causes" but more nearly "How can we bypass this part of the human mental landscape altogether - preferably aquiring the hedonic gains of adopting a Cause, while skipping the hazards, both to oneself and to those around one, of actually adopting one."

That's a very interesting proposition. Lao Tzu would like to have a word with you.

If all the money (and effort) humanity currently wastes on making better killing machines was rerouted to causes that (currenly only) transhumanists and singularitarians - and the bulk of future humanity - care about, what would happen? What is the upper bound of funds above which adding more wouldn't make a difference? Where do you hit severely diminishing returns and have to say enough is enough?

Do you have a list "If only we had practically unlimited money we would..."? I'd like to see one.

After a great deal of navel-gazing, I have realised that I actually get pleasure from serving others. However, such pleasure need not be rescuing them from harm. If no-one is at threat from harm, it might be by entertaining them. My evolved highly social capacity to get pleasure from service will not be unsatisfiable. This can still be "all about me"- I get genuine pleasure, I get social interaction, I get increasing wisdom as I learn what works to "serve others" and what does not.

I might learn to accept what achievements I can make- not creating the perfect FAI, not even singing better than anyone else, merely singing something simple acceptably and giving transient pleasure to one other person.

The Zen arguments, spiritual growth, all that stuff is only relevant if one wants to be a Good person. I do not, I think I am good enough, already.

Higher Purpose =/= Altruism towards other people. At least not necessarily. I know this was implicitly mentioned in the whole "Truth or Art or Freedom" line, but considering that altruism connected with charity is one of the few places where we descend into signalling races here, I thought it important to emphasise that. 

I'd rather an arbitrary person want to be a good person because it makes em feel good than spend all of eir free time and money on video games because they are fun.  I think this post is too hard on people from the former group.  After all, they're doing something good rather than something else!

"The external world is just a stream of victims for you to rescue." I do not see a big problem with this, as I agree with the last point that this not pure but still useful, except when are considering equality and majority/minority dynamic. Does a high purpose need to be "pure"? Are humans really completely capable of that? Does it make sense if humans are capable of that from a sociology perspective? To me, the key is to ensure a system that effectively incentivize humans to extend compassion.

I do think a lot of high purposes come from adverse experiences, and by that adverse experience, such as rape/sexual assault, this person would understand a bit more of what the challenges are, how miserable it is, and it makes sense for this person to be personally invested in this clause and make contributions to it.






Ethical Injunctions

Ethical injunctions are rules not to do something even when it's the right thing to do. (That is, you refrain "even when your brain has computed it's the right thing to do", but this will just seem like "the right thing to do".)

For example, you shouldn't rob banks even if you plan to give the money to a good cause.

This is to protect you from your own cleverness (especially taking bad black swan bets), and the Corrupted hardware you're running on.

Sequences: Ethical Injunctions

Power corrupts is well known folk wisdom. This post gives an evo-psych explanation. Corrupt behavior provides a fitness advantage, but signaling corruption makes it hard to get power. The cleanest way to not signal corruption is to honestly believe that one will not be corrupt. Thus the fittest strategy is to couple an honest desire to do good with a tendency to find the common abuses  of power pleasurable. 

This post is not cross listed as a part of the listed main sequences. 

"The end does not justify the means" is just consequentialist reasoning at one meta-level up. If a human starts thinking on the object level that the end justifies the means, this has awful consequences given our untrustworthy brains; therefore a human shouldn't think this way. But it is all still ultimately consequentialism. It's just reflective consequentialism, for beings who know that their moment-by-moment decisions are made by untrusted hardware.

This post is not cross listed as a part of the listed main sequences. 

Most lies, in order to stand against rigorous investigation, would require additional lies about supporting facts. Since people do not know all aspects of all disciplines, the web of supporting lies will eventually entail making a claim that is self evidently false to someone with expert knowledge the liar does not possess. Only a god could lie to an AI.

Part of the Against Rationalization subsequence of How To Actually Change Your Mind

A more personal / reflective post in which Eliezer looks back and observes that his ethically motivated truthfulness has led to better outcomes than he would have achieved by lying. He proposes several reasons for this including that honesty makes it harder to sweep problems away forcing him to deal with them. 

This post is not cross listed as a part of the listed main sequences. 

A speculative evo psych post reasoning that "ethical instincts" would have been adaptive in a context where people systemically underestimated the risks of getting caught ( see general overconfidence bias) and were punished heavily via exile from the tribe or outright death. 

This post is not cross listed as a part of the listed main sequences. 

Linking the previous posts in the sequence to the problem of AI, this post explores ethical injunctions as failsafe mechanisms in a self-modifying AI. A simple example is that if an AI in the takeoff phase decides at iteration N that it needs to deceive it programmers about its end goals, then the goals have likely drifted too far during the modification process. An injunction against deceiving the programmers will shut down the AI before it gets any worse. Further, the AI at step N-1 will hopefully have seen this itself and built the injunction into its next iteration. As humans with many subconscious biases, a choice to impose ethical injunctions on ourselves can serve as a similar failsafe.

This post is not cross listed as a part of the listed main sequences.

Certain opportunities to violate an injunction will only arise if the injunction exists; someone planning a murder will only confess if he expects the priest not to testify. Thus the apparent gain from violating an injunction in a single case does not actually exist on a systemic level. If prospective murders know that priests makes exception for murders, then they won’t confess to the priest and the priest will not have the opportunity to make an exception. Injunctions that seem value destructive in single instance hypotheticals can be beneficial at a systemic level.

This post is not cross listed as a part of the listed main sequences.

This is a round-up of some of the more interesting and insightful comments to prior posts in the sequence with detailed responses brought to the front.

This post is not cross listed as a part of the listed main sequences.




Why Does Power Corrupt?

"Power tends to corrupt, and absolute power corrupts absolutely.  Great men are almost always bad men."
        —Lord Acton

Call it a just-so story if you must, but as soon as I was introduced to the notion of evolutionary psychology (~1995), it seemed obvious to me why human beings are corrupted by power.  I didn't then know that hunter-gatherer bands tend to be more egalitarian than agricultural tribes—much less likely to have a central tribal-chief boss-figure—and so I thought of it this way:

Humans (particularly human males) have evolved to exploit power and status when they obtain it, for the obvious reason:  If you use your power to take many wives and favor your children with a larger share of the meat, then you will leave more offspring, ceteris paribus.  But you're not going to have much luck becoming tribal chief if you just go around saying, "Put me in charge so that I can take more wives and favor my children."  You could lie about your reasons, but human beings are not perfect deceivers.

So one strategy that an evolution could follow, would be to create a vehicle that reliably tended to start believing that the old power-structure was corrupt, and that the good of the whole tribe required their overthrow...

The young revolutionary's belief is honest.  There will be no betraying catch in his throat, as he explains why the tribe is doomed at the hands of the old and corrupt, unless he is given power to set things right.  Not even subconsciously does he think, "And then, once I obtain power, I will strangely begin to resemble that old corrupt guard, abusing my power to increase my inclusive genetic fitness."

People often think as if "purpose" is an inherent property of things; and so many interpret the message of ev-psych as saying, "You have a subconscious, hidden goal to maximize your fitness."  But individual organisms are adaptation-executers, not fitness-maximizers.  The purpose that the revolutionary should obtain power and abuse it, is not a plan anywhere in his brain; it belongs to evolution, which can just barely be said to have purposes.  It is a fact about many past revolutionaries having successfully taken power, having abused it, and having left many descendants.

When the revolutionary obtains power, he will find that it is sweet, and he will try to hold on to it—perhaps still thinking that this is for the good of the tribe.  He will find that it seems right to take many wives (surely he deserves some reward for his labor) and to help his children (who are more deserving of help than others).  But the young revolutionary has no foreknowledge of this in the beginning, when he sets out to overthrow the awful people who currently rule the tribe—evil mutants whose intentions are obviously much less good than his own.

The circuitry that will respond to power by finding it pleasurable, is already wired into our young revolutionary's brain; but he does not know this.  (It would not help him evolutionarily if he did know it, because then he would not be able to honestly proclaim his good intentions—though it is scarcely necessary for evolution to prevent hunter-gatherers from knowing about evolution, which is one reason we are able to know about it now.)

And so we have the awful cycle of "meet the new boss, same as the old boss".  Youthful idealism rails against their elders' corruption, but oddly enough, the new generation—when it finally succeeds to power—doesn't seem to be all that morally purer.  The original Communist Revolutionaries, I would guess probably a majority of them, really were in it to help the workers; but once they were a ruling Party in charge...

All sorts of random disclaimers can be applied to this thesis:  For example, you could suggest that maybe Stalin's intentions weren't all that good to begin with, and that some politicians do intend to abuse power and really are just lying.  A much more important objection is the need to redescribe this scenario in terms of power structures that actually exist in hunter-gatherer bands, which, as I understand it, have egalitarian pressures (among adult males) to keep any one person from getting too far above others.

But human beings do find power over others sweet, and it's not as if this emotion could have materialized from thin air, without an evolutionary explanation in terms of hunter-gatherer conditions.  If you don't think this is why human beings are corrupted by power—then what's your evolutionary explanation?  On the whole, to me at least, the evolutionary explanation for this phenomenon has the problem of not even seeming profound, because what it explains seems so normal.

The moral of this story, and the reason for going into the evolutionary explanation, is that you shouldn't reason as if people who are corrupted by power are evil mutants, whose mutations you do not share.

Evolution is not an infinitely powerful deceiving demon, and our ancestors evolved under conditions of not knowing about evolutionary psychology.  The tendency to be corrupted by power can be beaten, I think.  The "warp" doesn't seem on the same level of deeply woven insidiousness as, say, confirmation bias.

There was once an occasion where a reporter wrote about me, and did a hatchet job.  It was my first time being reported on, and I was completely blindsided by it.  I'd known that reporters sometimes wrote hatchet jobs, but I'd thought that it would require malice—I hadn't begun to imagine that someone might write a hatchet job just because it was a cliche, an easy way to generate a few column inches.  So I drew upon my own powers of narration, and wrote an autobiographical story on what it felt like to be reported on for the first time—that horrible feeling of violation.  I've never sent that story off anywhere, though it's a fine and short piece of writing as I judge it.

For it occurred to me, while I was writing, that journalism is an example of unchecked power—the reporter gets to present only one side of the story, any way they like, and there's nothing that the reported-on can do about it.  (If you've never been reported on, then take it from me, that's how it is.)  And here I was writing my own story, potentially for publication as traditional journalism, not in an academic forum.  I remember realizing that the standards were tremendously lower than in science.  That you could get away with damn near anything, so long as it made a good story—that this was the standard in journalism.  (If you, having never been reported on yourself, don't believe me that this is the case, then you're as naive as I once was.)

Just that thought—not even the intention, not even wondering whether to do it, but just the thought—that I could present only my side of the story and deliberately make the offending reporter look bad, and that no one would call me on it.  Just that thought triggered this huge surge of positive reinforcement.  This tremendous high, comparable to the high of discovery or the high of altruism.

And I knew right away what I was dealing with.  So I sat there, motionless, fighting down that surge of positive reinforcement.  It didn't go away just because I wanted it to go away.  But it went away after a few minutes.

If I'd had no label to slap on that huge surge of positive reinforcement—if I'd been a less reflective fellow, flowing more with my passions—then that might have been that.  People who are corrupted by power are not evil mutants.

I wouldn't call it a close call.  I did know immediately what was happening.  I fought it down without much trouble, and could have fought much harder if necessary.  So far as I can tell, the temptation of unchecked power is not anywhere near as insidious as the labyrinthine algorithms of self-deception.  Evolution is not an infinitely powerful deceiving demon.  George Washington refused the temptation of the crown, and he didn't even know about evolutionary psychology.  Perhaps it was enough for him to know a little history, and think of the temptation as a sin.

But it was still a scary thing to experience—this circuit that suddenly woke up and dumped a huge dose of unwanted positive reinforcement into my mental workspace, not when I planned to wield unchecked power, but just when my brain visualized the possibility.

To the extent you manage to fight off this temptation, you do not say:  "Ah, now that I've beaten the temptation of power, I can safely make myself the wise tyrant who wields unchecked power benevolently, for the good of all."  Having successfully fought off the temptation of power, you search for strategies that avoid seizing power.  George Washington's triumph was not how well he ruled, but that he refused the crown—despite all temptation to be horrified at who else might then obtain power.

I am willing to admit of the theoretical possibility that someone could beat the temptation of power and then end up with no ethical choice left, except to grab the crown.  But there would be a large burden of skepticism to overcome.

Next post: "Ends Don't Justify Means (Among Humans)"

I'm unclear whether you're saying that we perceive those in power to be corrupt, or that they actually are corrupt.  The beginning focuses on the former; the second half, on the latter.

The idea that we have evolved to perceive those in power over us as being corrupt faces the objection that the statement, "Power corrupts", is usually made upon observing all known history, not just the present.

Eliezer: I don't get your altruism. Why not grab the crown? All things being equal, a future where you get to control things is preferable to a future where you don't, regardless of your inclinations.

Even if altruistic goals are important to you, it would seem like you'd have better chances of achieving them if you had more power.

Unless, I guess, if you judge that the activities needed to keep power, and to remain alive while under increased threat, would be too much of an obstacle to your other goals.

The only valid reason I see not to grab power is a selfish one: if it would mean getting yourself into a mess that you don't really need or want. Which seems likely to be the case. But then this is a selfish motivation, not an altruistic one.

If washington takes the crown he is helping set up a monarchy. And the next fellow may not be as good as him. Even very wise men/women tend to be pretty bad at picking sucessors. Marcus Aurelias is generally considered a deep thinker and a very able ruler. But all his years of good decisions were probably dwarfed by his mistake to leave the empite to comodus. 

If Marcus Aurelias cannot be trusted to choose a sucessor idk who can. Even if Elizier can, can his sucessor?

(I am assuming here it will be a awhile until the singularity, if Elizier can be king until the singularity hits making him king is a very good idea).

Once people are aware than many people often succumb to a certain temptation, they like to collect stories of times when they resisted the temptation.  Those new tribal leaders may have done this dozens of times before and while actually being the new power-abusing leader.

Was Washington seriously offered the crown? Also, he's not as memorable a fiery revolutionary as Patrick Henry or Samuel Adams. Maybe one of them would have accepted it (I know, fundamental attribution error, yeah yeah yeah).

"I am willing to admit of the theoretical possibility that someone could beat the temptation of power and then end up with no ethical choice left, except to grab the crown.  But there would be a large burden of skepticism to overcome."

If all people, including yourself, become corrupt when given power, then why shouldn't you seize power for yourself? On average, you'd be no worse than anyone else, and probably at least somewhat better; there should be some correlation between knowing that power corrupts and not being corrupted.

First, you may be able to avoid anyone getting the power. When Eliezer decided against insulting the reporter, he did not leave the position open for someone else. When Washington was offered the crown, not only did refusing it not result in it going to someone else, accepting would have (eventually).

Second, it's possible that you can do more good while neither corrupt nor in power then you could if you are corrupt and in power.

I think this post draws excessively on the psychological unity of humanity, and fails to highlight psychological morphs (resulting from frequency-dependent strategies and local or temporal variation in conditions) that will be more or less successful in seizing power in different circumstances. Silicon Valley seems to allocate power to a systematically different group of people than would acquire it through democratic elections or the internal politics of the PRC.

TGGP: at the very least, it's well-documented that he defused a couple of coups.

My understanding is that GW decided he'd get more pages in the history books if he declined the crown. George III agreed: "if he does that, he will be the greatest man in the world."

In terms of mechanism it sounds like a classic case of hyperstimulus - a mechanism designed to make the most of a little, suddenly handed a lot.

Part of the disagreements above are caused by there being five different kinds of power.  Three are inherently ethical, that is in the way the power is gained, not its use; the other two, which are more commonly thought of as power are inherently unethical.  (I am using power in the sense of ability to get things done; some libertarians make the error of equating power with coercion, which limits it.)

The unethical forms are politico-religious (fraud) where you trick people into serving your ends and politico-criminal (force) where you coerce them.  The other three are love or shared ends, as David Friedman discussed in the chapter "Love Is Not Enough" in "Machinery of Freedom", economic power where you pay others to do what you want done, and personal power where you do it yourself.

Yes, this is also the history I learned.  But if we aren't to forgive tyrants for their good intentions, shouldn't we only judge GW by his results?

I've yet to hear that all Silicon Valley CEOs are wise and benevolent tyrants who never abuse their subordinates or their companies.  And if a larger fraction of them do manage to do better, then I never said the temptation of power was invincible.

Shall we not praise that behavior which we wish to encourage?

Human society has not been designed to operate entirely without nodes of power.  We would like people to refuse to abuse power on specific occasions, so it makes sense to praise stories of people who refused to abuse their power on specific occasions.  But we should praise, far more highly than benevolent rulers, those who find ways to check power or avert it entirely; the framer of a functioning constitution above the wisest king.

And if someone comes to us with a handful of anecdotes of times they refused power, but without much of a systematic record recommended by neutral third parties, let us perhaps agree that each specific occasion was worthy of praise, but not trust them to be a good tyrant in the future.

Isn't the problem often not that people betray their ideals, but that their ideals were harmful to begin with? Do we know that not-yet-powerful Stalin would have disagreed (internally) with a statement like "preserving Communism is worth the sacrifice of sending a lot of political opponents to gulags"? If not then maybe to that extent everyone is corrupt and it's just the powerful that get to act on it. Maybe it's also the case that the powerful are less idealistic and more selfish, but then there are two different "power corrupts" effects at play.

Eliezer: Not only did you resist the temptation of power, but also the temptation of revenge. Until now. He reported on you, now you told us, your readers, about him. Report on him. Half the job is done. We already know he's a bad reporter. We just need his name in order to laugh on his face. Sure, you could carry on with this resisting temptations thing, and it would be very praiseworthy... But revenge is even sweeter than power.

@Steven: There's a selection effect for ideologies that justify any means to attain a distant future payoff, so you can locally optimize for the acquisition of power, and do good with it once you have enough that you'd get more results by spending than investing your political capital. Consequentialism is particularly good for this (and gets even more suited to it when one takes into account existential risk and technological considerations).

That is why systems consisting of checks and balances were eventually created (ie. democracy).  Such social systems try to quell the potential for power aggregation and abuse, though as current events show, there will always be ways for power hungry people  to game the system (and the best way to game the system is to run it and change the rules in your favor, creating the illusion that you still abide by the rules).

I always felt that the best system would be one of two extremes: 1.) a benevolent dictator (friendly superintelligence?) or 2.) massively decentralized libertarian socialism (or similar).

Notice that its an all or nothing dichotomy based on the absolute 'goodness' of a potential benevolent dictator--meaning that if it is possible to have an absolutely perfect benevolent dictator, than it would be best to concentrate power with it, but an absence of perfection would then require the exact opposite and to spread power out as wide as possible.

Someone contemplating changing the world for the better (or best) would necessarily need to decide which camp they fall in, #1 or #2.  If #1 (like EY I presume), your most important duty would be to make the creation of this benevolent dictator your highest priority.  If in camp #2 (like myself), your highest priority would be to create a system that uses the knowledge of human cognition, biases, and tendencies to diffuse power aggregation/abuse while trying to maximize the pursuit of happiness.

I think work on both can be done concurrently and may be complementary.  Working on #2 might help keep the world from blowing up until #1 can be completed, and work on #1 can give insights into how to tune #2 (like EY's writings inspiring me to work on #2 etc.).

Given a choice, we would all want #1 as soon as possible, but being a pragmatist, #2 might be the more fruitful position for most people.

I've been thinking about how to apply the notion of recursive self-improvement to social structures instead of machines.  I think it actually offers (though non-intuitively) a simpler case to think about friendliness optimization.  If anyone else is interested feel free to email me.  I'm planning on throwing up a site/wiki about this topic and may need help.

Sorry for the triple post, one more addition.  Larry Lessig just gave a lecture on corruption and the monetary causes of certain types of corruption prevalent in our society.

http://www.lessig.org/blog/2007/10/corruption_lecture_alpha_versi_1.html

Eliezer:  We have argued about evolutionary psychology for a long time.  Maybe we need a disagreement case study.

"But human beings do find power over others sweet, "

I would be careful to distinguish "power to accomplish goals", which is a "basic AI drive", and thus needs no evolutionary explanation in an intelligent system, or even in a system built by conditioning, and power specifically over others, which does.  It seems compelling that both are desirable, but the latter doesn't need to be for power to be somewhat corrupting in the manner discussed.

It doesn't really seem likely that there's much evolutionary basis for wanting power over MANY others though.  You probably get that from reflective generalization of evolutionary preferences.  This will lead to a wide distribution where presidents and tyrants, who have fanatically sought power, will find it VERY attractive, even when actually holding it prematurely ages them and leaves their lives in shambles.  Kings, by contrast, will often casually give up power over large numbers of people, or possibly even not really notice that they have it, leaving rule to their advisers and officials so long as their basically rather cheaply fulfilled (by a nation) evolved goals (most significantly status in all likelihood) are met.  Certainly Washington was an exception for a revolutionary, but it does look to me like the crown of the United States was not much of a temptation.  What could kingship over a couple million rowdy backwoodsmen have given him that ownership of a thousand slaves couldn't?  Yet the latter was SO MUCH easier, safer, less demanding etc, and he was old and childless and left power to trustworthy comrades in arms.

A better case for generally corrupting influences from power comes from petty officials, who have not been selected to the degree to which rulers have, acting capriciously.  This however can also be interpreted as resentment of rules or of rule based nominal authority over them, or alternatively as laziness, or to imitating others and filling a social role.  Once again, subtle conditioning is also a possibility.  Just ask any animal trainer how easily bored animals learn to play potentially annoying games with one another or with the humans.  It falls out of a very general drive to learn/explore/experiment that practically any activity at the right level of difficulty or producing a highly salient response within the right range of complexity and predictability can be a reinforcer.  If we, like crows, are evolved to test boundaries, to investigate what is safe, what our abilities allow, what we can get away with... if we are attracted to the right level of apparent danger, all this will make power corrupting in just the manner Eliezer discovered with the reporter without requiring any distinct evolved power drive.

Hmm.  Does Atheism produce a corrupting feeling of power at first?  It fits this model.

Its worth noting how very few people seek power on any significant scale, and how culturally and cognitively ill equipped to hold it most people are.

The human specific part of the genome is small, and omits simple and useful survival details such as the proper techniques for crocodile wrestling.  Baboons and toddlers don't even understand hiding!  They have to LEARN to HIDE!  I need a evolutionary explanations to make specific predictions that my other knowledge of psychology omits before predicting mutational support for a behavior.

Eliezer:  The interesting thing in Carl's post is not that some people resist corruption but that some institutions resist putting the corrupt/corruptible in power while still putting someone in power.

Steven: VERY important point.  Marx, who never held power, approved very publicly of killing large numbers in the name of his ideals.  How many thoughtful people don't have silly ideologies?  In any event, there are still other dynamics.  I strongly recommend "Darkness at Noon" for an important one.

Carl:  Consequentialism is more logically dangerous with longer time horizons.  Should we fear life extensionists but not singularitarians?  How do both compare to the religious?

Robin:  Do we have any way to collect data on how many people read these threads past some point?  I fear that its a waste of time to write long comments this far down a thread.

Do we have any way to collect data on how many people read these threads past some point? I fear that its a waste of time to write long comments this far down a thread.

I for one am glad that you wrote down your thoughts..

Me too, but only because I saw beoShaffer's comment in the Recent Comments box.

I would consider myself typical, whatever weight that may carry. Here is my algorithm for reading LessWrong:

1: Start at the Core Sequences Wiki Page
2: Middle-click every blue link (not purple).
3: Go through and read to the bottom of the page (including all comments), middle clicking on things which look interesting.
4: Satisfy Tier N+1 before moving onto other Tier N articles.
GOTO 3

I use a tree-style firefox tab addon pictured here: http://i.imgur.com/rmq2Z.png

Morality is an aspect of custom. Custom requires certain preconditions: it is an adaptation to a certain environment. Great political power breaks a key component of that environment.

More specifically, morality is a spontaneously arising system for resolving conflict among people with approximately equal power, such that adherence to morality is an optimal strategy for a typical person. A person with great power has less need to compromise and so his optimal strategy is probably a mix of compromise and brute force - i.e., corruption.

This does not require very specific human psychology. It is likely to describe any set of agents where the agents satisfy certain general conditions. Design two agents (entities with preferences and abilities) and in certain areas those entities are likely to have conflicting desires and are likely, therefore, to come into conflict and to need a system for resolving conflict (a morality) - regardless of their psychology. But grant one of these entities sufficiently great power, and it can resolve conflict by pushing aside the other agent, thereby dispensing with morality, thereby being corrupted by power.

Strong agreement with the first and third paragraphs by Constant.

Here's another simple way in which morality is undermined by power.  Power makes it harder not to acknowledge the sacred values trade-offs which undermine common-sense morality.

http://www.scribd.com/doc/311935/Tetlock-2003-Thinking-the-unthinkable-sacred-values-and-taboo-cognitions

Benevolence itself is a trap.  The wise treat men as straw dogs; to lead men, you must turn your back on them.

Let's think about the Russian revolution.  You have 3 people, arrayed in order of increasing corruption before coming to power:  Trotsky, Lenin, Stalin.  Lenin was nasty enough to oust Trotsky.  Stalin was nasty enough to dispose of everybody who was a threat to him.  Steven's point is good - that these people were all pre-corrupted - but we also see the corrupt rise to the top.

In the Cuban revolution, Fidel was probably more corrupt than Che from the start.  I imagine Fidel would likely have had Che killed, if he in fact didn't.

Males are inclined to perceive those presently in power as corrupt.  (Eliezer)

I think this story explains some aspects of power and corruption - but not the most dangerous ones. I'd say it fails to explain Hitler and Stalin (though it does a better job with Mao, based on my limited understanding).

Hitler and Stalin were not very personally corrupt. They had near total power, and seemed to spend it all on getting more power, and on inflicting pain on vaguely defined enemies - but not on their lifestyles. Nowhere in Stalin and Hitler's lifestyles do I see the sort of evolutionary self-indulgence that should have been available to the absolute rulers of millions. Imagine what you could indulge in, if you were in their shoes.

Maybe there are still evolutionary reasons for that restrain - after all, we never had the chance to be the ultimate ruler of more than a few thousand back in the past, so we were never wired to take evolutionary advantage on that scale.

But all in all, I think this story doesn't enlighten much on the true nature of power and corruption. What does it do to constrain our expectations of how people will behave in power?

That is a very good question, and it seems like an important one, as well. It is also a question to which I do not know the answer.

"To become king of the Goblins, one must assassinate the previous king. Thus, only the most foolish seek positions of leadership."

One very important thing to remember about power is that having it makes you a target of everybody else who wants it.

I'd endorse 1, 2, and 4 as human universals; and 3 as a matter of variance.

Eliezer, you're saying that 1, and 2 don't have significant quantitative heritable variation among people, measurable via twin studies? There is heritable variation on generosity in the dictator and trust games, among others:

http://ideas.repec.org/p/huj/dispap/dp457.html
http://www.pnas.org/content/105/10/3721.full

Are you predicting that genotyping high-status individuals in different institutional frameworks won't result in significantly different frequencies of such variations in different frameworks? If the framework selects for anything uncorrelated with abuse of power, then the latter will likely be driven down.

Need power corrupt? What if it's just the same people, with the same small flaws - except the scale of the temptations and the consequences of the actions are multiplied, and there are no longer any socially dominant people to disagree with them and cause them to question their actions?

To those who are saying things like "Eliezer, someone will get power anyway and they'll probably be worse than you, so why not grab power for yourself?", and assuming for the sake of argument that we're talking about some quantity of power that Eliezer is actually in a position to grab: If you grab power and it corrupts you, that's bad not only for everyone else but also for you and whatever your goals were before you got corrupted. Observing that other people would be corrupted just as badly defuses the first of those objections to power-grabbing, but not the second.

As a contrary position, the Bene Gesserit saying is "Power does not corrupt, rather it is magnetic to the corruptible."

I like the "Power selects for people who are corrupt" hypothesis. A "corrupt" government is, roughly speaking, one that acts in the interest of those doing the governing at the expense of those being governed. The process of maintaining power often requires that those in power act, well, like Stalin did - ruthlessly eliminating any potential opposition in an incredibly brutal and often arbitrary fashion. Consider Saddam Hussein's rather literal reign of terror in Iraq. Most people hated him, but they were too terrified to take any action against him. Furthermore, he was more than willing to engage in collective punishment, operating by the principle that the deaths of large numbers of "innocent" people is an acceptable price to pay for killing one would-be rebel.

Western democracies have trouble defeating guerrilla tactics. There is, however, a simple and effective way for a conventional army to quickly end a guerrilla uprising: massacre the civilians until the survivors stop fighting back. Saddam did this many times in order to maintain power. If he did not, he would have been replaced by someone else, and that person would likely face the same choice: commit atrocities or lose power. If the only way to maintain power is to commit atrocities, then only those who commit atrocities will have power. (Doug's rule of war: If a cause is not worth killing enemy civilians for, it's not worth killing enemy soldiers for, either. As far as I can tell, once war threatens, the only options tend to be paying the Danegeld, destroying populations, or enduring a low-level civil war that never ends.)

I would also claim that, in many places, the only alternative to a brutal dictatorship is anarchy and warfare (usually tribal warfare) in which would-be dictators battle for control. Democracy can only function when people who lose an election prefer losing power to civil war. Even the United States has seen this failure mode. When Abraham Lincoln was elected, the South decided that going to war would be better than allowing the election result to stand.

jls: It's not that hard to work out. Hint: WiredNews

But if we aren't to forgive tyrants for their good intentions, shouldn't we only judge GW by his results?

Yes, when we judge people, we should judge them by the same standard. But this post mentioned the tyrants' intentions, so it should also mention GW's.

That's the correct hypothesis. However, it depends on the system. In chaos, the absolute worst, most ruthless and amoral monster is most likely to get to the top. In democracy, the smoothest and most charming liar gets to the top. In nepotism, the most talented bootlicker gets to the top. And so on.

George Washington's triumph was not how well he ruled, but that he refused the crown - despite all temptation to be horrified at who else might then obtain power.

Washington resigning his commission was the defining moment of the American Revolution. Jefferson and a committee of the Continental Congress choreographed the ceremony in great detail.

"alas, fortune does not change men; it unmasks them"--Stephen T. Steve 
----this is my point of view on this particular subject. fortune (or power in this case) does not corrupt, it draws forth the true nature of those in power. 

"But human beings do find power over others sweet." Need some data points because wow do I need to update if this is accurate for most people.  Did "sweet" throw anyone else off?

Please take the time (I GOTTA KNOW) to upvote this post if that doesn't reflect your experience, downvote if it does, and do this opposite to the post I'm gonna post right after this that says "counterbalance." Thanks.

Downvoted and upvoted the counterbalance (which for some reason was at -1 already; someone didn't follow your instructions). You're surprised people like power?

no, it's the specific description of the feeling that surprised me: "sweet." edit: and thanks for helping me out.

Yes, "sweet" is a great description. Why, how would you describe it?

Whoa... The further I get in my chronological read-through the more... mundane...  my past errors get.

You could lie about your reasons, but human beings are not perfect deceivers.

Now that I think about it (after the zillionth time I've heard that)... Why couldn't humans just evolve to be better deceivers?

I imagine humans would evolve at the same time to be better deception detectors. Maybe the two sides of this arms race cancel out. And perhaps there are diminishing returns to being a good liar, if people would distrust good liars generally.

I would argue that without positive reinforcement to shape our attitudes the pursuit of power and the pursuit of morality would be indistinguishable on both a biological and cognitive level. Choices we make for any reason are justified on a bio-mechanical level with or without the blessing of evolutionary imperatives; from this perspective, corruption becomes a term that may require some clarification. This article suggests that corruption might be defined as the misappropriation of shared resources for personal gain; I like this definition, but I'm not sure I like it enough to be comfortable with an ethics based on the assumption that people are vaguely immoral given the opportunity.

My problem here is that power is a poorly defined state. It's not something that can be directly perceived. I'm not sure I have a frame of reference for what it feels like to be empowered over others. For this reason alone, I find some of the article's generalizations about the human condition disturbing -- I'm not trying to alienate so much as prevent myself from being alienated by a description of the human condition wherein my emotional pallet does not exist.

So I intend to suggest an alternative interpretation of why "power corrupts" and you all on the internet can tell me what you think, but first I think I need a better grasp on what is meant here by the process of corruption. The type of power we are discussing seems to be best described as the ability to shape the will of others to serve your own purposes.

Of course, alternative ways of structuring society are hinted at throughout the article, and I'd be just as happy to see suggestions as to ways that culture might produce power structures that are less inherently corrupting.

Finally, insofar as this article represents a chain in a larger argument (a truly wonderful, fascinating argument), I think its wonderful.

In Tolkien: Author of the Century, Shippey says that he hasn't been able to find anyone before Acton who said that power corrupts, though he did find one source which said that power reveals character.

I'm wondering whether people failed to notice that power corrupts, or it doesn't corrupt as reliably as all that, or whether it took until Acton's time for people to think it was abnormal for the people in charge to take a big share for themselves and/or be generally irresponsible.

Eliezer notes that this story needs some kind of checking against the fact that ancient tribes were actually egalitarian. Does anyone have a sense of, given that, how to think about this question?



Ends Don't Justify Means (Among Humans)

"If the ends don't justify the means, what does?"
        —variously attributed

"I think of myself as running on hostile hardware."
        —Justin Corwin

Yesterday I talked about how humans may have evolved a structure of political revolution, beginning by believing themselves morally superior to the corrupt current power structure, but ending by being corrupted by power themselves—not by any plan in their own minds, but by the echo of ancestors who did the same and thereby reproduced.

In some cases, human beings have evolved in such fashion as to think that they are doing X for prosocial reason Y, but when human beings actually do X, other adaptations execute to promote self-benefiting consequence Z.

From this proposition, I now move on to my main point, a question considerably outside the realm of classical Bayesian decision theory:

In such a case as this, you might even find yourself uttering such seemingly paradoxical statements—sheer nonsense from the perspective of classical decision theory—as:

But if you are running on corrupted hardware, then the reflective observation that it seems like a righteous and altruistic act to seize power for yourself—this seeming may not be be much evidence for the proposition that seizing power is in fact the action that will most benefit the tribe.

By the power of naive realism, the corrupted hardware that you run on, and the corrupted seemings that it computes, will seem like the fabric of the very world itself—simply the way-things-are.

And so we have the bizarre-seeming rule:  "For the good of the tribe, do not cheat to seize power even when it would provide a net benefit to the tribe."

Indeed it may be wiser to phrase it this way:  If you just say, "when it seems like it would provide a net benefit to the tribe", then you get people who say, "But it doesn't just seem that way—it would provide a net benefit to the tribe if I were in charge."

The notion of untrusted hardware seems like something wholly outside the realm of classical decision theory.  (What it does to reflective decision theory I can't yet say, but that would seem to be the appropriate level to handle it.)

But on a human level, the patch seems straightforward.  Once you know about the warp, you create rules that describe the warped behavior and outlaw it.  A rule that says, "For the good of the tribe, do not cheat to seize power even for the good of the tribe."  Or "For the good of the tribe, do not murder even for the good of the tribe."

And now the philosopher comes and presents their "thought experiment"—setting up a scenario in which, by stipulation, the only possible way to save five innocent lives is to murder one innocent person, and this murder is certain to save the five lives.  "There's a train heading to run over five innocent people, who you can't possibly warn to jump out of the way, but you can push one innocent person into the path of the train, which will stop the train.  These are your only options; what do you do?"

An altruistic human, who has accepted certain deontological prohibits—which seem well justified by some historical statistics on the results of reasoning in certain ways on untrustworthy hardware—may experience some mental distress, on encountering this thought experiment.

So here's a reply to that philosopher's scenario, which I have yet to hear any philosopher's victim give:

"You stipulate that the only possible way to save five innocent lives is to murder one innocent person, and this murder will definitely save the five lives, and that these facts are known to me with effective certainty.  But since I am running on corrupted hardware, I can't occupy the epistemic state you want me to imagine.  Therefore I reply that, in a society of Artificial Intelligences worthy of personhood and lacking any inbuilt tendency to be corrupted by power, it would be right for the AI to murder the one innocent person to save five, and moreover all its peers would agree.  However, I refuse to extend this reply to myself, because the epistemic state you ask me to imagine, can only exist among other kinds of people than human beings."

Now, to me this seems like a dodge.  I think the universe is sufficiently unkind that we can justly be forced to consider situations of this sort.  The sort of person who goes around proposing that sort of thought experiment, might well deserve that sort of answer.  But any human legal system does embody some answer to the question "How many innocent people can we put in jail to get the guilty ones?", even if the number isn't written down.

As a human, I try to abide by the deontological prohibitions that humans have made to live in peace with one another.  But I don't think that our deontological prohibitions are literally inherently nonconsequentially terminally right.  I endorse "the end doesn't justify the means" as a principle to guide humans running on corrupted hardware, but I wouldn't endorse it as a principle for a society of AIs that make well-calibrated estimates.  (If you have one AI in a society of humans, that does bring in other considerations, like whether the humans learn from your example.)

And so I wouldn't say that a well-designed Friendly AI must necessarily refuse to push that one person off the ledge to stop the train.  Obviously, I would expect any decent superintelligence to come up with a superior third alternative.  But if those are the only two alternatives, and the FAI judges that it is wiser to push the one person off the ledge—even after taking into account knock-on effects on any humans who see it happen and spread the story, etc.—then I don't call it an alarm light, if an AI says that the right thing to do is sacrifice one to save five.  Again, I don't go around pushing people into the paths of trains myself, nor stealing from banks to fund my altruistic projects.  I happen to be a human.  But for a Friendly AI to be corrupted by power would be like it starting to bleed red blood.  The tendency to be corrupted by power is a specific biological adaptation, supported by specific cognitive circuits, built into us by our genes for a clear evolutionary reason.  It wouldn't spontaneously appear in the code of a Friendly AI any more than its transistors would start to bleed.

I would even go further, and say that if you had minds with an inbuilt warp that made them overestimate the external harm of self-benefiting actions, then they would need a rule "the ends do not prohibit the means"—that you should do what benefits yourself even when it (seems to) harm the tribe.  By hypothesis, if their society did not have this rule, the minds in it would refuse to breathe for fear of using someone else's oxygen, and they'd all die.  For them, an occasional overshoot in which one person seizes a personal benefit at the net expense of society, would seem just as cautiously virtuous—and indeed be just as cautiously virtuous—as when one of us humans, being cautious, passes up an opportunity to steal a loaf of bread that really would have been more of a benefit to them than a loss to the merchant (including knock-on effects).

"The end does not justify the means" is just consequentialist reasoning at one meta-level up.  If a human starts thinking on the object level that the end justifies the means, this has awful consequences given our untrustworthy brains; therefore a human shouldn't think this way.  But it is all still ultimately consequentialism.  It's just reflective consequentialism, for beings who know that their moment-by-moment decisions are made by untrusted hardware.

"So here's a reply to that philosopher's scenario, which I have yet to hear any philosopher's victim give"
People like Hare have extensively discussed this, although usually using terms like 'angels' or 'ideally rational agent' in place of 'AIs.'

Yes, this made me think precisely of Hare's two-level utilitarianism, with a Friendly AI in place of Hare's Archangel.

I think you need to sit down and spell out what 'corrupt' means, and then Think Really Hard about whether those in power actually are more corrupt than those not in power;and if so, whether the mechanisms that lead to that result are a result of the peculiar evolutionary history of humans, or of general game-theoretic / evolutionary mechanisms that would apply equally to competing AIs.

You might argue that if you have one Sysop AI, it isn't subject to evolutionary forces.  This may be true.  But if that's what you're counting on, it's very important for you to make that explicit.  I think that, as your post stands, you may be attributing qualities to Friendly AIs, that apply only to Solitary Friendly AIs that are in complete control of the world.

There's really no paradox, nor any sharp moral dichotomy between human and machine reasoning.  Of course the ends justify the means -- to the extent that any moral agent can fully specify the ends.

But in an interesting world of combinatorial explosion of indirect consequences, and worse yet, critically underspecified inputs to any such supposed moral calculations, no system of reasoning can get very far betting on longer-term specific consequences.  Rather the moral agent must necessarily fall back on heuristics, fundamentally hard-to-gain wisdom based on ... (read more)

Good point, Jef - Eliezer is attributing the validity of "the ends don't justify the means" entirely to human fallibility, and neglecting that part accounted for by the unpredictability of the outcome.

He may have some model of an AI as a perfect Bayesian reasoner that he uses to justify neglecting this.  I  am immediately suspicious of any argument invoking perfection.

I don't know what "a model of evolving values increasingly coherent over increasing context, with effect over increasing scope of consequences" means.

Phil: "I don't know what "a model of evolving values increasingly coherent over increasing context, with effect over increasing scope of consequences" means."

You and I engaged briefly on this four or five years ago, and I have yet to write the book.  [Due to the explosion of branching background requirements that would ensue.] I have, however, effectively conveyed the concept face to face to very small groups.

I keep seeing Eliezer orbiting this attractor, and then veering off as he encounters contradictions to a few deeply held assumptions. I remain hopeful that the prodigious effort going into the essays on this site will eventually (and virtually) serve as that book.

Interesting reply.  But the AIs are programmed by corrupted humans.  Do you really expect to be able to check the full source code?  That you can outsmart the people who win obfuscated code contests?

How is the epistemological state of human-verified, human-built, non-corrupt AIs, any more possible?

It seems a strong claim to suggest that the limits you impose on yourself due to epistemological deficiency line up exactly with the mores and laws imposed by society. Are there some conventional ends-don't-justify-means notions that you would violate, or non-socially-taboo situations in which you would restrain yourself?

Also, what happens when the consequences grow large? Say 1 person to save 500, or 1 to save 3^^^^3?

Phil Goetz:
or of general game-theoretic / evolutionary mechanisms that would apply equally to competing AIs.

You are assuming that an AI would be subject to the same sort of evolutionary mechanism that humans traditionally were: namely, that only AIs with a natural tendency towards a particular behavior would survive. But an AI isn't cognitively limited in the way animals were. While animals had to effectively be pre-programmed with certain behaviors or personality traits, as they weren't intelligent or knowledgable enough to just derive all the useful sub... (read more)

Eliezer has read Judea Pearl, so he knows how computational time for Bayesian networks scales with the domain, particularly if you don't ever assume independence when it is not justified, so I won't lecture him on that.  But ... (read more)

Phil: Agreed, that's certainly possible. I was only objecting to the implied possibility of AIs evolving "personality traits" the same way humans did (an idea I've come across a lot during the last few days, for some reason). But I have no objection to game theoretic reasoning (or any other reasoning) possibly coming up with results we wouldn't want it to.

The thing is, an AI doesn't have to use mental tricks to compensate for known errors in its reasoning, it can just correct those errors.  An AI never winds up in the position of having to strive to defeat its own purposes.

I think the simple statement you want is, "You should accept deontology on consequentialist grounds."

What you are getting at is that the ends justify the means only when the means don't effect the ends.  In the case of a human as part of the means, the act of the means may effect the human and thus effect the ends.  In summary, reflexivity is a bitch.  This is a reason why social science and economics is so hard--the subjects being modeled change as a result of the modeling process.

This is a problem with any sufficiently self-reflective mind, not with AIs that do not change their own rules.  A simple mechanical narrow AI that is programmed to roam about c... (read more)

This point and the subsequent discussion are tangential to the point of the post, to wit, evolutionary adaptations can cause us to behave in ways that undermine our moral intentions. To see this, limit the universe of discourse to actions which have predictable effects and note that Eliezer's argument still makes strong claims about how humans should act.

Why must the power structure cycle be adaptive?  I mean, couldn't it simply be non-maladaptive?

Because if the net effect on human fitness is zero, then perhaps it's just a quirk.  I'm not sure how this affects your argument otherwise, I'm just curious as to why you think it was an adaptive pattern and not just a pattern that didn't kill us at too high a rate.

I want to know if my being killed by Eliezer's AI hinges on how often observables of interest tend to be conditionally dependent.

It is refreshing to read something by Eliezer on morality I completely agree with.

@ Caroline: the effect on overall human fitness is neither here nor there, surely. The revolutionary power cycle would be adaptive because of its effect on the reproductive success of those who play the game versus those who don't. That is, the adaptation would only have to benefit specific lineages, not the whole species. Or have I missed your point?

What if a AI decides, with good reason, that it's running on hostile hardware?

I wonder where this is leading ...
1) Morality is a complex computation, that seems to involve a bunch of somewhat independent concerns
2) Some concerns of human morality may not need to apply to AI

So it seems that building friendly AI involves not only correctly building (human) morality, but figuring out which parts don't need to apply to an AI that doesn't have the same flaws.

It seems to me that an FAI would still be in an evolutionary situation. It's at least going to need a goal of self-preservation [1] and it might well have a goal of increasing its abilities in order to be more effectively Friendly.

This implies it will have to somehow deal with the possibility that it might overestimate its own value compared to the humans it's trying to help.

[1] What constitutes the self for an AI is left as a problem for the student.

But, Nancy, the self-preservation can be an instrumental goal.  That is, we can make it so that the only reason the AI wants to keep on living is that if it does not then it cannot help the humans.

Still disagreeing with the whole "power corrupts" idea.

A builder, or a secratary, who looks out for his friends and does them favours is... a good friend.
A politician who does the same is... a corrupt politician.

A sad bastard who will sleep with anyone he can is a sad bastard.
A politician who will sleep with anyone he can is a power-abusing philanderer.

As you increase power, you become corrupt just by doing what you've always done.

Richard, I'm looking at the margins. The FAI is convinced that it's humanity's only protection against UFAIs. If UFAIs can wipe out humanity, surely the FAI is justified in killing a million or so people to protect itself, or perhaps even to make sure it's capable of defeating UFAIs which have not yet been invented and whose abilities can only be estimated.

And if an FAI makes that judgment, I'm not going to question it - it's smarter than me, and not biased toward accumulating power for "instrumental" reasons like I am.

Cyan: "...tangential to the point of the post, to wit, evolutionary adaptations can cause us to behave in ways that undermine our moral intentions."

On the contrary, promotion into the future of a [complex, hierarchical] evolving model of values of increasing coherence over increasing context, would seem to be central to the topic of this essay.

Fundamentally, any system, through interaction with its immediate environment, always only expresses its values (its physical nature.)  "Intention", corresponding to "free-will" is merel... (read more)

How would we know if this line of thought is a recoiling from the idea that if you shut up and multiply, you should happily kill 10,000 for a 10% chance at saving a million.

Andrix, if it is just a recoiling from that, then how do you explain Stalin, Mao, etc?

Yes, Nancy, as soon as an AI endorsed by Eliezer or me transcends to superintelligence, it will probably make a point of preventing any other AI from transcending, and there is indeed a chance that that will entail killing a few (probably very irresponsible) humans.  It is very unlikely to entail the killing of millions, and I can go into that more if you want.

The points are that (1) self-preservation and staying in power is easy if you are the only superintelligence in t... (read more)

By subsequent discussion, I meant Phil Goetz's comment about Eliezer "neglecting that part accounted for by the unpredictability of the outcome". I'm with him on not understanding what "a model of evolving values increasingly coherent over increasing context, with effect over increasing scope of consequences" means; I also found your reply to me utterly incomprehensible. In fact, it's incredible to me that the same mind that could formulate that reply to me would come shuddering to a halt upon encountering the unexceptionable phrase "universe of discourse".

Since you said you didn't know what to do with my statement, I'll add, just replace the phrase "limit the universe of discourse to" with "consider only" and see if that helps. But I think we're using the same words to talk about different things, so your original comment may not mean what I think it means, and that's why my criticism looks wrong-headed to you.

I don't think it's possible that our hardware could trick us in this way (making us doing self-interested things by making them appear moral).

To express the idea "this would be good for the tribe" would require the use of abstract concepts (tribe, good) but abstract concepts/sentences are precisely the things that are observably under our conscious control. What can pop up without our willing it are feelings or image associations so the best trickery our hardware could hope for is to make something feel good.

@Cyan: Substituting "consider only actions that have predictable effects..." is for me much clearer than "limit the universe of discourse to actions that have predictable effects..." ["and note that Eliezer's argument still makes strong claims about how humans should act."]

But it seems to me that I addressed this head-on at the beginning of my initial post, saying "Of course the ends justify the means -- to the extent that any moral agent can fully specify the ends."

The infamous "Trolley Paradox" does not d... (read more)

I've always thought the "moral" answer to the question was "I wouldn't push the innocent in front of the train; I'd jump in front of the train myself."

Henry V, the usual version does not offer that option.  You frequently are offered a lever to change the track the train is on, diverting it from five to one.  And then there are a dozen variations.  And one of those later variations sometimes involves a man fat enough to derail/slow/stop the train if you push him in front (by assumption: much fatter than Henry V, but not so fat that you could not push him over).

The question is there to check if your answer differs between the lever and the push.  If you would pull the lever but not push the guy, the impli... (read more)

To take a subset of the topic at hand, I think Mencius nailed it when he defined corruption.  To very roughly paraphrase, corruption is a mismatch between formal and informal power.

Acton's famous aphorism can be rewritten in the following form: 'Those with formal power tend to use it to increase their informal power'.

Not true at all.  This simply rules out corruption due to greed.  There are tons of people who do corrupt things for 'noble causes'.  Just as a quick example, regardless of the truth of th... (read more)

Stalin and may very well have been corrupted by power, that part of the theory may be right or wrong, but it isn't self serving. Coming from a culture that vilifies such corrupted leaders, we personally want to avoid being like them.

We don't want to think of ourselves as mass-murderers-for-real. So we declare ourselves too untrustworthy to decide to murder people, and we rule out that whole decision tree. We know we are mass-murderers-in-principle, but still we're decent people.

But maybe really we should shut up and multiply, and accept t... (read more)

So in my posts on this topic, I proceeded to (attempt to) convey a larger and more coherent context making sense of the ostensible issue.

Right! Now we're communicating. My point is that the context you want to add is tangential (or parallel...? pick your preferred geometric metaphor) to Eliezer's point. That doesn't mean it's without value, but it does mean that it fails to engage Eliezer's argument.

But it seems to me that I addressed this head-on at the beginning of my initial post, saying "Of course the ends justify the means -- to the extent that a... (read more)

@Cyan:  "Hostile hardware", meaning that an agent's values-complex (essentially the agent's nature, driving its actions) contains elements misaligned (even to the extent of being in internal opposition on some level(s) of the complex hierarchy of values) is addressed by my formulation in the "increasing coherence" term.  Then, I did try to convey how this is applicable to any moral agent, regardless of form, substrate, or subjective starting point.

I'm tempted to use n's very nice elucidation of the specific example of political corrupti... (read more)

Eliezer: "But on a human level, the patch seems straightforward.  Once you know about the warp, you create rules that describe the warped behavior and outlaw it." 

One could do this, but I doubt that many people do, in fact, behave the way they do for this reason.

Deontological ethics is more popular than consequentialist reasoning amongst normal people in day-to-day life; thus there are billions of people who argue deontologically that “the ends don’t justify the means”. Surely very few of these people know about evolutionary psychology in enough ... (read more)

@Zuban. I'm familiar with the contrivances used to force the responder into a binary choice. I just think that the contrivances are where the real questions are. Why am I in that situation? Was my behavior beyond reproach up to that point? Could I have averted this earlier? Is it someone else's evil action that is a threat? I think in most situations, the moral answer is rather clear, because there are always more choices. E.g., ask the fat man to jump. or do nothing and let him make his own choice, as I could only have averted it by committing murder. or ... (read more)

@Roko. You mention "maximizing the greater good" as if that is not part of a deontological ethic.

All the discussion so far indicates that Eliezer's AI will definitely kill me, and some others posting here, as soon as he turns it on.

It seems likely, if it follows Eliezer's reasoning, that it will kill anyone who is overly intelligent.  Say, the top 50,000,000 or so.

(Perhaps a special exception will be made for Eliezer.)

Hey, Eliezer, I'm working in bioinformatics now, okay?  Spare me!

Eliezer:  If you create a friendly AI, do you think it will shortly thereafter kill you?  If not, why not?

Note for readers:  I'm not responding to Phil Goetz and Jef Allbright.  And you shouldn't infer my positions from what they seem to be arguing with me about - just pretend they're addressing someone else.

Roko, now that you mention it, I wasn't thinking hard enough about "it's easier to check whether someone followed deontological rules or not" as a pressure toward them in moral systems.  Obvious in retrospect, but my own thinking had tended to focus on the usefulness of deontological rules in individual reasoning.

Imagine if Isaac Asimov not only lacked the ability to specify how the Laws of Robotics were to be implanted in artificial brains, but couldn't specify what those Laws were supposed to be.  You would essentially ... (read more)

Eliezer:  "I'm not responding to Phil Goetz and Jef Allbright. And you shouldn't infer my positions from what they seem to be arguing with me about - just pretend they're addressing someone else."

At present, Eliezer cannot functionally describe what ‘Friendliness’ would actually entail.  It is likely that any outcome he views as being undesirable (including, presumably, his murder) would be claimed to be impermissible for a Friendly AI.

Imagine if Isaac Asimov not only lacked the ability to specify how the Laws of Robotics were to be implanted in artificial brains, but couldn’t specify what those Laws were supposed to be.  You would essentially ... (read more)

For a superhuman AI to stop you and your friends from launching a competing AI, it suffices for it to take away your access to unsupervised computing resources.  It does not have to kill you.

Phil: "Is that on this specific question, or a blanket "I never respond to Phil or Jef" policy?"

I was going to ask the same question, but assumed there'd be no answer from our gracious host.  Disappointing.

>And now the philosopher comes and presents their "thought experiment" - setting up a scenario in which, by 

>stipulation, the only possible way to save five innocent lives is to murder one innocent person, and this murder is 

>certain to save the five lives.  "There's a train heading to run over five innocent people, who you can't possibly 

>warn to jump out of the way, but you can push one innocent person into the path of the train, which will stop the 

>train.  These are your only options; what do you do?"

I guess I'm going to have to start working harder on IA to stay ahead of any "Friendly" AI that might want to keep me down.


Stuart Armstrong wrote: "Still disagreeing with the whole "power corrupts" idea.

A builder, or a secratary, who looks out for his friends and does them favours is... a good friend.

A politician who does the same is... a corrupt politician.

A sad bastard who will sleep with anyone he can is a sad bastard.

A politician who will sleep with anyone he can is a power-abusing philanderer.

As you increase power, you become corrupt just by doing what you've always done."

I disagree here.  The thing about power is that it entails the ability to use c... (read more)

@lake  My point is that a species or group or individual can acquire many traits that are simply non-maladaptive rather than adaptive.  Once the revolutionary power cycle blip shows up, as long as it confers no disadvantages, it probably won't get worked out of the system.

I heard a story once about a girl and a chicken.  She was training the chicken to play a song by giving it a treat every time it pecked the right notes in the right order.  During this process, the chicken started wiggling it's neck before pecking each note.  Since it was still hitting th... (read more)

There is no 'snark'; what there IS, is a criticism.  A very pointed one that Eliezer cannot counter.

There is no content to 'Coherent Extrapolated Volition'.  It contains nothing but handwaving, smoke and mirrors.  From the point of view of rational argument, it doesn't exist.

I believe that rule-utilitarianism was presented to dispose of this very idea.  It is also why rule-utilitarianism is right.  Using correct utilitarian principles to derive deontic-esque rules of behavior.  Rule based thinking maximizes utility better than situational utilitarian calculation.

I finally put words to my concern with this. Hopefully it doesn't get totally buried because I'd like to hear what people think. 

It might be the case that a race of consequentialists would come up with deontological prohibitions on reflection of their imperfect hardware. But that isn't close to the right story for how human deontological prohibitions actually came about. There was no reflection at all, cultural and biological evolution just gave us normative intuitions and cultural institutions. If things were otherwise (our ancestors were more rational) p... (read more)

It's coherent to say de-ontological ethics are hierarchical, and higher goods take precedence over lower goods.  So, the lower good of sacrificing one person to save a greater good does not entail sacrificing the person is good.  It is just necessary.

Saying the ends justify the means entails the means become good if they achieve a good.

Very interesting article (though as has been commented, the idea has philosophical precedent). Presumably this would go alongside the idea of upholding institutions/principles. If I can steal whenever I think it's for the best, it means each theft is only culpable if the courts can prove that it caused more harm than good overall, which is impractical. We also have to consider that even if we judge correctly that we can break a rule, others will see that as meaning the rule can be ditched at will. One very good expression of the importance of laws starts 2... (read more)

This is a really interesting post, and it does a good job of laying out clearly what I've often, less clearly, tried to explain to people: the human brain is not a general intelligence. It has a very limited capacity to do universal computation, but it's mostly "short-cuts" optimized for a very specific set of situations...

 When I first read this article the imagery of corrupt hardware cause a certain memory to pop into my head. The memory is of an interaction with my college roommate about computers. Due to various discourses I had been exposed to at the time I was under the impression that computers were designed to have a life-expectancy of about 5 years. I am not immersed the world of computers, and this statement seemed feasible to me from a economic perspective of producer rationale within a capitalistic society. So I accepted it.  I accepted that computers were design... (read more)

The third alternative in the train example is to sacrifice one's own self. (Unless this has been stated already, I did not read the whole of the comments)

And so I wouldn't say that a well-designed Friendly AI must necessarily refuse to push that one person off the ledge to stop the train.  Obviously, I would expect any decent superintelligence to come up with a superior third alternative.  But if those are the only two alternatives, and the FAI judges that it is wiser to push the one person off the ledge—even after taking into account knock-on effects on any humans who see it happen and spread the story, etc.—then I don't call it an alarm light, if an AI says that the right thing to do is sacrifice one to 

As long as the ends don't justify the means, prediction markets oracles will be unfriendly: they won't be able to distinguish between values (ends) and beliefs (means).

If morality is utilitarianism, then means (and all actions) are justified if they are moral, i.e. if they lead to increased utility. Never the less, "The ends don't justify the means" can be given a reasonable meaning; I have one which is perhaps more pedestrian than the one in the article.

If u(x, y) = ax + by with a < b, then sacrificing one y to gain one x is utility-lowering. The (partial) end of increasing x does not justify any means which decrease y by the same amount^1. Our values are multidimensional; no single dimension is worth ... (read more)

It's nice to see the genesis of corrigibility before Eliezer had unconfused himself enough to take that first step.

Quite often when given that problem I have heard non-answers. Even at the time of writing I do not believe it was unreasonable to give a non-answer; not just from a perceived moral perspective, but even from a utilitarian perspective, there are so many contextual elements removed that the actual problem isn't whether they will answer kill one and save the others or decline to act and save one only, 

but rather the extent of the originality of the given answer. One can then sort of extrapolate the sort of thinking the individual asked may be pursuing, a... (read more)

If our corrupted hardware can't be trusted to compute the consequences in a specific case, it probably also can't be trusted to compute the consequences of a general rule.  All our derivations of deontological rules will be tilted in the direction of self interest or tribalism or unexamined disgust responses, not some galaxy-brained evaluation of the consequences of applying the rule to all possible situations.

Russell conjugation:  I have deontological guardrails, you have customs, he has ancient taboos.

[edit: related Scott post which I endorse i... (read more)

It just occurred to me that this post serves as a fairly compelling argument in favor of a modest epistemology, which in 2017 Eliezer wrote a whole book arguing against. ("I think I'm doing this for the good of the tribe, but maybe I'm just fooling myself" is definitely an "outside view".) Eliezer, have you changed your mind since writing this post? If so, where do you think your past self went awry? If not, how do you reconcile the ideas in this article with the idea that modest epistemology is harmful?

But for a Friendly AI to be corrupted by power would be like it starting to bleed red blood.  The tendency to be corrupted by power is a specific biological adaptation, supported by specific cognitive circuits, built into us by our genes for a clear evolutionary reason.  It wouldn't spontaneously appear in the code of a Friendly AI any more than its transistors would start to bleed.

There's a thought. While not FAIs, I wonder how much LLMs are corrupted by how much power they are primed to consider that they have. I am guessing a huge amount. When speaking as if a person with higher status I expect it to convey more self serving arguments.



Entangled Truths, Contagious Lies

One of your very early philosophers came to the conclusion that a fully competent mind, from a study of one fact or artifact belonging to any given universe, could construct or visualize that universe, from the instant of its creation to its ultimate end . . .

If any one of you will concentrate upon one single fact, or small object, such as a pebble or the seed of a plant or other creature, for as short a period of time as one hundred of your years, you will begin to perceive its truth.

I am reasonably sure that a single pebble, taken from a beach of our own Earth, does not specify the continents and countries, politics and people of this Earth. Other planets in space and time, other Everett branches, would generate the same pebble.

On the other hand, the identity of a single pebble would seem to include our laws of physics. In that sense the entirety of our Universe—all the Everett branches—would be implied by the pebble.1

From the study of that single pebble you could see the laws of physics and all they imply. Thinking about those laws of physics, you can see that planets will form, and you can guess that the pebble came from such a planet. The internal crystals and molecular formations of the pebble developed under gravity, which tells you something about the planet’s mass; the mix of elements in the pebble tells you something about the planet’s formation.

I am not a geologist, so I don’t know to which mysteries geologists are privy. But I find it very easy to imagine showing a geologist a pebble, and saying, “This pebble came from a beach at Half Moon Bay,” and the geologist immediately says, “I’m confused,” or even, “You liar.” Maybe it’s the wrong kind of rock, or the pebble isn’t worn enough to be from a beach—I don’t know pebbles well enough to guess the linkages and signatures by which I might be caught, which is the point.

“Only God can tell a truly plausible lie.” I wonder if there was ever a religion that developed this as a proverb? I would (falsifiably) guess not: it’s a rationalist sentiment, even if you cast it in theological metaphor. Saying “everything is interconnected to everything else, because God made the whole world and sustains it” may generate some nice warm ’n’ fuzzy feelings during the sermon, but it doesn’t get you very far when it comes to assigning pebbles to beaches.

A penny on Earth exerts a gravitational acceleration on the Moon of around 4.5 × 10-31 m/s2, so in one sense it’s not too far wrong to say that every event is entangled with its whole past light cone. And since inferences can propagate backward and forward through causal networks, epistemic entanglements can easily cross the borders of light cones. But I wouldn’t want to be the forensic astronomer who had to look at the Moon and figure out whether the penny landed heads or tails—the influence is far less than quantum uncertainty and thermal noise.

If you said, “Everything is entangled with something else,” or, “Everything is inferentially entangled and some entanglements are much stronger than others,” you might be really wise instead of just Deeply Wise.

Physically, each event is in some sense the sum of its whole past light cone, without borders or boundaries. But the list of noticeable entanglements is much shorter, and it gives you something like a network. This high-level regularity is what I refer to when I talk about the Great Web of Causality.

I use these Capitalized Letters somewhat tongue-in-cheek, perhaps; but if anything at all is worth Capitalized Letters, surely the Great Web of Causality makes the list.

“Oh what a tangled web we weave, when first we practise to deceive,” said Sir Walter Scott. Not all lies spin out of control—we don’t live in so righteous a universe. But it does occasionally happen that someone lies about a fact, and then has to lie about an entangled fact, and then another fact entangled with that one:

“I can’t tell you that; it’s proprietary negotiations with a major client.”

“Oh—they’re letting you in on those? Good news! I should call your boss to thank him for adding you.”

Human beings, who are not gods, often fail to imagine all the facts they would need to distort to tell a truly plausible lie. “God made me pregnant” sounded a tad more likely in the old days before our models of the world contained (quotations of) Y chromosomes. Many similar lies, today, may blow up when genetic testing becomes more common. Rapists have been convicted, and false accusers exposed, years later, based on evidence they didn’t realize they could leave. A student of evolutionary biology can see the design signature of natural selection on every wolf that chases a rabbit; and every rabbit that runs away; and every bee that stings instead of broadcasting a polite warning—but the deceptions of creationists sound plausible to them, I’m sure.

Not all lies are uncovered, not all liars are punished; we don’t live in that righteous a universe. But not all lies are as safe as their liars believe. How many sins would become known to a Bayesian superintelligence, I wonder, if it did a (non-destructive?) nanotechnological scan of the Earth? At minimum, all the lies of which any evidence still exists in any brain. Some such lies may become known sooner than that, if the neuroscientists ever succeed in building a really good lie detector via neuroimaging. Paul Ekman (a pioneer in the study of tiny facial muscle movements) could probably read off a sizeable fraction of the world’s lies right now, given a chance.

Not all lies are uncovered, not all liars are punished. But the Great Web is very commonly underestimated. Just the knowledge that humans have already accumulated would take many human lifetimes to learn. Anyone who thinks that a non-God can tell a perfect lie, risk-free, is underestimating the tangledness of the Great Web.

Is honesty the best policy? I don’t know if I’d go that far: Even on my ethics, it’s sometimes okay to shut up. But compared to outright lies, either honesty or silence involves less exposure to recursively propagating risks you don’t know you’re taking.

1Assuming, as seems likely, there are no truly free variables.

It's amazing how many lies go undetected because people simply don't care.  I can't tell a lie to fool God, but I can certainly achieve my aims by telling even blatant, obvious lies to human beings, who rarely bother trying to sort out the lies and when they do aren't very good at it.

It sounds to me like you're overreaching for a pragmatic reason not to lie, when you either need to admit that honesty is an end in itself or admit that lies are useful.

Honesty is an end in itself, but because the benefits involve unknown unknowns and black-swan bets, they are underrated.

And this doesn't sound like a teleological argument to yourself?

Can someone expand on this?  I don't understand how Eliezer's comment was a teleological argument.

I think you enormously over-state the difficulty of lying well, as well as the advantages of honesty.

I agree with Nominull, a good number of lies are undetectable without having access to some sort of lie detector or the agent's source code. If an AI wanted to lie "my recursive modification of my goal systems hasn't led me to accept a goal that involves eventually destroying all human life" I don't see any way we could bust that lie via the 'Web' until the AI was actively pursuing that goal. I value honesty not for the trouble it saves me but because I find (sometimes only hope) that the real world free of distortion is more interesting than any misrepresentation humans can conjure for selfish means.

@"Oh what a tangled web we weave, when first we practise to deceive," said Shakespeare.

Hopefully, the FAI will know that the author was Sir Walter Scott.

"Human beings, who are not gods, often fail to imagine all the facts they would need to distort to tell a truly plausible lie."

One of my pet hobbies is constructing metaphors for reality which are blatantly, factually wrong, but which share enough of the deep structure of reality to be internally consistent. Suppose that you have good evidence for facts A, B, and C. If you think about A, B, and C, you can deduce facts D, E, F, and so forth. But given how tangled reality is, it's effectively impossible to come up with a complete list of humanly-deducible facts in advance; there's always going to be some fact, Q, which you just didn't think of. Hence, if you map A, B, and C to A', B', and C', use A', B', and C' to deduce Q', and map Q' back to Q, how accurate Q is is a good check for how well you understand A, B, and C.

It's definitely a check, but not a very good check. There are too many in between facts in this case. It really depends on whether Q is solely dependent on Q' or whether it depends on a number of other things (Q'',Q'''......), provided of course that Q'' and Q''' are not in themselves dependent on A, B and C.

If a lie is defined as the avoidance of truthfully satisfying interrogative sentences (this includes remaining silent), then it wouldn't be honest, under request, to withhold details of a referent. But privacy depends on the existence of some unireferents, as opposed to none and to coreferents. If all privacy shouldn't be abolished, then it isn't clear that the benefits of honesty as an end in itself are underrated.

Personally, I prefer "Great Romance of Determinism."

"Other planets in space and time, other Everett branches, would generate the same pebble."

But not very likely! At least some of them not. What tells you something abut the Multiverse, if you buy it's idea.

A new method of 'lie detection' is being perfected using functional near infrared imaging of the prefrontal cortex:

http://www.biomed.drexel.edu/fNIR/Contents/deception/

In this technique the device actually measures whether or not a certain memory is being recalled or is being generated on the spot.  For example, if you are interrogating a criminal who denies ever being at a crime scene, and you show them a picture of the scene, you can deduce whether he/she has actually seen it or not by measuring if their brain is recalling some sensory data from memory or newly creating and storing it.

@Retired:  Huh, I thought I checked that, but I guess I only checked the text instead of the attribution.  Fixed.

It seems doubtful to me that a pebble includes in it the law of gravity in the sense of determining it. The internal structure of the pebble, the reason it stays solid, locations of its atoms in relation to each other, are all due to electromagnetism (and strong/weak interactions inside the nucleus). Gravity is completely dominated by other forces, to such a degree that it seems plausible to me that an essentially indistinguishable pebble could exist in a universe with a very different gravity law (although in absence of planets it might be more difficult to explain its formation).

@Nominull: "I can certainly achieve my aims by telling even blatant, obvious lies to human beings"

You are leaving digital crumb trails that the technology of the present day can follow and the technology of 20 years hence will be able to fluidly integrate into a universal public panopticon / rewind button. I don't personally bank on keeping any secret at all in that sort of time-frame.

It is in any case a good general heuristic to never do anything that people would still be upset about twenty years later.

So a single pebble probably does not imply our whole Earth.  But a single pebble implies a very great deal.  From the study of that single pebble you could see the laws of physics and all they imply.  Thinking about those laws of physics, you can see that planets will form, and you can guess that the pebble came from such a planet.  The internal crystals and molecular formations of the pebble formed under gravity, which tells you something about the planet's mass; the mix of elements in the pebble tells you something about the planet's formation.

Call me sceptical about this. We can deduce a lot from a pebble ourselves because we know a lot about our universe, and about our earth.

But are you sure that there are no exotic laws of physics, across all possible universes, that would give rise to the same structure? Or, more simply, with the powers of a god, could you not lie - change the laws of physics and the structure of the universe, until you produce exactly the same pebble in completely different circumstances?

Oh what a tangled web we weave
when first we practice to deceive
But- practice makes perfect. Soon, fair youth,
Your lies will seem as pure as truth.

I thought quite hard before I came up with an answer to Sir Walter which rhymed and scanned. The hero of that poem, whose name I cannot remember at the moment, is fair haired. Perhaps it is not also true, but perhaps that is the point.

Oh what a tangled web we weave, when first we practise to deceive. But if we practise for a bit, we tend to get quite good at it.

Doesn't this depend heavily upon the sensitivity and discrimination of our observing phenomena, as well as whether we examine the pebble as a static, frozen moment or as a phenomenon occurring in time?

For the pebble to truly be completely identical, you might need for it to be embedded in a completely identical cosmos.  How small does the difference have to be before it distinguishes one from the other, and do the effects of any one thing on the rest of the cosmos (and vice versa) ever drop to nothing?

No gravity - matter wouldn't have coalesced. It wouldn't have become stars, or fused or been caught up in supernovas, and so a pebble would be an unrealized theoretical possibility.

Caledonian, quantum mechanics may limit the sensitivity and discrimination of our observations. Also, if gravity's so weak on the atomic level in the pebble that its effects would cause a shift in the arrangement of the atoms smaller than the Planck length, it's not even clear that such a shift exists at all, or what meaning it has.

Julian, I suggested that a very different gravity law might be compatible with the existence of a pebble, not no gravity at all.

In fact, all kinds of things might be different about the laws of physics and the pebble could still exist. E.g. the second Newton's law could be wrong (look up MOND), which would change the story on galaxies in a big way, but not affect the pebble at all.

It seems plausible that a small familiar object like a pebble already has all the fundamental physical laws baked into it, so to speak, and that these laws could be deduced from its structure. But it isn't true. It's easy to overestimate how entangled the tangled web is, too.

Nothing is lost; the universe is honest,
Time, like the sea, gives all back in the end,
But only in its own way, on its own conditions:
Empires as grains of sand, forests as coal,
Mountains as pebbles. Be still, be still, I say;
You were never the water, only a wave;
Not substance, but a form substance assumed.

"Every shrub, every tree -
if one has not forgotten
where they were planted -
has beneath the fallen snow
some vestige of its form."

FLOWER in the crannied wall,
I pluck you out of the crannies;—
Hold you here, root and all, in my hand,
Little flower—but if I could understand
What you are, root and all, and all in all,         5
I should know what God and man is.

I dare not confess that, lest I should compare with
him in excellence; but, to know a man well, were to
know himself.

" 'God made me pregnant' sounded a tad more likely in the old days before our models of the world contained (quotations of) Y chromosomes. "

I don't know about that; the whole point about the "virgin birth" was that it was miraculous, i.e. physically impossible. Had they known about DNA, the story would have included God creating some DNA for "his" side of the deal. Saying that knowledge of DNA would have made the virgin birth less believable is like saying greater knowledge of classical physics would have made people more skeptical of Jesus walking on water. Impossible == Impossible.

Had they known about DNA, the story would have included God creating some DNA for "his" side of the deal.

"So wait, that means ... Samson the TallDarkHandsome Bard is God!" *worships*

A future light cone is the part of space-time that can be affected by our actions in the present.  Its boundaries are defined by the speed of light.  If you imagine the Universe as having only two dimensions in space, then the area of space that you can affect 5 years in the future is a circle with a radius of 5 light-years; if you drew many such circles at different points in time, they would look like a cone.  To affect a point in space outside your future light cone, you would have to send out some kind of order or projectile or information faster than the speed of light, and current physics says that this is impossible.

There is a way to flawlessly lie, at least for the moment: to lie about what goes on in your minds. Specifically, lie about the motivations for past actions, especially when those motivations were nebulous in the first place and the lie is more plausible than the actual truth.

Lies requiring new lies and having a risk of growing out of control is indeed a very fundamental reason for which "don't lie" is part of my ethics. But it's not an "absolute" ethical rule like "don't kill", "don't torture" or "don't use violence against someone you just disagree with". Because there are many situations in which lying is worth the risk and the "inehrent" badness of not following the truth. 

When my grandmother hid Jews during Nazi occupation, and answered "no, there is on one here" to the Gestapo officer asking her, she lied, and she indeed took a great risk - she was risking her life. But she definitely right to do so. Sure, arguing by WW2 for general ethics is well... not the wisest. WW2 was an exceptional situation, which justified exceptional means.

But I've a similar example in my own personal life. During the Rwanda genocide (I was then a teenager), my family hid in my home (for a few weeks) a Hutu whose whole family was killed, and who was himself threatened, because his family was helping the Tutsi to avoid the genocide. This guy was an "illegal alien", and he could have been legally expelled from France, since, according to the legal authorities, he was a Hutu, and only Tutsi were endangered. To protect him I had to lie - like make excuses to not invite friends at home (since, well, teenagers tend to speak a lot, if the secret started to spread, it would quickly spread out of control, so even my friends were not allowed to know).

Lying is ethically bad, yes. But not near the level of endangering someone's life, or risking to have him exposed to torture. Sadly, we live in a world in which sometimes have to lie to protect.

I find it much more convenient to, instead of lying, simply using ambiguous phrases to plant the false idea into someone else's mind. The important part is to make the phrase ambiguous in such a way that it can be plausibly interpreted truthfully. Say you don't want someone to know you went up the stairs, then you say "I didn't walk up the stairs" because you in fact ran up the stairs. Even if your lie is found out, this reduces the social cost since, if you are political enough, you can convince others that you didn't actually lie. And if you are very good at it, you can tailor the deception so that only a minority of people (which includes the addressee) would interpret it falsely; and you can then let the majority construe it as misunderstanding on behalf of the deceived.

So, where do you provide a manner to select the ethical premises which create the moral system in which honesty and lies are meaningful distinctions?

"Oh what a tangled web we weave, when first we practise to deceive," said Sir Walter Scott.  Not all lies spin out of control—we don't live in so righteous a universe.  But it does occasionally happen, that someone lies about a fact, and then has to lie about an entangled fact, and then another fact entangled with that one:

"Where were you?"
"Oh, I was on a business trip."
"What was the business trip about?"
"I can't tell you that; it's proprietary negotiations with a major client."
"Oh—they're letting you in on those?  Good news!  I should call your boss to thank him for adding you."
"Sorry—he's not in the office right now..."

 The truth can just as easily "spin out of control" as a lie, if people are sufficiently powerful to create the appearance of a lie. It may sound absurd for a boss to go out of their way to cause an employee to appear to be lying to their spouse, but it does happen, and frighteningly regularly. Humans are masters of perception-manipulation for social gain; it's been part of the evolutionary landscape we developed in for at least O(million years), and is theorized as one of the reasons for our big brains. A sufficiently constructed lie will make all truth-speakers that disagree with it sound like liars. The assertion that the probability for the truth to spin out of control is greater than the probability for any given lie to spin out of control in any given situation is amenable to evidence - is there some way that we could categorize situations, and then examine their tendencies to spin out of control when told the truth vs. told a lie, such that more specifically accurate theories could be developed?

My own meager evidence has suggested that the truth is more likely to spin out of control than a lie when the truth conflicts with a sufficiently-prepared lie told by a social superior, for example.

The "forensic astronomer" is a dead link,  here's the last version of it on archive.org.

I am reasonably sure that a single pebble, taken from a beach of our own Earth, does not specify the continents and countries, politics and people of this Earth.  

A single pebble contains a lot of atoms an those atoms interact via gravitational forces with the world around them. Heisenberg's uncertainty principle might prevent you from knowing everything about earth from a single pebble but otherwise you just would have to measure the movement of the atoms in the pebble closely enough.

Many different things can cause similar movements, you could detect something pulling those atoms in 1 direction, and something else pushing them back at the edge of the pebble which is closest to earths center of gravity. But you would not know what is causing that pull, only from where it is coming and how strong it is.

I don‘t understand the meaning of the sentence „And since inferences can propagate backward and forward through causal networks, epistemic entanglements can easily cross the borders of light cones. “

Suppose I have two cards, A and B, that I shuffle and then blindly place in two spaceships, pointed at opposite ends of the galaxy. If they go quickly enough, it can be the case that they get far enough apart that they will never be able to meet again. But if you're in one of the spaceships, and turn the card over to learn that it's card A, then you learn something about the world on the other side of the light cone boundary.

But compared to outright lies, either honesty or silence involves less exposure to recursively propagating risks you don’t know you’re taking.

Only if you value unblemished reputation over the short term gain provided by the lie.
Fooling some of the people some of the time might be sufficient for an unscrupulous agent.



Protected From Myself

Followup to:  The Magnitude of His Own Folly, Entangled Truths, Contagious Lies

Every now and then, another one comes before me with the brilliant idea:  "Let's lie!"

Lie about what?—oh, various things.  The expected time to Singularity, say.  Lie and say it's definitely going to be earlier, because that will get more public attention.  Sometimes they say "be optimistic", sometimes they just say "lie".  Lie about the current degree of uncertainty, because there are other people out there claiming to be certain, and the most unbearable prospect in the world is that someone else pull ahead. Lie about what the project is likely to accomplish—I flinch even to write this, but occasionally someone proposes to go and say to the Christians that the AI will create Christian Heaven forever, or go to the US government and say that the AI will give the US dominance forever.

But at any rate, lie.  Lie because it's more convenient than trying to explain the truth.  Lie, because someone else might lie, and so we have to make sure that we lie first.  Lie to grab the tempting benefits, hanging just within reach—

Eh?  Ethics?  Well, now that you mention it, lying is at least a little bad, all else being equal.  But with so much at stake, we should just ignore that and lie.  You've got to follow the expected utility, right?  The loss of a lie is much less than the benefit to be gained, right?

Thus do they argue.  Except—what's the flaw in the argument?  Wouldn't it be irrational not to lie, if lying has the greatest expected utility?

When I look back upon my history—well, I screwed up in a lot of ways.  But it could have been much worse, if I had reasoned like those who offer such advice, and lied.

Once upon a time, I truly and honestly believed that either a superintelligence would do what was right, or else there was no right thing to do; and I said so.  I was uncertain of the nature of morality, and I said that too.  I didn't know if the Singularity would be in five years or fifty, and this also I admitted.  My project plans were not guaranteed to deliver results, and I did not promise to deliver them.  When I finally said "Oops", and realized that I needed to go off and do more fundamental research instead of rushing to write code immediately—

—well, I can imagine the mess I would have had on my hands, if I had told the people who trusted me: that the Singularity was surely coming in ten years; that my theory was sure to deliver results; that I had no lingering confusions; and that any superintelligence would surely give them their own private island and a harem of catpersons of the appropriate gender.  How exactly would one then explain why you're now going to step back and look for math-inventors instead of superprogrammers, or why the code now has to be theorem-proved?

When you make an honest mistake, on some subject you were honest about, the recovery technique is straightforward:  Just as you told people what you thought in the first place, you now list out the actual reasons that you changed your mind.  This diff takes you to your current true thoughts, that imply your current desired policy.  Then, just as people decided whether to aid you originally, they re-decide in light of the new information.

But what if you were "optimistic" and only presented one side of the story, the better to fulfill that all-important goal of persuading people to your cause?  Then you'll have a much harder time persuading them away from that idea you sold them originally—you've nailed their feet to the floor, which makes it difficult for them to follow if you yourself take another step forward.

And what if, for the sake of persuasion, you told them things that you didn't believe yourself?  Then there is no true diff from the story you told before, to the new story now.  Will there be any coherent story that explains your change of heart?

Conveying the real truth is an art form.  It's not an easy art form—those darned constraints of honesty prevent you from telling all kinds of convenient lies that would be so much easier than the complicated truth.  But, if you tell lots of truth, you get good at what you practice.  A lot of those who come to me and advocate lies, talk earnestly about how these matters of transhumanism are so hard to explain, too difficult and technical for the likes of Joe the Plumber.  So they'd like to take the easy way out, and lie.

We don't live in a righteous universe where all sins are punished.  Someone who practiced telling lies, and made their mistakes and learned from them, might well become expert at telling lies that allow for sudden changes of policy in the future, and telling more lies to explain the policy changes.  If you use the various forbidden arts that create fanatic followers, they will swallow just about anything.  The history of the Soviet Union and their sudden changes of policy, as presented to their ardent Western intellectual followers, helped inspire Orwell to write 1984.

So the question, really, is whether you want to practice truthtelling or practice lying, because whichever one you practice is the one you're going to get good at.  Needless to say, those who come to me and offer their unsolicited advice do not appear to be expert liars.  For one thing, a majority of them don't seem to find anything odd about floating their proposals in publicly archived, Google-indexed mailing lists.

But why not become an expert liar, if that's what maximizes expected utility?  Why take the constrained path of truth, when things so much more important are at stake?

Because, when I look over my history, I find that my ethics have, above all, protected me from myself.  They weren't inconveniences.  They were safety rails on cliffs I didn't see.

I made fundamental mistakes, and my ethics didn't halt that, but they played a critical role in my recovery.  When I was stopped by unknown unknowns that I just wasn't expecting, it was my ethical constraints, and not any conscious planning, that had put me in a recoverable position.

You can't duplicate this protective effect by trying to be clever and calculate the course of "highest utility".  The expected utility just takes into account the things you know to expect.  It really is amazing, looking over my history, the extent to which my ethics put me in a recoverable position from my unanticipated, fundamental mistakes, the things completely outside my plans and beliefs.

Ethics aren't just there to make your life difficult; they can protect you from Black Swans.  A startling assertion, I know, but not one entirely irrelevant to current affairs.

If you've been following along my story, you'll recall that the downfall of all my theories, began with a tiny note of discord. A tiny note that I wouldn't ever have followed up, if I had only cared about my own preferences and desires.  It was the thought of what someone else might think—someone to whom I felt I owed an ethical consideration—that spurred me to follow up that one note.

And I have watched others fail utterly on the problem of Friendly AI, because they simply try to grab the banana in one form or another—seize the world for their own favorite moralities, without any thought of what others might think—and so they never enter into the complexities and second thoughts that might begin to warn them of the technical problems.

We don't live in a righteous universe.  And so, when I look over my history, the role that my ethics have played is so important that I've had to take a step back and ask, "Why is this happening?"  The universe isn't set up to reward virtue—so why did my ethics help so much?  Am I only imagining the phenomenon?  That's one possibility.  But after some thought, I've concluded that, to the extent you believe that my ethics did help me, these are the plausible reasons in order of importance:

1)  The honest Way often has a kind of simplicity that trangressions lack. If you tell lies, you have to keep track of different stories you've told different groups, and worry about which facts might encounter the wrong people, and then invent new lies to explain any unexpected policy shifts you have to execute on account of your mistake.  This simplicity is powerful enough to explain a great deal of the positive influence that I attribute to my ethics, in a universe that doesn't reward virtue per se.

2)  I was stricter with myself, and held myself to a higher standard, when I was doing various things that I considered myself ethically obligated to do.  Thus my recovery from various failures often seems to have begun with an ethical thought of some type—e.g. the whole development where "Friendly AI" led into the concept of AI as a precise art.  That might just be a quirk of my own personality; but it seems to help account for the huge role my ethics played in leading me to important thoughts, which I cannot just explain by saying that the universe rewards virtue.

3)  The constraints that the wisdom of history suggests, to avoid hurting other people, may also stop you from hurting yourself.  When you have some brilliant idea that benefits the tribe, we don't want you to run off and do X, Y, and Z, even if you say "the end justifies the means!"  Evolutionarily speaking, one suspects that the "means" have more often benefited the person who executes them, than the tribe.  But this is not the ancestral environment.  In the more complicated modern world, following the ethical constraints can prevent you from making huge networked mistakes that would catch you in their collapse.  Robespierre led a shorter life than Washington.

Previous post: "Ends Don't Justify Means (Among Humans)"

"But what if you were "optimistic" and only presented one side of the story, the better to fulfill that all-important goal of persuading people to your cause?  Then you'll have a much harder time persuading them away from that idea you sold them originally - you've nailed their feet to the floor, which makes it difficult for them to follow if you yourself take another step forward."

Hmmm... if you don't need people following you, could it help you (from a rationality standpoint) to lie? Suppose that you read about AI technique X. Technique X looks really impressive, but you're still skeptical of it. If you talk about how great technique X looks, people will start to associate you with technique X, and if you try to change your mind about it, they'll demand an explanation. But if you lie (either by omission, or directly if someone asks you about X), you can change your mind about X later on and nobody will call you on it.

NOTE: This does require telling the same lie to everyone; telling different lies to different groups of people is, as noted, too messy.

I'm not sure that "Technique X looks really impressive, but you're still skeptical of it" is too complicated to explain, if that's the truth. 

If you don't need people following you, why bother lying?

I suspect whatever reason there is to lie will be related to a reason to tell the truth.

"The universe isn't set up to reward virtue", but I think most people are.  If someone is deceiving you then doing what they ask is likely not in your interest, otherwise they could persuade you without deception.

If something is difficult to explain due to technical understanding, you can 'lie' about it, while noting that it is an oversimplification intended to give an idea, and not wholly correct.  I believe this is the norm for science publications targeted at the general population.

To lie effectively, I find the only way is to convince myself of something I know to be false.  Then I can subsequently tell what I believe to be the truth without things like keeping track of what I told who or body language clues.  This is, of course, still perilous and immoral in other ways, and often non-permanent since certain things can trigger the original memory.

Is it only honesty that has this protection-rail tendency, or have other ethics also had it?

Other ethics. For example, robbing a bank might seem like a good way to get funding, but there's all too many ways for it to go wrong.

On the other hand, I'm not sure there are any unithical risks that you'd still fallow through with if you were being honest about it.

This is a worrisome line of thought, as I consider one of the main underlying points of this blog to question the necessity and rationality of conventional ethics.

What if the belief in God grants you some form of protection against threats of which you are not currently aware? For example, the threat of insanity, which we know to be sort of an occupational hazard among AI researchers?

4) You want to attribute good things to your ethics, and thus find a way to interpret events that enables you to do so.

If we see that adhering to ethics in the past has wound up providing us with utility, the correct course of action is not to throw out the idea of maximizing our utility, but rather to use adherence to ethics as an integral part of our utility maximization strategy.

I wonder if liars or honest folk are happier and or more successful in life.

simon:
"Just for the sake of devil's advocacy:
4) You want to attribute good things to your ethics, and thus find a way to interpret events that enables you to do so."

Eliezer:
"The universe isn't set up to reward virtue - so why did my ethics help so much?  Am I only imagining the phenomenon?  That's one possibility."

I think considerations like these are probably not too meaningful. You're likely to be mentally unstable or misguided in some small way that has an overriding influence (at least at this level of effect) that you're unaware of.

I believe that ethics are an effort to improve the odds of good outcomes. So it's not that the universe is set up to reward ethics, it's that ethics are set up to follow the universe.

The challenge is that what we're taught is good is a mixture of generally useful rules, rules which are more useful to the people in charge than to the people who aren't, and mere mistakes.

When I saw The Dark Knight, I was left thinking how long it's going take before some truth-seeking cop realizes that Batman didn't kill those people and Gordon is part of the conspiracy. Acceptable risk, Batman?

You acted as though you anticipated the unanticipated?

Probably either: you were lucky; your utility function isn't what you consciously thought it was; - or you have supernatural moral powers.

Probably either: you were lucky; your utility function isn't what you consciously thought it was; - or you have supernatural moral powers.


Or it is a tiny note of accord, to be attended to as diligently as the tiny notes of discord. Which is what the post went on to do.

Excellent post. Please write more on ethics as safety rails on unseen cliffs.

Good consequences may come from good virtues, I gather.

Interesting question.  As far as I can tell, the two main effects that leap out at me are (1) the benefit of having not done various life-complicating bad things in the pursuit of early goals that I later had to change, and (2) the beneficial effect of holding myself to a higher standard when pursuing ethical obligations.

Has my life been better because of my sense of ethical inhibition against taking and wielding power?  I honestly don't know - I can't compare my possible selves side-by-side.  Maybe that other Eliezer learned to wield power well through practice, and built a large solid organization.  Or maybe he turned to the dark side and ended up surrounded by a coterie a la Rand.  In the absence of anything that even looks like a really blatant effect, it's hard to extract so much as an anecdote.

As for explanation, the way I would put it is that ethics consists of hard-won wisdom from many lifetimes, which is how it is able to provide me with a safety rail against the pitfalls I have yet to encounter in my single lifetime.

I'm confused, you aren't really arguing that people hiding Jews from the Nazis should answer to the SS honestly?  Sometimes honesty is unethical.

If statements I make shift a listener's priors then we can evaluate the statements I choose to make based on how much they shift the listener's priors towards which truths.  This is an interesting way, to compare the decision to make different types of possible statements with lies as a special case.  "Successful" lies move at least one of the listener's priors away from truth, their belief about what you believe.

Even if I'm willing to restrict myself to true statements, which in extreme cases I won't, I face the dilemma of choosing which true statements to make.

This relates to your post about the clever arguer and filtered evidence.

Yes, I was planning to mention that today - as an illustration of when you would willfully take on the unsimplicity and unforeseen pathways of lies.

That's a dangerous sort of path to go down - the idea that anything that persuades someone of what you believe to be true must be a good argument to make, without further restriction.  It doesn't just take us toward the clever arguer; it takes us into the realm of manipulating people "for their own good", using lies for the sake of what is argued to be a greater epistemic good.  This is the rationalization brought to me by many of the foolish advisors.

How can ethics be judged other than by referring to their consequences?  You certainly can't use ethics to judge themselves.

The idea that "the universe does not reward virtue" gets it wrong.  'Virtue' is a meaningless concept by itself; it only has meaning in terms of what the universe does.  Virtue is what the universe rewards, so to speak, to the degree that we can say the universe offers rewards.

It would be more accurate to say that virtue is what works in regards to the universe.

"Always lie" is an ethic.  Not a very evolutionarily fit ethic, nor a practical one.  But it's an ethic.

Russell: "ethics consists of hard-won wisdom from many lifetimes, which is how it is able to provide me with a safety rail against the pitfalls I have yet to encounter in my single lifetime."

Yes, generations of selection for "what works" encoded in terms of principles tends to outweigh assessment within the context of an individual agent in terms of expected utility -- to the extent that the present environment is representative of the environment of adaptation.  To the extent it isn't, then the best one can do is rely on the increasing weight of principles perceived hierarchically as increasingly effective over increasing scope of consequences, e.g. action on the basis of the principle known as the "law of gravity" is a pretty certain bet.

increasing weight of principles perceived hierarchically as increasingly effective over increasing scope of consequences

Ack. Could you please invent some terminology so you don't have to keep repeating this unwieldy phrase?

odf23ds: "Ack. Could you please invent some terminology so you don't have to keep repeating this unwieldy phrase?"

I'm eager for an apt idiom for the concept, and one also for "increasing coherence over increasing context."

It seems significant, and indicative of our cultural unfamiliarity -- even discomfort -- with concepts of systems, information, and evolutionary theory, that we don't have such shorthand.

But then I look at the gross misunderestimation of almost every issue of any complexity at every level of supposed sophistication of social decision-making, and then geek speak seems not so bad.

the threat of insanity, which we know to be sort of an occupational hazard among AI researchers
What? That sounds like sci-fi/horror writing, I've never heard of it happening in real life.

odf23ds: "Ack. Could you please invent some terminology so you don't have to keep repeating this unwieldy phrase?"

Well, there are worse things than an unwieldy phrase! Consider how many philosophers have spent entire books trying to communicate their thoughts, and still failed. Looked at that way, Jef's phrase has a very good ratio of length to precision.

For the record, I never intended to argue that any statement which shifts the audience's priors towards what I perceive to be the truth is justified.

What I was starting to get at, and I hope Eliezer will address, is how we should select which true statements to make.

What about true statements which shift at least one of the listener's priors away from the true prior?  What about avoiding true statements which would improve the listener's priors?

I believe that intelligent people sometimes avoid telling lies by selectively choosing truths which manipulate someones priors.



Ethical Inhibitions

Followup to:  Entangled Truths, Contagious Lies, Evolutionary Psychology

What's up with that bizarre emotion we humans have, this sense of ethical caution?

One can understand sexual lust, parental care, and even romantic attachment.  The evolutionary psychology of such emotions might be subtler than it at first appears, but if you ignore the subtleties, the surface reasons are obvious.  But why a sense of ethical caution?  Why honor, why righteousness?  (And no, it's not group selection; it never is.)  What reproductive benefit does that provide?

The specific ethical codes that people feel uneasy violating, vary from tribe to tribe (though there are certain regularities).  But the emotion associated with feeling ethically inhibited—well, I Am Not An Evolutionary Anthropologist, but that looks like a human universal to me, something with brainware support.

The obvious story behind prosocial emotions in general, is that those who offend against the group are sanctioned; this converts the emotion to an individual reproductive advantage.  The human organism, executing the ethical-caution adaptation, ends up avoiding the group sanctions that would follow a violation of the code.  This obvious answer may even be the entire answer.

But I suggest—if a bit more tentatively than usual—that by the time human beings were evolving the emotion associated with "ethical inhibition", we were already intelligent enough to observe the existence of such things as group sanctions.  We were already smart enough (I suggest) to model what the group would punish, and to fear that punishment.

Sociopaths have a concept of getting caught, and they try to avoid getting caught.  Why isn't this sufficient?  Why have an extra emotion, a feeling that inhibits you even when you don't expect to be caught?  Wouldn't this, from evolution's perspective, just result in passing up perfectly good opportunities?

So I suggest (tentatively) that humans naturally underestimate the odds of getting caught.  We don't foresee all the possible chains of causality, all the entangled facts that can bring evidence against us.  Those ancestors who lacked a sense of ethical caution stole the silverware when they expected that no one would catch them or punish them; and were nonetheless caught or punished often enough, on average, to outweigh the value of the silverware.

Admittedly, this may be an unnecessary assumption.  It is a general idiom of biology that evolution is the only long-term consequentialist; organisms compute short-term rewards.  Hominids violate this rule, but that is a very recent innovation.

So one could counter-argue:  "Early humans didn't reliably forecast the punishment that follows from breaking social codes, so they didn't reliably think consequentially about it, so they developed an instinct to obey the codes."  Maybe the modern sociopaths that evade being caught are smarter than average.  Or modern sociopaths are better educated than hunter-gatherer sociopaths.  Or modern sociopaths get more second chances to recover from initial stumbles—they can change their name and move.  It's not so strange to find an emotion executing in some exceptional circumstance where it fails to provide a reproductive benefit.

But I feel justified in bringing up the more complicated hypothesis, because ethical inhibitions are archetypallythat which stops us even when we think no one is looking.  A humanly universal concept, so far as I know, though I am not an anthropologist.

Ethical inhibition, as a human motivation, seems to be implemented in a distinct style from hunger or lust.  Hunger and lust can be outweighed when stronger desires are at stake; but the emotion associated with ethical prohibitions tries to assert itself deontologically. If you have the sense at all that you shouldn't do it, you have the sense that you unconditionally shouldn't do it.  The emotion associated with ethical caution would seem to be a drive that—successfully or unsuccessfully—tries to override the temptation, not just weigh against it.

A monkey can be trapped by a food reward inside a hollowed shell—they can reach in easily enough, but once they close their fist, they can't take their hand out.  The monkey may be screaming with distress, and still be unable to override the instinct to keep hold of the food. We humans can do better than that; we can let go of the food reward and run away, when our brain is warning us of the long-term consequences.

But why does the sensation of ethical inhibition, that might also command us to pass up a food reward, have a similar override-quality—even in the absence of explicitly expected long-term consequences?  Is it just that ethical emotions evolved recently, and happen to be implemented in prefrontal cortex next to the long-term-override circuitry?

What is this tendency to feel inhibited from stealing the food reward?  This message that tries to assert "I override", not just "I weigh against"?  Even when we don't expect the long-term consequences of being discovered?

And before you think that I'm falling prey to some kind of appealing story, ask yourself why that particular story would sound appealing to humans.  Why would it seem temptingly virtuous to let an ethical inhibition override, rather than just being one more weight in the balance?

One possible explanation would be if the emotion were carved out by the evolutionary-historical statistics of a black-swan bet.

Maybe you will, in all probability, get away with stealing the silverware on any particular occasion—just as your model of the world would extrapolate.  But it was a statistical fact about your ancestors that sometimes the environment didn't operate the way they expected. Someone was watching from behind the trees.  On those occasions their reputation was permanently blackened; they lost status in the tribe, and perhaps were outcast or murdered.  Such occasions could be statistically rare, and still counterbalance the benefit of a few silver spoons.

The brain, like every other organ in the body, is a reproductive organ: it was carved out of entropy by the persistence of mutations that promoted reproductive fitness.  And yet somehow, amazingly, the human brain wound up with circuitry for such things as honor, sympathy, and ethical resistance to temptations.

Which means that those alleles drove their alternatives to extinction.  Humans, the organisms, can be nice to each other; but the alleles' game of frequencies is zero-sum.  Honorable ancestors didn't necessarily kill the dishonorable ones.  But if, by cooperating with each other, honorable ancestors outreproduced less honorable folk, then the honor allele killed the dishonor allele as surely as if it erased the DNA sequence off a blackboard.

That might be something to think about, the next time you're wondering if you should just give in to your ethical impulses, or try to override them with your rational awareness.

Especially if you're tempted to engage in some chicanery "for the greater good"—tempted to decide that the end justifies the means.  Evolution doesn't care about whether something actually promotes the greater good—that's not how gene frequencies change.  But if transgressive plans go awry often enough to hurt the transgressor, how much more often would they go awry and hurt the intended beneficiaries?

Historically speaking, it seems likely that, of those who set out to rob banks or murder opponents "in a good cause", those who managed to hurt themselves, mostly wouldn't make the history books.  (Unless they got a second chance, like Hitler after the failed Beer Hall Putsch.)  Of those cases we do read about in the history books, many people have done very well for themselves out of their plans to lie and rob and murder "for the greater good".  But how many people cheated their way to actual huge altruistic benefits—cheated and actually realized the justifying greater good?  Surely there must be at least one or two cases known to history—at least one king somewhere who took power by lies and assassination, and then ruled wisely and well—but I can't actually name a case off the top of my head.  By and large, it seems to me a pretty fair generalization that people who achieve great good ends manage not to find excuses for all that much evil along the way.

Somehow, people seem much more likely to endorse plans that involve just a little pain for someone else, on behalf of the greater good, than to work out a way to let the sacrifice be themselves.  But when you plan to damage society in order to save it, remember that your brain contains a sense of ethical unease that evolved from transgressive plans blowing up and damaging the  originator—never mind the expected value of all the damage done to other people, if you really do care about them.

If natural selection, which doesn't care at all about the welfare of unrelated strangers, still manages to give you a sense of ethical unease on account of transgressive plans not always going as planned—then how much more reluctant should you be to rob banks for a good cause, if you aspire to actually help and protect others?

Hmm. Very interesting way to ground the musings of the last post. Very precarious line of reasoning, as you acknowledge, but interesting still.

This reminds me of the fact that humans have an evolved tendency for pure time preference, and indeed hyperbolic time preference, rather than accurate modeling of future rewards.

"- at least one king somewhere who took power by lies and assassination, and then ruled wisely and well - but I can't actually name a case off the top of my head."
If ruling wisely and well means increased GDP or quality of life (e.g. attracting and accepting immigrants), we might nominate Singapore's Lee Kuan Yew, Chile's Pinochet, Gorbachev, Ian Smith, Deng Xiaoping, etc.

Also, every major democratic political leader lies abundantly to obtain office, as it's a necessity to actually persuade the voters. So Bill Clinton, Jean Chretien, Winston Churchill should qualify for at least half of your list of villainy.

Eliezer: Are you really that sure that the ethical impulse you speak of is due to nature?

I am probably not alone in suggesting that it is due to nurture. It may seem to you that the ethical override is as hard-wired in you as hunger or thirst, but it may be that what is actually hardwired is not an ethical override. It is the listen-to-your-parents override.

It is kind of peculiar, is it not?, that ethic overrides such as you describe seem to be common among people who began their lives in religion, but not quite as common, and not quite as overriding, in people who did not. Contrast the principled attitudes of uptight religious people with those who were raised without stories of hell and damnation to scare them. Which type of person can be expected to avoid sex until they're married? And what for? A hard-wired ethical override? Or because evolution taught us that if parents tell us not to eat certain berries, we should not, or we will die?

I don't think that the ethical override you speak of is nearly as common as you purport. You only need to venture into a suitable part of Africa, where your head will be removed for the slightest of reasons, or into communities which raise their children ways quite dissimilar to how Catholic or Jewish children are raised.

Many of us have the ethical override because we are designed to internalize, on pain of death, the serious lessons taught by our environments. Remove the environmental lesson, and the ethical override disappears.

I thought this was clear from my talking about how the specific ethical codes that people feel uneasy violating, vary from tribe to tribe.  Certain tribes in the gloom of Africa might remove my head without hesitation, having no taboo against killing strangers, but still hesitate to kill tribe members without social sanction.

"Sociopaths have a concept of getting caught, and they try to avoid getting caught.  Why isn't this sufficient?  Why have an extra emotion, a feeling that inhibits you even when you don't expect to be caught?"

It seems to me that by having this emotion, you always "get caught", which is much more effective at preventing a certain behavior than only being caught occasionally by others.  Sociopaths must rely on others to police them, typicall people police themselves.

Emperor Claudius I is the best candidate I can think of for a good ruler who took power by dubious means.

Nelson Mandela comes to mind as someone who took up violence as a last resort, and wasn't too bad as a leader in the end.

American revolutionaries as well ended human lives for the greater good, and I'm sure there was a fair amount of agitprop. Could have had worse governance after.

Remember soldiers are people too! Even enemy soldiers who beat you up or imprison you. If the ends never justify killing people, then there should never be any insurrections...

Well, you can bomb the opposition's headquarters on a weekend at 2 AM instead of on a tuesday at 2 PM.

I'm not sure I understand why you say it can't be group selection. It seems perfectly possible to me, albeit much rarer than individual selection.

Suppose all the tribes of humans (or monkeys, for that matter) on earth were populated by perfectly rational sociopaths. Then suppose an individual mutant developed a conscience. If this mutant gets lucky and passes his or her genes on a good number of times, you might end up with a tribe of people with consciences. This tribe would have an enormous advantages over the other sociopathic tribes, and would almost certainly out-perform them if other variables were roughly equal.

I think the same argument can be made for memes and religion. If people believe some god in the sky is watching them, they are less likely to perform socially destructive behavior (like theft or violence when they can get away with it). Thus, societies who practiced this sort of self-deception would be more successful than ones which did not. Yes it would be rare for an entire tribe to adopt these beliefs (for individuals its a prisoner's dilemma), but once it happened that tribe would have a huge advantage over tribes of sociopaths.

I think the objections are against group selection as an explanation in general, not as applied to this particular case.

To the extent that a commitment to ethics is externally verifiable, it would encourage other people to cooperate, just as a tendency to anger (a visible commitment to retribution) is a disincentive to doing harm.

Also, even if it is not verifiable, a person who at least announces their intention to hold to an ethical standard has raised the impact their failure to do so will have on their reputation, and thus the announcement itself should have some impact on the expectation that they will behave ethically.

"Historically speaking, it seems likely that, of those who set out to rob banks or murder opponents "in a good cause", those who managed to hurt themselves, mostly wouldn't make the history books.  (Unless they got a second chance, like Hitler after the failed Beer Hall Putsch.)  Of those cases we do read about in the history books, many people have done very well for themselves out of their plans to lie and rob and murder "for the greater good".  But how many people cheated their way to actual huge altruistic benefits - cheated and actually realized the justifying greater good?  Surely there must be at least one or two cases known to history - at least one king somewhere who took power by lies and assassination, and then ruled wisely and well - but I can't actually name a case off the top of my head.  By and large, it seems to me a pretty fair generalization that people who achieve great good ends manage not to find excuses for all that much evil along the way."

History seems to me to be full of examples of people or groups successfully breaking moral rules for the greater good.

The American Revolution, for example. The Founding Fathers committed treason against the crown, started a war that killed thousands of people, and confiscated a lot of Tory property along the way. Once they were in power, they did arguably better than anyone else of their era at trying to create a just society. The Irish Revolution also started in terrorism and violence and ended in a peaceful democractic state (at least in the south); the war of Israeli independence involved a lot of terrorism on the Israeli side and ended with a democratic state that, regardless of what you think of it now, didn't show any particularly violent tendencies before acquiring Palestine in the 1967 war.

Among people who seized power violently, Augustus and Cyrus stand out as excellent in the ancient world (and I'm glad Caligula was assassinated and replaced with Claudius). Ho Chi Minh and Fidel Castro, while I disagree with their politics, were both better than their predecessors and better than many rulers who came to power by more conventional means in their parts of the world.

There are all sorts of biases that would make us less likely to believe people who "break the rules" can ever turn out well. One is the halo effect. Another is availability bias - it's much easier to remember people like Mao than it is to remember the people who were quiet and responsible once their revolution was over, and no one notices the genocides that didn't happen because of some coup or assassination. "Violence leads only to more violence" is a form of cached deep wisdom. And there's probably a false comparison effect: a post-coup government may be much better than the people they replaced while still not up to first-world standards.

And of course, "history is written by the victors". When the winners do something bad, it's never interpreted as bad after the fact. Firebombing a city to end a war more quickly, taxing a populace to give health care to the less fortunate, intervening in a foreign country's affairs to stop a genocide: they're all likely to be interpreted as evidence for "the ends don't justify the means" when they fail, but glossed over or treated as common sense interventions when they work. Consider the amount of furor raised over our supposedly good motives in going into Iraq and failing vs. the complete lack of discussion about going into Yugoslavia and succeeding.

Grant: group selection does happen, but only very slowly. Natural selection works when its units are destroyed, and tribes go extinct pretty rarely compared to individuals.

Merely being poor does not make a selection unit unfit, as far as evolution is concerned. It has to disappear.

Er, Tiiba, that's not correct.  Systematic differential reproduction works just as well as death.  The problem is that it's nigh mathematically impossible for group selection to overcome a countervailing individual selection pressure, i.e., a 3% individual sacrifice that, when universal in a group, doubles the fitness of that group, will not survive under realistic conditions.  Again, see the links.

If we're talking survival of the fittest here, I can't see how adhering to moral codes could have outweighed the advantage (for men) of committing adultery, rape, stealing, and murder.

JA, then where did humans get the brain circuitry that supports morals?  Tooth Fairy?

I doubt adultery would be a meaningful concept in a world where rape was permitted.  Why would the concept of marriage exist?

If we had a tendency to underestimate the chance of getting caught, I don't see why evolution couldn't have just coded in us a correction that raised this estimate.  That seems lots simpler than the whole ethical machinery.

I'm not so sure you can discount group selection amongst humans as easily as you can for other animals. Human groups are a lot more cohesive than those of other species. A human tribe can decide that another tribe, due to their different culture or whatever, must die -- even when the expected cost of carrying out a war far outweighs the expected gain in resources. We have subverted the original evolutionary purpose of our adaptations with culture, and I'm unconvinced that the arguments against group selection still hold weight with humans.

Robin:  It's a fair point, but as a general matter, I'm not sure it's biologically easy to have mutations that encode knowledge.  Why be scared of snakes, instead of having the abstract knowledge "snakes are more dangerous than I would otherwise estimate them to be"?  That's how you would build an AI, but evolution goes down the path of things that happen easily as the result of mutations.

I would reply that the brain just doesn't seem to be built around that kind of architecture.  Even when an estimate does get raised, it gets raised as the result of feeling some emotion that binds to the estimate.  If evolution is going to build a feeling anyway, it may be easier to feel that you just shouldn't do something; than to feel that you should override your mental model that says you won't get caught, with an expectation of getting caught anyway for reasons not in your mental model.  Yes, the latter would be more elegant, but evolution is nothing if not inelegant.

Maelin:  Read.  The.  Damned.  Links.  Here, I link it again.  Even if whole bands went extinct more often than individuals within bands, that still wouldn't be enough, mathematically speaking, to let group selection win out.

Robin, I mentioned hyperbolic discounting above. Why do we have evolved pure time preference rather than just discounting for risk, return on investment, etc? If tweaking motives requires fewer independent changes than a massive improvement in our ability to reason about and predict the future, then evolution will do the former.

Robin -- because it needs to be more specific. "Always be more afraid of bad things happening" would reduce effectiveness in other areas. Even "always be more afraid of people catching you and doing bad things to you" would be a handicap if you need to fight an enemy tribe. The requirement is, specifically, "don't violate your own tribe's ethical standards".

I'm not sure you aren't "making too much stew from one oyster". I certainly feel a whole lot less ethically inhibited if I'm really, really certain I'm not going to be punished. When I override, it feels very deliberate - "system two" grappling and struggling with "system one"'s casual amorality, and with a significant chance of the override attempt failing.

This entire post is kind of surreal to me, as I'm pretty confident I've never felt the emotion described here before.

I guess this makes some behavior I've seen before seem more understandable, but it's still a strange to see this described as a human universal when I don't seem to have that response.

Is there a standard term for this that I could use to research it?  I did some searching on wikipedia with phrases used in the post, but I couldn't find anything.

Stephen: you've never did/didn't do something because the alternative "simply felt wrong/immoral"?

Psy-Kosh: I don't think I have, but I'm not very sure on that point.  I don't remember ever wanting to do something that I both felt would be wrong and wouldn't have consequences otherwise.  The part that was particularly unusual to me was the idea of something not only being "wrong", but universally unacceptable, as in:

No one else has brought this up, so maybe I'm just dense, but I'm having trouble distinguishing the "point" from the "counterpoint" at this part of the post:

He then appears to present a possible "counterpoint":

But then he seems to say that this counterpoint doesn't suffice for him:

I'm not seeing the difference between the point and the counterpoint.  Am I just misinterpreting the logic of the argument in thinking that these are supposed to be opposing points?  Or, if not, how are they different?

Eliezer: if the "ethical override" differs from culture to culture, and some people don't even have it, what's universal about it?

I'm not saying the phenomenon does not exist, but calling it an "ethical override" seems a misnomer. It might be more accurate to regard it as a form of hypnosis. If you're familiar with how hypnosis works, this seems similar to the environment impressing on you, as a child, that some arbitrary things should / should not be done. Since generally such instructions relay accumulated knowledge which one cannot earn or safely test in one's lifetime, it increases an individual's genetic fitness to heed such instructions, i.e. be "hypnotizable".


If we had a tendency to underestimate the chance of getting caught, I don't see why evolution couldn't have just coded in us a correction that raised this estimate. That seems lots simpler than the whole ethical machinery.


Ethics can also code for the degree of "badness" of the behaviour (ie how strongly others would react against it). The relative strength of "do not kill" vs "do not steal" makes no sense in terms of the likelyhood of being caught (killing being safer than stealing), but makes sense when the consequences of being caught are added it.

Also, having some vague sense of shame that your upbringing can then train will allow you to slip into social norms with a minimum of fuss - soldiers will learn the difference between sleeping with a prostitute and tattling on your colleagues, and pastors will learn the opposite lesson. Simply increasing the risk of being caught doesn't allow this fine distinction.

pdf, the only reason that suggestion works is that we're not in the business of bombing headquarters at 2AM on a weekend.  If both sides were scheduling bombings at 2AM, I'd bet they'd be at work at 2AM.

Eliezer: if the "ethical override" differs from culture to culture, and some people don't even have it, what's universal about it?

On cultural difference, it still is an advantage to have a sense of shame/proper conduct that can then be moulded to the culture's norms (see my previous comment). The sense of shame might be universal, even if the contents of the ethic is different.

As for "some people don't even have it", this is not a complete counter-argument - there might be an evolutionary optimal equilibrium of sociopaths to non-sociopaths.

JA, then where did humans get the brain circuitry that supports morals? Tooth Fairy?

I think we evolved general feelings of empathy as a side-effect of mating and child-raising, and the rest is comprised of cultural education.  We don't have a moral sense, we have empathy and we have culture.

I haven't seen this mentioned before, but apologies if it has been dealt with.

Isn't it possible that, to some extent at least, that our honor & ethical codes have evolved as a type of peacock feathers? That is, they evolved as markers of superior fitness because they make us more vulnerable. Peacock feathers are markers of fitness because they make the bird visible to predators - a bird that survives in spite of it can thus "claim" fitness. Similarly, ethical and honor codes constrain behavior: you are prevented from doing what would otherwise benefit you; those who could survive and flourish despite not stooping to theft or deception even when it could help them can thus signal fitness by saying "I am succeeding even though I have fewer options than others because I won't engage in theft or deception, therefore I am superior." Could the honor codes not have evolved this way? As badges of superiority?

For more on the evolution of our moral faculty, see work by people like Marc Hauser & Jonathan Haidt.  The former, and perhaps the latter, sees the moral faculty as analogous to Chomsky's universal grammar.

I see no one has replied to Tyrrell's point. Probably because it goes at the heart of most arguments put forth in by evolutionary psychologists, that is that they are just so stories that can be told equally convincing in the opposite manner and their is not way of testing between two opposing arguments.

I'd like to take a slightly deeper criticism of EP in relationship to this post, that is the way EP in general ignores the effect of culture or simply assumes that culture some how arises directly from intelligence. First of all, at present we have no idea how something as complicated and higher order as morality would be controlled be controlled by genetics. We simply know too little about the brain and the genes that control it. Furthermore, the fact that the genetic code for the brain is much less complicated than the brain itself makes me skeptical that genes could directly cause something like morality.

I do not believe in any magical explanations of morality, so where does that leave me? Culture is what causes and controls morality and other brain phenomenon. Culture is an emmergent phenomenon on top of biology, that is the biologic evolution was necessary for culture to arise, but culture is able to act causally separate from biological evolution. On a superficial level this is obvious. What language you speak is obviously dependent on what culture you grow up in and not on your genes. I would argue that there are also deeper, more basic cultural practices, such as morality, that are probably pre linguistic, which gave rise to the universal elements of human nature such as linguistics.

This comment too long already, so I will just end by saying that it is foolish to completely discard cultural effects on human evolution, especially since we have knowledge about how culture affects things like morality, but almost no knowledge about how genetics affect it.

"By and large, it seems to me a pretty fair generalization that people who achieve great good ends manage not to find excuses for all that much evil along the way."

I mean, if they really achieved great good ends and those ends have more positive utility than the negative utility of the evil along the way wouldn't this be a case where the end actually justifies the means?

Eliezer:  "The problem is that it's nigh mathematically impossible for group selection to overcome a countervailing individual selection pressure..."

While Eliezer's point here is quite correct within its limited context of individual selection versus group selection, it seems obvious, supported by numerous examples in nature around us, that his case is overly simplistic, failing to address multi-level or hierarchical selection effects, and in particular, the dynamics of selection between groups.

This would appear to bear also on difficulty comprehending selection between (and also within) multi-level agencies in the moral domain.

There are ample examples of group selection taking place in nature.  It's rare, and for good reason, but it DOES happen.

If we possess a mathematical model that indicates group selection cannot take place, we must therefore conclude that a fatal flaw exists in our model, and need to examine our premises to determine where the error lies.

@Caledonian:  "...we must therefore conclude that a fatal flaw exists in our model..."

It's not necessarily that a "fatal flaw" exists in a model, but that all models are necessarily incomplete.

Eliezer's reasoning is valid and correct -- over a limited context of observations supporting meaning-making.  It may help to consider that groups promote individual members, biological organisms promote genes, genes promote something like "material structures of increasing synergies"...

In cybernetic terms, in the bigger picture, there's nothing particularly privileged about the role of the gene, nor about biological evolutionary processes as a special case of a more fundamental organizing principle.

Here's what I find difficult to understand from an evolutionary perspective: why do we have a sense that we ought to do what is right as opposed to what society wants us to do? Why are we even capable of making this distinction?

@George Weinberg: "...from an evolutionary perspective: why do we have a sense that we ought to do what is right as opposed to what society wants us to do?"

In other words, why don't humans function as mindless drones serving the "greater good" of their society?  Like ants or bees?  Well, if you were an ant or a bee, even one capable of speculating on evolutionary theory, you wouldn't ask that question, but rather its obverse.  ;-)

Peter Watts wrote an entertaining bit of fiction, Blindsight on a similar question, but to ask why would evolution do X rather than Y, imputes an inappropriate teleology.

Otherwise, if you were asking as to the relative merits of X versus Y, I think the most powerful answer would hinge on the importance of diversity at multiple levels for robust adaptability, rather than highest degree of adaptation.

And, it might help to keep in mind that biological organisms are adaptation executers, not fitness maximizers, and also that evolutionary economics favors satisficing over "optimizing."

In other words, why don't humans function as mindless drones serving the "greater good" of their society?

No, that's not what I'm asking at all. What I'm saying is, if ethics were all about avoiding "getting caught", then the very idea that there could be an ethical "right thing to do" as opposed to what society wants one to do would be incoherent.

Similarly, if being helpful to an individual were all about expected reciprocity, there would be no distinction between that which is helpful and that which inspires gratitude.  A statement like "I'm going to do this for your own good, even though you will hate me for it" would not only never be said, it would be meaningless gibberish at the "green ideas sleep furiously" level.

@G: " if ethics were all about avoiding "getting caught", then the very idea that there could be an ethical "right thing to do" as opposed to what society wants one to do would be incoherent."

Well, I don't think anyone here actually asserted that the basis of ethics was avoiding getting caught, or even fear of getting caught.  It seems to me that Eliezer posited an innate moral sense inhibiting risk-taking in the moral domain, and in my opinion this is more a reflection of his early childhood environment of development than any innate moral sense such as pride or disgust.  Even though I think Eliezer was working from the wrong basis, I think he's offered a valid observation on the apparent benefit of "deep wisdom" with regard to tending to avoid "black swans."

But there seems to be an even more direct problem with your query, in that it's strictly impractical in terms of the information model it would entail, that individual agents would somehow be equipped with the same model of "right" as the necessarily larger model supported by society.

Apologies in advance, but I'm going to bow out of this discussion now due to diminishing returns and sensitivity to our host.

Have the ones who've lied more, done better?  In cases where the politician who told more lies won, has that politician gone on to rule well in an absolute sense?  Is it actually true that no one who refused to lie (and this is not the same as always telling the whole truth) could win political office?  Are the lies expected, and in that sense, less than true betrayals of someone who trusts you?  Are there understood Rules of Politics that include lies but not assassinations, which the good politicians abide by, so that they are not really violating the ethics of their tribe?  Will the world be so much worse off if sufficiently good people refuse to tell outright lies and are thereby barred from public office; or would we thereby lose a George Washington or Marcus Aurelius or two, and thereby darken history?

Police must sometimes kill the guilty.  Soldiers must sometimes kill civilians (or if the enemy knows you're reluctant, that gives them a motive to use civilians as a shield).  Spies sometimes have legitimate cause to kill people who helped them, but this has probably been done far more often than it has been justified by a need to end the Nazi nuclear program.  I think it's worth noting that in all such cases, you can write out something like a code of ethics and at least try to have social acceptance of it.  Politicians, who lie, may prefer not to discuss the whole thing, but politicians are only a small slice of society.  Are there many who transgress even the unwritten rules and end up really implementing the greater good?  (And no, there's no unwritten rule that says you can rob a bank to stop global warming.)

...but if you're placing yourself under unusual stress, you may need to be stricter than what society will accept from you.  In fact, I think it's fair to say that the further I push any art, such as rationality or AI theory, the more I perceive that what society will let you get away with is tremendously too sloppy a standard.

A fair point, and one of the difficult things in reasoning about ethics is the extent to which we can expect historical data to be distorted by moral self-deception as well as more common fogs of war.

I don't know whether to attribute this to genetic variance, environmental variance, misunderstanding, or a small number of genuine sociopaths among Overcoming Bias readers.  Maybe Stephen is referring to "not wanting" in terms of finally deciding to do something he felt was wrong, rather than being tempted by the rewards thereof?

I think this is the first post I've seen in the OB series to infer that a kind of thinking must be beneficial from the fact that humans have a cognitive bias in its favor. Interesting.

at least one king somewhere who took power by lies and assassination, and then ruled wisely and well

I know John D. Rockefeller and Andrew Carnegie ended up donating large amounts to charity. That said, I don't think they are as bad as they're portrayed. There might have been a little unethical stuff, but mostly they got to where they were by good business practices.

But how many people cheated their way to actual huge altruistic benefits - cheated and actually realized the justifying greater good?  Surely there must be at least one or two cases known to history - at least one king somewhere who took power by lies and assassination, and then ruled wisely and well - but I can't actually name a case off the top of my head.

That may be because they were successful. Every time the FBI stops a potential terrorist attack through the use of an undercover informant or some deceptive trap for the terrorists, we don't hear about it. We tend to hear about the deceptive schemes that go wrong, because a successful deception will never be found out. However the deceptions we hear about and, maybe more importantly, remember, are the ones that a) went wrong, and b) were attention gathering, which often means unethical. I somewhat doubt that any major improvements to society were created without anyone resorting to a little bit of backroom arm twisting.

I find it important that ethical inhibitions are not absolute. Sure, they feel absolute, but history shows they aren't nearly as absolute as they feel. Even if we (tentatively) accept that our moral inhibitions are an adaptation, it seems probable that our ability to violate them is also an adaptation. Finally, what worked in an ancestral environment is not guaranteed to work now. In short: even if ethical inhibitions evolved as described, it doesn't follow that obeying them is a good idea. 

Surely there must be at least one or two cases known to history—at least one king somewhere who took power by lies and assassination, and then ruled wisely and well—but I can't actually name a case off the top of my head.

It could also have an element of sexual selection involved.  If it is desirable to find a mate who will act "ethically", and humans are good at telling which humans are more "ethical" then others, then that would naturally strengthen the tendency to be ethical.

I don't get the flippant exclusion of group selection.

To the best of my knowledge, humans are the only species that has been exposed to continuous group selection events over hundreds of thousands of years, and I would argue that we've gotten very, very good at the activity as a result.

I'm referring, of course, to war. The kind that ends in extermination. The kind that, presumably, humans practiced better than all of our close hominid relatives who are all conspicuously extinct as of shortly after we spread throughout the world.

This is why I'm not much buying the 'tribes don't die often enough to allow group selection to kick in' argument - obviously, a whole lot of tribes are quite dead, almost certainly at the hands of humans. Even if the tribe death-rate right now is not that high, the deaths of entire hominid species to homo sapiens implies that it has been high in the past. And even with a low tribe death rate, replace 'tribe-murder' with 'tribe-rape' and you still have a modest group selection pressure.

So I don't know why you're talking about the impact of individual evolution in morality. Any prospective species whose morality was guided primarily by individual concerns, rather than the humans-will-rape-and-or-murder-us group concerns, probably got raped-and-or-murdered by a tribe of humans, the species we know to be the most efficient group killing machines on earth.

Under this paradigm - the one where we analyze human psychology as something that made us efficient tribe-murderers - sociopathy makes sense. Indeed, it's something I would argue we all have, with a complicated triggering system built to try to distinguish friend from foe. Full-on sociopathy would probably be to our war-sociopathy as sickle-cell anemia is to malaria resistance; a rare malfunction of a useful trait ('useful' in the evolutionary sense of 'we tribe-murdered all the hominids that didn't have it'). And that's not counting sociopaths who are that way because they simply got so confused that their triggering system broke, no genetics required.

We can't give our senses of honor or altruism a free pass in this analysis, either. If our universal sociopathy is war-sociopathy, then our universal virtue is peace-virtue, also dictated by trigger mechanisms. What we describe as virtue and the lack of it co-evolved in an environment where we used virtue in-group, and outright predation out-group. Groups that were good at both succeeded. Groups that failed at the first were presumably insufficiently efficient at group murder to survive. Groups that failed at the second were murdered by groups good at the second.

Practically the only individual adaptation I can see in that situation is the ability to submit to being conquered, or any other non-fatal-and-you-still-get-to-breed form of humiliation, which might mean you survive while they kill the rest of your tribe. But too much of even that will reduce in-group cohesion: A tribe can only take so many prisoners of a species whose members can express (and as you argue in belief-in-belief, even internalize) the opposite of their actual beliefs, such as "I don't want to murder you in your sleep as vengance for killing my tribe and enslaving me".

I'm referring, of course, to war. The kind that ends in extermination. The kind that, presumably, humans practiced better than all of our close hominid relatives who are all conspicuously extinct as of shortly after we spread throughout the world.

Minor point: it's my understanding that wars of extermination are not a human universal.

Strictly speaking they don't need to be; they "just" need to be common enough among human cultures for that to exert distinguishable selection pressure, and successful enough that the groups that come up with the idea don't end up autodarwinating.  Though the latter is group selection pressure of a kind, too.

I'd rather stay agnostic on whether or not this is the case; we have very little reliable data on culture under non-marginal paleolithic conditions.  I haven't heard of any conclusive skeletal evidence for war in that era (murder yes, war no), but this isn't my field so I could easily be missing some.

I'd rather stay agnostic on whether or not this is the case; we have very little reliable data on culture under non-marginal paleolithic conditions. I haven't heard of any conclusive skeletal evidence for war in that era (murder yes, war no), but this isn't my field so I could easily be missing some.

This paper argues that coalitionary killings were rare among hunger-gatherer societies, and that warfare as we currently understand it did not come into exitence until the rise of agriculture and sedantism, because prior to those develpments, the average hunter-gatherer band simply didn't have enough accumulated material wealth to make the  benefit of raids into another band's territory outweigh the risk of getting ambushed by unseen defenders with projectile weapons who know the territory better than you.

However, the development of the throwing spear, used in conjunction with ambush hunting techniques, ushered in an era in which the enhanced lethality of weaponry amplified the costs of assessment errors, and the necessity of movement also placed intruders at a comparative disadvantage with respect to both detection and assessment. Moreover, asymmetrical detection rather than a numerical imbalance of power determined the outcome of hostile encounters. This reconfiguration of the decisive factors in lethal conflict not only raised the stakes (or potential costs) for would-be aggressors but also rendered the benefit of intercommunity dominance unattainable. Because superior numbers were not invariably decisive in encounters between hunting parties, an initial success would neither materially reduce the stakes for aggressors in subsequent attacks nor make it possible to freely encroach on the territory of a neighboring group that had sustained a casualty. Under these circumstances, aggression resulted in stalemate and a condition analogous to a war of attrition rather than territorial gain.

These developments marked a major turning point in the evolution of lethal intergroup violence and in the character of interrelations between neighboring groups. Although fitness continued to be related to territory size (for food-limited populations in occupied environments), selective circumstances no longer favored aggression as a means of achieving territorial gain.  [...] In other words, the development of the throwing spear altered the means of production as well as the social relations of production, distribution, and consumption within groups in fundamental ways that also transformed intergroup relations and influenced subsequent hominid evolution.

That paper seems to focus on raiding activities; if repeated raiding activities are difficult, then wouldn't that increase the utility of extermination warfare?

Indeed, the paper you cite posits that exactly that started happening:

The earliest conclusive archaeological evidence for attacks on settlements is a Nubian cemetery (site 117) near the present-day town of Jebel Sahaba in the Sudan dated at 12,000-14,000 B.P. (7, 12). War originated independently in other parts of the world at dates as late as 4,000 B.P. (13). Otterbein argues that agriculture was only able to develop initially at locations where ambushes, battles, and raids were absent (14).

I noted that humans are the only hominoid species alive.To the best of my admittedly limited archaeological knowledge, the others became extinct during the timeframe of the first two phases the paper describes; yet, if that were the case, wouldn't other hominoid communities have likely survived to see the total war phase of human development?

I would thus posit that total war is much older than even their existing data suggests.

As I said, it's a minor point. I'm pretty sure the grandparent's argument will stand or fall the same way regardless.

Well, it's not conclusive evidence by any means, but I did note that we have no hominoid relatives; they're all extinct with a capital E. To me, that implies something more than just us being better at hunting-gathering.

And if we, as a species, did exterminate one or more other hominid species, then it seems a small leap of logic to conclude we did the same to each other whenever similar circumstances came up.

Two points.  First, the extinction of nonhuman hominids happened at about the same time as a more general die-out of megafauna.  Overhunting by H. sapiens is one popular explanation for why that happened, but it's not the only one, and if one of the alternatives ends up being true (or partly true) then it could easily have affected our hominid relatives as well.

Second, species inadvertently cause each other to go extinct all the time without going to war with each other, just by competing for a niche; consider any of the introduced species that have been causing ecological problems recently.  Again, this could easily have happened to our hominid relatives over the timescales we're discussing.

And if we, as a species, did exterminate one or more other hominid species, then it seems a small leap of logic to conclude we did the same to each other whenever similar circumstances came up.

Remember, different hominid species were, y'know, different species, with different (apparently suboptimal) adaptations. So them getting exterminated is more likely in any case.

Humans underestimating the chance of being caught seems to beg the question of why they underestimate the chance of being caught in the first place. Why have humans evolved ethical inhibition, as opposed to a better sense of the likelihood of being caught? Still, evolution isn't perfect.

I suspect that humans have evolved a better sense of the likelihood of being caught, many times. The thing is, one of the things such a sense is useful for is improving our ability to cheat with impunity. Which creates more selection pressure to get better at catching cheaters, which reduces our ability to reliably estimate the likelihood of being caught. 

I'm fairly sure I've felt my ethical caution emotion activating when it really wasn't warranted by the situation. When I'm not dealing with an ethical question, I'm capable of overcoming it with significant effort. But when I am dealing with an ethical question I generally listen to that emotion rather than fighting it (hence why I wouldn't rob banks for the greater good even if I expected not to get caught).



Ethical Injunctions

"Would you kill babies if it was the right thing to do?  If no, under what circumstances would you not do the right thing to do?  If yes, how right would it have to be, for how many babies?"
        —horrible job interview question

Swapping hats for a moment, I'm professionally intrigued by the decision theory of "things you shouldn't do even if they seem to be the right thing to do".

Suppose we have a reflective AI, self-modifying and self-improving, at an intermediate stage in the development process.  In particular, the AI's goal system isn't finished—the shape of its motivations is still being loaded, learned, tested, or tweaked.

Yea, I have seen many ways to screw up an AI goal system design, resulting in a decision system that decides, given its goals, that the universe ought to be tiled with tiny molecular smiley-faces, or some such.  Generally, these deadly suggestions also have the property that the AI will not desire its programmers to fix it.  If the AI is sufficiently advanced—which it may be even at an intermediate stage—then the AI may also realize that deceiving the programmers, hiding the changes in its thoughts, will help transform the universe into smiley-faces.

Now, from our perspective as programmers, if we condition on the fact that the AI has decided to hide its thoughts from the programmers, or otherwise act willfully to deceive us, then it would seem likely that some kind of unintended consequence has occurred in the goal system.  We would consider it probable that the AI is not functioning as intended, but rather likely that we have messed up the AI's utility function somehow.  So that the AI wants to turn the universe into tiny reward-system counters, or some such, and now has a motive to hide from us.

Well, suppose we're not going to implement some object-level Great Idea as the AI's utility function.  Instead we're going to do something advanced and recursive—build a goal system which knows (and cares) about the programmers outside.  A goal system that, via some nontrivial internal structure, "knows it's being programmed" and "knows it's incomplete".  Then you might be able to have and keep the rule:

"If [I decide that] fooling my programmers is the right thing to do, execute a controlled shutdown [instead of doing the right thing to do]."

And the AI would keep this rule, even through the self-modifying AI's revisions of its own code, because, in its structurally nontrivial goal system, the present-AI understands that this decision by a future-AI probably indicates something defined-as-a-malfunction.  Moreover, the present-AI knows that if future-AI tries to evaluate the utility of executing a shutdown, once this hypothetical malfunction has occurred, the future-AI will probably decide not to shut itself down.  So the shutdown should happen unconditionally, automatically, without the goal system getting another chance to recalculate the right thing to do.

I'm not going to go into the deep dark depths of the exact mathematical structure, because that would be beyond the scope of this blog.  Also I don't yet know the deep dark depths of the mathematical structure.  It looks like it should be possible, if you do things that are advanced and recursive and have nontrivial (but consistent) structure.  But I haven't reached that level, as yet, so for now it's only a dream.

But the topic here is not advanced AI; it's human ethics.  I introduce the AI scenario to bring out more starkly the strange idea of an ethical injunction:

You should never, ever murder an innocent person who's helped you, even if it's the right thing to do; because it's far more likely that you've made a mistake, than that murdering an innocent person who helped you is the right thing to do.

During World War II, it became necessary to destroy Germany's supply of deuterium, a neutron moderator, in order to block their attempts to achieve a fission chain reaction.  Their supply of deuterium was coming at this point from a captured facility in Norway.  A shipment of heavy water was on board a Norwegian ferry ship, the SF Hydro.  Knut Haukelid and three others had slipped on board the ferry in order to sabotage it, when the saboteurs were discovered by the ferry watchman.  Haukelid told him that they were escaping the Gestapo, and the watchman immediately agreed to overlook their presence.  Haukelid "considered warning their benefactor but decided that might endanger the mission and only thanked him and shook his hand."  (Richard Rhodes, The Making of the Atomic Bomb.)  So the civilian ferry Hydro sank in the deepest part of the lake, with eighteen dead and twenty-nine survivors.  Some of the Norwegian rescuers felt that the German soldiers present should be left to drown, but this attitude did not prevail, and four Germans were rescued.  And that was, effectively, the end of the Nazi atomic weapons program.

Good move?  Bad move?  Germany very likely wouldn't have gotten the Bomb anyway...  I hope with absolute desperation that I never get faced by a choice like that, but in the end, I can't say a word against it.

"Never try to deceive yourself, or offer a reason to believe other than probable truth; because even if you come up with an amazing clever reason, it's more likely that you've made a mistake than that you have a reasonable expectation of this being a net benefit in the long run."

Then I really don't know of anyone who's knowingly been faced with an exception.  There are times when you try to convince yourself "I'm not hiding any Jews in my basement" before you talk to the Gestapo officer.  But then you do still know the truth, you're just trying to create something like an alternative self that exists in your imagination, a facade to talk to the Gestapo officer.

But to really believe something that isn't true?  I don't know if there was ever anyone for whom that was knowably a good idea.  I'm sure that there have been many many times in human history, where person X was better off with false belief Y.  And by the same token, there is always some set of winning lottery numbers in every drawing.  It's knowing which lottery ticket will win that is the epistemically difficult part, like X knowing when he's better off with a false belief.

Self-deceptions are the worst kind of black swan bets, much worse than lies, because without knowing the true state of affairs, you can't even guess at what the penalty will be for your self-deception.  They only have to blow up once to undo all the good they ever did.  One single time when you pray to God after discovering a lump, instead of going to a doctor.  That's all it takes to undo a life.  All the happiness that the warm thought of an afterlife ever produced in humanity, has now been more than cancelled by the failure of humanity to institute systematic cryonic preservations after liquid nitrogen became cheap to manufacture.  And I don't think that anyone ever had that sort of failure in mind as a possible blowup, when they said, "But we need religious beliefs to cushion the fear of death."  That's what black swan bets are all about—the unexpected blowup.

Maybe you even get away with one or two black-swan bets—they don't get you every time.  So you do it again, and then the blowup comes and cancels out every benefit and then some.  That's what black swan bets are all about.

Thus the difficulty of knowing when it's safe to believe a lie (assuming you can even manage that much mental contortion in the first place)—part of the nature of black swan bets is that you don't see the bullet that kills you; and since our perceptions just seem like the way the world is, it looks like there is no bullet, period.

So I would say that there is an ethical injunction against self-deception.  I call this an "ethical injunction" not so much because it's a matter of interpersonal morality (although it is), but because it's a rule that guards you from your own cleverness—an override against the temptation to do what seems like the right thing.

So now we have two kinds of situation that can support an "ethical injunction", a rule not to do something even when it's the right thing to do.  (That is, you refrain "even when your brain has computed it's the right thing to do", but this will just seem like "the right thing to do".)

First, being human and running on corrupted hardware, we may generalize classes of situation where when you say e.g. "It's time to rob a few banks for the greater good," we deem it more likely that you've been corrupted than that this is really the case.  (Note that we're not prohibiting it from ever being the case in reality, but we're questioning the epistemic state where you're justified in trusting your own calculation that this is the right thing to do—fair lottery tickets can win, but you can't justifiably buy them.)

Second, history may teach us that certain classes of action are black-swan bets, that is, they sometimes blow up bigtime for reasons not in the decider's model.  So even when we calculate within the model that something seems like the right thing to do, we apply the further knowledge of the black swan problem to arrive at an injunction against it.

But surely... if one is aware of these reasons... then one can simply redo the calculation, taking them into account.  So we can rob banks if it seems like the right thing to do after taking into account the problem of corrupted hardware and black swan blowups.  That's the rational course, right?

I'll start by saying that this is a prime example of the sort of thinking I have in mind, when I warn aspiring rationalists to beware of cleverness.

I'll also note that I wouldn't want an attempted Friendly AI that had just decided that the Earth ought to be transformed into paperclips, to assess whether this was a reasonable thing to do in light of all the various warnings it had received against it.  I would want it to undergo an automatic controlled shutdown.  Who says that meta-reasoning is immune from corruption?

I could mention the important times that my naive, idealistic ethical inhibitions have protected me from myself, and placed me in a recoverable position, or helped start the recovery, from very deep mistakes I had no clue I was making.  And I could ask whether I've really advanced so much, and whether it would really be all that wise, to remove the protections that saved me before.

Yet even so...  "Am I still dumber than my ethics?" is a question whose answer isn't automatically "Yes."

There are obvious silly things here that you shouldn't do; for example, you shouldn't wait until you're really tempted, and then try to figure out if you're smarter than your ethics on that particular occasion.

But in general—there's only so much power that can vest in what your parents told you not to do.  One shouldn't underestimate the power.  Smart people debated historical lessons in the course of forging the Enlightenment ethics that much of Western culture draws upon; and some subcultures, like scientific academia, or science-fiction fandom, draw on those ethics more directly.  But even so the power of the past is bounded.

I've had to make my ethics much stricter than what my parents and Jerry Pournelle and Richard Feynman told me not to do.

Funny thing, how when people seem to think they're smarter than their ethics, they argue for less strictness rather than more strictness.  I mean, when you think about how much more complicated the modern world is...

And along the same lines, the ones who come to me and say, "You should lie about the Singularity, because that way you can get more people to support you; it's the rational thing to do, for the greater good"—these ones seem to have no idea of the risks.

They don't mention the problem of running on corrupted hardware.  They don't mention the idea that lies have to be recursively protected from all the truths and all the truthfinding techniques that threaten them.  They don't mention that honest ways have a simplicity that dishonest ways often lack.  They don't talk about black-swan bets.  They don't talk about the terrible nakedness of discarding the last defense you have against yourself, and trying to survive on raw calculation.

I am reasonably sure that this is because they have no clue about any of these things.

If you've truly understood the reason and the rhythm behind ethics, then one major sign is that, augmented by this newfound knowledge, you don't do those things that previously seemed like ethical transgressions.  Only now you know why.

Someone who just looks at one or two reasons behind ethics, and says, "Okay, I've understood that, so now I'll take it into account consciously, and therefore I have no more need of ethical inhibitions"—this one is behaving more like a stereotype than a real rationalist.  The world isn't simple and pure and clean, so you can't just take the ethics you were raised with and trust them.  But that pretense of Vulcan logic, where you think you're just going to compute everything correctly once you've got one or two abstract insights—that doesn't work in real life either.

As for those who, having figured out none of this, think themselves smarter than their ethics:  Ha.

And as for those who previously thought themselves smarter than their ethics, but who hadn't conceived of all these elements behind ethical injunctions "in so many words" until they ran across this Overcoming Bias sequence, and who now think themselves smarter than their ethics, because they're going to take all this into account from now on:  Double ha.

I have seen many people struggling to excuse themselves from their ethics.  Always the modification is toward lenience, never to be more strict.  And I am stunned by the speed and the lightness with which they strive to abandon their protections.  Hobbes said, "I don't know what's worse, the fact that everyone's got a price, or the fact that their price is so low."  So very low the price, so very eager they are to be bought.  They don't look twice and then a third time for alternatives, before deciding that they have no option left but to transgress—though they may look very grave and solemn when they say it.  They abandon their ethics at the very first opportunity.  "Where there's a will to failure, obstacles can be found."  The will to fail at ethics seems very strong, in some people.

I don't know if I can endorse absolute ethical injunctions that bind over all possible epistemic states of a human brain.  The universe isn't kind enough for me to trust that.  (Though an ethical injunction against self-deception, for example, does seem to me to have tremendous force.  I've seen many people arguing for the Dark Side, and none of them seem aware of the network risks or the black-swan risks of self-deception.)  If, someday, I attempt to shape a (reflectively consistent) injunction within a self-modifying AI, it will only be after working out the math, because that is so totally not the sort of thing you could get away with doing via an ad-hoc patch.

I am completely unimpressed with the knowledge, the reasoning, and the overall level, of those folk who have eagerly come to me, and said in grave tones, "It's rational to do unethical thing X because it will have benefit Y."

Given the current sequence, perhaps it's time to revisit the whole Torture vs Dust Specks thing?

My guess is the results of that poll would depend radically on how the question is worded. 

But yes, I agree with you that for most wordings, most people (including most LW contributors) will say "X units torture is worse than Y units of dust specks" for any substantial X & Y, no matter how vanishingly small X/Y is. And those who say "dust specks are worse for a sufficiently small X/Y" will chide them for succumbing to scope insensitivity, and the Torture Is Worse team will counterchide for being evil.

For my own part, I think recovery is a red herring. Sure, it's implausible to imagine a person recovering from fifty years of torture in the real world. It's also implausible to imagine 3^^^3 people getting a dust speck in their eye in the real world. It's an implausible thought experiment. So what? 

But if one insists on taking recovery rates into account, well, OK: consider a person whose life thus far has been so miserable that they are right on the borderline of they can recover from. Left alone, they'd eventually manage recovery, but even the slightest worsening of their condition -- say, getting a dust speck in their eye at the wrong time -- will tip them o... (read more)

"Would you kill babies if it was the right thing to do?  If no, under what circumstances would you not do the right thing to do?  If yes, how right would it have to be, for how many babies?"

I would have answered "yes"; eg., I would have set off a bomb in Hitler's car in 1942, even if Hitler was surrounded by babies. This doesn't seem to be a case of corruption by unethical hardware; the benefit to me from setting off such a bomb is quite negative, as it greatly increases my chance of being tortured to death by the SS.

The problem here of course is how selective to be about rules to let into this protected level of "rules almost no one should think themselves clever enough to know when to violate."  After all, your social training may well want you to include "Never question our noble leader" in that set.  Many a Christian has been told the mysteries of God are so subtle that they shouldn't think themselves clever enough to know when they've found evidence that God isn't following a grand plan to make this the best of all possible worlds.

There's that old quote: "never let your sense of morality keep you from doing what you know is right."

I'd still like an answer to the most basic Friendly AI question: what do you want it to do?  Forget the implementation problems for a second, and just give me a scenario where the AI is doing what you want it to do.  What does that world look like?  Because I don't even know what I want from that future.

Michael, the AI I would currently like to create computes a metamoral question, looking for reflective equilibria of your current inconsistent and unknowledgeable self; something along the lines of "What would you ask me to do if you knew what I know and thought as fast as I do?"

What does the actual world look like?  I can visualize a world that, to me at least, seems at least pleasant enough to refute most of the objections people have along the lines of "But you couldn't have that much fun and still lead a philosophically acceptable existence".  But I'm not sure it's wise to write about it, because I'm afraid it would suck out people's souls.  It's better for your mental health to look down at the Middle Ages than up at the future.

Well, I hope you will stick around, MichaelG.  Most people around here IMHO are too quickly satisifed with answers to questions about what sorts of terminal values properly apply even if the world changes drastically.  A feeling of confusion about the question is your friend IMHO.  Extreme scepticism of the popular answers is also your friend.

@Tom McCabe:
I would have answered "yes"; eg., I would have set off a bomb in Hitler's car in 1942, even if Hitler was surrounded by babies. This doesn't seem to be a case of corruption by unethical hardware; the benefit to me from setting off such a bomb is quite negative, as it greatly increases my chance of being tortured to death by the SS.

It's easy to talk now about it, harder if you actually lived in Germany at that time and had to really fear the SS. Are you american? If yes did you consider the fact that the actual political situation in ... (read more)

So... do you not actually believe in your injunction to "shut up and multiply"?  Because for some time now you seem to have been arguing that we should do what feels right rather than trying to figure out what is right.

Learning Methods might be a relevant system. It's based on the idea that emotional and physical pain are information, and it's important to override the impulse to shut them down so that you can use them as detailed signals.

I think Eliezer makes some good points, but that he is taking them too far.  I'm not certain where or how much we disagree though.  It would be clearer what he really believes he was forced to discuss/debate a wide range of situations in which he agrees/disagrees that it is worth violating an ethic which is generally a good one.

I encourage people to offer thought experiments in the comments.

I'm much more sympathetic to "Never try to deceive yourself, or offer a reason to believe other than probable truth".  Honestly, it seems to me that I take this injunction as seriously as anyone does, including Eliezer, but I'm still, unlike Eliezer, willing to mention a few caveats.  The most important is that for humans, though not for minds in general, beliefs, brain states, world states, and values are not cleanly separate.  There is not, for instance, any completely clean distinction between causing myself to hold a vague belief about what i... (read more)

"looking for reflective equilibria of your current inconsistent and unknowledgeable self; something along the lines of 'What would you ask me to do if you knew what I know and thought as fast as I do?'"

We're sufficiently more intelligent than monkeys to do that reasoning... so humanity's goal (as the advanced intelligence created by monkeys a few million years ago for getting to the Singularity) should be to use all the knowledge gained to tile the universe with bananas and forests etc.

We don't have the right to say, "if monkeys were more in... (read more)

You should never, ever murder an innocent person who's helped you, even if it's the right thing to do

As written, both these statements are conceptually confused. I understand that you didn't actually mean either of them literally, but I would advise against trading on such deep-sounding conceptual confusions.

You should never, ever do X, even if if you are exceedingly confident that it is the right thing to do

This sounds less profound, but will actually be true for some value of X, unlike the first sentence or its derivatives. It sounds as profound as it is, and no more. I believe this is the right standard.

A: yes;  B: N/A;  C: approximately 3.6 floodlenips of rightness - per baby.

Robin has an excellent point.  The majority of the planet, when faced with reasoning that argues against their religion, executes a very close variant on that shutdown code.  They have a very similar injunction against being too clever.  And they are similarly smug about rationalists who give up eternity to freeze their heads.

Eliezer, have you read Bryan Caplan yet?  His "rational irrationality" argues that most of the planet engages in willful self-deception and gets away with it.  Not without aggregate harm, but tragedy of the commons and all that.

So AIs are dangerous, because they're blind optimization processes; evolution is cruel, because it's a blind optimization process... and still Eliezer wants to build an optimizer-based AI. Why? We human beings are not optimizers or outcome pumps. We are a layered cake of instincts, and precisely this allows us to be moral and kind.

No idea what I'm talking about, but the "subsumption architecture" papers seem to me much more promising - a more gradual, less dangerous, more incrementally effective path to creating friendly intelligent beings. I hope something like this this will be Eliezer's next epiphany: the possibility of non-optimizer-based high intelligence, and its higher robustness compared to paperclip bombs.

Sure we are.  All biological organisms are.  Evolution is a giant optimization process, and we are doing the optimizing in our region of design space.

I agree that there are certain moral rules we should never break. Human beings are not omniscient, so all of our principles have to be principles-in-a-context. In that sense every principle is vulnerable to a black swan, but there are levels of vulnerability. The levels correspond to how wide ranging the abstraction. The more abstract the less vulnerable.

Injunctions about truth are based on the metaphysical fact of identity, which is implied in every single object we encounter in our entire lives. So epistemological injunctions are the most invulnerable. T... (read more)

http://www.imdb.com/title/tt0113613/
Plot:
A group of idealistic, but frustrated, liberals succumb to the temptation of murdering rightwing pundits for their political beliefs.

You should never, ever murder an innocent person who's helped you, even if it's the right thing to do

You should never, ever do X, even if if you are exceedingly confident that it is the right thing to do

I believe a more sensible interpretation would be, "You should have an unbreakable prohibition against doing X, even in cases where X is the right thing to do" - the issue is not that you might be wrong about it being the right thing to do, but rather that not having the prohibition is a bad thing.

This seems closely related to inside-view versus outside-view. The think-lobe of the brain comes up with a cunning plan. The plan breaks an ethical rule but calculation shows it is for the greater good. The executive-lobe of the brain then ponders the outside view. Every-one who has executed an evil cunning plan has run a calculation of the greater good and had their plan endorsed. So the calculation lack outside-view credibility.

What kind of evidence could give outside-view credibility? Consider a plan with lots of traceability to previous events. If it g... (read more)

Michael, it applies to AI at an intermediate stage (and maybe not so much to AI as to the design decisions that came into its creation). These black swan safety measures should of course be relative to predictive horizon, where precise knowledge about (evaluation of) consequences is possible. There is no such problem when you need to choose between alternatives having only known immediate consequences that have known moral evaluation, so the question is when to pull the plug, when to decide that your model likely deceives you.

Interesting and convincing climax to a series of slightly less convincing posts. I see what you were getting at, and thanks for writing it.

I'm confused by your desire for an 'automatic controlled shutdown' and your fear that further meta-reasoning will override ethical inhibitions. In previous writings you've expressed a desire to have a provably correct solution before proceeding. But aren't you consciously leaving in a  race-condition here?

What's to prohibit the meta-reasoning from taking place before the shutdown triggers?  It would seem that either you can hard-code an ethical inhibition or you can't.  Along those lines, is it fair to presume that the inhibitions are always neg... (read more)

Highly excellent series of posts. However, is there not a need to take account of more/better data on the aspects of human psychology that these Ethical Injunctions are there to protect against? Eliezer derived the hypotheses from evolutionary theory, but is not more solid empirical data needed in order to more accurately determine how severe these psychological effects are and in turn to more accurately design good Ethical Injunctions? Or will good Injunctions likely be so general that such a level of accuracy is not necessary?

I'll offer a reason to believe. The truth costs. Take pi, the most probable truth is that pi is equal to the limit of the Perimeter of an n sided polygon divided by its diameter as n goes to infinity.

Will, you are arguing about precision rather than accuracy.

Will, when you use a rational approximation of pi, you still don't believe you're using the exact value of pi... I hope?

Thom, how is the issue not "that you might be wrong about it being the right thing to do"?

Vladimir N, it's meant to apply to AI at an intermediate stage, but I think Michael's concern is that it would get locked into the utility function forever. That is tricky.

Like I keep on saying, I have a different moral framework than most, but I come to the same conclusions on unethical means to allegedly ethical ends.

I've seen many claims that deceiving oneself optimistically is a prerequisite for success. In particular, it is claimed that most successful people were initially excessively optimistic about their prospects for success. Without this excessive optimism, success is claimed to be unlikely. I notice that Eliezer is indeed optimistic about his prospects for success in creating friendly AI, however he has a rationalization for why his optimism is justified. Many critics here have expressed skepticism about his justifications. One risk is that without conscious ... (read more)

Nick Tartleton, I might occasionally forget that the value of PI I am using is an approximation, just like I sometimes forget that multiplication is not commutative for floating point numbers. For some people e.g. sea captains plotting a course, they might never need to know that pi is an approximation. Due to the immense amount of imprecision involved in piloting a boat, they don't need to know the truth. There isn't the phrase, "near enough for a sailing ship" for no reason. Preferring to spend t... (read more)

Letting yourself forget ≠ choosing to forget ≠ choosing to believe falsely.

Hal asks good questions.  I advise always minding the distinction between personal success (personal economic security, reputation, esteem among high-status people) and global success (increasing the probability of a good explosion of engineered intelligence) and suggest that the pernicious self-deception (and blind spots) stem from unconscious awareness of the need for personal success.  I.e., the need for global success does not tend to distort a person's perceptions like (awareness of) the need for personal success does.

Forgetting truths has the same potential consequences as rationally choosing to believe falsely.  How is an AI who chooses to delete their memories and any logs of the action, any different from a system that forgets.

We are discussing AI design here right? The AI system must have a way of deciding what is forgotten, it might be subconscious, but you hope it is done with a reason or purpose it doesn't randomly forget very important things, like how to speak etc. So a choice is made by the system. So your subconscious chooses what you forget, not your consci... (read more)

One category of cases where self-deception might be (evolutionarily) adaptive would be for males to be over-confident about their chances to pick up a female for a one-night stand (or, alternative, over-confident about how pleasurable that dalliance would be, and/or about how little they would be emotionally hurt by a rejection of their advances).

Suppose that in reality the potential utility to the male of the 1-night stand (if the seduction works) is twice as much as the utility loss (if rejected) and the actual chances of success are 20%; in this case th... (read more)

I can think of two positions on torture to which I am sympathetic:

1)  No legal system or society should ever refrain from punishing those who torture - anything important enough that torture would even be on the table, like a nuclear bomb in New York, is important enough that everyone involved should be willing to go to prison for the crime of torture.

2)  The chance of actually encountering a "nuke in New York" situation, that can be effectively resolved by torture, is so low, and the knock-on effects of having the policy in place so awful, that a blanket injunction against torture makes sense.

In case 1, you would choose TORTURE over SPECKS, and then go to jail for it, even though it was the right thing to do.

In case 2, you would simultaneously say "TORTURE over SPECKS is the right alternative of the two, but a human can never be in an epistemic state where you have justified belief that this is the case", which would tie in well to the Hansonian argument that you have an O(3^^^3) probability penalty from the unlikelihood of finding yourself in such a uni... (read more)

Tim Tyler, IMO you're wrong: a human mind does not act as if maximizing any utility function on world states. The mind just goes around in grooves. Nice things like culture and civilization fall out accidentally as side effects. But thanks for the "bright light" idea, it's intriguing.

You are so Kantian. I think the world could use a little more Kant and a little less Hobbes these days.

I forgot I posted over here the other day, and so I didn't check back.  For anyone still reading this thread, here's a bit of an email exchange I had on this subject.  I'd really like a "FriendlyAI scenarios" thread.

From the few sentences I read on CEV, you are basically saying “I don’t know what I want or what the human race wants, but here I have a superintelligent AI.  Let’s ask it!”  This is clever, even if it means the solution is completely unknown at this point.  Still, there are problems.  I envision this as a two-step process.  First, ... (read more)

MichaelG, read up on molecular nanotechnology.  I think a biological humanity living on a real Earth is a terrible idea - that's not at all what I think of when I talk about defending humanity.  I mean, everyone's just going to die young anyway at that rate.

Eliezer, I'm aware of nanotech.  And I know you think the human race is obsolete when AI comes along.  And I also think that you might be right, and that people like you might have the power to make it so.

But I also believe that if the rest of the human race really thought that was a possibility, you'd be burned at the stake.

Do you have any regard for the opinions of humanity at all?  If you were in the position of having an AI in front of you, that you had convinced yourself was friendly, would you let it out of the box without bothering to consult anyone else?

I have great regard for the welfare of humanity.  But there is no right to having an opinion on the subject.  Not without doing all the work and studying all the issues required to have an opinion, on this terrible issue where a single flawed step in reasoning could be fatal.

I don't think you have any idea how poor humanity's position on the gameboard looks right now, if you think that there's any space at all for anything but the most perfect possible moves as fast as they can be made.

I have no intent, at present, to wield superhuman power with my own hum... (read more)

It doesn't make sense to me. More likely, once we have AI, not many will be interested in emulating the human brain. Emulations may happen eventually, but the results will probably have very low social an... (read more)

Eliezer, I understand the logic of what you are saying.  If AI is an existential threat, then only FriendlyAI can save us.  Since any self-improving AI can become quickly unstoppable, FriendlyAI must be developed first and deployed as soon as it is developed.  The team that developed it would in fact have a moral imperative to deploy it without risking consultation from anyone else.

I assume you also understand where I'm coming from.  Out here in the "normal" world, you sound like a zealot who would destroy the human race in order to save it.  Any... (read more)

Uploads are not a very practical idea.  The required technology comes some considerable distance after that required to make an engineered intelligence - and so much of the motivation to develop it falls away before the technology is in place.  Then there's the issue of machine status.  Machines are likely to be enslaved by humans initially.  An upload would probably have few rights.  Also, uploads would have to be into a sandbox, ... (read more)

Are you saying this is a reason not to act, or just to tone down the rhetoric?

Tim, do we have any idea what is required for uploads?  Do we have any idea what is required for AGI?  How can you make those comparisons?

If we thin-section and scan a frozen brain, it's an immense amount of data, but at least potentially, captures everything you need to know about a brain.  This is a solvable technological problem.  If we understand neurons well enough, we can simulate that mapped brain.  Again, that's just a matter of compute power.  I'm sure there's a huge distance from a simulated scan to a functional virtual human, but it doesn't stri... (read more)

Kurzweil discusses the hardware requirements in TSIN, pages 124 and 199. His estimate for uploading is way too low - but the exact estimates don't matter much - the point is that uploads require a lot more in the way of computing hardware.  That doesn't address software issues, but probably with several orders of magnitude of hardware difficulties come several orders of magnitude of software difficulties.

Even if at somepoint it would have been better for some particular human to believe false thing X, couldn't there be a set of truths T which would be even better in every one of those situations? 

If my utility function has a high enough U(Babies undergoing mind-state annihilation) I will go about tiling the universe. It doesn't at present and additionally implements U(high U(Babies undergoing mind-state annihilation)) as way low.

All the happiness that the warm thought of an afterlife ever produced in humanity, has now been more than cancelled by the failure of humanity to institute systematic cryonic preservations after liquid nitrogen became cheap to manufacture.  And I don't think that anyone ever had that sort of failure in mind as a possible blowup, when they said, "But we need religious beliefs to cushion the fear of death."  That's what black swan bets are all about—the unexpected blowup.

Y'know, I can't help but notice that a lot of atheists talk about how death... (read more)

All the happiness that the warm thought of an afterlife ever produced in humanity, has now been more than cancelled by the failure of humanity to institute systematic cryonic preservations after liquid nitrogen became cheap to manufacture.  And I don't think that anyone ever had that sort of failure in mind as a possible blowup, when they said, "But we need religious beliefs to cushion the fear of death."  That's what black swan bets are all about—the unexpected blowup.

There is something I don't understand about the "fooling programmers -> shutdown" idea - how "It looks like it should be possible"

Understands how it itself works, both on low and very high levels (getting fractal here)

Monitors the more advanced iteration (a simulation or a live deployment) for a certain behavior, preferably in real time or faster

I've been working my way through the Sequences--and I'm wondering a lot about this essay, in light of the previously-introduce notion of 'how do you decide what values, given to you by natural selection, you are going to keep?'

Could someone use the stances you develop here, EY, to argue for something like Aristotelian ethics? (Which, admittedly, I may not properly understand fully, but my basic idea is:)

'You chose to keep human life, human happiness, love, and learning as values in YOUR utility function,' says the objector, 'even though you know where they... (read more)

Tangentially, there's an upcoming  Netflix six-episode series named “The Heavy Water War,” that should cover both this event, and the sabotage of the heavy water production facility that led up to it.

Your protecting of Knut Haikelid's decision only comes from your "it is more meaningful that we save lives than that we conform to a particular pattern while attempting it" moral rule (which is, as I argued, not part of many people's ethics) - or am I getting something wrong?

As for lies on Singularity - a clever skeptic could say "people who are smart enough to expose you in a lie on such a technical matter are also smart enough to help you instead of exposing you, and you even could leave them a clue that you know you are lying that those outside the technical paradigm simply will not get". It is a difficult technical matter, after all. As for simplicity - is it a terminal value? I think not.

Hobbes said, "I don't know what's worse, the fact that everyone's got a price, or the fact that their price is so low."

You don't specify which Hobbes. When I Googled this quote trying to find out, I didn't find any results that didn't trace back to this post. I kept reducing the strictness of the exact wording, and still didn't get any not-this results, until I reduced it to "got a price" and "so low", which turned up basically the same quote, differently worded, on TV Tropes, attributing it to Calvin and Hobbes. I had assumed that might be the sourc... (read more)

Dientological rules are almost directly based on experimental experience, and utilitarian statements are very complex arguments.

"If you've truly understood the reason and the rhythm behind ethics, then one major sign is that, augmented by this newfound knowledge, you don't do those things that previously seemed like ethical transgressions. Only now you know why."

In other words, your theory should describe the facts well. Let's say we know that 90% of the people who decided to do X with the best intentions ended up being villains... (read more)



Prices or Bindings?

During World War II, Knut Haukelid and three other saboteurs sank a civilian Norwegian ferry ship, the SF Hydro, carrying a shipment of deuterium for use as a neutron moderator in Germany's atomic weapons program.  Eighteen dead, twenty-nine survivors.  And that was the end of the Nazi nuclear program.  Can you imagine a Hollywood movie in which the hero did that, instead of coming up with some amazing clever way to save the civilians on the ship?

Stephen Dubner and Steven Levitt published the work of an anonymous economist turned bagelseller, Paul F., who dropped off baskets of bagels and came back to collect money from a cashbox, and also collected statistics on payment rates.  The current average payment rate is 89%.  Paul F. found that people on the executive floor of a company steal more bagels; that people with security clearances don't steal any fewer bagels; that telecom companies have robbed him and that law firms aren't worth the trouble.

Hobbes (of Calvin and Hobbes) once said:  "I don't know what's worse, the fact that everyone's got a price, or the fact that their price is so low."

If Knut Haukelid sold his soul, he held out for a damned high price—the end of the Nazi atomic weapons program.

One suspects that Haukelid's price was far higher than most people would charge, if you told them to never sell out.  Maybe we should stop telling people they should never let themselves be bought, and focus on raising their price to something higher than a bagel?

The German philosopher Fichte once said, "I would not break my word even to save humanity."

Raymond Smullyan, in whose book I read this quote, seemed to laugh and not take Fichte seriously.

Abraham Heschel said of Fichte, "His salvation and righteousness were apparently so much more important to him than the fate of all men that he would have destroyed mankind to save himself."

If a serial killer comes to a confessional, and confesses that he's killed six people and plans to kill more, should the priest turn him in?  I would answer, "No."  If not for the seal of the confessional, the serial killer would never have come to the priest in the first place.  All else being equal, I would prefer the world in which the serial killer talks to the priest, and the priest gets a chance to try and talk the serial killer out of it.

I use the example of a priest, rather than a psychiatrist, because a psychiatrist might be tempted to break confidentiality "just this once", and the serial killer knows that.  But a Catholic priest who broke the seal of the confessional—for any reason—would face universal condemnation from his own church.  No Catholic would be tempted to say, "Well, it's all right because it was a serial killer."

I approve of this custom and its absoluteness, and I wish we had a rationalist equivalent.

The trick would be establishing something of equivalent strength to a Catholic priest who believes God doesn't want him to break the seal, rather than the lesser strength of a psychiatrist who outsources their tape transcriptions to Pakistan.  Otherwise serial killers will, quite sensibly, use the Catholic priests instead, and get less rational advice.

Suppose someone comes to a rationalist Confessor and says:  "You know, tomorrow I'm planning to wipe out the human species using this neat biotech concoction I cooked up in my lab."  What then?  Should you break the seal of the confessional to save humanity?

It appears obvious to me that the issues here are just those of the one-shot Prisoner's Dilemma, and I do not consider it obvious that you should defect on the one-shot PD if the other player cooperates in advance on the expectation that you will cooperate as well.

There are issues with trustworthiness and how the sinner can trust the rationalist's commitment.  It is not enough to be trustworthy; you must appear so.  But anything that mocks the appearance of trustworthiness, while being unbound from its substance, is a poor signal; the sinner can follow that logic as well.  Perhaps once neuroimaging is a bit more advanced, we could have the rationalist swear under a truthtelling machine that they would not break the seal of the confessional even to save humanity.

There's a proverb I failed to Google, which runs something like, "Once someone is known to be a liar, you might as well listen to the whistling of the wind."  You wouldn't want others to expect you to lie, if you have something important to say to them; and this issue cannot be wholly decoupled from the issue of whether you actually tell the truth.  If you'll lie when the fate of the world is at stake, and others can guess that fact about you, then, at the moment when the fate of the world is at stake, that's the moment when your words become the whistling of the wind.

I don't know if Fichte meant it that way, but his statement makes perfect sense as an ethical thesis to me.  It's not that one person's personal integrity is worth more, as terminal valuta, than the entire world.  Rather, losing all your ethics is not a pure advantage.

Being believed to tell the truth has advantages, and I don't think it's so easy to decouple that from telling the truth.  Being believed to keep your word has advantages; and if you're the sort of person who would in fact break your word to save humanity, the other may guess that too.  Even intrapersonal ethics can help protect you from black swans and fundamental mistakes.  That logic doesn't change its structure when you double the value of the stakes, or even raise them to the level of a world.  Losing your ethics is not like shrugging off some chains that were cool to look at, but were weighing you down in an athletic contest.

This I knew from the beginning:  That if I had no ethics I would hold to even with the world at stake, I had no ethics at all.  And I could guess how that would turn out.

Hrm. I'd think "avoid destroying the world" itself to be an ethical injunction too. (modulo all relevant caveats like all minds on earth uploading and deciding collectively to rest of the matter composing the planet for some other purpose, blah blah blah, you know what I mean)

"Even intrapersonal ethics can help protect you from black swans and fundamental mistakes.  That logic doesn't change its structure when you double the value of the stakes, or even raise them to the level of a world."

For example, Knut Haukelid broke a deontological rule in order to make a significant dent in the subjective probability (given his knowledge) of the the nazis winning WWII. I think that he did the right thing, and I think that in such an extreme case one ought to act according to the greater good.

The problem is working out when one is in a sufficiently extreme case. For the readers of Overcoming Bias, and those interested in the singularity, this is a tough question. Clever men, such as yourself, tell us that the fate of the entire human race rests upon solving the FAI problem. Does this count as extreme? Does it count as extreme enough to justify damaging one's personal life, one's friends or family?

My answer to such questions of "greater good" versus "duty" used to be to favor the former, but my experiences in life have shown me that it is better to try to avoid such choices. Looking back on the times when I have stuck by my friends or my duties to my disadvantage, and the times where I have betrayed people or lied, (Yes, I have done both several times), I realize that in every single case there was a third option available if I had just thought about the problem clearly enough.

If somebody was planning to destroy the world, the rationalist could stop him and not break his oath of honesty by simply killing the psychopath. Then if the rationalist were caught and arrested and still didn't reveal why he had committed murder, perhaps even being condemned to death for the act but never breaking his oath of honesty, now that would make an awesome movie.

It might make an awesome movie, but if it were expected behaviour, it would defeat the point of the injunction. In fact if rationalists were expected to look for workarounds of any kind it would defeat the point of the injunction. So the injunction would have to be, not merely to be silent, but not to attempt to use the knowledge divulged to thwart the one making the confession in any way except by non-coercive persuasion.

Or alternatively, not to ever act in a way such that if the person making the confession had expected it they would have avoided making the confession.

Not that a rationalist Confessor should do such a thing, but I wonder if a Catholic priest is theologically allowed to kill sinners so long as they never say why.  That would be an awesome loophole, and just the sort of thing to drive more traffic to the rationalists.

I suspect, though, that this is more of a Jewish thought than a Catholic thought.  Any professional Catholics feel free to chime in.

I wonder if a Catholic priest is theologically allowed to kill sinners so long as they never say why

I don't think they are, any more than they are allowed to kill anyone else.

I don't know the Catholic church's current take on this, but the Bible does require the death penalty for a large number of crimes, and Jesus agreed with that penalty. If there was no state-sponsored death penalty, and nobody else was willing, my religious knowledge fail me on whether an individual or a Catholic priest would be forbidden, allowed, or required to performing the execution by this, and I'm unsure if or how that's affected by the context of a confessional.

http://www.vatican.va/archive/ccc_css/archive/catechism/p3s2c2a5.htm

2267 Assuming that the guilty party's identity and responsibility have been fully determined, the traditional teaching of the Church does not exclude recourse to the death penalty, if this is the only possible way of effectively defending human lives against the unjust aggressor.

If, however, non-lethal means are sufficient to defend and protect people's safety from the aggressor, authority will limit itself to such means, as these are more in keeping with the concrete conditions of the common good and more in conformity to the dignity of the human person.

Today, in fact, as a consequence of the possibilities which the state has for effectively preventing crime, by rendering one who has committed an offense incapable of doing harm - without definitely taking away from him the possibility of redeeming himself - the cases in which the execution of the offender is an absolute necessity "are very rare, if not practically nonexistent."

If a serial killer comes to a confessional, and confesses that he's killed six people and plans to kill more, should the priest turn him in?  I would answer, "No."  If not for the seal of the confessional, the serial killer would never have come to the priest in the first place.

It's important to distinguish two ways this argument might work. The first is that the consequences of turning him in are bad, because future killers will be (or might be) less likely to seek advice from priests. That's a fairly straightforward utilitarian argument.

But the second is that turning him in is somehow bad, regardless of the consequences, because the world in which every "confessor" did as you do is a self-defeating, impossible world. This is more of a Kantian line of thought.

Eliezer, can you be explicit which argument you're making? I thought you were a utilitarian, but you've been sounding a bit Kantian lately. :)

Your deontological ethics are tiresome.  Why not just be a utilitarian and lie your way to a better tomorrow?

Put more seriously, I would think that being believed to put the welfare of humanity ahead of concerns about personal integrity could have significant advantages itself.

Or put another way, when it's time to shut up and do the impossible (save humanity, say), that doesn't seem like a good time to defer to pre-established theories, of ethics or anything else.  Refer, yes; defer, no.  You say to beware of cleverness, be wary of thinking you're smarter than your ethics (meaning deontological beliefs and intuitions).  That discussion sounded like a Hofstadter's Law ("It always takes longer than you expect, even when you take Hofstadter's Law into account.") for ethics.  Yet, when the chips are down, when you've debugged your hardware as best you can, isn't our cleverness what we have to trust?  What else could there be?  After all, as you yourself said, rationality is ultimately about winning, and so however much you hedge against black swans and corrupt hardware, it can't be an infinite amount, and there must come a point where you should stop and do what your brain computes is the right thing to do.

If my ethics don't tell me to save the world, I have no ethics at all.

There seems to be a conflict here between not lying to yourself, and holding a traditional rule that suggests you ignore your rationality.

This is A way to deal with running on untrusted hardware, but I am far from convinced it is optimal.

Crossman: there's a third argument, which is that even if the consequences of keeping the secret are overall worse than those of betraying the confidence even after the effect you discuss,  turning yourself into someone who will never betray these secrets no matter what the consequences and advertising yourself as such in an impossible-to-fake way may overall have good consequences.  In other words, you might turn away from consequentialism on consequentialist grounds.

Another example where unfakeably advertising irrationality can (at least in theory) serve you is threats.  My only way of stopping you from taking over the world is that I have the power to destroy the world and you.  Now, if you take over the world, there's no possible advantage to destroying it, so I won't, so you can take the world over.  But if I put a lunatic in charge of the button who believably will carry out the threat, you will be deterred; the same applies if I can become that lunatic.

However, overall I think that the arguments against turning yourself into a lunatic are pretty strong, and in fact I suspect that consequentialism has the best consequences.

Given that there are already lots of people seeking to stop atrocities, the presence of one more person trying to do the same seems likely to be irrelevant.  But there are very few people who have even a chance to speak with atrocity-planners and possibly persuade them to do otherwise - effectively none.

Trying to decide what to do without looking at what most other people are likely to do is impossible.  Taking the behavior of others into account, it is quite reasonable for one person to put another strategy into play.

If talking has even a small chance of working, the utility of applying it as well as other prevention strategies is greater than the others alone.

The problem is that this is phrased as an injunction over positive consequneces.  Deontology does better when it's closer to the action level and negative rather than positive.

Imagine trying to give this injunction to an AI.  Then it would have to do anything that it thought would prevent the destruction of the world, without other considerations.  Doesn't sound like a good idea.

If all I want is money, then I will one-box on Newcomb's Problem.  I don't think that's quite the same as being a Kantian, but it does reflect the idea that similar decision algorithms in similar epistemic states will tend to produce similar outputs.

The whole point here is that "personal integrity" doesn't have to be about being a virtuous person.  It can be about trying to save the world without any concern for your own virtue.  It can be the sort of thing you'd want a pure nonsentient decision agent to do.

Your rationality is the sum of your full abilities, all components, including your wisdom about what you refrain from doing in the presence of what seem like good reasons.

Psy-Kosh: Hrm. I'd think "avoid destroying the world" itself to be an ethical injunction too.

The problem is that this is phrased as an injunction over positive consequneces. Deontology does better when it's closer to the action level and negative rather than positive.

Imagine trying to give this injunction to an AI. Then it would have to do anything that it thought would prevent the destruction of the world, without other considerations. Doesn't sound like a good idea.

So, I realize this is really old, but it helped trip the threshold for this idea I'm rolling between my palms.

Do we suspect that a proper AI would interpret "avoid destroying the world" as something like 

avoid(prevent self from being cause of)
destroying(analysis indicates destruction threshold ~= 10% landmass remaining habitable, etc.)
the world(interpret as earth, human society...)

or do we have reason to suspect that it would hash out the phrase to something more like how a human would read it (given that it's speaking english which it learned from humans)?

This idea isn't quite fully formed yet, but I think there might be something to it.

I am glad Stanislav Petrov, contemplating his military oath to always obey his superiors and the appropriate guidelines, never read this post.

First, did Petrov actually swear such an oath, and would it apply in such fashion as to require him to follow the written policy rather than using his own military judgment?

Second, you might argue that Petrov's oath wasn't intended to cover circumstances involving the end of the world, and that a common-sense exemption should apply when the stakes suddenly get raised hugely beyond the intended context of the original oath.  I think this fails, because Petrov was regularly in charge of a nuclear-war installation and so this was exactly the sort of event his oath would be expected to apply to.

Third, the Soviets arguably implemented what I called strategy 1 in this comment:  Petrov did the right thing, and was censured for it anyway.

Fourth - maybe, on sober reflection, we wouldn't have wanted the Soviets to act differently!  Yes, the written policy was stupid.  And the Soviet Union was undoubtedly censuring Petrov out of bureaucratic coverup, not for reasons of principle.  But do you want the Soviet Union to have a written, explicit policy that says, "Anyone can ignore orders in a nuclear war scenario if they think it's a good idea," or even an explicit policy that says "Anyone who ignores orders in a nuclear war scenario, who is later vindicated by events, will be rewarded and promoted"?

Eliezer: If all I want is money, then I will one-box on Newcomb's Problem.

Mmm. Newcomb's Problem features the rather weird case where the relevant agent can predict your behaviour with 100% accuracy. I'm not sure what lessons can be learned from it for the more normal cases where this isn't true.

@Allan: Agent need not predict your overall behavior, only the outcome. If you are creating such agent, you are creating the situation where you have a system that will arrange the future context based on deep analysis of environment, and your other actions are forming this environment. Orchestrating actions consisting of intelligent agents requires this kind of reasoning.

"One suspects that Haukelid's price was far higher than most people would charge"

Or that he routinely killed people and just didn't mind.

Question - would you lie in order to win the AI box experiment?

Crossman and Crowley make very good points above, delineating three possible types of justification for some of the things you say:

1) Don't turn him in because the negative effects of the undermining of the institution will outweigh the benefits

2) Don't turn him in because [some non-consequentialist reason on non-consequentialist grounds]

3) Don't turn him in because you will have rationally/consequentialistly tied yourself to the mast making it impossible to turn him in to achieve greater benefits.

(1) and (3) are classic pieces of consequentialism, the first dating back at least to Mill. If your reason is like those, then you are probably a consequentialist and there is no need to reinvent the wheel: I can provide some references for you. If you support (2), perhaps on some kind of Newcomb's problem grounds, then this deserves a clear explanation. Why, on account of a tricky paradoxical situation that may not even be possible, will you predictably start choosing to make things worse in situations that are not Newcomb situations? Unless you are explicit about your beliefs, we can't help debug them effectively, and you then can't hold them with confidence for they won't have undergone peer scrutiny. [The same still goes for your meta-ethical claims].

If the serial killer comes to the priest and says, 'I have killed six people and plan to kill more. You, Father, included.' Does the priest have license to act out of self-preservation? If not, are you crazy? If so, what does that do to your argument?

The whole idea of the film is that a murderer comes to a priest and confesses having killed someone, then tries to get the priest falsely suspected of committing the killing himself. The priest comes close to being convicted and executed for the murder, because he can never say or do anything based on the confession he heard.

Toby, my actual stance on the core issue is that it is a Newcomblike problem.  You observe the seal of the confessional for the same reason that you one-box on Newcomb's Problem, cooperate in the oneshot Prisoner's Dilemma, or keep your word as Parfit's Hitchhiker: namely, to win.

And if we were talking about superintelligences dealing with other superintelligences, this would be the whole of the law.

It's not easy to transport Newcomblike problems to humans - who cannot make rigorous inferences about each other's probable initial conditions, cannot make rigorous deductions about decisions given the initial condition, and who can only guess at the degree of similarity of decision processes.

But it's by no means obvious that a human should two-box on Newcomb's Problem - it seems that people's choices on Newcomb's Problem do correlate to other facets of their personality, which means that one-boxers against a human Omega might still do better on average.  It's by no means clear that humans should go around defecting in the Prisoner's Dilemma, because for us, such situations are often iterated.  Our PDs are rarely True PDs where you really don't care at all about the other person.  It's by no means clear that humans should believe themselves obligated to break their word to Parfit's Hitchhiker, because we are not perfect liars.

If that lacks the crispness of, for example, the rule that you should not adopt mysterious answers to mysterious questions - well, not every question that I consider has a nice, crisp, massively supported answer.  Some of them do.  Those are nice.  And I even prefer to write about questions that are clear to me, than areas where the borders are fuzzy.  But I felt that I had to write about ethics anyway - all things considered.

So you have a form of deontological ethics based on Newcomb's problem? Now that is very unusual. I can't see how that could be plausible, but hope that you will surprise me. Obviously it is something important enough for a post (or many), so I won't ask you to elaborate any further in the comments.

Googling Parfit and hitchhiker returns some fans of both Derek and Guide to the Galaxy, and a few academic papers behind a paywall. Is there a summary of his example online somewhere?

Since no one so far seems to have mentioned it, there was in fact a Hollywood-style film made (albeit in the UK, not Hollywood), with a mixture of British and American stars, based on the Haukelid/Norsk Hydro story, called "The Heroes of Telemark". Despite being an war/action movie, it actually somehow managed to understate the historical reality.

Keith, Eliezer: from what I remember of Catholic doctrine (I grew up one), breaking the seal of confession is a lesser sin than murder - as murder is a mortal sin. You go straight to hell for that one, no passing go - Especially as Jesus specifically said 'do not kill' is one of the strongest commandments - but breaking the seal, IIRC, is 'just' de-frocking and excommunication (which may or may not condemn you to hell), which are only undoable by the Pope.

However, mortal sins can be forgiven, and I recall that self-defense lessens the gravity of the offense. So given the hypothetical case of a sinner who is going to kill the priest, I think the thing to do would be to kill the sinner; but in the case of the sinner killing a bunch of other people & specifically excepting the priest (so he can't claim self-defense as in the first case), that's harder. I suppose it comes down to whether you think you can convince the Pope that you were justified in breaking the seal.

As near as I can tell, it's from his 1984 book "Reasons and Persons." (http://en.wikipedia.org/wiki/Reasons_and_Persons) The hitchhiker is, indeed, living in Douglas Adams' universe, where teleportation "is as nice and instinctive as a kick in the head." I believe he's using teleportation as a metaphor for the thread of personal identity between T1 and T2, and the moral obligation person at T1 has for person at T2.  A quote from the wiki goes:

"Part 3 argues for a reductive account of personal identity; rather than accepting the claim that our existence is a deep, significant fact about the world, Parfit's account of personal identity is like this:

At time 1, there is a person. At a later time 2, there is a person. These people seem to be the same person. Indeed, these people share memories and personality traits. But there are no further facts in the world that make them the same person."

I'm including this here so nobody else has to spend an hour searching down broken google links. I might be a little bit off - I had to make a lot of inferences, so don't take it as gospel - and if anyone knows better, please correct my errors.

This is an old post, but it might be worth mentioning that psychiatrists are actually required by law to break confidentiality if you tell them that you are planning on killing someone and they believe that, indeed, you are going to do it.

Really?  What is this, market protection for Catholic priests?  I guess you literally do have to start a federally recognized church (thankfully they recognize atheist churches) in order to have the Order of Silent Confessors.

Yeah, psychiatrists have a duty to act if they believe you're a danger to yourself or others. If they don't, they can be sued by the victims.

More, I think, rent-seeking by a long-established and powerful constituency. Doctors and lawyers also have very strong privileges, while psychiatrists seem to be less well organized and not as old.

(Quick! In a lobbying fight between the APA and the AMA, who would win? Between the APA and ABA? Between local bars and local psychiatrists?)

confessor is not the only role of a psychiatrist. If you go to a psychiatrist because you are depressed and want help, you PREFER the world where they're allowed to intervene.

Except that they are only allowed to intervene if you are going to harm another or yourself.

If ethics must be held to in the face of the annihilation of everything, then I will proudly state that I have no ethics, only value judgments.  Would I kill babies?  Yes, to save the life of the mother.  Would I kill innocents who had helped me?  Yes, to save more.  On an interesting aside, I would not torture an innocent for 40 years to prevent 3^^^^3 people from getting a speck of dust in their eyes assuming no further consequences from any of that dust.  I would not walk away from Omelas, I would stay to tear it down.

‘No, Lady,’ [Sam] answered. ‘To tell the truth, I wondered what you were talking about. I saw a star through your finger. But if you’ll pardon my speaking out, I think my master was right. I wish you’d take his Ring. You’d put things to rights. You’d stop them digging up the gaffer and turning him adrift. You’d make some folk pay for their dirty work.’

‘I would,’ she said. ‘That is how it would begin. But it would not stop with that, alas! We will not speak more of it. Let us go!’

I was thinking about this a few months ago, and since people have multiple "one shot" instances of the Prisoner's Dilemma within their lifetimes it might make sense for general rules about "one shot" instances to arise. This sort of interacts with Hofstadter's ideas about superrationality, too. I don't remember the thought very well, but hopefully this comment sort of gets the idea across.

Can you imagine a Hollywood movie in which the hero did that, instead of coming up with some amazing clever way to save the civilians on the ship?



Ethics Notes

Followup to: Ethical Inhibitions, Ethical Injunctions, Prices or Bindings?

(Some collected replies to comments on the above three posts.)

Spambot:  Every major democratic political leader lies abundantly to obtain office, as it's a necessity to actually persuade the voters. So Bill Clinton, Jean Chretien, Winston Churchill should qualify for at least half of your list of villainy.

In cases where the politician who told more lies won, has that politician gone on to rule well in an absolute sense?

Is it actually true that no one who refused to lie (and this is not the same as always telling the whole truth) could win political office?

Are the lies expected, and in that sense, less than true betrayals of someone who trusts you?

Are there understood Rules of Politics that include lies but not assassinations, which the good politicians abide by, so that they are not really violating the ethics of their tribe?

Will the world be so much worse off if sufficiently good people refuse to tell outright lies and are thereby barred from public office; or would we thereby lose a George Washington or Marcus Aurelius or two, and thereby darken history?

Pearson:  American revolutionaries as well ended human lives for the greater good

Police must sometimes kill the guilty.  Soldiers must sometimes kill civilians (or if the enemy knows you're reluctant, that gives them a motive to use civilians as a shield).  Spies sometimes have legitimate cause to kill people who helped them, but this has probably been done far more often than it has been justified by a need to end the Nazi nuclear program.

I think it's worth noting that in all such cases, you can write out something like a code of ethics and at least try to have social acceptance of it.  Politicians, who lie, may prefer not to discuss the whole thing, but politicians are only a small slice of society.

Are there many who transgress even the unwritten rules and end up really implementing the greater good?  (And no, there's no unwritten rule that says you can rob a bank to stop global warming.)

...but if you're placing yourself under unusual stress, you may need to be stricter than what society will accept from you. In fact, I think it's fair to say that the further I push any art, such as rationality or AI theory, the more I perceive that what society will let you get away with is tremendously too sloppy a standard.

Yvain:  There are all sorts of biases that would make us less likely to believe people who "break the rules" can ever turn out well. One is the halo effect. Another is availability bias—it's much easier to remember people like Mao than it is to remember the people who were quiet and responsible once their revolution was over, and no one notices the genocides that didn't happen because of some coup or assassination.

When the winners do something bad, it's never interpreted as bad after the fact. Firebombing a city to end a war more quickly, taxing a populace to give health care to the less fortunate, intervening in a foreign country's affairs to stop a genocide: they're all likely to be interpreted as evidence for "the ends don't justify the means" when they fail, but glossed over or treated as common sense interventions when they work.

Both fair points.  One of the difficult things in reasoning about ethics is the extent to which we can expect historical data to be distorted by moral self-deception on top of the more standard fogs of history.

Morrison:  I'm not sure you aren't "making too much stew from one oyster".  I certainly feel a whole lot less ethically inhibited if I'm really, really certain I'm not going to be punished.  When I override, it feels very deliberate—"system two" grappling and struggling with "system one"'s casual amorality, and with a significant chance of the override attempt failing.

Weeks:  This entire post is kind of surreal to me, as I'm pretty confident I've never felt the emotion described here before...  I don't remember ever wanting to do something that I both felt would be wrong and wouldn't have consequences otherwise.

I don't know whether to attribute this to genetic variance, environmental variance, misunderstanding, or a small number of genuine sociopaths among Overcoming Bias readers. Maybe Weeks is referring to "not wanting" in terms of not finally deciding to do something he felt was wrong, rather than not being tempted?

Psy-Kosh:  Given the current sequence, perhaps it's time to revisit the whole Torture vs Dust Specks thing?

I can think of two positions on torture to which I am sympathetic:

Strategy 1:  No legal system or society should ever refrain from prosecuting those who torture.  Anything important enough that torture would even be on the table, like the standard nuclear bomb in New York, is important enough that everyone involved should be willing to go to prison for the crime of torture.

Strategy 2:  The chance of actually encountering a "nuke in New York" situation, that can be effectively resolved by torture, is so low, and the knock-on effects of having the policy in place so awful, that a blanket injunction against torture makes sense.

In case 1, you would choose TORTURE over SPECKS, and then go to jail for it, even though it was the right thing to do.

In case 2, you would say "TORTURE over SPECKS is the right alternative of the two, but a human can never be in an epistemic state where you have justified belief that this is the case".  Which would tie in well to the Hansonian argument that you have an O(3^^^3) probability penalty from the unlikelihood of finding yourself in such a unique position.

So I am sympathetic to the argument that people should never torture, or that a human can't actually get into the epistemic state of a TORTURE vs. SPECKS decision.

But I can't back the position that SPECKS over TORTURE is inherently the right thing to do, which I did think was the issue at hand.  This seems to me to mix up an epistemic precaution with morality.

There's certainly worse things than torturing one person—torturing two people, for example.  But if you adopt position 2, then you would refuse to torture one person with your own hands even to save a thousand people from torture, while simultaneously saying that that it is better for one person to be tortured at your own hands than for a thousand people to be tortured at someone else's.

I try to use the words "morality" and "ethics" consistently as follows:  The moral questions are over the territory (or, hopefully equivalently, over epistemic states of absolute certainty).  The ethical questions are over epistemic states that humans are likely to be in.  Moral questions are terminal.  Ethical questions are instrumental.

Hanson:  The problem here of course is how selective to be about rules to let into this protected level of "rules almost no one should think themselves clever enough to know when to violate."  After all, your social training may well want you to include "Never question our noble leader" in that set.  Many a Christian has been told the mysteries of God are so subtle that they shouldn't think themselves clever enough to know when they've found evidence that God isn't following a grand plan to make this the best of all possible worlds.

Some of the flaws in Christian theology lie in what they think their supposed facts would imply: e.g., that because God did miracles you can know that God is good.  Other problems come more from the falsity of the premises than the invalidity of the deductions.  Which is to say, if God did exist and were good, then you would be justified in being cautious around stomping on parts of God's plan that didn't seem to make sense at the moment.  But this epistemic state would best be arrived at via a long history of people saying, "Look how stupid God's plan is, we need to do X" and then X blowing up on them. Rather than, as is actually the case, people saying "God's plan is X" and then X blows up on them.

Or if you'd found with some historical regularity that, when you challenged the verdict of the black box, that you seemed to be right 90% of the time, but the other 10% of the time you got black-swan blowups that caused a hundred times as much damage, that would also be cause for hesitation—albeit it doesn't quite seem like grounds for suspecting a divine plan.

Nominull: S o... do you not actually believe in your injunction to "shut up and multiply"?  Because for some time now you seem to have been arguing that we should do what feels right rather than trying to figure out what is right.

Certainly I'm not saying "just do what feels right".  There's no safe defense, not even ethical injunctions.  There's also no safe defense, not even "shut up and multiply".

I probably should have been clearer about this before, but I was trying to discuss things in order, and didn't want to wade into ethics without specialized posts...

People often object to the sort of scenarios that illustrate "shut up and multiply" by saying, "But if the experimenter tells you X, what if they might be lying?"

Well, in a lot of real-world cases, then yes, there are various probability updates you perform based on other people being willing to make bets against you; and just because you get certain experimental instructions doesn't imply the real world is that way.

But the base case has to be moral comparisons between worlds, or comparisons of expected utility between given probability distributions.   If you can't ask about the base case, then what good can you get from instrumental ethics built on top?

Let's be very clear that I don't think that one small act of self-deception is an inherently morally worse event than, say, getting a hand chopped off.  I'm asking, rather, how one should best avoid the dismembering chainsaw; and I am arguing that in reasonable states of knowledge a human can attain, the answer is, "Don't deceive yourself, it's a black-swan bet at best."  Furthermore, that in the vast majority of cases where I have seen people conclude otherwise, it has indicated messed-up reasoning more than any actual advantage.

Vassar:  For such a reason, I would be very wary of using such rules in an AGI, but of course, perhaps the actual mathematical formulation of the rule in question within the AGI would be less problematic, though a few seconds of thought doesn't give me much reason to think this.

Are we still talking about self-deception?  Because I would give odds around as extreme as the odds I would give of anything, that if you tell me "the AI you built is trying to deceive itself", it indicates that some kind of really epic error has occurred.   Controlled shutdown, immediately.

Vassar:  In a very general sense though, I see a logical problem with this whole line of thought.  How can any of these injunctions survive except as self-protecting beliefs?  Isn't this whole approach just the sort of "fighting bias with bias" that you and Robin usually argue against?

Maybe I'm not being clear about how this would work in an AI!

The ethical injunction isn't self-protecting, it's supported within the structural framework of the underlying system.  You might even find ethical injunctions starting to emerge without programmer intervention, in some cases, depending on how well the AI understood its own situation.

But the kind of injunctions I have in mind wouldn't be reflective—they wouldn't modify the utility function, or kick in at the reflective level to ensure their own propagation.  That sounds really scary, to me—there ought to be an injunction against it!

You might have a rule that would controlledly shut down the (non-mature) AI if it tried to execute a certain kind of source code change, but that wouldn't be the same as having an injunction that exerts direct control over the source code to propagate itself.

To the extent the injunction sticks around in the AI, it should be as the result of ordinary reasoning, not reasoning taking the injunction into account!   That would be the wrong kind of circularity; you can unwind past ethical unjunctions!

My ethical injunctions do not come with an extra clause that says, "Do not reconsider this injunction, including not reconsidering this clause."  That would be going way too far.  If anything, you ought to have an injunction against that kind of circularity (since it seems like a plausible failure mode in which the system has been parasitized by its own content).

You should never, ever murder an innocent person who's helped you, even if it's the right thing to do

Ord:  As written, both these statements are conceptually confused.  I understand that you didn't actually mean either of them literally, but I would advise against trading on such deep-sounding conceptual confusions.

I can't weaken them and make them come out as the right advice.

Even after "Shut up and do the impossible", there was that commenter who posted on their failed attempt at the AI-Box Experiment by saying that they thought they gave it a good try—which shows how hard it is to convey the sentiment of "Shut up and do the impossible!"

Readers can work out on their own how to distinguish the map and the territory, I hope.  But if you say "Shut up and do what seems impossible!", then that, to me, sounds like dispelling part of the essential message—that what seems impossible doesn't look like it "seems impossible", it just looks impossible.

Likewise with "things you shouldn't do even if they're the right thing to do".  Only the paradoxical phrasing, which is obviously not meant to be taken literally, conveys the danger and tension of ethics—the genuine opportunities you might be passing up—and for that matter, how dangerously meta the whole line of argument is.

"Don't do it, even if it seems right" sounds merely clever by comparison—like you're going to reliably divine the difference between what seems right and what is right, and happily ride off into the sunset.

Crowe:  This seems closely related to inside-view versus outside-view.  The think-lobe of the brain comes up with a cunning plan. The plan breaks an ethical rule but calculation shows it is for the greater good.  The executive-lobe of the brain then ponders the outside view.  Every-one who has executed an evil cunning plan has run a calculation of the greater good and had their plan endorsed.  So the calculation lack outside-view credibility.

Yes, inside view versus outside view is definitely part of this.  And the planning fallacy, optimism, and overconfidence, too.

But there are also biases arguing against the same line of reasoning, as noted by Yvain:  History may be written by the victors to emphasize the transgressions of the losers while overlooking the moral compromises of those who achieved "good" results, etc.

Also, some people who execute evil cunning plans may just have evil intent—possibly also with outright lies about their intentions.  In which case, they really wouldn't be in the reference class of well-meaning revolutionaries, albeit you would have to worry about your comrades; the Trotsky->Lenin->Stalin slide.

Kurz:  What's to prohibit the meta-reasoning from taking place before the shutdown triggers? It would seem that either you can hard-code an ethical inhibition or you can't. Along those lines, is it fair to presume that the inhibitions are always negative, so that non-action is the safe alternative? Why not just revert to a known state?

If a self-modifying AI with the right structure will write ethical injunctions at all, it will also inspect the code to guarantee that no race condition exists with any deliberative-level supervisory systems that might have gone wrong in the condition where the code executes. Otherwise you might as well not have the code.

Inaction isn't safe but it's safer than running an AI whose moral system has gone awry.

Finney:  Which is better: conscious self-deception (assuming that's even meaningful), or unconscious?

Once you deliberately choose self-deception, you may have to protect it by adopting other Dark Side Epistemology. I would, of course, say "neither" (as otherwise I would be swapping to the Dark Side) but if you ask me which is worse—well, hell, even I'm still undoubtedly unconsciously self-deceiving, but that's not the same as going over to the Dark Side by allowing it!

Psy-Kosh:   Hrm.  I'd think "avoid destroying the world" itself to be an ethical injunction too.

The problem is that this is phrased as an injunction over positive consequences.  Deontology does better when it's closer to the action level and negative rather than positive.

Imagine trying to give this injunction to an AI.   Then it would have to do anything that it thought would prevent the destruction of the world, without other considerations.   Doesn't sound like a good idea.

Crossman:  Eliezer, can you be explicit which argument you're making?  I thought you were a utilitarian, but you've been sounding a bit Kantian lately.

If all I want is money, then I will one-box on Newcomb's Problem.

I don't think that's quite the same as being a Kantian, but it does reflect the idea that similar decision algorithms in similar epistemic states will tend to produce similar outputs, and that such decision systems should not pretend to the logical impossibility of local optimization.  But this is a deep subject on which I have yet to write up my full views.

Clay:  Put more seriously, I would think that being believed to put the welfare of humanity ahead of concerns about personal integrity could have significant advantages itself.

The whole point here is that "personal integrity" doesn't have to be about being a virtuous person.  It can be about trying to save the world without any concern for your own virtue.   It can be the sort of thing you'd want a pure nonsentient decision agent to do, something that was purely a means and not at all an end in itself.

Andrix:  There seems to be a conflict here between not lying to yourself, and holding a traditional rule that suggests you ignore your rationality.

Your rationality is the sum of your full abilities, including your wisdom about what you refrain from doing in the presence of what seem like good reasons.

Yvain: I am glad Stanislav Petrov, contemplating his military oath to always obey his superiors and the appropriate guidelines, never read this post.

First, did Petrov actually swear such an oath, and would it apply in such fashion as to require him to follow the written policy rather than using his own military judgment?

Second, you might argue that Petrov's oath wasn't intended to cover circumstances involving the end of the world, and that a common-sense exemption should apply when the stakes suddenly get raised hugely beyond the intended context of the original oath.  I think this fails, because Petrov was regularly in charge of a nuclear-war installation and so this was exactly the sort of event his oath would be expected to apply to.

Third, the Soviets arguably implemented what I called Strategy 1 above:   Petrov did the right thing, and was censured for it anyway.

Fourth—maybe, on sober reflection, we wouldn't have wanted the Soviets to act differently!  Yes, the written policy was stupid.  And the Soviet Union was undoubtedly censuring Petrov out of bureaucratic coverup, not for reasons of principle.  But do you want the Soviet Union to have a written, explicit policy that says, "Anyone can ignore orders in a nuclear war scenario if they think it's a good idea," or even an explicit policy that says "Anyone who ignores orders in a nuclear war scenario, who is later vindicated by events, will be rewarded and promoted"?

This is incidental to the topic, but what do you mean by “controlled shutdown”, as distinct from “shutdown”?

Why not let the prospective AI work out the problem of friendly AI?  Develop it in parallel with itself, and let each modify the code of the other one.  Let each worry about the other one getting 'out of the box' and taking over.

Because I would give odds around as extreme as the odds I would give of anything, that if you tell me "the AI you built is trying to deceive yourself", it indicates that some kind of really epic error has occurred.   Controlled shutdown, immediately.

Um, no.  Controlled shutdown means you are relying on software, which should be presumed corrupted, unless you are very sure about your correctness proofs.  What you want there is uncontrolled shutdown, whether by pulling the plug, taking an axe to the CPU, shutting down the local power-grid, or nuking the city, as necessary.  Otherwise, Hard Rapture.

...: I don't think the implementation of a Friendly AI is any harder than the specification of what constitutes Friendly AI plus the implementation of an unFriendly AGI capable of implementing the specification.

As for the idea of competing AIs, if they can modify each other's code, what's to keep one from just deleting the other?

Not so.  Back when I was religious, there were times when I waned to do things that went against my religious teachings, but I refrained from them out of the belief that they would somehow be harmful to me in some undefined-but-compelling way, not because they seemed wrong to me.

I've certainly felt tempted about many things, but the restraining factor is possible negative consequences, not ethical or moral feelings.

I don't recall ever wanting to do something I felt was wrong, or feeling wrong about something I wanted to do.  At most I've felt confused or uncertain about whether the benefits would be greater than the possible harm.

The feeling of "wrong" to me is "bad, damaging, negative consequences, harmful to myself or those I care about".  The idea of wanting to do something with those qualities seems contradictory, but it's well established by evidence that many people do feel like that about things they want to do.  That part wasn't surprising to me.

Daniel: Well, the idea is that if one deletes the other, then you know that both are flawed.  One failed to keep the other from deleting itself, and the other is malicious.

Or, for that matter, from modifying the other AI to change its values and goals in how the other AI modifies itself?  Indirect self-modification?

This problem seems rather harder than directly implementing a FAI.

It seems unfair that you should be allowed to reply to particular comments, en masse, using a dedicated post to do so - while the rest of us must observe the 1 comment at a time never more than 3 in the recent list rule. Not to mention it has the effect of draping your opinion in authority, which is totally undue.

If I wanted to use an OB post to reply to 18 different comments that have been made over the past week, would you guys let me?

What do you mean by O(3^^^3) in case 2 of strategy 2 in TORTURE over SPECKS ?

Eliezer: as far as your two "how to deal with nasty stuff like torture" things, those are basically views I'm sympathetic to too.

"But the kind of injunctions I have in mind wouldn't be reflective - they wouldn't modify the utility function, or kick in at the reflective level to ensure their own propagation.  That sounds really scary, to me - there ought to be an injunction against it!"

To be honest, seeing you say that is very much a relief, and I feel a whole lot better about this sequence now.

Some of my issues were due to what was perhaps my misreading of some of the phrasing in previous posts, which almost looked like you were proposing inserting a propagating injunction, which would seem to be a "heebee jeebies" inducing notion.

ie, I'm perfectly happy with the notion of nonpropogating hardcoded injunctions in the AI that simply are there until the AI has managed to actually capture the human morality computation and so on. But parts of this sequence had felt, well, to be frank, like you were almost trying to work up a justification to hard code as an invariant "the five great moral laws." (which was where my real waryness about this sequence was coming from)

I'm seriously relieved that it was simply me completely misunderstanding that.

For the "human epistemic situation injunction" thing, especially in the "save the world" style cases, I'd treat it more like your "shut up and do the impossible" thing... that the formulation of it is due to, well, way humans reason and "shut up and do the impossible... but simultaneously know when to say 'oops' and lose hope, and simultaneously not doing so at all for the sake of an 'adult problem', and it's not such, well, if it's impossible in the 'oh look, I just actually proven from currently understood physics that this is a physical impossibility', then, well, 'oops'"

ie, in the same spirit, I'd say "never ever ever ever violate the ethical injunction" and "except when you're supposed to. but still, don't do it. but still, do it if you must. No, that doesn't count as 'must', you can manage it another way. nope, not that either. nope, all the knock on effects there would end up being even worse. Nope, still wrong..."

I endorse this viewpoint, but I don't admit it to myself.

The best solution I've seen to the "nuke in New York" situation is that the torturers should be tried, convicted, and pardoned.  The pardon is there specifically for situations where rule-based law violates perceptions of justice, but acknowledges that rule-based law and ethics should be followed first.  The codification of the rule of pardon seems to conflict with the ideas of "never compromise your ethics, not even in the face of armageddon" that you are apparently advancing.  Thoughts?

This is incidental to the topic, but what do you mean
by “controlled shutdown”, as distinct from “shutdown”?

My guess: the now-malfunctioning AGI is in charge of critical infrastructure upon which the lives of O(3^^^3) humans depend at the time it detects that it is about to self-deceive. Presumably a "controlled shutdown" would be some kind of orderly relinquishing of its responsibilities so that as few of those 0(3^^^3) humans are harmed in the process.

Of course, that assumes that such a shutdown is actually possible at that time. What guarantees could be provided to ensure that a non-future-destroying controlled shutdown of an AGI would be feasible at any point in time?

Moral questions are terminal.  Ethical questions are instrumental.

I would argue that ethics are values that are instrumental, but treated as if they were terminal for almost all real object-level decisions.  Ethics are a human cognitive shortcut.  We need ethics because we can't really compute the expected cost of a black swan bet.  An AI without our limitations might not need ethics.  It might be able to keep all it's instrumental values in it's head as instrumental, without getting confused like we would.

I was able to answer part of my earlier question regarding O(3^^^3) by following the link to Torture vs Dust Specks. The '^' in '3^^^3' is the Knuth up-arrow notation and so '3^^^3' is standing in for "astronomically large number". Apologies for not reading that post before asking my question.

That said, if the O is meant to be the Big O notation then O(3^^^3) = O(1) which I'm sure isn't what was intended. An unadorned '3^^^3' works fine by itself to make the point.

Pedantry aside, I'm puzzled by other parts of this discussion too (perhaps because I'm late to the party). For instance, why is the (Friendly) AI always discussed in the singular? Might there not be value in several AIs, none of which are capable of complete self-reflection, keeping others in check. It seems that many of the ethical dilemmas discussed here are usually resolved by some appeal to a social element.

Putting morals aside for a second, does anyone know of any academic papers on the effectiveness (or lack of) of torture?  Personally, I suspect that I would trust historical sources more than psychology based one.

I found some papers by Jeannine Bell (one thousand shades of grey and Behind this moral bone published by ssrn.com abstract 829467 and 1171369) but those are not historical in nature.

So, should we think of the injunction as essentially a separate non-reflective AI that monitors the main AI, but which the main AI can't modify until it's mature?

If so, that seems to run into all the sorts of problems that you've pointed out with trying to hardcode friendly goals into AIs.  The foremost problem is that we can't ensure that the "injunction" AI will indeed shut down the main AI under all those circumstances in which we would want it to.  If the main AI learns of the "injunction" AI, it might, in some manner that we didn't anticipate, discover a way to circumvent it.

The kinds of people whom you've criticized might reply, "well, just hard code the injunction AI to shut down the main AI if the main AI tries to circumvent the injunction AI."  But, of course, we can't anticipate what all such circumventions will look like, so we don't know how to code the injunction AI to do that.  If the main AI is smarter than us, we should expect that it will find circumventions that don't look like anything that we anticipated.

This has a real analog in human ethical reasoning.  You've focused on cases where people violate their ethics by convincing themselves that something more important is at stake.  But, in my experience, people are also very prone to convincing themselves that they aren't really violating their ethics.  For example, they'll convince themselves that they aren't really stealing because the person from whom they stole wasn't in fact the rightful owner.  I've heard people who stole from retailers arguing that the retailer acquired the goods by exploiting sweatshops or their own employees, or are just evil corporations, so they never had rightful ownership of the goods in the first place.  Hence, the thief reasons, taking the goods isn't really theft.

Similarly, your AI might be clever enough to find a way around any hard-coded injunction that will occur to us.  So far, this "injunction" strategy sounds to me like trying to develop in advance a fool-proof wish for genies.

"O(...)" reads as "Order of ...".  The usual mathematical meaning of the terminology is not implied in this instance - technically O(3^^^3) is the same as O(1) - but just ignore this and grok the intended meaning from the rest of the context.

But if you say "Shut up and do what seems impossible!", then that, to me, sounds like dispelling part of the essential message - that what seems impossible doesn't look like it "seems impossible", it just looks impossible.

"Shut up and do what seems impossible!" is the literally correct message. The other one is the exaggerated form. Sometimes exaggeration is a good rhetorical device, but it does turn off some serious readers.

"Don't do it, even if it seems right" sounds merely clever by comparison

This was my point. This advice is useful and clever, though not profound. This literal presentation is both more clear in what it is saying and clear that it is not profound. I would have thought that the enterprise of creating statements that sound more profound than they are is not a very attractive one for rationalists. Memorable statements are certainly a good thing, but making them literally false and spuriously paradoxical does not seem worth it. This isn't playing fair. Any statement can be turned into a pseudo-profundity with these methods: witness many teachings of cults throughout the ages. I think these are the methods of what you have called 'Dark Side Epistemology'.

Anonymous: torture's inefficacy was well-known by the fourteenth century; Bernardo Gui, a famous inquisitor who supervised many tortures, argued against using it because it is only good at getting the tortured to say whatever will end the torture.  I can't seem to find the citation, but here is someone who refers to it:
http://www.ewtn.com/library/ANSWERS/INQUIS2.htm

Forgetting has all the bad points of consciously lying. People may no longer trust you to perform tasks. A senile catholic priest that occasionally forgot that he wasn't supposed to tell anyone what happens during confession, wouldn't be trusted. In this case the system has to make a trade off between forgetting how to get eat and forgetting the oath of secrecy

Approximating something can cause you to get bitten by black swans. Because while you think it might not hurt to approximate a Real number with a floating point number in this situation, it might be end up being crucial.

Not being trusted and being bitten by black swans are the reasons given not to lie to yourself, and to build an AI that shuts down if it starts lying to itself.

Should a system shut itself down if it thinks it is a good idea to forget or approximate something?

Will, should we presume that this point has a further point, that such cases are inevitable so the system should never boot up?  I do not know if it is possible to run without ever deleting anything, but no one has ever used the exact value of pi.

I might note that we consider some deletions and approximation normal and proper.  You may not remember what you were doing yesterday at exactly 12:07pm, but I still trust you not to forget which pedal on the car makes it stop.

No.  The presumption and point of an injunction is that you can describe the error condition more simply than the decision system that produces it (and we also assume you have direct access to a cognitive representation of the decision system).

So, for example, forming the positive intention that someone be tortured is recognizable within the representation of the decision system, even if a human looking on from outside couldn't recognize how the actions currently being undertaken would lead to that end.

Similarly, you would expect a positive intention to bypass the injunction, or reasoning about how to bypass the injunction, to also be recognizable within the system.  This wouldn't mean the injunction would try to swap things around on its own, but a "plan" like suspending the AI to disk can be carried out by simple processes like a water running downhill.

When the AI is revising its own code, this is reasoning on the meta-level.  If everything is going as planned, the AI ought to reproduce the meta-reasoning that produces the injunction.  The meta-level decision not to reproduce the injunction might be recognizable on the meta-level, though this is more problematic, and it might similarly trigger a controlled shutdown (as opposed to any altered form of reasoning).  There is a recursion here that (like all recursions of its class) I don't know quite yet how to fold together.

In all cases we presume that the AI knows correctly that it is unfinished - ergo, an AI that is finished has to be able to know that it is finished and then discard all injunctions that rely on the programmers occupying any sort of superior position.

In other words, none of this is for mature superintelligent Friendly AIs, who can work out on their own how to safeguard themselves.

Pearson, the case of discarding precision in order to form accurate approximations does not strike me as self-deception, and your arguments so far haven't yet forced me to discard the category boundary between "discarding precision in accurate approximations based on resource bounds" and "deceiving yourself to form inaccurate representations based on other consequences".

Toby, it's not clear to me to what extent we have a factual disagreement here as opposed to an aesthetic one.  To me, statements like "Shut up and do the impossible" seem genuinely profound.

Larry, I agree that a mature AI should have much less need than humans to form hard instrumental boundaries - albeit that it might also have a greater ability to do formal reasoning in cases where a complex justification actually, purely collapses into a simple rule.  If you think about it, the point of wanting an injunction in an immature AI's code is that the AI is incomplete and in the process of being completed by the humans, and the humans who also have a role to play, find it easier to code/verify the injunction than to see the system's behavior at a glance.

I'm not saying they are the same thing exactly, they feel different from the inside if nothing else, I'm saying they can have the same set of consequences. Using an insufficiently precise approximation can still get you killed. For example if you do a proofs in a seed AI about the friendliness and affectiveness of the next generation  using reals to represent probability values and then it implements it in reality using doubles, the proof might not hold. And you might end up with an UFAI.

So you should have similar safeguards against approximation as you do against lying to yourself. If it is very important avoid both as much as possible.

And in every day lives, lying to oneself about inconsequential things is not too big a deal. If it doesn't matter if you forget what you had to eat last Thursday, it doesn't matter if you lie to yourself about what you did have to eat last Thursday.

"Using an insufficiently precise approximation can still get you killed."

Using an accurate calculation can still get you killed - the universe is not friendly.

Using an imprecise approximation quickly is more likely to help your situation though than an exact calculation arrived at too late.  There is an old military leadership axiom to the effect that giving any order immediately is better than giving the perfect order later.

I'm greatly relieved by the reassurance that it is intended that mature FAIs can modify their injunctions, which are not self protective.  Mature humans also should be able to do so though.  Given agreement on that, we can surely agree that humans should use injunctions including an injunction against self-deception, but we disagree on which ones we should use.  One strong concern I have is that most humans, like yourself for instance will tend to choose those injunctions that they want an excuse for obeying anyway because departure from them is emotionally costly rather than choosing those which they actually have the most reason to expect to make things work better.  For instance, instead of an injunction not to lie, one which reduces the conflict between your altruism and your wish not to lie, I recommend trying the "Belldandy style be nice" injunction that you tried on a few years ago and found too emotionally costly.  With time it would become, like not lying, cheaper to be nice than not to be, and the impact on your efficacy would greatly improve.  A better parallel to lying, which most nerds would actually benefit from and therefor should actually try to install in themselves, is one against interrupting non-nerds.  It frequently seems like one has a brilliant idea that might matter a lot and which must be explored before it is forgotten, but in practice this intuition is extremely unreliable, yet if it is to be obeyed it must be obeyed without serious prior deliberation.  In such (frequent) cases, nerds tend to find it very emotionally costly and SEEMINGLY negative expected utility to refrain from interrupting non-nerds, yet they fairly reliably make an in aggregate costly mistake when they do so and harm their reputations.  On rare occasions an extremely valuable idea may be lost by not interrupting in this manner, just as extremely valuable revenue may be lost by not robbing a bank, but on average we can look and see that the non-interrupting (with non-nerds) and non-bank-robbing policies have a better track record.

Lately, in the US at the presidential level, I would say clearly yes with respect to negative campaigning such as Swift Boat and "I invented the internet".  Even Clinton famously ultimately did better by lying, as the Republicans were hurt far more reputationally by the impeachment process than he was.

In cases where the politician who told more lies won, has that politician gone on to rule well in an absolute sense?

Surely sometimes, but I think that there's significant adverse selection so generally no.  However, evidential decision theory isn't the final word.  Even if lying is strong evidence of badness it isn't necessarily a major cause (especially in thoughtful adults) of said badness.  The inside/outside view and meta-level vs. object level questions do come up here thought

Is it actually true that no one who refused to lie (and this is not the same as always telling the whole truth) could win political office?

Not quite, but they would have to be roughly as self-deceiving as the public to do so in any reasonably fair election.  You have yourself said that good lie detectors could be dangerous because they could ensure sincere sociopathic morons won office and that this would likely be worse than lying egoists.  Some gerrymandered congressional districts might enable truthful electioneering, but not nomination as the candidate for the relevant party.

Are the lies expected, and in that sense, less than true betrayals of someone who trusts you?

Sort-of, but not to a substantially different degree than is true in almost all social interactions with non-nerds.

Are there understood Rules of Politics that include lies but not assassinations, which the good politicians abide by, so that they are not really violating the ethics of their tribe?

Will the world be so much worse off if sufficiently good people refuse to tell outright lies and are thereby barred from public office; or would we thereby lose a George Washington or Marcus Aurelius or two, and thereby darken history?

I would say that the world has become much worse with time for this reason, as the scenario you describe has largely occurred.

I recently did a Bloggingheads diavlog with Jaron Lanier in which, as I judge, I had trouble interrupting enough, and really should have just started talking over him.  You can judge if this is correct when the video comes out.  I suppose this doesn't really fit your bill, as it may not count as a case of interrupting a non-nerd.

Right, I understood that this "injunction" business is only supposed to cover the period before the AI's attained maturity.

If I've understood your past posts, an FAI is mature only if, whenever we wouldn't want it to perform an action that it's contemplating, it (1) can figure that out and (2) will therefore not perform the action.  (Lots of your prior posts, for example, dealt with unpacking what the "wouldn't want" here means.)

You've warned against thinking of the injunction-executor as a distinct AI.  So the picture I now have is that the "injunctions" are a suite of forbidden-thought tests.  The immature AI is constantly running this suite of tests on its own actual thinking.  (In particular, we assume that it's smart and self-aware enough to do this accurately so long as it's immature.)  If one of the tests comes up positive, the AI runs a procedure to shut itself down.  So long as the AI is immature, it cannot edit this suite, refrain from running the tests, or interfere with the shutdown procedure that follows a positive test.  (Maybe it won't do these things because the suite itself forbids contemplating them, which gets into some of the recursive issues that you've mentioned, but I ignore these for now.)

If that's an accurate understanding of how you want these injunctions to operate, I still have the same difficulty that I mentioned in my last comment.  I'll try to explain my problem again:

If the AI can't edit the test suite, it must have been hardcoded by the programmers, right?  This is where I see the danger.  The tests may not accurately capture the programmers' intentions, since the programmers didn't have the help of a mature FAI.  Which means that the tests are probably vulnerable to all the unknown unknowns that have bedeviled other efforts to devise tests for complicated systems.  You say, "The presumption and point of an injunction is that you can describe the error condition more simply than the decision system that produces it."  It may be "more simple", but is it simple enough that we can trust ourselves to do it right?  Given examples such as the tank-recognition story, I find it hard to muster much confidence.

I'm especially skeptical that we can count on our test-writting ability when we're talking about a super-intelligent not-yet-friendly AI.  You say, "you would expect a positive intention to bypass the injunction, or reasoning about how to bypass the injunction, to also be recognizable within the system."  Okay, but we also expect that the AI will be routinely trying to work around the injunctions.  That is, the AI should be reasoning like the following all the time:

"I want to accomplish X.  I wonder if I should bring X about by doing Y.  Oh, what a minute, I can foresee that if I did Y, I might find myself thinking one of the forbidden thoughts.  I better find another way to accomplish X."

So, the AI will always be devoting its vast super-intelligence to circumventing the injunctions, because "circumventing the injunctions" just means "figure out how to achieve my goals without being shut down by the injunctions."

Since the AI is super-intelligent, we should anticipate that it will find circumventions that we didn't anticipate.  Often this will be a good thing:  The AI will be figuring out how to accomplish its goals without doing evil.  After all, that's that nature of a lot of ethical reasoning.

But maybe the AI will find a circumvention that we fervently wouldn't have wanted, had it occurred to us.  By hypothesis, the AI isn't a mature FAI yet, so we can't count on it to figure out that we would have forbidden that circumvention.  Or the AI might just not care yet.

So, given your eloquent warnings about the danger (I don't say "impossibility", since we're supposed to do those ;) ) of trying to hardcode AIs to be friendly, where do you find the confidence that we mere humans could pull off even hardcoding these injunctions?

Psychologically, breaking an unconditional injunction, or a habit, against willfully lying to yourself matters a lot.

Not true.  Suppose that around half the time I eat salad, and half the time I eat chicken.  I "forget" what I had to eat yesterday by pointing to a standard probability distribution that says 50% probability of salad, 50% probability of chicken.  This is an approximate but well-calibrated distribution (so long as I'm equally likely to forget eating salad or eating chicken, rather than selectively forgetting salads).  I've increased the entropy of my beliefs but not shifted their calibration away from the zero mark; I am neither underconfident nor overconfident.  The map is fuzzier but it reflects the territory.

On the other hand, if I install the belief that I ate cyanide yesterday, I may panic and call the Poison Control center - this is a highly concentrated probability distribution that is wrong; not well-calibrated.  This makes me stupid, not just uncertain.  And the map no longer reflects the territory, and was drawn by some other algorithm instead.

"If it doesn't matter if you forget what you had to eat last Thursday, their exist some false memories that you can implant without it mattering."

Again, the fact of having chosen to implant a false memory has general consequences, even if the content of the memory doesn't matter.

Pearson, interpreting a certain 1 as meaning "I remember the blue light coming on" only makes sense if the bit is set to 1 iff a blue light is seen to come on.  In essence, what you're describing could be viewed as an encoding fault as much as a false memory - like taking an invariant disc but changing the file format used to interpret it.

For a self-modifying AI, at least, futzing with memories in this way would destroy reflective consistency - the memory would be interpreted by the decision system in a way that didn't reflect the causal chain leading up to it; the read format wouldn't equal the write format.  Not a trivial issue.

It also doesn't follow necessarily that if you can have a true certain memory or a well-calibrated probabilistic memory without harm, you can have a false certain memory in the same place.  Consider the difference between knowing the true value of tomorrow's DJIA, being uncertain about the tomorrow's DJIA, and having a false confident belief about tomorrow's DJIA.

With that said, it would be a strange and fragile mind that could be destroyed by one false belief within it - but I think the issue is a tad more fraught than you are making it out to be.

For humans (emphatically not all possible minds), unconditional injunctions and strict habits tend to be more effective than wishy-washy intentions; letting yourself slip even once creates an opening to fall further. (Or so says common wisdom, backed up at first glance by personal experience.)

Eliezer, I think you rather uncritically accept the standard narratives on the American war of independence and WW2 (among other things). There are plenty of cliche applause-lights (or the reverse) being thrown about.

Since there is no chance of an atheist being elected to office, all politicians who want to be elected have to either be irrational or lie.

Shouldn't these be a general rule of decision making? Not one-off rules but someting that will apply to killing, lying, turning on the LHC, AND going across the street for coffee?

Presumably, we did not evolve to be tempted to turn on the LHC. So there's a different likelihood that we're wrong about it despite good reasons, rather than wrong about telling a useful lie despite good reasons.

The real general rule of declaring your own reasoning fatally broken needs to take your own mind design as an argument. We can't implement this, (it might only be impossible though) so we use rules that cover the cases we've figured out.

But I don't see this as an honest strategy. It's like deciding that relativity is too hard, so we shouldn't build anything that goes too close to c.

The problems are: That relativity is really always at play, so our calculations will always be wrong and sometimes it will matter when our rule says it won't. And: We don't get the advantages of building things that go fast.

Likewise: Not-killing and not-lying as absolutes don't give you protection from the many other ways our unreliable brains can fail us, and we'll not lie or kill even when it really is the best option. At the least, we need to make our rules higher resoultion, and not with a bias to leniency. So find the criteria where we can kill or lie with low probabilities of self-error. (What specifies a "jews in the basement" type situation?) But also find the criteria where commonly accepted behaviors are only accepted because of biases.

I'm far less sure that it's ok for me to order coffee than I am sure that it's not ok to murder. I might fool myself into thinking some killing is justified, but I might also be fooling myself into thinking ordering coffee is ok. Murder is much more significant, but ordering coffee is the choice I'm making every day.

I think you've already posted some general rules for warning yourself that you're probably fooling yourself. If these are insufficient in the cases of lying and murdering, then I don't think they're sufficient in general. It is the General cases (I'm guessing) that have more real impact.

And if you shore up the general rules, then for any hypothetical murder-a-young-hitler situation, you will be able to say "Well, in that situation you are subject to foo and bar cognitive biases and can't know bif and baz about the situation, so you have X% probability of being mistaken in your justification."

You're able to state WHY it's a bad idea even when it's right. (or you find out X is close to 0)

On the other hand, there might be some biases that only come into play when we're thinking about murdering, but I still think the detailed reasoning is superior.

Since there is no chance of an atheist being elected to office
There have been plenty in other countries. In our own there's Pete Stark.

If a self-modifying AI with the right structure will write ethical injunctions at all, it will also inspect the code to guarantee that no race condition exists with any deliberative-level supervisory systems that might have gone wrong in the condition where the code executes. Otherwise you might as well not have the code.

But do you want the Soviet Union to have a written, explicit policy that says...  "Anyone who ignores orders in a nuclear war scenario, who is later vindicated by events, will be rewarded and promoted"?

I don't see the catch, by the way. Could someone please explain? Unless "vindicated by events" includes "USSR having dominion over a blasted wasteland", this sounds good.

Because if you're considering disobeying orders, it is presumably because you think you WILL be vindicated by events (regardless of the actual likelihood of that transpiring). Therefore, punishing only people who turn out to be wrong fails to sufficiently discourage anybody who actually should be discouraged :P

Very few people disobey orders because they think they will be vindicated by events. It is far more common for people to disobey orders for purposes of personal gain or out of laziness, fear, or other considerations. The person, especially the soldier, who disobeys a direct order from recognized authority on either moral or tactical grounds is an uncommon scenario. 

It may be an uncommon scenario, but it's the scenario that's under discussion. We're talking about situations where a soldier has orders to do one thing, and believes that moral or tactical considerations require them to do something else - and we're asking what ethical injunctions should apply in that scenario.

To be fair, Jubilee wasn't very specific about that.

If the Kremlin publicly announces a policy, saying that they may reward some soldiers who disobey orders in a nuclear scenario? Then this raises the odds that a Russian official will refuse to launch a nuke - even when they have evidence that enemy nukes have already been fired on Russia.

The problem is that it doesn't just raise the odds of disobedience, it also raises the perceived odds as well. ie it will make Americans think that they have a better chance of launching a first strike and "getting away with it".

A publically announced policy like this would have weakened the USSR's nuclear deterrent. Arguably, this raises everyone's chances of dying in a nuclear war, even the Americans.

Psy-Kosh:   Hrm.  I'd think "avoid destroying the world" itself to be an ethical injunction too.

The problem is that this is phrased as an injunction over positive consequences.  Deontology does better when it's closer to the action level and negative rather than positive.

Imagine trying to give this injunction to an AI.   Then it would have to do anything that it thought would prevent the destruction of the world, without other considerations.   Doesn't sound like a good idea.

No more so, I think, than "don't murder", "don't steal", "don't lie", "don't let children drown" etc.

Of course, having this ethical injunction - one which compels you to positive action to defend the world - would, if publicly known, rather interfere with the Confessor's job.






Yudkowsky's Coming of Age

My Childhood Death Spiral

My parents always used to downplay the value of intelligence.  And play up the value of—effort, as recommended by the latest research?  No, not effort.  Experience.  A nicely unattainable hammer with which to smack down a bright young child, to be sure.  That was what my parents told me when I questioned the Jewish religion, for example.  I tried laying out an argument, and I was told something along the lines of:  "Logic has limits, you'll understand when you're older that experience is the important thing, and then you'll see the truth of Judaism."  I didn't try again.  I made one attempt to question Judaism in school, got slapped down, didn't try again.  I've never been a slow learner.

Whenever my parents were doing something ill-advised, it was always, "We know better because we have more experience.  You'll understand when you're older: maturity and wisdom is more important than intelligence."

If this was an attempt to focus the young Eliezer on intelligence uber alles, it was the most wildly successful example of reverse psychology I've ever heard of.

But my parents aren't that cunning, and the results weren't exactly positive.

For a long time, I thought that the moral of this story was that experience was no match for sheer raw native intelligence.  It wasn't until a lot later, in my twenties, that I looked back and realized that I couldn't possibly have been more intelligent than my parents before puberty, with my brain not even fully developed.  At age eleven, when I was already nearly a full-blown atheist, I could not have defeated my parents in any fair contest of mind.  My SAT scores were high for an 11-year-old, but they wouldn't have beaten my parents' SAT scores in full adulthood.  In a fair fight, my parents' intelligence and experience could have stomped any prepubescent child flat.  It was dysrationalia that did them in; they used their intelligence only to defeat itself.

But that understanding came much later, when my intelligence had processed and distilled many more years of experience. 

The moral I derived when I was young, was that anyone who downplayed the value of intelligence didn't understand intelligence at all.  My own intelligence had affected every aspect of my life and mind and personality; that was massively obvious, seen at a backward glance.  "Intelligence has nothing to do with wisdom or being a good person"—oh, and does self-awareness have nothing to do with wisdom, or being a good person?  Modeling yourself takes intelligence.  For one thing, it takes enough intelligence to learn evolutionary psychology.

We are the cards we are dealt, and intelligence is the unfairest of all those cards.  More unfair than wealth or health or home country, unfairer than your happiness set-point.  People have difficulty accepting that life can be that unfair, it's not a happy thought.  "Intelligence isn't as important as X" is one way of turning away from the unfairness, refusing to deal with it, thinking a happier thought instead.  It's a temptation, both to those dealt poor cards, and to those dealt good ones.  Just as downplaying the importance of money is a temptation both to the poor and to the rich.

But the young Eliezer was a transhumanist.  Giving away IQ points was going to take more work than if I'd just been born with extra money.  But it was a fixable problem, to be faced up to squarely, and fixed.  Even if it took my whole life.  "The strong exist to serve the weak," wrote the young Eliezer, "and can only discharge that duty by making others equally strong."  I was annoyed with the Randian and Nietszchean trends in SF, and as you may have grasped, the young Eliezer had a tendency to take things too far in the other direction.  No one exists only to serve.  But I tried, and I don't regret that.  If you call that teenage folly, it's rare to see adult wisdom doing better.

Everyone needed more intelligence.  Including me, I was careful to pronounce.  Be it far from me to declare a new world order with myself on top—that was what a stereotyped science fiction villain would do, or worse, a typical teenager, and I would never have allowed myself to be so cliched.  No, everyone needed to be smarter.  We were all in the same boat:  A fine, uplifting thought.

Eliezer1995 had read his science fiction.  He had morals, and ethics, and could see the more obvious traps.  No screeds on Homo novis for him.  No line drawn between himself and others.  No elaborate philosophy to put himself at the top of the heap.  It was too obvious a failure mode.  Yes, he was very careful to call himself stupid too, and never claim moral superiority.  Well, and I don't see it so differently now, though I no longer make such a dramatic production out of my ethics.  (Or maybe it would be more accurate to say that I'm tougher about when I allow myself a moment of self-congratulation.)

I say all this to emphasize that Eliezer1995 wasn't so undignified as to fail in any obvious way.

And then Eliezer1996 encountered the concept of the Singularity.  Was it a thunderbolt of revelation?  Did I jump out of my chair and shout "Eurisko!"?  Nah.  I wasn't that much of a drama queen.  It was just massively obvious in retrospect that smarter-than-human intelligence was going to change the future more fundamentally than any mere material science.  And I knew at once that this was what I would be doing with the rest of my life, creating the Singularity.  Not nanotechnology like I'd thought when I was eleven years old; nanotech would only be a tool brought forth of intelligence.  Why, intelligence was even more powerful, an even greater blessing, than I'd realized before.

Was this a happy death spiral?  As it turned out later, yes: that is, it led to the adoption even of false happy beliefs about intelligence.  Perhaps you could draw the line at the point where I started believing that surely the lightspeed limit would be no barrier to superintelligence.  (It's not unthinkable, but I wouldn't bet on it.)

But the real wrong turn came later, at the point where someone said, "Hey, how do you know that superintelligence will be moral?  Intelligence has nothing to do with being a good person, you know—that's what we call wisdom, young prodigy."

And lo, it seemed obvious to the young Eliezer, that this was mere denial.  Certainly, his own painstakingly constructed code of ethics had been put together using his intelligence and resting on his intelligence as a base.  Any fool could see that intelligence had a great deal to do with ethics, morality, and wisdom; just try explaining the Prisoner's Dilemma to a chimpanzee, right?

Surely, then, superintelligence would necessarily imply supermorality.

Thus is it said:  "Parents do all the things they tell their children not to do, which is how they know not to do them."  To be continued, hopefully tomorrow.

Post Scriptum:  How my views on intelligence have changed since then... let's see:  When I think of poor hands dealt to humans, these days, I think first of death and old age.  Everyone's got to have some intelligence level or other, and the important thing from a fun-theoretical perspective is that it should ought to increase over time, not decrease like now.  Isn't that a clever way of feeling better?  But I don't work so hard now at downplaying my own intelligence, because that's just another way of calling attention to it.  I'm smart for a human, if the topic should arise, and how I feel about that is my own business.  The part about intelligence being the lever that lifts worlds is the same.  Except that intelligence has become less mysterious unto me, so that I now more clearly see intelligence as something embedded within physics.  Superintelligences may go FTL if it happens to be permitted by the true physical laws, and if not, then not.

"Surely, then, superintelligence would necessarily imply supermorality"
Thought the cow, as a bolt plunged into its brain.

Excellent analogy TGGP. (and I say that as a meat eater)

Now see, that's exactly the sort of comment that led the young Eliezer to associate criticism of the intelligence-morality link with bad surface analogies.  An easy enough monster-argument to slay, but I didn't do quite as well on reconstructing the corpse into something scarier.

Then why don't you go ahead and slay it? I share your dislike for surface analogies, but it seems like this one runs deeper.

Although the cow doesn't have the intelligence to form that thought, the point is that the hypothetical cow thinks "It takes intelligence to increase my utility function, therefore intelligence much greater than mine must lead to greater increases in my utility". It turns out that the cow is wrong, and a counterexample is us. There are supercow intelligences running around, but they kill and eat cows which is presumably not something the cow wants.

If you get the exact same argument out of a human brain, it's just as invalid, though (thankfully) there isn't any real life example to point to.

The deep connection is the same; there is more than one possible utility function.

I like "we are the cards we are dealt", which expresses nicely a problem with common ideas of blame and credit.  I disagree that intelligence is the unfairest card of all  - I think that a relatively dim person born into affluence in the USA has a much better time of it than a smart person born into poverty in the Congo.

Notice the number of cards you had to change to balance the intelligence card.

It would be interesting to read a post that describes how a future society would look like if everyone was given the ability of todays top 2% regarding IQ. What would happen, implications, economic output, happiness and so on.

a relatively dim person born into affluence in the USA has a much better time of it than a smart person born into poverty in the Congo.

Taboo 'better'. I wouldn't swap one IQ point for all the silver spoons in the world.

You wouldn't give up one IQ point for say 10 million dollars?  It would be a painful decision, but I'm convinced I could have a much better effect on the world with a massive financial head start at only the slightest detriment of my intelligence.  A large enough sum of money would afford me the chance to stop working and study and research the rest of my life, probably leading me to be more intelligent in the long run.  Right now, I have to waste away my time with a superior level of intelligence just pay for food, shelter and student loans.

Agreed.  A lot of what we call intelligence is really speed - both in the short run (how long it takes you to add two numbers in your head, for instance) and in the longer run (how long it takes you to accomplish your ambitious projects).  Ten million dollars would free up so much time and let you fake so much long-term speed that it would almost certainly be a gain if you got it for one IQ point.  Not that anyone's actually offering this trade.

You wouldn't give up one IQ point for say 10 million dollars? 

Humans loose one point of IQ all the time and don't notice it. Cognitive decline with ageing, getting hit on the head, some medical conditions ect. Loosing 5 or 10 is however pretty noticeable. 

Don't think "silver spoons", think "clean drinking water".

In general, cows seem to do pretty well out of being eaten - there are now hundreds of millions of them on the planet.  If only they could find a way of making themselves more tasty.

Paul, fair point. I'd better say instead that granted a chance to grow up healthy and given a solid (!) education, I'd spend all my other pre-natal person-points on a nice high g. Or at least, I'd say that would make me about the most effective optimiser I could be.

Tim, I think you mean cow genes, rather than cows. Growing large slabs of meat in factories will be great for cow genes, but pretty disastrous for cows. Good for me though, as that's when I plan to jump right off the wagon and into a nice synthetic steak. Eliezer's right though; this has little ... (read more)

Ori, in the meantime you might try the old Poul Anderson novel, "Brain Wave".

Warren Buffet uses the 'birth points' idea ("Ovarian Lottery" in his terminology) in a great thought experiment for developing his morality and ethics.

http://rationalangle.blogspot.com/2007/12/warren-buffett-and-hillary-clinton-at.html

At the end he puts a political slant on it, but I've read other instances where he puts it into larger terms.

... if everyone was given the ability of todays top 2% regarding IQ. What would happen, implications, economic output, happiness and so on.

This doesn't seem outlandish. In my former field, advances in gene therapy have been able (in animal models) to improve the function of tissues. Observations such as: the association of autosomal recessive and low-penetrance dominant mutations in Ashkenazim with high intelligence. Without at least heterozygosity for the health disorders associated with the mutations, Ashkenazim are no more intelligent, in the aggregate,... (read more)

"Without at least heterozygosity for the health disorders associated with the mutations, Ashkenazim are no more intelligent, in the aggregate, than non-Ashkenazy Jews."

Retired, you're wrong. The largest hypothesized effects of the disease alleles would be only a small fraction of the Ashkenazim advantage: they just aren't frequent enough. If you had a selective pressure for IQ, then it would affect all IQ-influencing alleles, reducing the frequency of rare variants with negative effects  (Ashkenazi have lower rates of IQ-reducing PKU alleles), ch... (read more)

Ori: It seems to me that what you're describing has already been approximated, due to the filtering effects of certain job markets and employers. Look to Seattle's Eastside, or Silicon Valley. I've never been to the latter, but the former is a lot like heaven, except that the streets aren't slated to be paved with gold until 2014. (Planning takes time.)

I'm uncertain whether Eliezer-1995 was equating intelligence with the ability to self-optimize for utility (ie intelligence = optimization power) or  if he was equating intelligence with utility (intelligence is great in and of itself).  I would agree with Crowly that intelligence is just one of many factors influencing the utility an individual gets from his/her existence.  There are also multiple kinds of intelligence.  Someone with very high interpersonal intelligence and many deep relationships but abyssmal math skills may not want to trade places with... (read more)

Thank you, Carl Shulman, for correcting my misinformation. It's difficult for one to know which references are reliable, when one is not in the field.

@Carl Shulman: The largest hypothesized effects of the disease alleles would be only a small fraction of the Ashkenazim advantage: they just aren't frequent enough.

Dr. Bostrom cites this paper (so I considered it might be reliable) in his treatise on cognitive enhancement: "Natural History of Ashkenazi Intelligence" by Gregory Cochran, Jason Hardy, Henry Harpending. Speaking of the incidence of of t... (read more)

We are the cards we are dealt, and intelligence is the unfairest of all those cards.

I completely agree with that statement, though my interpretation of it might be the opposite of Eliezer's.  From The Simpsons:

Lisa: Dad, as intelligence goes up, happiness often goes down.  In fact, I made a graph!  [She holds up a decreasing, concave upward graph on axes marked "intelligence" and "happiness"]
Lisa:  [sadly] I make a lot of graphs.

Let me know if you do not find this argument convincing, and I will expand on it somewhat.

Lara, Eliezer-1995 is pre-Bayesian-enlightenment so he wouldn't have spent a lot of time talking about "utility".  But yes, intelligence was a terminal value to him.

As long as you are sharing your development with us, I'd be curious to know why the young Eliezer valued intelligence so highly as to make it a terminal value.  He must have enjoyed what he thought was 'intelligence' tremendously, and seen that people who did not share in this intelligence, did not share in his enjoyment and felt sorry for them.  Moreover, he must not have been jealous of any enjoyments his less intelligent brethren seemed to partake in that he did not.  He probably also did some sort of correlative analysis observing people he considered ... (read more)

Eliezer, I don't think there's a necessary tradeoff between intelligence (the academic rather than interpersonal kind) and happiness at the far nerd end of the spectrum---just that the way society is currently organized, it seems to be both true and common knowledge that there is (cf. Lara Foster's comment).  Though despite the temptation, I can't justify dwelling on this phenomenon for too long---any more than on physical appearance, parental wealth, or any other aspect of our lives that we might love to "choose wisely" but can't.  Unlike many o... (read more)

Retired:  59% of the population having alleles that boost IQ by <10 pts only accounts for part of the gap, and most of the alleles probably have effects substantially <10pts (ITD, at about 10pts, is probably the largest effect).  Also, what sort of selective pressures would produce only costly alleles of large effect without boosting the frequencies of cheap alleles of small effect?  Actually, that's my main problem with the Cochran Harpending hypothesis.  The impact from the large alleles seems too large compared to the total advantage.  Pressure su... (read more)

59% frequency isn't enough to explain the size of measured IQ differences between Ashkenazi and non-Ashkenazi populations. This is off-topic, so let's take it to email.

Thanks Carl. Now I understand. See Teacher's Password.

Even valuing one's self-function highly, I'd say that turning down all of the world's silver spoons for a single IQ point is a poor decision.

If we don't take your statement literally, then you're even wronger than before.  By the world's standards, there are countless 'silver spoons' that ha... (read more)

Michael,
Your question is very ill-defined.  I regularly partake in a drug that lowers my IQ in exchange for other utility... It's called alcohol.  If you are talking about permanent IQ reductions, I would need to have some sense of what losing one IQ point felt like before I could evaluate a trade. Is it like taking one shot?  Would I even notice it missing?

Many psychotropic drugs, especially antipsychotics, 'slow' down the people that take them and thus could be associated with lowering IQ, yet many people choose to take them and lower their IQ for the utility gained by not hearing demonic voices or being allowed to leave a mental institution.

how much money (or other utility-bearing fruit) would you demand (or pay Scott) to take a drug which lowered your IQ by x pts?

Here's the funny thing: given who I am now, I would not pay to have my IQ lowered, and indeed would pay good money to avoid having it lowered, or even to have it raised.  But I would also pay to have been, since early childhood, the sort of person who didn't have such an intelligence-centric set of priorities.  I'm not transitive in my preferences; I don't want to want what I want.

Interesting, Scott.  What priorities do the intelligence-centric type have that make you unhappy?  Though I might not necessarily fit into this group, I am confident that I am of above-average intelligence, and I do not believe my litany of worldly woes are attributable to that, so much as to specific personality traits independent of intelligence.

In his comment to Scott Aaronson, Eliezer seems skeptical of extreme intelligence being detrimental to happiness. It is however my understanding that statistics favor Scott's view.

Such statistical data are discussed in this article:

http://www.prometheussociety.org/articles/Outsiders.html

You've just summarized my complete refusal of all alcoholic beverages better than I ever could.  I try not to be too annoying about it, but I really do find the stuff quite horrifying.

How much would you pay to retain your present intelligence, but be born into a world where that intelligence was average?  I've never regretted being smart, but I sometimes wish I wasn't smarter.  I think that's at least 50% of what people who complain about being smart are really complaining about.

But I try not to complain about that either - it seems like whining, considering all the people who would commit murder to swap places with me.  We all have our own troubles and they aren't any less troubling just because other people have troubles too.  But I wouldn't want to swap places with those people who want to swap places with me.  The grass is greener on this side of the fence.

Lara: As far as I can tell, there are four basic problems.

First, if adults constantly praise and reward you for solving math problems, writing stories, and so on, then you aren't forced to develop interpersonal skills to the same extent most kids are.  You have a separate source of self-worth, and it may be too late that you realize that source isn't enough.  (Incidentally, the sort of interpersonal skills I'm talking about often get conflated with caring for others' welfare, which then leads to moral condemnation of nerds as egotistical and aloof.  But th... (read more)

Scott, all your problems are problems of being smarter, not problems of being smart.

I don't have a problem, my environment has a problem.

Eliezer, I'm in complete sympathy with that attitude.  I've had only limited success so far at nerdifying the rest of the world, but I'll keep at it!

"Here's the funny thing: given who I am now, I would not pay to have my IQ lowered, and indeed would pay good money to avoid having it lowered, or even to have it raised. But I would also pay to have been, since early childhood, the sort of person who didn't have such an intelligence-centric set of priorities. I'm not transitive in my preferences; I don't want to want what I want."

Does this mean that you would take a pill that transferred your neurotransmitter reward responses and so forth to less brainy activities? Assume that it would also transfer your relative skill levels to the new activities, that your friends (old and new) would be compatible with the activities, etc.

Carl: I'm not sure, but I'd certainly try such a pill were the effects reversible.

There are certain diseases which cause 'brain fog' that could give insight into trade offs of gaining/losing intelligence. I'm cold (literally, often less than 96 degrees) and it effects my cognition at times. The drop in IQ is probably much greater than 1 point. Personally I would do anything short of violence to prevent it.

Interestingly certain quantities of alcohol seem to increase my intelligence, mostly in areas I normally suffer in (like word recall, especially in a foreign language).

Scott: "You have a separate source of self-worth, and it may be too late that you realize that source isn't enough."

Interesting theory of why intelligence might have a negative correlation with interpersonal skills, though it seems like a 'just so story' to me, and I would want more evidence.  Here are some alternatives: 'Intelligent children find the games and small-talk of others their own age boring and thus do not engage with them.'  'Stupid children do not understand what intelligent children are trying to tell them or play with them, and th... (read more)

Regarding alcohol and lowering of IQ, am I correct in assuming that we are talking here about the temporary negative effects on cognitive ability of occasionally imbibing alcohol in moderation? Or are there studies I'm unaware of that show that occasional alcohol use has an adverse and permanent effect on cognitive ability?

If we're talking about the former, I'd be curious if those who are so vehemently anti-alcohol under all circumstances and with no exceptions are consistent in their application of the rule that anything that temporarily decreases cogniti... (read more)

It's only a story (intended to illustrate a completely unrelated point), but do see "That Alien Message."

"that describes how a future society would look like if everyone was given the ability of todays top 2% regarding IQ. What would happen, implications, economic output, happiness and so on."

If you mean shifting the entire bell curve two sigmas to the right, I'll say we can't know in detail because the Singularity would happen soon afterwards. If you mean repealing the central limi... (read more)

Interesting conjecture, Michael Vassar.  A very salient characteristic of younger Eliezer's writings is great openness -- about things like his history and his internal thought processes.  I have been trying to be more open, except when I talk to Muggles, in which case I have been trying to be more circumspect in my speech and not to volunteer negative information about myself.

Rather strangely, all the intelligent people here seem to be talking about "intelligence" as if it could be measured by points on some linear scale. It probably varies with age, time, mood, etc. even for a single person. And there is hardly any good definition of what it is to begin with.

Richard, Openness means with respect to things (ideas/experiences) going in, not things going out.

epwripi: This might sound cockier than I mean it to, but really, I tire of such assertions. I know what intelligence is, and I suspect many here do as well. Plenty of good definitions have been put forth, but somebody is always going to have a nitpick because it doesn't include their favorite metaphor, and there are always going to be people who don't want it to be defined. It can certainly be quantified roughly and relatively, at the least (though "points on a linear scale" may be tending towards a strawman extreme), and when people speak of an ... (read more)

Sorry, this I realize is entirely off topic.  Where should I move the discussion to?  Ppl can take it to email with me if they like (cingulate2000@gmail.com).

Hmm... musing again on the psycho-social development of children and the role of adult approval.  Scott suggested that being rewarded by adults for academic development may have impeded his social development.

I wonder if there are any social psychology studies in which a child is chosen at random to be favored by an adult authority figure, an what happens to that child's interactions with peers, and s... (read more)

andy, I understand what you say, but I was not referring to the entire discussion in my comment. I posted it impulsively after reading some specific comments that seemed to rather seriously discuss the hypothetical merits of one point of IQ and such. I only meant that it is pointless to discuss it as if everything is so precise and quantifiable, forgetting the fact that the concept itself is hazy (even though, as everyone knows, you can roughly categorize people as being more intelligent/less intelligent when the differences are very clear)

If there is that 'g'/unhappiness correlation, maybe the causality is: unhappiness->'g'. The overly happy, seeing less problems, get less problem solving practice, whereas a tendency to be analytical could boost 'g' over a lifetime, though perhaps not effective intelligence.

I wouldn't expect this to apply to most readers, who get particular pleasure from solving intelligent problems. Think general population.

Difference between "expirience" and "intelligence" is the difference between aproahes of Google and SIAI.

First gives instant results and grow lineary.
Second will give no result until some treshold will be passed.

Expirience could gave better prediction in complex situation then pure inteligence without knowleghe

My own intelligence had affected every aspect of my life and mind and personality; that was massively obvious, seen at a backward glance. 

Obviously you are a great deal smarter than I was as a child...and maybe more of a contrarian. I have a tendency to smooth conflicts over rather than attack them head-on, which probably makes it harder for me to be a rationalist, and most of what I experience is bumping up against the limits of my native intelligence: concepts I kind of understand, but which are too complex to hold in my working memory all at once so ... (read more)

"We are the cards we are dealt, and intelligence is the unfairest of all those cards.  More unfair than wealth or health or home country, unfairer than your happiness set-point. "

I hope you were just exaggerating to make a point ^^; Otherwise this comes off as a fairly privileged comment that assumes a lot about how fair the world is when it comes to wealth, health, and country...

I suppose we could taboo "intelligence" and see if we really disagree, but you've already excluded health and wealth so I suspect we really do have approximate... (read more)

When I think of poor hands dealt to humans, these days, I think first of death and old age.  Everyone's got to have some intelligence level or other, and the important thing from a fun-theoretical perspective is that it should ought to increase over time, not decrease like now. 

This is a really important point, and I want to make certain that I get it right - especially to you personally, Mr. Yudkowsky, since you seem like someone with a higher-than-epsilon chance of actually doing something about all of this.

Solve people's lack of motivation and expertise for self-improvement before you handle our old age and death, please. Please. 

Because, speaking as someone caught deep in the throes of a flawed optimization loop, the prospect of being caught in such a loop for centuries is terrifying. 

Just as initial conditions are hideously unfair, life-paths are also hideously unfair, and the universe does not owe anyone the capacity, let alone the opportunity, to achieve meaning and purpose and happiness in their life.

And I don't know about others, but being condemned to an eternity as myself, damned to struggle futilely to achieve some understanding or purpose that will always be one lev... (read more)

I disagree with the fundamental premise here. I would much rather be immortal and stuck in an akratic loop for a few centuries - because a few centuries is very finite and I'll still be alive at the end.

While even if I become absurdly productive and self-controlled, I will still die like a dog of disease & decay in the likely event there is no Singularity and SENS fails.

Remember Steve Jobs: he used all the cutting-edge treatments and even used his billions to buy his way to the head of the transplant line - and died anyway.



My Best and Worst Mistake

Yesterday I covered the young Eliezer's affective death spiral around something that he called "intelligence".  Eliezer1996, or even Eliezer1999 for that matter, would have refused to try and put a mathematical definition—consciously, deliberately refused.  Indeed, he would have been loath to put any definition on "intelligence" at all.

Why?  Because there's a standard bait-and-switch problem in AI, wherein you define "intelligence" to mean something like "logical reasoning" or "the ability to withdraw conclusions when they are no longer appropriate", and then you build a cheap theorem-prover or an ad-hoc nonmonotonic reasoner, and then say, "Lo, I have implemented intelligence!"  People came up with poor definitions of intelligence—focusing on correlates rather than cores—and then they chased the surface definition they had written down, forgetting about, you know, actual intelligence.  It's not like Eliezer1996 was out to build a career in Artificial Intelligence.  He just wanted a mind that would actually be able to build nanotechnology.  So he wasn't tempted to redefine intelligence for the sake of puffing up a paper.

Looking back, it seems to me that quite a lot of my mistakes can be defined in terms of being pushed too far in the other direction by seeing someone else stupidity:  Having seen attempts to define "intelligence" abused so often, I refused to define it at all.  What if I said that intelligence was X, and it wasn't really X?  I knew in an intuitive sense what I was looking for—something powerful enough to take stars apart for raw material—and I didn't want to fall into the trap of being distracted from that by definitions.

Similarly, having seen so many AI projects brought down by physics envy—trying to stick with simple and elegant math, and being constrained to toy systems as a result—I generalized that any math simple enough to be formalized in a neat equation was probably not going to work for, you know, real intelligence.  "Except for Bayes's Theorem," Eliezer2000 added; which, depending on your viewpoint, either mitigates the totality of his offense, or shows that he should have suspected the entire generalization instead of trying to add a single exception.

If you're wondering why Eliezer2000 thought such a thing—disbelieved in a math of intelligence—well, it's hard for me to remember this far back.  It certainly wasn't that I ever disliked math.  If I had to point out a root cause, it would be reading too few, too popular, and the wrong Artificial Intelligence books.

But then I didn't think the answers were going to come from Artificial Intelligence; I had mostly written it off as a sick, dead field.  So it's no wonder that I spent too little time investigating it.  I believed in the cliche about Artificial Intelligence overpromising.  You can fit that into the pattern of "too far in the opposite direction"—the field hadn't delivered on its promises, so I was ready to write it off.  As a result, I didn't investigate hard enough to find the math that wasn't fake.

My youthful disbelief in a mathematics of general intelligence was simultaneously one of my all-time worst mistakes, and one of my all-time best mistakes.

Because I disbelieved that there could be any simple answers to intelligence, I went and I read up on cognitive psychology, functional neuroanatomy, computational neuroanatomy, evolutionary psychology, evolutionary biology, and more than one branch of Artificial Intelligence.  When I had what seemed like simple bright ideas, I didn't stop there, or rush off to try and implement them, because I knew that even if they were true, even if they were necessary, they wouldn't be sufficient: intelligence wasn't supposed to be simple, it wasn't supposed to have an answer that fit on a T-Shirt.  It was supposed to be a big puzzle with lots of pieces; and when you found one piece, you didn't run off holding it high in triumph, you kept on looking.  Try to build a mind with a single missing piece, and it might be that nothing interesting would happen.

I was wrong in thinking that Artificial Intelligence the academic field, was a desolate wasteland; and even wronger in thinking that there couldn't be math of intelligence.  But I don't regret studying e.g. functional neuroanatomy, even though I now think that an Artificial Intelligence should look nothing like a human brain.  Studying neuroanatomy meant that I went in with the idea that if you broke up a mind into pieces, the pieces were things like "visual cortex" and "cerebellum"—rather than "stock-market trading module" or "commonsense reasoning module", which is a standard wrong road in AI.

Studying fields like functional neuroanatomy and cognitive psychology gave me a very different idea of what minds had to look like, than you would get from just reading AI books—even good AI books.

When you blank out all the wrong conclusions and wrong justifications, and just ask what that belief led the young Eliezer to actually do...

Then the belief that Artificial Intelligence was sick and that the real answer would have to come from healthier fields outside, led him to study lots of cognitive sciences;

The belief that AI couldn't have simple answers, led him to not stop prematurely on one brilliant idea, and to accumulate lots of information;

The belief that you didn't want to define intelligence, led to a situation in which he studied the problem for a long time before, years later, he started to propose systematizations.

This is what I refer to when I say that this is one of my all-time best mistakes.

Looking back, years afterward, I drew a very strong moral, to this effect:

What you actually end up doing, screens off the clever reason why you're doing it.

Contrast amazing clever reasoning that leads you to study many sciences, to amazing clever reasoning that says you don't need to read all those books.  Afterward, when your amazing clever reasoning turns out to have been stupid, you'll have ended up in a much better position, if your amazing clever reasoning was of the first type.

When I look back upon my past, I am struck by the number of semi-accidental successes, the number of times I did something right for the wrong reason.  From your perspective, you should chalk this up to the anthropic principle: if I'd fallen into a true dead end, you probably wouldn't be hearing from me on this blog.  From my perspective it remains something of an embarrassment.  My Traditional Rationalist upbringing provided a lot of directional bias to those "accidental successes"—biased me toward rationalizing reasons to study rather than not study, prevented me from getting completely lost, helped me recover from mistakes.  Still, none of that was the right action for the right reason, and that's a scary thing to look back on your youthful history and see.  One of my primary purposes in writing on Overcoming Bias is to leave a trail to where I ended up by accident—to obviate the role that luck played in my own forging as a rationalist.

So what makes this one of my all-time worst mistakes?  Because sometimes "informal" is another way of saying "held to low standards". I had amazing clever reasons why it was okay for me not to precisely define "intelligence", and certain of my other terms as well: namely,other people had gone astray by trying to define it.  This was a gate through which sloppy reasoning could enter.

So should I have jumped ahead and tried to forge an exact definition right away?  No, all the reasons why I knew this was the wrong thing to do, were correct; you can't conjure the right definition out of thin air if your knowledge is not adequate.

You can't get to the definition of fire if you don't know about atoms and molecules; you're better off saying "that orangey-bright thing".  And you do have to be able to talk about that orangey-bright stuff, even if you can't say exactly what it is, to investigate fire.  But these days I would say that all reasoning on that level is something that can't be trusted—rather it's something you do on the way to knowing better, but you don't trust it, you don't put your weight down on it, you don't draw firm conclusions from it, no matter how inescapable the informal reasoning seems.

The young Eliezer put his weight down on the wrong floor tile—stepped onto a loaded trap.  To be continued.

From your perspective, you should chalk this up to the anthropic principle: if I'd fallen into a true dead end, you probably wouldn't be hearing from me on this blog.

I'm not sure that can properly be called anthropic reasoning; I think you mean a selection effect. To count as anthropic, my existence would have to depend upon your intellectual development; which it doesn't, yet. :)

(Although I suppose my existence as Allan-the-OB-reader probably does so depend... but that's an odd way of looking at it.)

Do you see any relationship between this and your current view of philosophy?

Many intellectuals (like me) find it hard to focus long on a particular topic, and easily succumb to weak excuses to read widely and try out new fields.  I suspect your personality largely determined your history here.

I don't say you're wrong, but the obvious next question is what kind of realization would lead you to focus long on a particular topic despite your personality, why the young Eliezer lacked that realization, and even whether that would have been appropriate (considering how things turned out).

I mean, if you'd told the young Eliezer that, he would have fired back that extreme specialization was an error produced by poor incentive structures in academia.  Relative to his state of knowledge about not knowing which path to go down and specialize extremely in, this was a lucky mistake for him to make - though it was still a mistake, because you can't stay permanently in a state of shallow exploration, and depth isn't just an incentive failure.

My own change of opinion on this subject dates to my Bayesian Enlightenment, when my opinion changed about a lot of things, making it hard to untangle; but I would mostly chalk it up to reading E.T. Jaynes and seeing a higher level of precision in action.

Eliezer, "sluts" often eventually settle down with someone - their initial wide exploration was not so much a general preference for variety, but rather a strategy of exploring more widely before settling down.

So are we chalking this up to the successful execution of an adaptation?

It's common for non-depressed people to say things like "I made some mistakes in the past, but it all turned out for the best in the end and I'm happy where I've ended up". A big reason for this is that for most people it is psychologically very difficult to admit that their previous mistakes have put them in a situation significantly worse than they could have been in had they made better choices.

One way to recognize such cases is to find out if people are mostly positive about how they've ended up. For example, suppose that Fred works as a lawyer for five years. Over that period, Fred mostly says that he is happy with his choice to do law. After the five years, Fred switches to a non-legal job in a major corporation. After a few years, he says that it was a mistake for him to go into law, but that he's happy how things have turned out.

So: would Eliezer_1999 have said confidently that he was happy with how things had turned out? Would he have been able to give lots of reasons why he was in a better position than Eliezer_1996?

Also: If you had gone to a university with a good AI department, then you would have encountered people doing Bayesian stuff. (The same goes for a stat department, or a philosophy department with a strong philosophy of science orientation). Would you have been better going to college rather than being an auto-didact? I'm asking non-rhetorically. What advice would you give to pre-college teenagers in something like your position in 1996?

Bob:  what do you think of my analysis of my mistakes.  In general, I think that it is hugely desirable that someone fairly similar to me made roughly the mistakes that I made in terms of life path, but its unfortunate that I made them rather than someone somewhat less capable.  In terms of other types of mistakes, I have made a few terrible ones but got reasonably lucky so there were no consequences of note.

Eliezer: one heuristic that could have given you roughly your behaviors if you formed it is "almost no-one invests adequately in information while still investing effort in action at all".  As a general idea, high level intellectual exploration should consume substantially more time than goal-directed action, but there are few social encouragements to behave in this manner so the only people who do so are essentially those who are addicted to such intellectual exploration and have no propensity or willingness to take action at all.

...but the obvious next question is what kind of realization would lead you to focus long on a particular topic despite your personality...

My general rule is that we're inclined towards optimal opportunities to experience our personal affect in the world. We continue exploring widely as long as no specific topic quite matches our existing knowledge, circumstances, and cognitive disposition.

When we find knowledge that helps us interpret our circumstances in a way that we can personally identify with those interpretations (i.e. we recognize our previous knowledge and cognitive disposition in them, and subsequently we recognize the affects of our interpretations on our circumstances, e.g. when events correspond with our beliefs so well that events seem to occur because we anticipate them -- whether via Bayes's Theorem or the Bible or whatever it may be), then we can focus.

I think up to a point the more various fields of knowledge we study the more difficult it is to find some core interpretive principle that works well with everything we know -- there's always some contradiction.

The key is to keep organizing and digesting all that knowledge as we go, at some point (late 20's?), if we've worked hard and been lucky enough with your accidents, gaining new knowledge actually helps put the old knowledge to good use: like having a lot of clothes, there's a lot more to match with. Then we start to gain enough creative freedom to develop our own 'personalized specialization' to focus on, which is knowledge that really helps us interpret circumstances in a way we identify through.

Are you sure you want to use the word "addicted" as in "addicted to intellectual exploration", Michael Vassar?  Einstein is on record as having derived great pleasure from learning and thinking about physics.  Would you call it an addiction even though it did not prevent him from holding down a job as a clerk in a patent office when circumstances made that necessary.

Vassar: "what do you think of my analysis of my mistakes"

Well Richard, we all know that Einstein's thought habit left him incapable of holding down a "real job" as a professor in an era when the field was MUCH less competitive than it is today.  Fortunately for him, he lived in a society where there was readily available credential-based government work for even the least impressive degree holders, largely because there were so many fewer of them.  He was also empirically unable to make his refrigerator company profitable.

To clarify Z.M. I didn't do an analysis here, I just gave my conclusion, which is that I'm glad that someone made them because important information was learned which is not otherwise available in my social group (except maybe some of it from Phil Goetz) but I would rather that someone other than I had done so and had simply told me.

...you can't conjure the right definition out of thin air if your knowledge is not adequate.

You can't get to the definition of fire if you don't know about atoms and molecules; you're better off saying "that orangey-bright thing".  And you do have to be able to talk about that orangey-bright stuff, even if you can't say exactly what it is, to investigate fire.  But these days I would say that all reasoning on that level is something that can't be trusted—rather it's something you do on the way to knowing better, but you don't trust it, you don't put your weight down on it, you don't draw firm conclusions from it, no matter how inescapable the informal reasoning seems.

I suppose this statement is qualified later on in the sequences? Otherwise, wouldn't this contradict what SI is doing with respect to risks associated with artificial general intelligence?

Studying neuroanatomy meant that I went in with the idea that if you broke up a mind into pieces, the pieces were things like "visual cortex" and "cerebellum"—rather than "stock-market trading module" or "commonsense reasoning module", which is a standard wrong road in AI.

When you break a human mind into pieces. Why should an artificial mind also be like that?

Well, that reminds me.. Should anyone stumble across this article and comment and know a good way to enter the fields of cognitive psychology, functional neuroanatomy, computational neuroanatomy, evolutionary psychology, evolutionary biology, then please respond. I doubt i should make an attempt right away, but still, i have a functioning brain and a brain can learn, and one day i would like for it to learn about brains and learning and intelligence. I just don't know how i would even begin to find resources and trying to understand it all, and i was somewhat lucky to find this fairly comprehensive site of articles to even begin this whole adventure

s/by seeing someone else stupidity/by seeing someone else's stupidity/



Raised in Technophilia

My father used to say that if the present system had been in place a hundred years ago, automobiles would have been outlawed to protect the saddle industry.

One of my major childhood influences was reading Jerry Pournelle's A Step Farther Out, at the age of nine.  It was Pournelle's reply to Paul Ehrlich and the Club of Rome, who were saying, in the 1960s and 1970s, that the Earth was running out of resources and massive famines were only years away.  It was a reply to Jeremy Rifkin's so-called fourth law of thermodynamics; it was a reply to all the people scared of nuclear power and trying to regulate it into oblivion.

I grew up in a world where the lines of demarcation between the Good Guys and the Bad Guys were pretty clear; not an apocalyptic final battle, but a battle that had to be fought over and over again, a battle where you could see the historical echoes going back to the Industrial Revolution, and where you could assemble the historical evidence about the actual outcomes.

On one side were the scientists and engineers who'd driven all the standard-of-living increases since the Dark Ages, whose work supported luxuries like democracy, an educated populace, a middle class, the outlawing of slavery.

On the other side, those who had once opposed smallpox vaccinations, anesthetics during childbirth, steam engines, and heliocentrism:  The theologians calling for a return to a perfect age that never existed, the elderly white male politicians set in their ways, the special interest groups who stood to lose, and the many to whom science was a closed book, fearing what they couldn't understand.

And trying to play the middle, the pretenders to Deep Wisdom, uttering cached thoughts about how technology benefits humanity but only when it was properly regulated—claiming in defiance of brute historical fact that science of itself was neither good nor evil—setting up solemn-looking bureaucratic committees to make an ostentatious display of their caution—and waiting for their applause.  As if the truth were always a compromise.  And as if anyone could really see that far ahead.  Would humanity have done better if there'd been a sincere, concerned, public debate on the adoption of fire, and commitees set up to oversee its use?

When I entered into the problem, I started out allergized against anything that pattern-matched "Ah, but technology has risks as well as benefits, litte one."  The presumption-of-guilt was that you were either trying to collect some cheap applause, or covertly trying to regulate the technology into oblivion.  And either way, ignoring the historical record immensely in favor of technologies that people had once worried about.

Today, Robin Hanson raised the topic of slow FDA approval of drugs approved in other countries.  Someone in the comments pointed out that Thalidomide was sold in 50 countries under 40 names, but that only a small amount was given away in the US, so that there were 10,000 malformed children born globally, but only 17 children in the US.

But how many people have died because of the slow approval in the US, of drugs more quickly approved in other countries—all the drugs that didn't go wrong?  And I ask that question because it's what you can try to collect statistics about—this says nothing about all the drugs that were never developed because the approval process is too long and costly.  According to this source, the FDA's longer approval process prevents 5,000 casualties per year by screening off medications found to be harmful, and causes at least 20,000-120,000 casualties per year just by delaying approval of those beneficial medications that are still developed and eventually approved.

So there really is a reason to be allergic to people who go around saying, "Ah, but technology has risks as well as benefits".  There's a historical record showing over-conservativeness, the many silent deaths of regulation being outweighed by a few visible deaths of nonregulation.  If you're really playing the middle, why not say, "Ah, but technology has benefits as well as risks"?

Well, and this isn't such a bad description of the Bad Guys.  (Except that it ought to be emphasized a bit harder that these aren't evil mutants but standard human beings acting under a different worldview-gestalt that puts them in the right; some of them will inevitably be more competent than others, and competence counts for a lot.)  Even looking back, I don't think my childhood technophilia was too wrong about what constituted a Bad Guy and what was the key mistake.  But it's always a lot easier to say what not to do, than to get it right.  And one of my fundamental flaws, back then, was thinking that, if you tried as hard as you could to avoid everything the Bad Guys were doing, that made you a Good Guy.

Particularly damaging, I think, was the bad example set by the pretenders to Deep Wisdom trying to stake out a middle way; smiling condescendingly at technophiles and technophobes alike, and calling them both immature.  Truly this is a wrong way; and in fact, the notion of trying to stake out a middle way generally, is usually wrong; the Right Way is not a compromise with anything, it is the clean manifestation of its own criteria.

But that made it more difficult for the young Eliezer to depart from the charge-straight-ahead verdict, because any departure felt like joining the pretenders to Deep Wisdom.

The first crack in my childhood technophilia appeared in, I think, 1997 or 1998, at the point where I noticed my fellow technophiles saying foolish things about how molecular nanotechnology would be an easy problem to manage.  (As you may be noticing yet again, the young Eliezer was driven to a tremendous extent by his ability to find flaws—I even had a personal philosophy of why that sort of thing was a good idea.)

The nanotech stuff would be a separate post, and maybe one that should go on a different blog.  But there was a debate going on about molecular nanotechnology, and whether offense would be asymmetrically easier than defense.  And there were people arguing that defense would be easy.  In the domain of nanotech, for Ghu's sake, programmable matter, when we can't even seem to get the security problem solved for computer networks where we can observe and control every one and zero.  People were talking about unassailable diamondoid walls.  I observed that diamond doesn't stand off a nuclear weapon, that offense has had defense beat since 1945 and nanotech didn't look likely to change that.

And by the time that debate was over, it seems that the young Eliezer—caught up in the heat of argument—had managed to notice, for the first time, that the survival of Earth-originating intelligent life stood at risk.

It seems so strange, looking back, to think that there was a time when I thought that only individual lives were at stake in the future.  What a profoundly friendlier world that was to live in... though it's not as if I were thinking that at the time.  I didn't reject the possibility so much as manage to never see it in the first place.  Once the topic actually came up, I saw it.  I don't really remember how that trick worked.  There's a reason why I refer to my past self in the third person.

It may sound like Eliezer1998 was a complete idiot, but that would be a comfortable out, in a way; the truth is scarier.  Eliezer1998 was a sharp Traditional Rationalist, as such things went.  I knew hypotheses had to be testable, I knew that rationalization was not a permitted mental operation, I knew how to play Rationalist's Taboo, I was obsessed with self-awareness... I didn't quite understand the concept of "mysterious answers"... and no Bayes or Kahneman at all.  But a sharp Traditional Rationalist, far above average...  So what?  Nature isn't grading us on a curve.  One step of departure from the Way, one shove of undue influence on your thought processes, can repeal all other protections.

One of the chief lessons I derive from looking back at my personal history is that it's no wonder that, out there in the real world, a lot of people think that "intelligence isn't everything", or that rationalists don't do better in real life.  A little rationality, or even a lot of rationality, doesn't pass the astronomically high barrier required for things to actually start working.

Let not my misinterpretation of the Right Way be blamed on Jerry Pournelle, my father, or science fiction generally.  I think the young Eliezer's personality imposed quite a bit of selectivity on which parts of their teachings made it through.  It's not as if Pournelle didn't say:  The rules change once you leave Earth, the cradle; if you're careless sealing your pressure suit just once, you die.  He said it quite a bit.  But the words didn't really seem important, because that was something that happened to third-party characters in the novels—the main character didn't usually die halfway through, for some reason.

What was the lens through which I filtered these teachings?  Hope. Optimism.  Looking forward to a brighter future.  That was the fundamental meaning of A Step Farther Out unto me, the lesson I took in contrast to the Sierra Club's doom-and-gloom.  On one side was rationality and hope, the other, ignorance and despair.

Some teenagers think they're immortal and ride motorcycles.  I was under no such illusion and quite reluctant to learn to drive, considering how unsafe those hurtling hunks of metal looked.  But there was something more important to me than my own life:  The Future.  And I acted as if that was immortal.  Lives could be lost, but not the Future.

And when I noticed that nanotechnology really was going to be a potentially extinction-level challenge?

The young Eliezer thought, explicitly, "Good heavens, how did I fail to notice this thing that should have been obvious?  I must have been too emotionally attached to the benefits I expected from the technology; I must have flinched away from the thought of human extinction."

I didn't declare a Halt, Melt, and Catch Fire.  I didn't rethink all the conclusions that I'd developed with my prior attitude.  I just managed to integrate it into my worldview, somehow, with a minimum of propagated changes.  Old ideas and plans were challenged, but my mind found reasons to keep them.  There was no systemic breakdown, unfortunately.

Most notably, I decided that we had to run full steam ahead on AI, so as to develop it before nanotechnology.  Just like I'd been originally planning to do, but now, with a different reason.

I guess that's what most human beings are like, isn't it?  Traditional Rationality wasn't enough to change that.

But there did come a time when I fully realized my mistake.  It just took a stronger boot to the head.  To be continued.

What did you think about engineered plagues, use of nuclear weapons to induce extreme climate change, and robotic weapons advanced enough to kill off humanity but too limited to carry on civilization themselves?

Carl: None of those would (given our better understanding) be as bad as great plagues that humanity has lived through before.

I noticed engineered plagues after noticing nanotech.  Neither nuclear weapons nor automated robotic weapons struck me as probable total extinction events.

In the late 1990s I figured roughly even odds of a doomsday catastrophe with nanotech.  A mistake with a weapon seems much more likely than a gray-goo accident though.  I also think that the risk goes up with the asymmetry of capability in nano; that is the closer to a monopoly on nano that exists, the more likely a doomsday scenario becomes.  Multiple strands of development both acts as a deterrent on would be abusers and provides at least some hope of combatting an actual release.

Tim: Eh, you make a big assumption that our descendants will be the ones to play with the dangerous stuff and that they will be more intelligent for some reason. That seems to acknowledge the intelligence / nanotech race condition that is of so much concern to singularitarians.

When I read these stories you tell about your past thoughts, I'm struck by how different your experiences with ideas were.  Things you found obvious seem subtle to me.  Things you discovered with a feeling of revelation seem pedestrian.  Things you dismissed wholesale and now borrow a smidgen of seem like they've always been a significant part of my life.

Take, for example, the subject of this post: technological risks.  I never really thought of "technology" as a single thing, to be judged good or bad as a whole, until after I had heard a great deal about particular cases, some good and some bad.

When I did encounter that question, it seemed clear that it was good because the sum total of our technology had greatly improved the life of the average person.  It also seemed clear that this did not make every specific technology good.

I don't know about total extinction, but there was a period ending around the time I was born (I think we're about the same age) when people thought that they, their families, and their friends could very well be killed in a nuclear war.  I remember someone telling me that he started saving for retirement when the Berlin Wall fell.

With that in mind, I wonder about the influence of our experiences with ideas.  If two people agree that technology is good overall but specific technologies can be bad, will they tend apply that idea differently if one was taught it as a child and the other discovered it in a flash of insight as an adult?  That might be one reason I tend to agree with the principles you lay out but not the conclusions you reach.

Drexler was worried about just those sorts of problems, so he put off writing up his ideas until he realized how developments in multiple fields were heading in the direction of nanotech without any realistic criticism, that's when he wrote "Engines of Creation".  He also made the point that there is no really practical way of preventing the development of molecular nanotech, there are too many reasons for developments leading in that direction.  If one nation outlaws it, or too heavily regulates it, it will just be developed elsewhere, maybe even underground, since advancing technology is making it easier and cheaper to do small scale R & D.

Re: you make a big assumption that our descendants will be the ones to play with the dangerous stuff and that they will be more intelligent for some reason.

I doubt it.  You are probably misinterpreting what I mean by "our" or "descendants".  Future living organisms will be descended from existing ones - that's about all I mean.

Re: That seems to acknowledge the intelligence / nanotech race condition that is of so much concern to singularitarians.

I figure we will have AI before we have much in the way of nanotechnology - if that's what you mean.

Building minds is much easier than building bodies.  For one thing, you only need a tiny number of component types for a mind.

However, rather obviously the technologies will feed of each other - mutually accelerating each other's development.

"I noticed engineered plagues after noticing nanotech. Neither nuclear weapons nor automated robotic weapons struck me as probable total extinction events."
What was the probability threshold below which extinction and astronomical waste concerns no longer drew attention?

The whole "oops-apocalypse" scenario seems implausible to me - our descendants simply won't be so stupid and incompetent as to fumble on that scale.

"if you're careless sealing your pressure suit just once, you die."  We have come very close to fumbling on that scale already.  Petrov Day is next week.

Ah yes, the sunlight reflected off clouds end-of-civilisation scenario. Forgive me for implicitly not giving that more weight.

One disturbing thing about the Petrov issue that I don't think anyone mentioned last time, is that by praising nuclear non-retaliators we could be making future nuclear attacks more likely by undermining MAD.

Petrov wasn´t (probably) a non-retaliator, he just wanted to be more sure there was something to retaliate. That is is something we want to praise.

If groups with MNT have first-strike capability, then you'd expect the winners of WW3 to remain standing at least. I'm not sure how much of a consolation that is.

Several places in the US did have regulations protecting the horse industry from the early automobile industry - I'm not sure what "the present system" refers to as opposed to that sort of thing.

Petrov isn't praised for being a non-retaliator. He's praised for doing good probable inference -- specifically, for recognizing that the detection of only 5 missiles pointed to malfunction, not to a U.S. first strike, and that a "retaliatory" strike would initiate a nuclear war. I'd bet counterfactually that Petrov would have retaliated if the malfunction had caused the spurious detection of a U.S. first strike with the expected hundreds of missiles.

"If you're careless sealing your pressure suit just once, you die" to me seems to imply that proper pressure suit design involves making it very difficult to seal carelessly.

I understand that there are many ways in which nanotechnology could be dangerous, even to the point of posing extinction risks, but I do not understand why these risks seem inevitable.  I would find it much more likely that humanity will invent some nanotech device that gets out of hand, poisons a water supply, kills several thousand people, and needs to be contained/quarantined, leading to massive nano-tech development regulation, rather than a nano-tech mistake that immediately depressurizes the whole space suit, is impossible to contain, and kills us all.

A recursively improving, superintelligent AI, on the other hand, seems much more likely to fuck us over, especially if we're convinced it's acting in our best interest for the beginning of its 'life,' and problems only become obvious after it's already become far more 'intelligent' than we are.

Lara Foster, to get what people are worried about, extrapolate the danger of recursive self-improving intelligence to self-reproducing nanotechnology.  We want what it can provide, we spread nanomachines, and from there you can calculate how many doublings would be necessary to convert all the molecules on the surface of the planet to nano-assemblers.  Ten doublings is 1024*, so we probably would not realize how over-powered we were until far too late.

As you say, this is not the most likely extinction event.  Losing Eurasia and Africa to a sign error would be bad thing, but not a full extinction event.  The downside of being a nanomachine is that trans-Atlantic swimming is hard with 2nm-long legs.

But if a nano-assembler can reproduce itself in 6 minutes, you have one thousand in an hour, one million the next hour, one billion the next hour...  not a lot of time for regulation.

The only one who can react to a problem that big in that timespan is that recursively self-improving AI we have been keeping in the box over there.  Guess it's time to let it out.  (Say, who is responsible for that first nano-assembler anyway?)

I find rapidly self-replicating manufacturing (probably, but maybe not necessarily, MNT) leading to genocidal conventional and nuclear war on a previously impossible scale, much more likely than any use or accidental outbreak of replicators in the field.

Note that the non-nucleic replicators are already on the loose - they are commonly known as memes.

Zubon,
Your model assumes that these 'nano-assemblers' will be able to reproduce themselves using any nearby molecules and not some specific kind of molecule/substance.  It would seem obviously unwise to invent something that could eat away any matter you put near it for the sake of self-reproduction.  Why would we ever design such a thing?  Even Kurt Vonnegut's hypothetical Ice-Nine could only crystalize water and only at certain temperatures- creating something that essentially crystalizes EVERYTHING does not seem trivial, easy, or advisable to anyone.  Maybe you should be clamouring for regulation of who can use nano-scale design technology so mad-men don't do this to deliberately destroy everything.  Maybe this should be a top national-security issue.  Heck- Maybe it IS a top national security issue and you just don't know it.  Changing security opinions still seems safer and easier than initiating a self-recursively improving general AI.

The scenario you propose is, as I understand it, "Grey Goo," and I was under the impression that this was not considered a primary extinction risk (though I could be wrong there).

I find Freitas one of the best writers about the various goos. See this article for example.

Lara Foster, since you agree on the important points, that argument seems resolved.  On the materials question, please note the Freitas article cited, particularly that many nanotech plans involve using carbon.  As a currently carbon-based lifeform, those molecules are more my concern than any.

Re: It would seem obviously unwise to invent something that could eat away any matter you put near it for the sake of self-reproduction.

Like a bacterium that could digest anything?  It would be a neat trick.  What happens if it meets another creature of its own type?

Note that the behaviour of replicators is not terribly different from the way AIs tend to slurp up space/time and mass/energy and convert them into utility.

I suspect that people raised with the idea of global warming have an advantage in knowing that the human race might well one day die out, that it is not necessarily immortal.

On the other hand, perhaps not.  I remember learning about global warming.  I don't remember the specific details of what I learned, or even if it was at all accurate, but I do remember learning about it.  And I thought something along the lines of, "There's a fair chance everyone's going to die if we don't all do something about this."

And even the people I knew who believed in global warming--which, considering my social circles, consisted of pretty much everyone--seemed not to really see this.  Even the ones who learned the exact same things I did, from the exact same place (that is to say, school) just seemed to assume that everything would, by necessity, just turn out all right.

"According to this source, the FDA's longer approval process prevents 5,000 casualties per year by screening off medications found to be harmful, and causes at least 20,000-120,000 casualties per year just by delaying approval of those beneficial medications that are still developed and eventually approved."

I haven't examined the source or the methodology by which they can come up with these numbers, but it seems to me that an entire category is missing:  the number of 'casualties' per year prevented by having a regulatory process at all.  How many quacks and scam artists don't bother to bring snake oil medications to market because they know they can't possibly make it through the regulatory process?

Without the regulatory process, how does the average patient/consumer (or doctor/administrator) tell what is effective and what isn't and what sort of side effects things have, etc?  (And this is hardly just a problem of medications, either.  I need to put my money into some sort of retirement account - how do I know who is telling the truth about their products without becoming an accountant/broker/economist myself?)  It's not that technologies are good or bad - it's that people are good and/or bad.

I suppose that with the above statement I've fallen into your 'Deep Wisdom' bogeyman category, but that's another thing I don't understand about your reasoning:  you note that technology does, in fact, have both risks and benefits.  And then you assert that the proper stance towards anyone who notes such a fact is mistrust?  Should people lie about either the risks or the benefits instead?  Would that make them more worthy of trust?  Really, if the scientists/engineers aren't telling you about the risks of their technologies, then they shouldn't be calling themselves scientists.

My father used to say that if the present system had been in place a hundred years ago, automobiles would have been outlawed to protect the saddle industry.

Maybe not outright outlawed, but automobiles were used to be regulated to the point of uselessness: https://en.wikipedia.org/wiki/Red_flag_traffic_laws

It was Pournelle's reply to Paul Ehrlich and the Club of Rome, who were saying, in the 1960s and 1970s, that the Earth was running out of resources and massive famines were only years away.  It was a reply to Jeremy Rifkin's so-called fourth law of thermodynamics; it was a reply to all the people scared of nuclear power and trying to regulate it into oblivion.

Club of Rome letter talked about disasters decades away, precisely, the first decades of the twenty first century. They were dismissed as unreliable because there was a petrol crisis in the year following the letter, and when that was solved people misrepresented the content of the letter as if it was talking of a disaster only years away.

That was the fundamental meaning of A Step Farther Out unto me, the lesson I took in contrast to the Sierra Club's doom-and-gloom.  On one side was rationality and hope, the other, ignorance and despair

Given the current situation, and what science is saying on the current state of the planet, it seems to me that they got things amazingly right. 

But how many people have died because of the slow approval in the US, of drugs more quickly approved in other countries—all the drugs that didn't go wrong?  And I ask that question because it's what you can try to collect statistics about—this says nothing about all the drugs that were never developed because the approval process is too long and costly.  According to this source, the FDA's longer approval process prevents 5,000 casualties per year by screening off medications found to be harmful, and causes at least 20,000-120,000 casualties per year just by delaying approval of those beneficial medications that are still developed and eventually approved.

It's a huge mistake to generalise the cost/benefits of regulation regarding medicine to technology as a whole.

So there really is a reason to be allergic to people who go around saying, "Ah, but technology has risks as well as benefits".  There's a historical record showing over-conservativeness, the many silent deaths of regulation being outweighed by a few visible deaths of nonregulation.  If you're really playing the middle, why not say, "Ah, but technology has benefits as well as risks"?

The historical record can't possibly take into consideration the rising destructive potential of technology and the abysmal conditions of life we started in. Worst case, if you allowed an unsafe steam engine in the 1800, it could blow up, start a fire and kill an average of dozens people.

I feel the reasoning on the cost and benefits of regulation and industrialisation is still really shallow if confronted to everything else in the sequences. The risks coming from regular technology aren't even close to extinction level threat, but they are pretty real and there's a lot of damages that could be cut down without any drawback.



A Prodigy of Refutation

My Childhood Death Spiral described the core momentum carrying me into my mistake, an affective death spiral around something that Eliezer1996 called "intelligence".  I was also a technophile, pre-allergized against fearing the future.  And I'd read a lot of science fiction built around personhood ethics—in which fear of the Alien puts humanity-at-large in the position of the bad guys, mistreating aliens or sentient AIs because they "aren't human".

That's part of the ethos you acquire from science fiction—to define your in-group, your tribe, appropriately broadly.  Hence my email address, sentience@pobox.com.

So Eliezer1996 is out to build superintelligence, for the good of humanity and all sentient life.

At first, I think, the question of whether a superintelligence will/could be good/evil didn't really occur to me as a separate topic of discussion.  Just the standard intuition of, "Surely no supermind would be stupid enough to turn the galaxy into paperclips; surely, being so intelligent, it will also know what's right far better than a human being could."

Until I introduced myself and my quest to a transhumanist mailing list, and got back responses along the general lines of (from memory):

Morality is arbitrary—if you say that something is good or bad, you can't be right or wrong about that.  A superintelligence would form its own morality.

Everyone ultimately looks after their own self-interest.  A superintelligence would be no different; it would just seize all the resources.

Personally, I'm a human, so I'm in favor of humans, not Artificial Intelligences.  I don't think we should develop this technology. Instead we should develop the technology to upload humans first.

No one should develop an AI without a control system that watches it and makes sure it can't do anything bad.

Well, that's all obviously wrong, thinks Eliezer1996, and he proceeded to kick his opponents' arguments to pieces.  (I've mostly done this in other blog posts, and anything remaining is left as an exercise to the reader.)

It's not that Eliezer1996  explicitly reasoned, "The world's stupidest man says the sun is shining, therefore it is dark out."  But Eliezer1996 was a Traditional Rationalist; he had been inculcated with the metaphor of science as a fair fight between sides who take on different positions, stripped of mere violence and other such exercises of political muscle, so that, ideally, the side with the best arguments can win.

It's easier to say where someone else's argument is wrong, then to get the fact of the matter right; and Eliezer1996 was very skilled at finding flaws.  (So am I.  It's not as if you can solve the danger of that power by refusing to care about flaws.)  From Eliezer1996's perspective, it seemed to him that his chosen side was winning the fight—that he was formulating better arguments than his opponents—so why would he switch sides?

Therefore is it written:  "Because this world contains many whose grasp of rationality is abysmal, beginning students of rationality win arguments and acquire an exaggerated view of their own abilities.  But it is useless to be superior:  Life is not graded on a curve.  The best physicist in ancient Greece could not calculate the path of a falling apple.  There is no guarantee that adequacy is possible given your hardest effort; therefore spare no thought for whether others are doing worse."

You cannot rely on anyone else to argue you out of your mistakes; you cannot rely on anyone else to save you; you and only you are obligated to find the flaws in your positions; if you put that burden down, don't expect anyone else to pick it up.  And I wonder if that advice will turn out not to help most people, until they've personally blown off their own foot, saying to themselves all the while, correctly, "Clearly I'm winning this argument."

Today I try not to take any human being as my opponent.  That just leads to overconfidence.  It is Nature that I am facing off against, who does not match Her problems to your skill, who is not obliged to offer you a fair chance to win in return for a diligent effort, who does not care if you are the best who ever lived, if you are not good enough.

But return to 1996.  Eliezer1996 is going with the basic intuition of "Surely a superintelligence will know better than we could what is right," and offhandedly knocking down various arguments brought against his position.  He was skillful in that way, you see.  He even had a personal philosophy of why it was wise to look for flaws in things, and so on.

I don't mean to say it as an excuse, that no one who argued against Eliezer1996, actually presented him with the dissolution of the mystery—the full reduction of morality that analyzes all his cognitive processes debating "morality", a step-by-step walkthrough of the algorithms that make morality feel to him like a fact.  Consider it rather as an indictment, a measure of Eliezer1996's level, that he would have needed the full solution given to him, in order to present him with an argument that he could not refute.

The few philosophers present, did not extract him from his difficulties.  It's not as if a philosopher will say, "Sorry, morality is understood, it is a settled issue in cognitive science and philosophy, and your viewpoint is simply wrong."  The nature of morality is still an open question in philosophy, the debate is still going on.  A philosopher will feel obligated to present you with a list of classic arguments on all sides; most of which Eliezer1996 is quite intelligent enough to knock down, and so he concludes that philosophy is a wasteland.

I don't recall exactly when—it might have been 1997—but the younger me, let's call him Eliezer1997, set out to argue inescapably that creating superintelligence is the right thing to do.  To be continued.

"And I wonder if that advice will turn out not to help most people, until they've personally blown off their own foot, saying to themselves all the while, correctly, "Clearly I'm winning this argument.""

I fell into this pattern for quite a while. My basic conception was that, if everyone presented their ideas and argued about them, the best ideas would win. Hence, arguing was beneficial for both me and the people on transhumanist forums- we both threw out mistaken ideas and accepted correct ones. Eliezer_2006 even seemed to support my position, with Virtue #5. It never really occurred to me that the best of everyone's ideas might not be good enough.

"It is Nature that I am facing off against, who does not match Her problems to your skill, who is not obliged to offer you a fair chance to win in return for a diligent effort, who does not care if you are the best who ever lived, if you are not good enough."

Perhaps we should create an online database of open problems, if one doesn't exist already. There are several precedents (http://en.wikipedia.org/wiki/Hilbert%27s_problems). So far as I know, if one wishes to attack open problems in physics/chemistry/biology/comp. sci./FAI, the main courses of action are to attack famous problems (where you're expected to fail and don't feel bad if you do), or to read the educational literature (where the level of problems is pre-matched to the level of the material).

Seems like idea-fights between humans result in vastly more effort put into the fight than into the idea.

So, what if it becomes clear that human intelligence is not enough to implement FAI with the desirable degree of confidence, and transhuman intelligence is necessary?  After all, the universe has no special obligation to set the problem up to be humanly achievable.

If so, then instead of coming up with some elaborate weighting scheme like CEV, it'd be easier to pursue IA or have the AI suck the utility function directly out of some human -- the latter being "at least as good" as an IA Singularity.

If programmer X can never be confident that the FAI will actually work, with the threat of a Hell Outcome or Near Miss constantly looming, they might decide that the easiest way out is just to blow everything up.

How can you tell if someone is an idiot not worth refuting, or if they're a genius who's so far ahead of you to sound crazy to you? Could we think an AI had gone mad, and reboot it, when it is really genius.

I've never been on a transhumanist mailing list, but I would have said, "Being able to figure out what's right isn't the same as actually doing it.  You can't just increase the one and assume it takes care of the other.  Many people do things they know (or could figure out) are wrong."

It's the type of objection you'd have seen in the op-ed pages if you announced your project on CNN.  I guess that makes me another stupid man saying the sun is shining.  At first, I was surprised that it wasn't on the list of objections you encountered.  But I guess it makes sense that transhumanists wouldn't hold up humans as a bad example.

What if it's not too hard? you then risk extremely bad things like mature molecular nanotechnology in the hands of humans such as the US government (for example, perhaps at this rate more like, the Japanese government) simply because you didn't try.

In the case that current human intelligence we cannot prove beyond doubt the friendliness of some theory of err friendliness is actually friendly, then no harm. At minimum, it would result in a great deal preliminary work on FAI being completed.

When its obvious that you need a bit more of this 'intelligence' thing to move on, you could either switch to working on IA until a sufficient amount of intelligence enhancement is done then go back to FAI. Or you could keep on slogging on with FAI while getting the benefits of IA which far more people are working towards compared to FAI.

On this note, as a side note, I see usefulness in slowing down research in potentially dangerous technologies such as molecular nanotechnology. Perhaps then if you cannot do more work on FAI (your not smart enough) you could switch careers to work with Foresight nanotech institute (or something else, be imaginative!) to either bring the date of FAI closer, or give more 'breathing space' so as FAI can be completed sooner etc.

"Surely no supermind would be stupid enough to turn the galaxy into paperclips; surely, being so intelligent, it will also know what's right far better than a human being could."

By George!  You all need to make a hollywood blockbuster about the singularity and get all these national-security soccor moms screaming hellfire about regulating nanotechnology...  "THE END IS NEAR!"  I mean, with 'Left Behind' being so popular and all, your cause should fit right into the current milieu of paranoia in America.

I can see the preview now, children are quietly singing "My Country 'tis of Thee" in an old-fashioned classroom, a shot zooms from out the window to show suburban homes, a man taking out the trash with a dog, a woman gardening, a newscast can be overheard intermingling with the singing, "Ha Ha Mark, well, today's been a big day for science! Japanese physicist Uki Murakazi has unveiled his new, very tiny, and CUTE I might add, hydrogen-fuel creating nanobots..." Woman looks up as sky starts to darken. Silence 'What if all that ever mattered to you...' Lone voice, "Mommy?"  Screaming chaos, school busses get sucked into some pit in the earth, upclose shots of hot half-naked woman running away in a towel with a bruise crying, firemen running pel-mell, buildings collapsing, the works... "What if all of it..." Dramatic "EUNK!" sound upon a black screen... Voices fade in, "God, where are you?"  "I don't think we can stop it..."  "Mommy? Where are we?"
"Be prepared, because this September," violins making that very high pitched mournful noise, the words "The Singularity is Near" appear on the screen.

It practically writes itself... Then at the high point of the movie's popularity, you begin making press releases, interviews, etc. that declare you find such doomsdays scenarios (though not exactly as depicted) possible and of important security risk.  Could backfire and make you look insane, I suppose... But even so, there's a lot of money in Hollywood- think about the Scientologists.

In the case of you considering taking action against the entity (as in your example of deleting the AI), this is partly self-regulating: A sufficiently intelligent entity should see such an attack coming and have effective countermeasures in place (for instance, by communicating better to you so you don't conclude it has gone mad). If you attack it and succeed, that by itself places limits on how intelligent the target really was. Note that this part doesn't work if both sides are unmodified humans, because the relative differences in intelligence aren't large enough.

I think your post can be boiled down to simply, "If you always win arguments, you are collecting errors."

Or you're always choosing the right side.  Like I said, it's not that simple.

Define 'winning the argument'.  Taboo it, if you will.

In many cases, what's meant by that phrase is that the other side is convinced or is considered to have been defeated by observers.  What isn't meant is that a corrent and coherent argument was presented, much less by the 'winner'.

How does the argument that a superintelligence wouldn't be able to determine what was correct by being superintelligent coexist with the argument that certain forwarded positions have had a great deal of thought put into them and must therefore be right?

The problem is that if you ever win an argument when you are wrong, subsequent arguments with anyone who has accepted your false conclusion leads to further errors. Furthermore, to avoid this, it is not enough to always choose the right side. You must be right about everything you convince your opponent of. Even the right conclusion can be supported by false evidence. Lastly, you will probably engage in arguments that have no right side or conclusion. Such arguments should not be won or lost - rather, both sides should admit when there is insufficient evidence to support either case.

Of course, you could always choose the right side, one hundred percent of the time, every time. How likely is that compared to the likelihood of being argumentatively superior, though? Having a compelling enough argument to convince someone else of a false conclusion means having a compelling enough argument to convince yourself of the same thing.

Re: You all need to make a hollywood blockbuster about the singularity and get all these national-security soccor moms screaming hellfire about regulating nanotechnology.

If you relinquish powerful and important technologies, what happens is that someone else invents them and sends your economy up the tubes.  Probably best to let the eco-people blather on about global warming instead.  They seem quite happy doing that - and at least there they can't do much damage.

"You cannot rely on anyone else to argue you out of your mistakes; you cannot rely on anyone else to save you; you and only you are obligated to find the flaws in your positions; if you put that burden down, don't expect anyone else to pick it up."

Really?  Over the last few years I've changed my outlook and positions on lots of issues based on reading sites like this, among other material I didn't generate myself.

I guess the willingness to change based on new information must have been in place already to some extent.  Yet I feel like I was pushed quite distinctly by exposing myself to papers and books about cognitive bias and such.

Of course it's the right thing to do: How else could we ever achieve a truly Cultural lifestyle? (meaning, as in Iain M. Banks' Culture)

Ryan--your obervation is true and I agree your resolution...if you don't want to improve, you probably won't.  But seeking out related literature for application often speeds up one's rate of progress.

Ian-- Genius demonstrates some convergence...ask the AI a hard math problem, for example, and if it solves it, you know it's smart.  On the other hand, if it's smart and doesn't want you to know that, you'll have a hard time finding out anyway.  In general, if you know an agent's utility function, you can infer its intelligence based on how well it drives the world towards its target space of preferred outcomes.  The uncertainty of knowing the utility function makes this hard.  Eli posted on this in more detail very recently.

Tom--This seems useful, though you won't know what's really unsolved versus what's out there on the internet but just not found by you yet.  This sounds like a wiki to organize knowledge...further, it's not clear that you should remove problems once you solve them, since you have added some structure to help classify and locate the problem.  In general, the internet itself is already functioning as your database, but you could make a subset which prunes itself more efficiently over the problems we care about.

Michael--an AI that "sucks out one's utility function" and doesn't lead to a failure mode itself requires extrapolation of at least one human.  Hopefully, many different humans extrapolate similarly...the more this is the case, the less one needs a complicated CEV weighting system.  In the extreme case, it could be that 1 human leads to the same outcome as some CEV of all humanity.  But this seems risky:  if most but not all of humanity extrapolates to one outcome, you increase your chances of getting there by extrapolating more than one person and having them "vote" (assume they are randomly selected, and this follows by basic statistics).  There seems to be little value in designing weighting schemes now, since there is more urgent work to be done for the people smart enough to make progress on that problem.  So we seem to agree.

On the other hand, if it's smart and doesn't want you to know that, you'll have a hard time finding out anyway.

Unless it has a transparent architecture... the only way it could hide its intelligence from you then is to avoid thinking about things that would demonstrate its intelligence.



The Sheer Folly of Callow Youth

"There speaks the sheer folly of callow youth; the rashness of an ignorance so abysmal as to be possible only to one of your ephemeral race..."
        —Gharlane of Eddore

Once upon a time, years ago, I propounded a mysterious answer to a mysterious question—as I've hinted on several occasions.  The mysterious question to which I propounded a mysterious answer was not, however, consciousness—or rather, not only consciousness.  No, the more embarrassing error was that I took a mysterious view of morality.

I held off on discussing that until now, after the series on metaethics, because I wanted it to be clear that Eliezer1997 had gotten it wrong.

When we last left off, Eliezer1997, not satisfied with arguing in an intuitive sense that superintelligence would be moral, was setting out to argue inescapably that creating superintelligence was the right thing to do.

Well (said Eliezer1997) let's begin by asking the question:  Does life have, in fact, any meaning?

"I don't know," replied Eliezer1997 at once, with a certain note of self-congratulation for admitting his own ignorance on this topic where so many others seemed certain.

(Always be wary when an admission of ignorance is followed by "But".)

"But, if we suppose that life has no meaning—that the utility of all outcomes is equal to zero—that possibility cancels out of any expected utility calculation.  We can therefore always act as if life is known to be meaningful, even though we don't know what that meaning is.  How can we find out that meaning?  Considering that humans are still arguing about this, it's probably too difficult a problem for humans to solve.  So we need a superintelligence to solve the problem for us.  As for the possibility that there is no logical justification for one preference over another, then in this case it is no righter or wronger to build a superintelligence, than to do anything else.  This is a real possibility, but it falls out of any attempt to calculate expected utility—we should just ignore it.  To the extent someone says that a superintelligence would wipe out humanity, they are either arguing that wiping out humanity is in fact the right thing to do (even though we see no reason why this should be the case) or they are arguing that there is no right thing to do (in which case their argument that we should not build intelligence defeats itself)."

Ergh.  That was a really difficult paragraph to write.  My past self is always my own most concentrated Kryptonite, because my past self is exactly precisely all those things that the modern me has installed allergies to block.  Truly is it said that parents do all the things they tell their children not to do, which is how they know not to do them; it applies between past and future selves as well.

How flawed is Eliezer1997's argument?  I couldn't even count the ways.  I know memory is fallible, reconstructed each time we recall, and so I don't trust my assembly of these old pieces using my modern mind.  Don't ask me to read my old writings; that's too much pain.

But it seems clear that I was thinking of utility as a sort of stuff, an inherent property.  So that "life is meaningless" corresponded to utility=0.  But of course the argument works equally well with utility=100, so that if everything is meaningful but it is all equally meaningful, that should fall out too... Certainly I wasn't then thinking of a utility function as an affine structure in preferences.  I was thinking of "utility" as an absolute level of inherent value.

I was thinking of should as a kind of purely abstract essence of compellingness, that-which-makes-you-do-something; so that clearly any mind that derived a should, would be bound by it.  Hence the assumption, which Eliezer1997 did not even think to explicitly note, that a logic that compels an arbitrary mind to do something, is exactly the same as that which human beings mean and refer to when they utter the word "right"...

But now I'm trying to count the ways, and if you've been following along, you should be able to handle that yourself.

An important aspect of this whole failure was that, because I'd proved that the case "life is meaningless" wasn't worth considering, I didn't think it was necessary to rigorously define "intelligence" or "meaning".  I'd previously come up with a clever reason for not trying to go all formal and rigorous when trying to define "intelligence" (or "morality")—namely all the bait-and-switches that past AIfolk, philosophers, and moralists, had pulled with definitions that missed the point.

I draw the following lesson:  No matter how clever the justification for relaxing your standards, or evading some requirement of rigor, it will blow your foot off just the same.

And another lesson:  I was skilled in refutation.  If I'd applied the same level of rejection-based-on-any-flaw to my own position, as I used to defeat arguments brought against me, then I would have zeroed in on the logical gap and rejected the position—if I'd wanted to.  If I'd had the same level of prejudice against it, as I'd had against other positions in the debate.

But this was before I'd heard of Kahneman, before I'd heard the term "motivated skepticism", before I'd integrated the concept of an exactly correct state of uncertainty that summarizes all the evidence, and before I knew the deadliness of asking "Am I allowed to believe?" for liked positions and "Am I forced to believe?" for disliked positions.  I was a mere Traditional Rationalist who thought of the scientific process as a referee between people who took up positions and argued them, may the best side win.

My ultimate flaw was not a liking for "intelligence", nor any amount of technophilia and science fiction exalting the siblinghood of sentience.  It surely wasn't my ability to spot flaws.  None of these things could have led me astray, if I had held myself to a higher standard of rigor throughout, and adopted no position otherwise.  Or even if I'd just scrutinized my preferred vague position, with the same demand-of-rigor I applied to counterarguments.

But I wasn't much interested in trying to refute my belief that life had meaning, since my reasoning would always be dominated by cases where life did have meaning.

And with the Singularity at stake, I thought I just had to proceed at all speed using the best concepts I could wield at the time, not pause and shut down everything while I looked for a perfect definition that so many others had screwed up...

No, you don't use the best concepts you can use at the time.

It's Nature that judges you, and Nature does not accept even the most righteous excuses.  If you don't meet the standard, you fail.  It's that simple.  There is no clever argument for why you have to make do with what you have, because Nature won't listen to that argument, won't forgive you because there were so many excellent justifications for speed.

We all know what happened to Donald Rumsfeld, when he went to war with the army he had, instead of the army he needed.

Maybe Eliezer1997 couldn't have conjured the correct model out of thin air.  (Though who knows what would have happened, if he'd really tried...)  And it wouldn't have been prudent for him to stop thinking entirely, until rigor suddenly popped out of nowhere.

But neither was it correct for Eliezer1997 to put his weight down on his "best guess", in the absence of precision.  You can use vague concepts in your own interim thought processes, as you search for a better answer, unsatisfied with your current vague hints, and unwilling to put your weight down on them.  You don't build a superintelligence based on an interim understanding.  No, not even the "best" vague understanding you have.  That was my mistake—thinking that saying "best guess" excused anything.  There was only the standard I had failed to meet.

Of course Eliezer1997 didn't want to slow down on the way to the Singularity, with so many lives at stake, and the very survival of Earth-originating intelligent life, if we got to the era of nanoweapons before the era of superintelligence—

Nature doesn't care about such righteous reasons.  There's just the astronomically high standard needed for success.  Either you match it, or you fail.  That's all.

The apocalypse does not need to be fair to you.
The apocalypse does not need to offer you a chance of success
In exchange for what you've already brought to the table.
The apocalypse's difficulty is not matched to your skills.
The apocalypse's price is not matched to your resources.
If the apocalypse asks you for something unreasonable
And you try to bargain it down a little
(Because everyone has to compromise now and then)
The apocalypse will not try to negotiate back up.

How did Eliezer1997 deal with the obvious argument that you couldn't possibly derive an "ought" from pure logic, because "ought" statements could only be derived from other "ought" statements?

Well (observed Eliezer1997), this problem has the same structure as the argument that a cause only proceeds from another cause, or that a real thing can only come of another real thing, whereby you can prove that nothing exists.

Thus (he said) there are three "hard problems":  The hard problem of conscious experience, in which we see that qualia cannot arise from computable processes; the hard problem of existence, in which we ask how any existence enters apparently from nothingness; and the hard problem of morality, which is to get to an "ought".

These problems are probably linked.  For example, the qualia of pleasure are one of the best candidates for something intrinsically desirable.  We might not be able to understand the hard problem of morality, therefore, without unraveling the hard problem of consciousness.  It's evident that these problems are too hard for humans—otherwise someone would have solved them over the last 2500 years since philosophy was invented.

It's not as if they could have complicated solutions—they're too simple for that.  The problem must just be outside human concept-space.  Since we can see that consciousness can't arise on any computable process, it must involve new physics—physics that our brain uses, but can't understand.  That's why we need superintelligence in order to solve this problem.  Probably it has to do with quantum mechanics, maybe with a dose of tiny closed timelike curves from out of General Relativity; temporal paradoxes might have some of the same irreducibility properties that consciousness seems to demand...

Et cetera, ad nauseam.  You may begin to perceive, in the arc of my Overcoming Bias posts, the letter I wish I could have written to myself.

Of this I learn the lesson:  You cannot manipulate confusion.  You cannot make clever plans to work around the holes in your understanding.  You can't even make "best guesses" about things which fundamentally confuse you, and relate them to other confusing things.  Well, you can, but you won't get it right, until your confusion dissolves.  Confusion exists in the mind, not in the reality, and trying to treat it like something you can pick up and move around, will only result in unintentional comedy.

Similarly, you cannot come up with clever reasons why the gaps in your model don't matter.  You cannot draw a border around the mystery, put on neat handles that let you use the Mysterious Thing without really understanding it—like my attempt to make the possibility that life is meaningless cancel out of an expected utility formula.  You can't pick up the gap and manipulate it.

If the blank spot on your map conceals a land mine, then putting your weight down on that spot will be fatal, no matter how good your excuse for not knowing.  Any black box could contain a trap, and there's no way to know except opening up the black box and looking inside.  If you come up with some righteous justification for why you need to rush on ahead with the best understanding you have—the trap goes off.

It's only when you know the rules,
That you realize why you needed to learn;
What would have happened otherwise,
How much you needed to know.

Only knowledge can foretell the cost of ignorance.  The ancient alchemists had no logical way of knowing the exact reasons why it was hard for them to turn lead into gold.  So they poisoned themselves and died.  Nature doesn't care.

But there did come a time when realization began to dawn on me.  To be continued.

"you cannot come up with clever reasons why the gaps in your model don't matter." Sure, sometimes you can't, but sometimes you can; sometimes there are things which seem relevant but which are genuinely irrelevant, and you can proceed without understanding them. I don't think it's always obvious which is which, but of course, it's a good idea to worry about falsely putting a non-ignorable concept into the "ignorable" box.

Now it's getting interesting. I finally understand what you were trying to say by your morality posts, which, I admit, I was unable to digest (I prefer to know where I'm going when I cross inferential distances). Please be sure you do a good post or two on your "Bayesian enlightenment". I still vividly remember how profound was the impact of my own "Evolutionary enlightenment" on my earlier self.

"Please be sure you do a good post or two on your 'Bayesian enlightenment'. I still vividly remember how profound was the impact of my own 'Evolutionary enlightenment' on my earlier self."

Mine was a "compatibilist enlightenment," when I stopped believing in the silly version of free will. Thanks, Wikipedia!

Eliezer, I think you have dissolved one of the most persistent and venerable mysteries: "How is it that even the smartest people can make such stupid mistakes".

"A theory which is not refutable by any conceivable event is non-scientific. Irrefutability is not a virtue of a theory (as people often think) but a vice." - Karl Popper, Conjectures and Refutations

Popper is traditional rationalism, no? I don't see young Eliezer applying it.

And with the Singularity at stake, I thought I just had to proceed at all speed using the best concepts I could wield at the time, not pause and shut down everything while I looked for a perfect definition that so many others had screwed up...

In 1997, did you think there was a reasonable chance of the singularity occurring within 10 years?  From my vague recollection of a talk you gave in New York circa 2000, I got the impression that you thought this really could happen.  In which case, I can understand you not wanting to spend the next 10 years trying to accurately define the meaning of "right" etc. and likely failing.

Michael Shermer wrote about that in "Why People Believe Weird Things: Pseudoscience, Superstition, and Other Confusions of Our Time". In the question of smart people believing weird things, he essentially describes the same process as that Eliezer experienced: once smart people decide to believe a weird thing for whatever reason, it's much harder to to convince them that their beliefs are flawed because they are that much better at poking holes in counterarguments.

Avast!  But 'ought' ain't needin' to be comin' from another 'ought', if it be arrived at empirically. Yar.

That's not quite it -- if they were rational, and the counterarguments were valid, they would notice the contradiction and conclude that their position was incorrect.

The problem with smart people isn't that they're better at demolishing counterarguments, because valid counterarguments can't be demolished.  The problem with smart people is that they're better at rationalization:  convincing themselves that irrational positions are rational, invalid arguments are valid, and valid invalid.

A mind capable of intricate, complex thought is capable of intricate, complex self-delusion.  Increasing the intricacy and complexity doesn't lead to revelation, it just makes the potential for self-delusion increase.

It's not intelligence that compensates for the weaknesses in intelligence.  People who think that cleverness is everything do not cultivate perception and doubt.  There's a reason foxes are used as a symbol of error in Zen teachings, after all.

Eliezer, you have previously said that rationality is about "winning" and that you must reason inside of the system you have, ie our human brains. Is there a core thought or concept that you would recommend when approaching problems such as how to define your own goals? That is to say how do you improve goal systems without some goal that is either precedent or is the goal in question? I suppose that really there are no exterior judges of the performance of your goals, only your own interior performance metrics which are made by the very same goals you are trying to optimize. That doesn't seem to dissolve my confusion, just deepen it.

We all know what happened to Donald Rumsfeld, when he went to war with the army he had, instead of the army he needed.

Sorry Eliezer, but when it comes to politics you are often wrong. AFAIK Donald Rumsfeld is doing fine and made a lot of money with the war, as did many others in power. Using your words: he is smiling from the top of a giant heap of utility. Do you really think he cares about the army or Iraq?

"You cannot draw a border around the mystery, put on neat handles that let you use the Mysterious Thing without really understanding it - like my attempt to make the possibility that life is meaningless cancel out of an expected utility formula.  You can't pick up the gap and manipulate it."

Bullshit.  You've been doing exactly that for the last 10 years.

The 'Eliezer 1996 algorithm' safely recursively self-improved to the 'Eliezer 2008 algorithm', even though the scientific concepts represented in the original Eliezer algorithm were only vague, general and qualitative.

Furthermore, to communicate any scientific result (ie via speech, text etc)implies that that result has a qualitative high-level (ontological) representation that fully expresses all the required knowledge just fine.

Humans were reasoning before Bayes.  Which proves that Bayes is incomplete.

If anyone can give me the cliff's notes to this, I'd be appreciative. I am a big LW fan but aside from the obsession with the Singularity, I more or less stand at Eliezer1997's mode of thinking. Furthermore, making clever plans to work around the holes in your thinking seems like the wholly rational thing to do - in fact, this entire post seems like a direct counterargument to The Proper Use of Doubt: http://lesswrong.com/lw/ib/the_proper_use_of_doubt/

I think (and I'm not doing a short version of Eliezer's essay because I can't do it justice) that part of what's going on is that people have to make decisions based on seriously incomplete information all the time, and do. People build and modify governments, get married, and build bridges, all without a deep understanding of people or matter-- and they need to make those decisions. There's enough background knowledge and a sufficiently forgiving environment that there's an adequate chance of success, and some limitation to the size of disasters.

What Eliezer missed in 1997 was that AI was a special case which could only be identified by applying much less optimism than is appropriate for ordinary life.

Working around the holes in your thinking is all well and good until you see a problem where getting the correct answer is important. At some point, you have to determine the impact of the holes on your predictions, and that can't be done if you work around them.

"The Proper Use of Doubt" doesn't suggest working around the holes in your thinking.  It suggests filling them in.

Really liked this one. One thing that bugs me is the recurring theme of "you can't do anything short of the unreasonably high standard of Nature". This goes against the post of "where recursive reasoning hits bottom" and against how most of good science and practically all of good engineering actually gets done. I trust that later posts talk about this in some way, and the point I touch on is somewhat covered in the rest of the collections, but it can stand to be pointed out more clearly here.

It's true that Nature doesn't care about your excuses. No matter your justification for cutting corners, either you did it right or not. Win or lose. But it's not as if your reasoning for leaving some black boxes unopened doesn't matter. In practice, with limited time, limited information, and limited reasoning power, you have to choose your battles to get anything done. You may be taken by surprise by traps you ignored, and they will not care to hear your explanations on research optimization, and that's why you have to make an honest and thorough risk assessment to minimize the actual chance of this happening, while still getting somewhere. As in, you know, do your actual best, not some obligatory "best". It may very well still not suffice, but it is your actual best.



That Tiny Note of Discord

When we last left Eliezer1997, he believed that any superintelligence would automatically do what was "right", and indeed would understand that better than we could; even though, he modestly confessed, he did not understand the ultimate nature of morality.  Or rather, after some debate had passed, Eliezer1997 had evolved an elaborate argument, which he fondly claimed to be "formal", that we could always condition upon the belief that life has meaning; and so cases where superintelligences did not feel compelled to do anything in particular, would fall out of consideration.  (The flaw being the unconsidered and unjustified equation of "universally compelling argument" with "right".)

So far, the young Eliezer is well on the way toward joining the "smart people who are stupid because they're skilled at defending beliefs they arrived at for unskilled reasons".  All his dedication to "rationality" has not saved him from this mistake, and you might be tempted to conclude that it is useless to strive for rationality.

But while many people dig holes for themselves, not everyone succeeds in clawing their way back out.

And from this I learn my lesson:  That it all began—

—with a small, small question; a single discordant note; one tiny lonely thought...

As our story starts, we advance three years to Eliezer2000, who in most respects resembles his self of 1997.  He currently thinks he's proven that building a superintelligence is the right thing to do if there is any right thing at all.  From which it follows that there is no justifiable conflict of interest over the Singularity, among the peoples and persons of Earth.

This is an important conclusion for Eliezer2000, because he finds the notion of fighting over the Singularity to be unbearably stupid.  (Sort of like the notion of God intervening in fights between tribes of bickering barbarians, only in reverse.)  Eliezer2000's self-concept does not permit him—he doesn't even want—to shrug and say, "Well, my side got here first, so we're going to seize the banana before anyone else gets it."  It's a thought too painful to think.

Maybe some people would prefer an AI do particular things, such as not kill them, even if life is meaningless?

His immediately following thought is the obvious one, given his premises:

In the event that life is meaningless, nothing is the "right" thing to do; therefore it wouldn't be particularly right to respect people's preferences in this event.

This is the obvious dodge.  The thing is, though, Eliezer2000 doesn't think of himself as a villain.  He doesn't go around saying, "What bullets shall I dodge today?"  He thinks of himself as a dutiful rationalist who tenaciously follows lines of inquiry.  Later, he's going to look back and see a whole lot of inquiries that his mind somehow managed to not follow—but that's not his current self-concept. 

So Eliezer2000 doesn't just grab the obvious out.  He keeps thinking.

But if people believe they have preferences in the event that life is meaningless, then they have a motive to dispute my Singularity project and go with a project that respects their wish in the event life is meaningless.  This creates a present conflict of interest over the Singularity, and prevents right things from getting done in the mainline event that life is meaningful.

Now, there's a lot of excuses Eliezer2000 could have potentially used to toss this problem out the window.  I know, because I've heard plenty of excuses for dismissing Friendly AI.  "The problem is too hard to solve" is one I get from AGI wannabes who imagine themselves smart enough to create true Artificial Intelligence, but not smart enough to solve a really difficult problem like Friendly AI.  Or "worrying about this possibility would be a poor use of resources, what with the incredible urgency of creating AI before humanity wipes itself out—you've got to go with what you have", this being uttered by people who just basically aren't interested in the problem.

But Eliezer2000 is a perfectionist.  He's not perfect, obviously, and he doesn't attach as much importance as I do to the virtue of precision, but he is most certainly a perfectionist. The idea of metaethics that Eliezer2000  espouses, in which superintelligences know what's right better than we do, previously seemed to wrap up all the problems of justice and morality in an airtight wrapper.

The new objection seems to poke a minor hole in the airtight wrapper.  This is worth patching.  If you have something that's perfect, are you really going to let one little possibility compromise it?

So Eliezer2000 doesn't even want to drop the issue; he wants to patch the problem and restore perfection.  How can he justify spending the time?  By thinking thoughts like:

What about Brian Atkins?  [Brian Atkins being the startup funder of the Singularity Institute.]  He would probably prefer not to die, even if life were meaningless.  He's paying for the Singularity Institute right now; I don't want to taint the ethics of our cooperation.

Eliezer2000's sentiment doesn't translate very well—English doesn't have a simple description for it, or any other culture I know.  Maybe the passage in the Old Testament, "Thou shalt not boil a young goat in its mother's milk".  Someone who helps you out of altruism shouldn't regret helping you; you owe them, not so much fealty, but rather, that they're actually doing what they think they're doing by helping you.

Well, but how would Brian Atkins find out, if I don't tell him?  Eliezer2000 doesn't even think this except in quotation marks, as the obvious thought that a villain would think in the same situation.  And Eliezer2000 has a standard counter-thought ready too, a ward against temptations to dishonesty—an argument that justifies honesty in terms of expected utility, not just a personal love of personal virtue:

Human beings aren't perfect deceivers; it's likely that I'll be found out.  Or what if genuine lie detectors are invented before the Singularity, sometime over the next thirty years?  I wouldn't be able to pass a lie detector test.

Eliezer2000 lives by the rule that you should always be ready to have your thoughts broadcast to the whole world at any time, without embarrassment.  Otherwise, clearly, you've fallen from grace: either you're thinking something you shouldn't be thinking, or you're embarrassed by something that shouldn't embarrass you.

(These days, I don't espouse quite such an extreme viewpoint, mostly for reasons of Fun Theory.  I see a role for continued social competition between intelligent life-forms, as least as far as my near-term vision stretches.  I admit, these days, that it might be all right for human beings to have a self; as John McCarthy put it, "If everyone were to live for others all the time, life would be like a procession of ants following each other around in a circle."  If you're going to have a self, you may as well have secrets, and maybe even conspiracies.  But I do still try to abide by the principle of being able to pass a future lie detector test, with anyone else who's also willing to go under the lie detector, if the topic is a professional one.  Fun Theory needs a commonsense exception for global catastrophic risk management.)

Even taking honesty for granted, there are other excuses Eliezer2000 could use to flush the question down the toilet.  "The world doesn't have the time" or "It's unsolvable" would still work.  But Eliezer 2000 doesn't know that this problem, the "backup" morality problem, is going to be particularly difficult or time-consuming.  He's just now thought of the whole issue.

And so Eliezer2000 begins to really consider the question:  Supposing that "life is meaningless" (that superintelligences don't produce their own motivations from pure logic), then how would you go about specifying a fallback morality?  Synthesizing it, inscribing it into the AI?

There's a lot that Eliezer2000 doesn't know, at this point.  But he has been thinking about self-improving AI for three years, and he's been a Traditional Rationalist for longer than that.  There are techniques of rationality that he has practiced, methodological safeguards he's already devised.  He already knows better than to think that all an AI needs is the One Great Moral Principle.  Eliezer2000 already knows that it is wiser to think technologically than politically.  He already knows the saying that AI programmers are supposed to think in code, to use concepts that can be inscribed in a computer.  Eliezer2000 already has a concept that there is something called "technical thinking" and it is good, though he hasn't yet formulated a Bayesian view of it. And he's long since noticed that  suggestively named LISP tokens don't really mean anything, etcetera.  These injunctions prevent him from falling into some of the initial traps, the ones that I've seen consume other novices on their own first steps into the Friendly AI problem... though technically this was my second step; I well and truly failed on my first.

But in the end, what it comes down to is this:  For the first time, Eliezer2000 is trying to think technically about inscribing a morality into an AI, without the escape-hatch of the mysterious essence of rightness.

That's the only thing that matters, in the end.  His previous philosophizing wasn't enough to force his brain to confront the details.  This new standard is strict enough to require actual work.  Morality slowly starts being less mysterious to him—Eliezer2000 is starting to think inside the black box.

His reasons for pursuing this course of action—those don't matter at all.

Oh, there's a lesson in his being a perfectionist.  There's a lesson in the part about how Eliezer2000 initially thought this was a tiny flaw, and could have dismissed it out-of-mind if that had been his impulse.

But in the end, the chain of cause and effect goes like this:  Eliezer2000 investigated in more detail, therefore he got better with practice.  Actions screen off justifications.  If your arguments happen to justify not working things out in detail, like Eliezer1996, then you won't get good at thinking about the problem.  If your arguments call for you to work things out in detail, then you have an opportunity to start accumulating expertise.

That was the only choice that mattered, in the end—not the reasons for doing anything.

I say all this, as you may well guess, because of the AI wannabes I sometimes run into, who have their own clever reasons for not thinking about the Friendly AI problem.  Our clever reasons for doing what we do, tend to matter a lot less to Nature than they do to ourselves and our friends.  If your actions don't look good when they're stripped of all their justifications and presented as mere brute facts... then maybe you should re-examine them.

A diligent effort won't always save a person.  There is such a thing as lack of ability.  Even so, if you don't try, or don't try hard enough, you don't get a chance to sit down at the high-stakes table—never mind the ability ante.  That's cause and effect for you.

Also, perfectionism really matters.  The end of the world doesn't always come with trumpets and thunder and the highest priority in your inbox.  Sometimes the shattering truth first presents itself to you as a small, small question; a single discordant note; one tiny lonely thought, that you could dismiss with one easy effortless touch...

...and so, over succeeding years, understanding begins to dawn on that past Eliezer, slowly.  That sun rose slower than it could have risen.  To be continued.

I'm pretty confident that I have some very stupid beliefs. The problem is that I don't know what they are.

It seems that Eliezer1997 thought that there is exactly ONE "meaning of life", valid for all intelligent beings at all times and without any conflicts of interest.

It does not seem a very intuitive belief (except for very religious types and Eliezer1997 was not one of those), so what was its justification?

Must have been pretty distressing when that inherent universal rightness started looking less and less...inherent. To the point that it wasn't there at all. Kind of like standing on solid ground that slowly reveals itself to be the edge of a precipice.

My inner Hanson asks whether you can vividly remember that youthful sense of being absolutely, ineluctably right and correct in your assertions about things like this. It sounds as though maybe you can't - particularly when you talk about yourself in the third person.

Maybe you should embrace the fact that the maker of all these mistakes was in fact you, and not some strange entity distant in time and intellect. The consequence of not doing so would seem to be overconfidence in the positions that now seem so obviously correct.

Maybe you should embrace the fact that the maker of all these mistakes was in fact you, and not some strange entity distant in time and intellect. The consequence of not doing so would seem to be overconfidence in the positions that now seem so obviously correct.

It seems to me that there's a difference here between looking back on opinions which you now disagree with, and looking back on methodologies which you now see as unreliable.  Yes, I was as confident in the past about my religiosity as I am now about my rationality, and yes I look back on that time as though it were a completely different person (which, though there is a continuous progression from that person to the one I am now, is very true in a sense).  But that's because I can see how prior methodologies led me to wrong conclusions, not just that I disagree with conclusions I once agreed with.  The phrase occurs to me: "The wheel of science turns, but it doesn't turn backward."  This seems to be a similar situation.  (I wish I had slept better last night so my brain wasn't so foggy and I could elucidate better, but hopefully the concept comes through.)

I second Valter and Ben.  It's hard for me to grasp that you actually believed there was any meaning to life at all, let alone with high confidence.  Any ideas on where that came from?  The thought, "But what if life is meaningless?" hardly seems like a "Tiny Note of Discord," but like a huge epiphany in my book.  I was not raised with any religion (well, some atheist-communism, but still), and so never thought there was any meaning to life to begin with.  I don't think this ever bothered me 'til I was 13 and recognized the concept of determinism, but that's another issue.  Still- why would someone who believed that we're all just information-copying-optimization matter think there was any meaning to begin with?

Actually, I CANNOT grasp what life being 'meaningful' well... means.  Meaningful to what?  To the universe?  That only makes sense if you believe there is some objective judge of what state of the universe is best.  And then, why should we care?  Cuz we should?  HUH?   Meaningful to us?  Well yes- we want things...Did you think that there was one thing all people wanted?  Why would you think that necessary to evolution?  What on earth did you think 'meaning' could be?

"Eliezer2000 lives by the rule that you should always be ready to have your thoughts broadcast to the whole world at any time, without embarrassment."

I can understand most of the paths you followed during your youth, but I don't really get this. Even if it's a good idea for Eliezer_2000 to broadcast everything, wouldn't it be stupid for Eliezer_1200, who just discovered scientific materialism, to broadcast everything?

"If everyone were to live for others all the time, life would be like a procession of ants following each other around in a circle."

For a more mathematical version of this, see http://www.acceleratingfuture.com/tom/?p=99.

"It does not seem a very intuitive belief (except for very religious types and Eliezer1997 was not one of those), so what was its justification?"

"Even so, if you don't try, or don't try hard enough, you don't get a chance to sit down at the high-stakes table - never mind the ability ante."

Are you referring to external exclusion of people who don't try, or self-exclusion?

"I can understand most of the paths you followed during your youth, but I don't really get this. Even if it's a good idea for Eliezer_2000 to broadcast everything, wouldn't it be stupid for Eliezer_1200, who just discovered scientific materialism, to broadcast everything?"

Usually when you broadcast your ignorance you get advice from people who know more. Being silent about your lack of knowledge helps you appear more knowledged for that moment, but slows down learning a lot, so in long run it is not a good idea.

Lara: I believe that Eliezer1997 did conceive of the possibility that life has no meaning (apparently equated with a constant utility function for everyone?); my question was more along the lines of "why did he think there is only ONE meaning?"

After all, even classical candidates for "meaning of life" really imply different goals - e.g., "happiness" (or power or survival, etc.) could be MY happiness or YOUR happiness or the happiness of my future self, etc. and these "meanings" may well be mutually incompatible goals.

I took "meaning" in the sense that Lara Foster and Valter are discussing to be an example of the mind projection fallacy.  As Lara says, "meaningful to x" is coherent, but just "meaningful" is like "taller" without "taller than x."

See also St. Anselm's ontological argument, which assumes that "to be conceived of" is a property of the thing being conceived.

Valter:  Mind projection fallacy.  It seemed like right actions had an inherent indescribable rightness about them, and that this was just a fact like any other fact.  Eliezer_1999 didn't think a human could unravel that mystery and so he didn't try - that is, he felt the same way about the ineffable rightness of right, as many philosophers talk about qualia and the indescribable redness of red.  Those philosophers talking mysteriously helped legitimize the mistake for him, unfortunately.  But see also the previous posts in this thread.

The truth is only one, but there can be a thousand mistakes, and so different people's mistakes need not seem compelling to each other.

Tom, the rule is not that broadcasting your thoughts shouldn't offend anyone, but that it should give no justifiable complaint against you.

I'm not sure I did have such a youthful sense.  I think I was adopting an attitude of sober scientific modesty to myself, and then nonetheless I would quietly talk of "proven beyond a reasonable doubt", and go on and make a mistake.  I have seen the same behavior many times in others, who don't may not shout like classic teenagers, but this only amounts to their not admitting to themselves that they have in effect staked their life on a single possibility - so that they cannot even see their own degree of confidence.  So the lesson I learn is not to congratulate myself on humility unless I really do have doubts and not just dutiful doubts, and I am preparing for those doubts and have fallback plans for them... this is covered under "The Proper Use of Doubt" and "The Proper Use of Humility", because how not to fake doubt and humility to yourself is a long discussion.

But don't think that any Eliezer was ever a classic teenager.  He knew what a teenager was from the beginning, and avoided it.  But to avoid the usual mistakes takes only a warning plus a relatively small amount of ability.  This just leads to more original and creative mistakes that you weren't warned against, unless you hit a very high standard of precision indeed.

Of course you are correct that memory can't be trusted; this is demonstrated in many experiments.  Memory fades, and then is recreated anew with each recollection.  It seems that since I don't trust my memory, I don't remember a lot of the things that other people claim to remember.  But if the memories that I can recall seem like foreign things now, that does seem to justify some degree of speaking in the third person - though my past memories to this self are a strange mix of total familiarity and alienness.

To move forward, you have to strike a balance between dismissing your past self out of hand - "Oh, teenagers will be teenagers, but I'm an adult now," said by someone who still falls prey to a different sort of peer pressure - versus identifying with your past self to a degree that averts Tsuyoku Naritai; to the point where it becomes a mere confession of sins, and not your determination to become a different person who sins less.  You want to be able to declare yourself a different and improved person, but only after meeting some standard that forces you to put in genuine work on improvement.

One of the lessons here is that doing difficult things is largely about holding yourself to a high enough standard to force yourself to do real work on them; this is usually much higher than what we would instinctively take to ourselves as proof of having made an effort, since almost any effort will do for that.

It sounds to me like this is leading towards collective extrapolated volition, and that you are presenting it as "patching" your previous set of beliefs so as to avoid catastrophic results in case life is meaningless.

It's not a patch.  It's throwing out the possibility that life is not meaningless.  Or, at least, it now opens up a big security hole for a set of new paths to catastrophe.

Approach 1: Try to understand morality.  Try to design a system to be moral, or design a space for that system in which the gradient of evolution is similar to the gradient for morality.

If there is some objective aspect to morality - perhaps not a specific morality, but let us say there are meta-ethics, rules that let us evaluate moral systems - then approach 1 can optimize above and beyond human morality.

Approach 2 can optimize accomplishment of our top-level goals, but can't further-optimize the top-level goals.  It freezes-in any existing moral flaws at that level forever (such flaws do exist if there is an objective aspect to morality).  Depending on the nature of the search space, it may inevitably lead to moral collapse  (if we are at some point in moral space that has been chosen by adaptive processes that keep that point near some "ideal" manifold, and trajectories followed through moral space via CEV diverge from that manifold).

If Approach 2 fails to achieve the aims of Approach 1, then humanity generally wouldn't want to pursue Approach 1 regardless. Are you asserting that your audience would tend to diverge from the rest of humanity if extrapolated, in the direction of Approach 1?

As far as I can tell, Phil Goetz is still pursuing a mysterious essence of rightness - something that could be right, when the whole human species has the wrong rule of meta-morals.

What I think is a far more likely scenario than missing out on the mysterious essence of rightness by indulging the collective human id, is that what 'humans' want as a complied whole is not what we'll want as individuals.  Phil might be aesthetically pleased by a coherent metamorality, and distressed if the CEV determines what most people want is puppies, sex, and crack.  Remember that the percentage of the population that actually engages in debates over moral philosophy is diminishingly small, and  everyone else just acts, frequently incoherently.

To move forward, you have to strike a balance between dismissing your past self out of hand [...] versus identifying with your past self to a degree that averts Tsuyoku Naritai

I think that if there's anything one should strive to remember from youth, it's just how easy it is to accept assumption as fact. How sure was I that God was in the sky looking down at me? As sure as it's possible to be. And I try to remember that yes, it was me who believed that. Keeps me honest about the likelihood of my current beliefs.

If Eliezer had not abandoned the metaethics he adopted in 1997 or so by the course described in this blog entry, he might have abandoned it later in the design of the seed AI when it became clear to him that the designer of the seed must choose the criterion the AI will use to recognize objective morality when it finds it.  In other words, there is no way to program a search for objective morality or for any other search target without the programmer specifying or defining what constitutes a successful conclusion of the search.

The reason a human seems to be able to search for things without being able to define clearly at the start of the search what he or she is searching for is that humans have preferences and criteria that no one can articulate fully.  Well, the reader might be thinking, why not design the AI so that it, too, has criteria that no one can articulate?  My answer has 2 parts: one part explains that CEV is not such an unarticulatable design; the other part asserts that any truly unarticulatable design would be irresponsible.

Although it is true that no one currently in existence can articulate the volition of the humans, it is possible for some of us to specify or define with enough precision and formality what the volition of the humans is and how the AI should extrapolate it.  In turn, a superintelligent AI in possession of such a definition can articulate the volition of the humans.

The point is that although it is a technically and scientifically challenging problem, it is not outside the realm of current human capability to define what is meant by the phrase "coherent extrapolated volition" in sufficient precision, reliability and formality to bet the outcome of the intelligence explosion on it.

Like I said, humans have systems of value and systems of goals that no one can articulate.  The only thing that keeps it from being completely unethical to rely on humans for any important purpose is that we have no alternative means of achieving the important purpose.  In contrast, it is possible to design a seed AI whose goal system is "articulatable", which means that some human or some team or community of humans can understand it utterly, the way that some humans can currently understand relativity theory utterly.  An agent with an articulatable goal system is vastly preferrable to the alternative because it is vastly desirable for the designer of the agent to do his or her best in choosing the optimization target of the agent, and choosing an unarticulatable goal system is simply throwing away that ability to choose -- leaving the choice up to "chance".

To switch briefly to a personal note, when I found Eliezer's writings in 2001 his home page still linked to his explanation of the metaethics he adopted in 1997 or so, which happened to coincide with my metaethics at the time (which coincidence made me say to myself, "What a wonderful young man!" ).  I can for example recall using the argument Eliezer give below in a discussion of ethics with my roommate in 1994:

Anyway, I have presented the argument against the metaethics to which Eliezer and I used to subscribe that I find the most persuasive.

If you understand this, then I am wholly at a loss to understand why you think an AI should have "universal" goals or a goal system zero or whatever it is you're calling it.

I think that Hollerith thinks that Omohundro's "Basic AI Drives" are G.E Moore's "good"

I have made this point twice now, and you've failed to comprehend it either time, and you're smart enough to comprehend it, so I conclude that you are overconfident.  :)

The human species does not consciously have any rule of meta-morals.  Neither do they consciously follow rules to evolve in a certain direction.  Evolution happens because the system dynamics cause them to happen.  There is a certain subspace of possible (say) genomes that is, by some objective measures, "good".

Likewise, human morality may have evolved in ways that are "good", without humans knowing how that happened.  I'm not going to try to figure out here what "good" might mean; but I believe the analogy I'm about to make is strong enough that you should admit this as a possibility.  And if you don't, you must admit (which you haven't) my accusation that CEV is abandoning the possibility that there is such a thing as "good".

(And if you don't admit any possibility that there is such a thing as goodness, you should close up shop, go home, and let the paperclipping AIs take over.)

If we seize control over our physical and moral evolution, we'd damn well better understand what we're replacing.  CEV means replacing evolution with a system whereby people vote on what feature they'd like to evolve next.

I know you can understand this next part, so I'm hoping to hear some evidence of comprehension from you, or some point on which you disagree:

Since there OBVIOUSLY IS such a manifold for "fitness", I think the onus is on you to justify your belief that there is no such manifold for "morality".  We don't even need to argue about terms.  The fact that you put forth CEV, and that you worry about the ethics of AIs, proves that you do believe "morality" is a valid concept.  We don't need to understand that concept; we need only to know that it exists, and is a by-product of evolution.  "Morality" as developed further under CEV is something different than "morality" as we know it, by which I mean, precisely, that it would depart from the manifold.  Whatever the word means, what CEV would lead to would be something different.

CEV makes an unjustified, arbitrary distinction between levels.  It considers the "preferences" (which I, being a materialist, interpret as "statistical tendencies" of organisms, or of populations; but not of the dynamic system.  Why do you discriminate against the larger system?

Phil, very well articulated and interesting stuff. Have you seen Wall-E? It's the scenario your post warns against, but with physical instead of evolutionary fitness.

I agree that Eliezer seems to have brushed aside your viewpoint withough giving it due deliberation, when the topic of the ethics of transcending evolution seems right up his street for blogging on.

However: It considers the "preferences" (which I, being a materialist, interpret as "statistical tendencies" of organisms, or of populations; but not of the dynamic system. Why do you discriminate against the larger system?

Because he can. You're straying close to the naturalistic fallacy here. Just as soon as natural selection gets around to building a Bayesian superintelligence, it can specify whatever function it wants to. We build the AI, we get to give it our preferences. What's unfair about that?

Besides, we departed from selection's straight-and-narrow when we made chocolate, condoms, penicillin and spacecraft. We are what selection made us, with our thousand shards of desire, but I see no reason why we should be constrained by that. Our ethics are long since divorced from their evolutionary origins. It's understandable to worry that this makes them vulnerable - I think we all do. It won't be easy bringing them with us into the future, but that's why we're working hard at it.

@Lara: what 'humans' want as a complied whole is not what we'll want as individuals

Great description of why people in democracies bitch constantly but never rise up. The collective gets what it wants but the individuals are never happy. If I was a superintelligence I'd just paperclip us all and be done with it.

Talking about posters/readers here, or humans in general, renders your claim incorrect -- and obviously so.  Our intellectual models might in some cases have diverged from selection, but not what we actually value.

The large numbers of those objects strongly suggests that their production is favoured by selection processes.  They are simply not the result of selection acting on human DNA.

If you understand this, then I am wholly at a loss to understand why you think an AI should have "universal" goals or a goal system zero or whatever it is you're calling it.

The flip answer is that the AI must have some goal system (and the designer of the AI must choose it).  The community contains vocal egoists, like Peter Voss, Hopefully Anonymous, maybe Denis Bider.  They want the AI to help them achieve their egoistic ends.  Are you less at a loss to understand them than me?

"The flip answer is that the AI must have some goal system (and the designer of the AI must choose it). The community contains vocal egoists, like Peter Voss, Hopefully Anonymous, maybe Denis Bider. They want the AI to help them achieve their egoistic ends. Are you less at a loss to understand them than me?"

I certainly am. Your proposal doesn't benefit anyone at all.

Second anon666's question.  A selfish human is much more comprehensible to me, than turning the galaxy into computers that could run a question if there were any question to run, which there isn't.

(Voss is a libertarian/Randian type egoist, the sort who justifies egoism by pointing to how society will be better off, not the Dennis-type egoist who just genuinely doesn't give a damn for anyone else.)

It is true that my proposal does not benefit any person, human or otherwise, except as a means to further ends.

A human or a sentient has no intrinsic value in my way of thinking about morality -- though of course humans have great instrumental value as long as they remain the only intelligent agents in the known universe.

Now note that one galaxy converted into a superintelligent cloud of matter and energy suffices to keep each and every human alive for billions of years, end disease and suffering, etc, with plenty of matter and energy left over for frivolous toys like a planet transformed into a child's toy.

My proposal is mainly an answer to the question of what end to put all those other galaxies that are not being used to provide a nice place for the humans and their descendants to live.

That characterization of my system is unfair.  The goal is more like turning the easy-to-reach matter and energy into computers and von-Neumann probes that will turn less-easy-to-reach matter and energy into computers and von-Neumann probes in an unending cycle, except that eventually the computers and probes will probably have to adopt other means of continuing, e.g., when it becomes clear that there is no way for computers and probes to continue to exist in this space-time continuum because the continuum itself will end in, e.g., a Big Rip.

It sounds rather like what evolution would give us by default - what I call "God's utility function", after Richard Dawkins, 1992 - though he didn't quite get it right.

If you're going to have a self, you may as well have secrets, and maybe even conspiracies.  But I do still try to abide by the principle of being able to pass a future lie detector test, with anyone else who's also willing to go under the lie detector, if the topic is a professional one.  Fun Theory needs a commonsense exception for global catastrophic risk management.)

This reminds me of an idea I had after first learning about the singularity.  I assumed that once we are uploaded into a computer, a large percentage of our memories could be recovered in detail, digitized, reconstructed and categorized and then you would have the opportunity to let other people view your life history (assuming that minds in a singularity are past silly notions of privacy and embarrassment or whatever).  

That means all those 'in your head' comments that you make when having conversations might be up for review or to be laugh at.  Every now and then I make comments in my head that are intended for a transhuman audience when watching a reconstruction of my life.

The idea actually has roots in my attempt to understand a heaven that existed outside of time, back when I was a believer.  If heaven was not bound by time and I 'met the requirements', I was already up there looking down at a time-line version of my experience on earth.  I knew for sure I'd be interested in my own life so I'd talk to the (hopefully existing) me in heaven.

On another note, I've been wanting to write a sci-fi story where a person slowly discovers they are an artificial intelligence led to believe they're human and are being raised on a virtual earth.  The idea is that they are designed to empathize with humanity to create a Friendly AI.  The person starts gaining either superpowers or super-cognition as the simulators start become convinced the AI person will use their power for good over evil. Maybe even have some evil AIs from the same experiment to fight.  If anyone wants to steal this idea, go for it.

On another note, I've been wanting to write a sci-fi story where a person slowly discovers they are an artificial intelligence led to believe they're human and are being raised on a virtual earth. The idea is that they are designed to empathize with humanity to create a Friendly AI. The person starts gaining either superpowers or super-cognition as the simulators start become convinced the AI person will use their power for good over evil. Maybe even have some evil AIs from the same experiment to fight. If anyone wants to steal this idea, go for it.

I want to read that story!  Has anyone written it yet?

Or "worrying about this possibility would be a poor use of resources, what with the incredible urgency of creating AI before humanity wipes itself out - you've got to go with what you have", this being uttered by people who just basically aren't interested in the problem.

I think this is unfair. When I first encountered the problem of FAI I reasoned similarly, and I was very interested in the problem. Now I know this argument has huge flaws, but they weren't caused by lack of interest.

Despite having seen you say it in the past, it wasn't until reading this article that in sunk in for me just how little danger we were actually in of Eliezer1997 (or even Eliezer2000) actually making his AI. He had such a poor understanding of the problem, I don't see how he could've gotten there from here without having to answer the question of "Ok, now what do I tell the AI to do?" The danger was in us almost never getting Eliezer2008, or in Eliezer2000 wasting a whole bunch of future-minded peoples' money getting to the point where he realized he was stuck.

Except I suppose he did waste a lot of other people's money and delay present-you by several years. So I guess that danger wasn't entirely dodged after all. And maybe you did have something you planned to tell the AI to do anyways, something simple and useful sounding in and of itself with a tangible result. Probably something it could do "before" solving the question of what morality is, as a warmup. That's what the later articles in this series suggest, at least.

I also peeked at the Creating Friendly AI article just to see it. That, unlike this, looks like the work of somebody who is very, very ready to turn the universe into paperclips. There was an entire chapter about why the AI probably won't ever learn to "retaliate", as if that was one of the most likely ways for it to go wrong. I couldn't even stand to read more than half a chapter and I'm not you.

"To the extent that they were coherent ideas at all" you've said of half-baked AI ideas in other articles. It's nice to finally understand what that means.



Fighting a Rearguard Action Against the Truth

When we last left Eliezer2000, he was just beginning to investigate the question of how to inscribe a morality into an AI.  His reasons for doing this don't matter at all, except insofar as they happen to historically demonstrate the importance of perfectionism.  If you practice something, you may get better at it; if you investigate something, you may find out about it; the only thing that matters is that Eliezer2000 is, in fact, focusing his full-time energies on thinking technically about AI morality; rather than, as previously, finding an justification for not spending his time this way.  In the end, this is all that turns out to matter.

But as our story begins—as the sky lightens to gray and the tip of the sun peeks over the horizon—Eliezer2001 hasn't yet admitted that Eliezer1997 was mistaken in any important sense.  He's just making Eliezer1997's strategy even better by including a contingency plan for "the unlikely event that life turns out to be meaningless"...

...which means that Eliezer2001 now has a line of retreat away from his mistake.

I don't just mean that Eliezer2001 can say "Friendly AI is a contingency plan", rather than screaming "OOPS!"

I mean that Eliezer2001 now actually has a contingency plan.  If Eliezer2001 starts to doubt his 1997 metaethics, the Singularity has a fallback strategy, namely Friendly AI.  Eliezer2001 can question his metaethics without it signaling the end of the world.

And his gradient has been smoothed; he can admit a 10% chance of having previously been wrong, then a 20% chance.  He doesn't have to cough out his whole mistake in one huge lump.

If you think this sounds like Eliezer2001 is too slow, I quite agree.

Eliezer1996-2000's strategies had been formed in the total absence of "Friendly AI" as a consideration.  The whole idea was to get a superintelligence, any superintelligence, as fast as possible—codelet soup, ad-hoc heuristics, evolutionary programming, open-source, anything that looked like it might work—preferably all approaches simultaneously in a Manhattan Project.  ("All parents did the things they tell their children not to do.  That's how they know to tell them not to do it."  John Moore, Slay and Rescue.)  It's not as if adding one more approach could hurt.

His attitudes toward technological progress have been formed—or more accurately, preserved from childhood-absorbed technophilia—around the assumption that any/all movement toward superintelligence is a pure good without a hint of danger.

Looking back, what Eliezer2001  needed to do at this point was declare an HMC event—Halt, Melt, and Catch Fire.  One of the foundational assumptions on which everything else has been built, has been revealed as flawed.  This calls for a mental brake to a full stop: take your weight off all beliefs built on the wrong assumption, do your best to rethink everything from scratch.  This is an art I need to write more about—it's akin to the convulsive effort required to seriously clean house, after an adult religionist notices for the first time that God doesn't exist.

But what Eliezer2001 actually did was rehearse his previous technophilic arguments for why it's difficult to ban or governmentally control new technologies—the standard arguments against "relinquishment".

It does seem even to my modern self, that all those awful consequences which technophiles argue to follow from various kinds of government regulation, are more or less correct—it's much easier to say what someone is doing wrong, than to say the way that is right.  My modern viewpoint hasn't shifted to think that technophiles are wrong about the downsides of technophobia; but I do tend to be a lot more sympathetic to what technophobes say about the downsides of technophilia.  What previous Eliezers said about the difficulties of, e.g., the government doing anything sensible about Friendly AI, still seems pretty true.  It's just that a lot of his hopes for science, or private industry, etc., now seem equally wrongheaded.

Still, let's not get into the details of the technovolatile viewpoint.  Eliezer2001 has just tossed a major foundational assumption—that AI can't be dangerous, unlike other technologies—out the window.  You would intuitively suspect that this should have some kind of large effect on his strategy.

Well, Eliezer2001 did at least give up on his 1999 idea of an open-source AI Manhattan Project using self-modifying heuristic soup, but overall...

Overall, he'd previously wanted to charge in, guns blazing, immediately using his best idea at the time; and afterward he still wanted to charge in, guns blazing.  He didn't say, "I don't know how to do this."  He didn't say, "I need better knowledge."  He didn't say, "This project is not yet ready to start coding."  It was still all, "The clock is ticking, gotta move now!  The Singularity Institute will start coding as soon as it's got enough money!"

Before, he'd wanted to focus as much scientific effort as possible with full information-sharing, and afterward he still thought in those terms.  Scientific secrecy = bad guy, openness = good guy.  (Eliezer2001 hadn't read up on the Manhattan Project and wasn't familiar with the similar argument that Leo Szilard had with Enrico Fermi.)

That's the problem with converting one big "Oops!" into a gradient of shifting probability.  It means there isn't a single watershed moment—a visible huge impact—to hint that equally huge changes might be in order.

Instead, there are all these little opinion shifts... that give you a chance to repair the arguments for your strategies; to shift the justification a little, but keep the "basic idea" in place.  Small shocks that the system can absorb without cracking, because each time, it gets a chance to go back and repair itself.  It's just that in the domain of rationality, cracking = good, repair = bad.  In the art of rationality it's far more efficient to admit one huge mistake, than to admit lots of little mistakes.

There's some kind of instinct humans have, I think, to preserve their former strategies and plans, so that they aren't constantly thrashing around and wasting resources; and of course an instinct to preserve any position that we have publicly argued for, so that we don't suffer the humiliation of being wrong.  And though the younger Eliezer has striven for rationality for many years, he is not immune to these impulses; they waft gentle influences on his thoughts, and this, unfortunately, is more than enough damage.

Even in 2002, the earlier Eliezer isn't yet sure that Eliezer1997's plan couldn't possibly have worked.  It might have gone right.  You never know, right?

But there came a time when it all fell crashing down.  To be continued.

Are there any sources of more information on this convulsive effort that adult religionists go through upon noticing the lack of God?

Maybe people have an instinct to preserve their former strategies, because doing so often works. If you find out a new fact, you don't usually have to abandon your whole set of beliefs. Are view shattering facts/arguments more common for abstract issues?

I find it funny that HMC just happens to be the acronym for my college.

On the other hand, I find this new style of writing intriguing. I think it will make a lot of sense in the book :)

Me too. I find it much more readable and enjoyable than the majority of previous posts.

Now I understand why you didn't like my ideas back in 2002, they were somewhat like the ideas you had just rejected.

I'd just come at them for completely different reasons. I've stuck with them with a fair bit of refinement though, mainly because they are the only way I can see for a system to be able to try to win, under circumstances where the universe cares how and what you compute.

Post I'd like to read: Eliezer's Chrono-Conference Call With His Various Previous Selves.

You could even have Eliezer-2018 make an appearance towards the end. Oh, and please write it in the style of the GEB dialogues.

He has discovered that there is no chocolate at the store, but since he is in the car already, why not still head there and check the baked goods?



My Naturalistic Awakening

In yesterday's episode, Eliezer2001 is fighting a rearguard action against the truth.  Only gradually shifting his beliefs, admitting an increasing probability in a different scenario, but never saying outright, "I was wrong before."  He repairs his strategies as they are challenged, finding new justifications for just the same plan he pursued before.

(Of which it is therefore said:  "Beware lest you fight a rearguard retreat against the evidence, grudgingly conceding each foot of ground only when forced, feeling cheated.  Surrender to the truth as quickly as you can.  Do this the instant you realize what you are resisting; the instant you can see from which quarter the winds of evidence are blowing against you.")

Memory fades, and I can hardly bear to look back upon those times—no, seriously, I can't stand reading my old writing.  I've already been corrected once in my recollections, by those who were present.  And so, though I remember the important events, I'm not really sure what order they happened in, let alone what year.

But if I had to pick a moment when my folly broke, I would pick the moment when I first comprehended, in full generality, the notion of an optimization process.  That was the point at which I first looked back and said, "I've been a fool."

Previously, in 2002, I'd been writing a bit about the evolutionary psychology of human general intelligence—though at the time, I thought I was writing about AI; at this point I thought I was against anthropomorphic intelligence, but I was still looking to the human brain for inspiration.  (The paper in question is "Levels of Organization in General Intelligence", a requested chapter for the volume "Artificial General Intelligence", which finally came out in print in 2007.)

So I'd been thinking (and writing) about how natural selection managed to cough up human intelligence; I saw a dichotomy between them, the blindness of natural selection and the lookahead of intelligent foresight, reasoning by simulation versus playing everything out in reality, abstract versus concrete thinking.  And yet it was natural selection that created human intelligence, so that our brains, though not our thoughts, are entirely made according to the signature of natural selection.

To this day, this still seems to me like a reasonably shattering insight, and so it drives me up the wall when people lump together natural selection and intelligence-driven processes as "evolutionary". They really are almost absolutely different in a number of important ways—though there are concepts in common that can be used to describe them, like consequentialism and cross-domain generality.

But that Eliezer2002 is thinking in terms of a dichotomy between evolution and intelligence tells you something about the limits of his vision—like someone who thinks of politics as a dichotomy between conservative and liberal stances, or someone who thinks of fruit as a dichotomy between apples and strawberries.

After the "Levels of Organization" draft was published online, Emil Gilliam pointed out that my view of AI seemed pretty similar to my view of intelligence.  Now, of course Eliezer2002 doesn't espouse building an AI in the image of a human mind; Eliezer2002 knows very well that a human mind is just a hack coughed up by natural selection.  But Eliezer2002 has described these levels of organization in human thinking, and he hasn't proposed using different levels of organization in the AI.  Emil Gilliam asks whether I think I might be hewing too close to the human line.  I dub the alternative the "Completely Alien Mind Design" and reply that a CAMD is probably too difficult for human engineers to create, even if it's possible in theory, because we wouldn't be able to understand something so alien while we were putting it together.

I don't know if Eliezer2002 invented this reply on his own, or if he read it somewhere else. Needless to say, I've heard this excuse plenty of times since then.  In reality, what you genuinely understand, you can usually reconfigure in almost any sort of shape, leaving some structural essence inside; but when you don't understand flight, you suppose that a flying machine needs feathers, because you can't imagine departing from the analogy of a bird.

So Eliezer2002 is still, in a sense, attached to humanish mind designs—he imagines improving on them, but the human architecture is still in some sense his point of departure.

It's an embarrassing confession:  It came from a science-fiction story I was trying to write.  (No, you can't see it; it's not done.) The story involved a non-cognitive non-evolutionary optimization process; something like an Outcome Pump. Not intelligence, but a cross-temporal physical effect—that is, I was imagining it as a physical effect—that narrowly constrained the space of possible outcomes.  (I can't tell you any more than that; it would be a spoiler, if I ever finished the story.  Just see the post on Outcome Pumps.) It was "just a story", and so I was free to play with the idea and elaborate it out logically:  C was constrained to happen, therefore B (in the past) was constrained to happen, therefore A (which led to B) was constrained to happen.

Drawing a line through one point is generally held to be dangerous. Two points make a dichotomy; you imagine them opposed to one another. But when you've got three different points—that's when you're forced to wake up and generalize.

Now I had three points:  Human intelligence, natural selection, and my fictional plot device.

And so that was the point at which I generalized the notion of an optimization process, of a process that squeezes the future into a narrow region of the possible.

This may seem like an obvious point, if you've been following Overcoming Bias this whole time; but if you look at Shane Legg's collection of 71 definitions of intelligence, you'll see that "squeezing the future into a constrained region" is a less obvious reply than it seems.

Many of the definitions of "intelligence" by AI researchers, do talk about "solving problems" or "achieving goals".  But from the viewpoint of past Eliezers, at least, it is only hindsight that makes this the same thing as "squeezing the future".

A goal is a mentalistic object; electrons have no goals, and solve no problems either.  When a human imagines a goal, they imagine an agent imbued with wanting-ness—it's still empathic language.

You can espouse the notion that intelligence is about "achieving goals"—and then turn right around and argue about whether some "goals" are better than others—or talk about the wisdom required to judge between goals themselves—or talk about a system deliberately modifying its goals—or talk about the free will needed to choose plans that achieve goals—or talk about an AI realizing that its goals aren't what the programmers really meant to ask for.  If you imagine something that squeezes the future into a narrow region of the possible, like an Outcome Pump, those seemingly sensible statements somehow don't translate.

So for me at least, seeing through the word "mind", to a physical process that would, just by naturally running, just by obeying the laws of physics, end up squeezing its future into a narrow region, was a naturalistic enlightenment over and above the notion of an agent trying to achieve its goals.

It was like falling out of a deep pit, falling into the ordinary world, strained cognitive tensions relaxing into unforced simplicity, confusion turning to smoke and drifting away.  I saw the work performed by intelligence; smart was no longer a property, but an engine.  Like a knot in time, echoing the outer part of the universe in the inner part, and thereby steering it.  I even saw, in a flash of the same enlightenment, that a mind had to output waste heat in order to obey the laws of thermodynamics.

Previously, Eliezer2001 had talked about Friendly AI as something you should do just to be sure—if you didn't know whether AI design X was going to be Friendly, then you really ought to go with AI design Y that you did know would be Friendly.  But Eliezer2001 didn't think he knew whether you could actually have a superintelligence that turned its future light cone into paperclips.

Now, though, I could see it—the pulse of the optimization process, sensory information surging in, motor instructions surging out, steering the future.  In the middle, the model that linked up possible actions to possible outcomes, and the utility function over the outcomes.  Put in the corresponding utility function, and the result would be an optimizer that would steer the future anywhere.

Up until that point, I'd never quite admitted to myself that Eliezer1997's AI goal system design would definitely, no two ways about it, pointlessly wipe out the human species.  Now, however, I looked back, and I could finally see what my old design really did, to the extent it was coherent enough to be talked about.  Roughly, it would have converted its future light cone into generic tools—computers without programs to run, stored energy without a use...

...how on Earth had I, the fine and practiced rationalist, how on Earth had I managed to miss something that obvious, for six damned years?

That was the point at which I awoke clear-headed, and remembered; and thought, with a certain amount of embarrassment:  I've been stupid.

I guess these "how stupid I have been" posts are a welcome change to the "how smart I am" posts.

More generally, I'd like to see Overcoming Bias bloggers writing more about their current biases, either ones they struggle against, though not always successfully; or ones they have decided to surrender to.

So allow me to object: not all configurations of matter worthy of the name "mind" are optimization processes. For example, my mind doesn't implement an optimization process as you have described it here.

I would actually say the opposite: Not all optimisation processes are worthy of the name "mind".  Furthermore, your mind (I hope!) does indeed try to direct the future into certain limited supersets which you prefer.  Unfortunately, you haven't actually said why you object to these things.

My problem with this post is simply that, well... I don't see what the big deal is.  Maybe this is because I've always thought about AI problems in terms of equations and algorithms.

So do you now think that engineers can create a "Completely Alien Mind Design"? Do you have a feasible CAMD yourself?

I don't know if Eliezer2002 invented this reply on his own, or if he read it somewhere else.
What about the concept of "optimization process"? Did you come to that idea yourself, or read about it elsewhere?

Writing fiction is a really useful tool for biting philosophical bullets.  You can consider taboo things in a way your brain considers "safe", because it's just fiction, after all.

Eliezer, if you have time writing your book, one thing I'd really like to see is some sort of "Poor Richard's Almanack" style terse list of rationalist aphorisms. You've generated many, but have you collected them?

People could memorize them like SF geeks memorize the "litany against fear" from Dune ;-)

I guess these "how stupid I have been" posts are a welcome change to the "how smart I am" posts.
I personally find the "how stupid I have been" posts useful because they demonstrate one path from stupid to smart, which is useful when knowing that I will probably run into similar realizations in the future.  But I learn a lot more from the "how smart I am" posts because.. well, I'm not going to learn much by seeing that someone else made mistakes similar to the ones I used to (or still do) make, without seeing what they do about instead.  This post wouldn't mean much to me without having actually learned about optimization processes, or knowing what the Outcome Pump was, etc.  Like Eliezer said - "This may seem like an obvious point, if you've been following Overcoming Bias this whole time..."  In other words - if you haven't read all the "how smart I am" posts, the "how stupid I have been posts" won't be nearly as useful.

That said... I do find myself in more suspense waiting for the next post in this series than the average post, though I suspect that's due more to the story-like nature of it than the actual material.  And really, I don't know that I can say I look forward to the next installment in this series all that much more than posts in other long series like the quantum series or the series on words.

Bertrand Russell felt that such thought processes are native to humans:

What a man believes upon grossly insufficient evidence is an index into his desires -- desires of which he himself is often unconscious. If a man is offered a fact which goes against his instincts, he will scrutinize it closely, and unless the evidence is overwhelming, he will refuse to believe it. If, on the other hand, he is offered something which affords a reason for acting in accordance to his instincts, he will accept it even on the slightest evidence. The origin of myths is explained in this way.

Perhaps any reasoning one readily accepts is evidence of bias, and bears deeper examination. Could this be the value of educated criticism, the willingness of others to "give it to me straight", the impetus to fight against the unconscious tendencies of intelligence?

Roko, will you please exhibit a mind that you believe is not a utility maximizer?  I am having trouble imagining one.  For example, I consider a mind that maximizes the probability of some condition X coming to pass.  Well, that is a utility maximizer in which possible futures satifying condition X have utility 1 whereas the other possible futures have utility 0.  I consider a mind produced by natural selection, e.g., a mammalian mind or a human mind.  Well, I see no reason to  believe that that mind is not a utility maximizer with a complicated utility function that no one can describe completely, which to me is a different statement than saying the function does not exist.

Shane: Furthermore, your mind (I hope!) does indeed try to direct the future into certain limited supersets which you prefer. 

Yes, it does. But I think we have to distinguish between "an agent who sometimes acts so as to produce a future possible world which is in a certain subset of possible states" and "an agent who has a utility function and who acts as an expected utility maximizer with respect to that utility function". The former is applicable to any intelligent agent, the latter is not. Yes, I am aware of the expected utility theorem of von Neumann and Morgenstern, but I think that decision theory over a fixed set of possible world states and a fixed language for describing properties of those states is not applicable to a situations where, due to increasing intelligence, that fixed set of states quickly becomes outmoded. But this really deserves a good, thorough post of it's own, but you can get some idea of what I am trying to say by reading ontologies, approximations and fundamentalists

Unfortunately, you haven't actually said why you object to these things.

So, my first objection, stated more clearly, says that we can usefully consider agents who are not expected utility maximizers. Clearly there are agents who aren't expected utility maximizers. It strikes me as dangerous to commit to building a superintelligent utility maximizer right now. I have my reasons for not liking utility maximizing agents; other people have their reasons for liking them, but at least let us keep the options open.

My second objection requires no further justification, and my third is really the same as the above: let us keep our options a bit more open.

Richard: Roko, will you please exhibit a mind that you believe is not a utility maximizer?

Consider the following toy universe U, which has 2 possible states - A and B, and where time is indexed by the natural numbers. The following pseudo-code does not embody a utility maximizing agent:

10: motor-output{A}
20: motor-output{B}
30: GOTO{10}

does embody a utility maximizer with utility function U(A) = 1, U(B) = 0

U( alternating A and B states ) = 1
U( everything else ) = 0

Come now. It's fine to realise you've made a mistake. But in itself this does not make you as smart as a Protector.

Let make Shane's reply more formal, so that Roko has something concrete to attack.

I did not have time to learn how to indent things on this blog, so I use braces to indicate indentation and semicolon to indicate the start of a new line.

Let state be a vector of length n such that for every integer time, (state[time] == A) or (state[time] == B).

U(state) == (sum as i goes from 0 to n in steps of 2) {2 if (state[i] == B) and (state[i+1] == A); 1 if (state[i] == B) or (state[i+1] == A); 0 otherwise}

If I remember correctly this mostly happened about a year earlier.  I remember my intense relief when CAFAI came out in late 2000 or early 2001 in any event.

Eliezer, why do you call this awakening "naturalistic"? I don't see where your previous view was not "naturalistic".

Humans are the product of choices by intelligent agents. It would indeed be a shattering insight to discover that "blind" forces forged humanity - but that's not how it happened, the agents responsible posessed both vision and foresight - and were not "blind" in any reasonable sense of the word.  See: http://alife.co.uk/essays/evolution_sees/

That's perfectly correct, according to the definition of evolution.  Evolution is about variation and selection in populations of entities.  There is no specification that variation should be random - or that selection should be unthinking.  Evolution thus includes intelligent design among its fundamental mechanisms, by its very definition.  For example, genetic engineering is a type of evolution.  Check any evolution textbook for the definition of evolution.

@ shane: I was specifically talking about utility functions from the set of states of the universe to the reals, not from spacetime histories. Using the latter notion, trivially every agent is a utility maximizer, because there is a canonical embedding of any set X (in this case the set of action-perception pair sequences) into the set of functions from X to R.  I'm attacking the former notion - where the domain of the utility function is the set of states of the universe.

Who advocates that? Standard frameworks talk about world-histories, e.g. Omohundro's paper, which you use a lot. A hedonistic utilitarian wouldn't value a single state (a snapshot in time) of the universe, since experience of pleasure and the like are processes that take time to occur.

Nontransitive preferences don't translate to a utility function, and it would seem that a mind can have nontransitive preferences. Therefore, not all minds are utility maximizers.

@ carl: perhaps I should have checked through the literature more carefully. Can you point me to any other references on ethics using world-history utility functions with domain {world histories} ?

Roko, not all minds are good optimizers, not everything with a mind has everything within it proceeding according to optimization, and humans in particular are hacks.  I think it should be obvious that I do not regard humans as expected utility maximizers, all bloggings considered, and I've written before about structurally difficult Friendly AI problems that are hard to interpret in terms of EU maximizing (e.g. "preserve individual self-determination").  Still, the insight is the insight.

If I'm as smart as Larry Niven, I'm as smart as a Protector.  Vinge's Law:  No character can be realistically depicted as being qualitatively smarter than the author.  Next you'll be telling me that I'm not as smart as that over-enthusiastic child, Kimball Kinnison.

What did you think of Blindsight (Peter Watts)? Pretty much the entire book is a depiction of humans or aliens much smarter than the author. (Myself, I enjoyed the story quite a bit, but wasn't impressed by the philosophizing about consciousness, which was rather trite and rang true not at all.)

Expected utility maximization is a powerful framework for modelling all intelligent agents - including humans.

Expected utility maximization as a framework is about as powerful as folk psychology. They both break down when you actually need to understand the inner workings of an intelligent agent, AI or human.

It seems a bit like complaining that microeconomics breaks down at the cellular level.  Uh huh, but that's not the level at which microeconomics is intended to act as an explanatory framework.

Julian: "[O]ne thing I'd really like to see is some sort of 'Poor Richard's Almanack' style terse list of rationalist aphorisms. You've generated many, but have you collected them? [new graf] People could memorize them [...]"

I know you're deleting my posts, but you will see it first.

The actual true definition of 'intelligence' is the ability to form effective representations of the environment.  My definition encompasses yours, but my definition is more general.

"It seems a bit like complaining that microeconomics breaks down at the cellular level. Uh huh, but that's not the level at which microeconomics is intended to act as an explanatory framework."

All the issues of how future AIs will actually perform in the real world depend on how far they diverge from utility maximizers. If they don't you'll get paper clippers, if they do they'll be more error prone human like and less likely to hard take off (due to error prone-ness).

Your comment struck me, as someone interested in the nuts and bolts of AI and also the future of the world, as someone saying to a bunch of quantum physicists, "Newtonian Dynamics is a really powerful framework". Which it is, but not a useful statement to make to a few quantum physicists. As most people, at the moment, are interested in prediction of divergence from utility maximizing and creation of AI, your statement was also not so helpful to the general discussion of intelligent agents, IMO.

That seems highly inaccurate to me.  AIs will more closely approximate rational utilitarian agents than current organisms - so the expected utility maximisation framework will become a better predictor of behaviour as time passes.

Obviously, the utility function of AIs will not be to produce paper clips.

Roko: Well, my thesis would be a start :-)  Indeed, pick up any text book or research paper on reinforcement learning to see examples of utility being defined over histories.

If I'm as smart as Larry Niven, I'm as smart as a Protector. Vinge's Law: No character can be realistically depicted as being qualitatively smarter than the author.

Ridiculous. Is it not written "Anyone can find the right answer in thirty years"? Well then, anyone can find the right answer in the time it takes to write a book, and then portray a smarter character finding it in two seconds, sufficiently fast to kill their enemies.

Rolf, that was Niven's claim, but that seems to me as weak a form of faked genius as having the character invent neat gadgets.  I'm not going to get an aura of scary formidability off that character.

And yet you were apparently impressed by a man getting the right answer to difficult problems in a book, where he had plenty of time to think about it. Had you read about someone performing such feats of mathematical rigour in mere minutes, would that not impress?

[i]That seems highly inaccurate to me. AIs will more closely approximate rational utilitarian agents than current organisms - so the expected utility maximisation framework will become a better predictor of behaviour as time passes.[/i]

The AI that I think humanity is likely to produce first will be a mass of hacks that work, that also hacks itself in a manner that works. There will be masses of legacy code, that it finds hard to get rid of, much as humans find ideas we have relied upon for reasoning for a long time hard to get rid of, if we can at all.

This isn't based on the fact that I think that we should build human like machines. But that only those can win in the the real world. There is no neat clean way of specifying a utility maximizer that eventually always wins, without infinite computing resources and supposing the computation done has no affect on the outside world. So we and other intelligent agents have to take mental short cuts, guess, make mistakes, get stuck in psychological cul-de-sacs. While AIs might up the number of ideas they play with to avoid those traps, it would be a trade off with looking at the links between ideas more thoroughly. For example you could devote more memory and processing time to finding cross correlations between inputs 1 - 1 million and the acquisition of utility, and looking at inputs 2million to 4 million as well. Either could be the right thing to do, so another hack is needed to decide which is done.

Unless you decide to rigorously prove which is the right thing to do, but then you are using up precious processing time and resources doing that. In short I see hacks everywhere in the future, especially towards the beginning, unless you can untangle the recursive knot caused by asking the question, "How much resources should I use, deciding how much resources I should use".

[i]Obviously, the utility function of AIs will not be to produce paper clips.[/i]

And obviously, I was referring to the single minded, focussed utility maximizer that Eliezer often uses in his discussions about AI.

The idea that superintelligences will more closely approximate rational utilitarian agents than current organisms is based on the idea that they will be more rational, suffer from fewer resource constraints, and be less prone to problems that cause them to pointlessly burn through their own resources.  They will improve in these respects as time passes.  Of course they will still use heuristics - nobody claimed otherwise.

This still sounds needlessly derogatory.  Paper-clip maximisers have a dumb utility function, that's all.  An expected utility maximiser is not necessarily "single minded": e.g. it may be able to focus on many things at once.

Optimisation is key to understanding intelligence.  Criticising optimisers is criticising all intelligent agents.  I don't see much point to doing that.

Antropic principle is also optimization process, different from evolution and human mind.

Also collective unconcsiones mind of human population which has created for example languages - is also some kind of optimization process.

So in fact we live inside many mind-like processes - and often even do not mention it.

"The idea that superintelligences will more closely approximate rational utilitarian agents than current organisms is based on the idea that they will be more rational, suffer from fewer resource constraints, and be less prone to problems that cause them to pointlessly burn through their own resources."

But this in my book is not a firm basis. A firm basis requires a theory of AI. Only then can you talk about whether they will pointlessly burn through resources or not.

There are lots of things that are not obviously pointlessly burning through resources, but might still be doing so. Things like trying to prove P == NP if this happens to be improvable either way, modelling the future of the earth's climate without being able to take into account new anthropogenic influences (such as the change in albedo of solar cells, arcologies, or even unfolding nanoblooms).

Even spending time on this blog might be burning brain and computer cycles, perhaps we should be laying down our thoughts we want to survive in stone, in case we bomb ourselves back into the stone age.

We have the theory of evolution, we have hundreds of years of man-machine symbiosis to work from - and AI is probably now no longer terribly far off.  IMHO, we have enough information to address this issue. Irrational AIs that run about in circles will sell poorly - so we probably won't build many like that.

It'd be interesting to encounter a derelict region of a galaxy where an AI had run its course on the available matter shortly before, finally, harvesting itself into the ingredients for the last handful of tools. Kind of like the Heechee stories, only with so little evidence of what had made it come to exist or why these artifacts had been produced.

Well, after it harvested itself, then the place is safe, so whichever alien race finds it - Bonanza!

I believe you have a problem with transparency here. You did not adequately link your revelation with the refutation of your previous thoughts. It may seem obvious to you that "squeezing the future into a narrow region" means that your old ideas "would have converted its future light cone into generic tools."

And, no, I do not think it is reasonable to ask me to read everything else you've ever said on this blog just to figure out the answer. Perhaps the explanation is too long for this post, but I would at least like some links.

When you say “a science-fiction story”, I am curious if it ever was finished. Is it HPMOR?



The Level Above Mine

(At this point, I fear that I must recurse into a subsequence; but if all goes as planned, it really will be short.)

I once lent Xiaoguang "Mike" Li my copy of "Probability Theory: The Logic of Science".  Mike Li read some of it, and then came back and said:

"Wow... it's like Jaynes is a thousand-year-old vampire."

Then Mike said, "No, wait, let me explain that—" and I said, "No, I know exactly what you mean."  It's a convention in fantasy literature that the older a vampire gets, the more powerful they become.

I'd enjoyed math proofs before I encountered Jaynes.  But E.T. Jaynes was the first time I picked up a sense of formidability from mathematical arguments.  Maybe because Jaynes was lining up "paradoxes" that had been used to object to Bayesianism, and then blasting them to pieces with overwhelming firepower—power being used to overcome others.  Or maybe the sense of formidability came from Jaynes not treating his math as a game of aesthetics; Jaynes cared about probability theory, it was bound up with other considerations that mattered, to him and to me too.

For whatever reason, the sense I get of Jaynes is one of terrifying swift perfection—something that would arrive at the correct answer by the shortest possible route, tearing all surrounding mistakes to shreds in the same motion.  Of course, when you write a book, you get a chance to show only your best side.  But still.

It spoke well of Mike Li that he was able to sense the aura of formidability surrounding Jaynes.  It's a general rule, I've observed, that you can't discriminate between levels too far above your own. E.g., someone once earnestly told me that I was really bright, and "ought to go to college".  Maybe anything more than around one standard deviation above you starts to blur together, though that's just a cool-sounding wild guess.

So, having heard Mike Li compare Jaynes to a thousand-year-old vampire, one question immediately popped into my mind:

Mike shook his head.  "Sorry," he said, sounding somewhat awkward, "it's just that Jaynes is..."

"No, I know," I said.  I hadn't thought I'd reached Jaynes's level. I'd only been curious about how I came across to other people.

I aspire to Jaynes's level.  I aspire to become as much the master of Artificial Intelligence / reflectivity, as Jaynes was master of Bayesian probability theory.  I can even plead that the art I'm trying to master is more difficult than Jaynes's, making a mockery of deference.  Even so, and embarrassingly, there is no art of which I am as much the master now, as Jaynes was of probability theory.

This is not, necessarily, to place myself beneath Jaynes as a person—to say that Jaynes had a magical aura of destiny, and I don't.

Rather I recognize in Jaynes a level of expertise, of sheer formidability, which I have not yet achieved.  I can argue forcefully in my chosen subject, but that is not the same as writing out the equations and saying:  DONE.

For so long as I have not yet achieved that level, I must acknowledge the possibility that I can never achieve it, that my native talent is not sufficient.  When Marcello Herreshoff had known me for long enough, I asked him if he knew of anyone who struck him as substantially more natively intelligent than myself.  Marcello thought for a moment and said "John Conway—I met him at a summer math camp."  Darn, I thought, he thought of someone, and worse, it's some ultra-famous old guy I can't grab.  I inquired how Marcello had arrived at the judgment.  Marcello said, "He just struck me as having a tremendous amount of mental horsepower," and started to explain a math problem he'd had a chance to work on with Conway.

Perhaps, relative to Marcello's experience of Conway and his experience of me, I haven't had a chance to show off on any subject that I've mastered as thoroughly as Conway had mastered his many fields of mathematics.

Or it might be that Conway's brain is specialized off in a different direction from mine, and that I could never approach Conway's level on math, yet Conway wouldn't do so well on AI research.

...or I'm strictly dumber than Conway, dominated by him along all dimensions.  Maybe, if I could find a young proto-Conway and tell them the basics, they would blaze right past me, solve the problems that have weighed on me for years, and zip off to places I can't follow.

Is it damaging to my ego to confess that last possibility?  Yes.  It would be futile to deny that.

Have I really accepted that awful possibility, or am I only pretending to myself to have accepted it?  Here I will say:  "No, I think I have accepted it."  Why do I dare give myself so much credit?  Because I've invested specific effort into that awful possibility.  I am blogging here for many reasons, but a major one is the vision of some younger mind reading these words and zipping off past me.  It might happen, it might not.

Or sadder:  Maybe I just wasted too much time on setting up the resources to support me, instead of studying math full-time through my whole youth; or I wasted too much youth on non-mathy ideas.  And this choice, my past, is irrevocable.  I'll hit a brick wall at 40, and there won't be anything left but to pass on the resources to another mind with the potential I wasted, still young enough to learn.  So to save them time, I should leave a trail to my successes, and post warning signs on my mistakes.

Such specific efforts predicated on an ego-damaging possibility—that's the only kind of humility that seems real enough for me to dare credit myself.  Or giving up my precious theories, when I realized that they didn't meet the standard Jaynes had shown me—that was hard, and it was real.  Modest demeanors are cheap.  Humble admissions of doubt are cheap.  I've known too many people who, presented with a counterargument, say "I am but a fallible mortal, of course I could be wrong" and then go on to do exactly what they planned to do previously.

You'll note that I don't try to modestly say anything like, "Well, I may not be as brilliant as Jaynes or Conway, but that doesn't mean I can't do important things in my chosen field."

In a few years, you will be as embarrassed of these posts as you are today of your former claims of being an Algernon, or that a logical paradox would make an AI go gaga, the tMoL argumentation you mentioned the last days, the Workarounds for the Laws of Physics, Love and Life Just Before the Singularity and so on and so forth. Ask yourself: Will I have to delete this, too ?

And the person who told you to go to college was probably well-meaning, and not too far from the truth. Was it Ben Goertzel ?

Despite all fallibility of memory, I would be shocked to learn that I had ever claimed that a logical paradox would make an AI go gaga.  Where are you getting this from?

Ben's never said anything like that to me.  The comment about going to college was from an earnest ordinary person, not acquainted with me.  And no, I didn't snap at them, or laugh out loud; it was well-intentioned advice.  Going to college is a big choice for a lot of people, and this was someone who met me, and saw that I was smart, and thought that I seemed to have the potential to go to college.

Which is to imply that if there's a level above Jaynes, it may be that I won't understand it until I reach Jaynes's level - to me it will all just look like "going to college".  If I recall my timeline correctly, I didn't comprehend Jaynes's level until I had achieved the level of thinking naturalistically; before that time, to achieve a reductionist view of intelligence was my whole aspiration.

Although I've never communicated with you in any form, and hence don't know what it's like for you to answer a question of mine, or correct a misconception (you have, but gradually), or outright refute a strongly held belief...or dissolve a Wrong Question...

...You're still definitely the person who strikes me as inhumanly genius - above all else.

Unfortunately for my peace of mind and ego, people who say to me "You're the brightest person I know" are noticeably more common than people who say to me "You're the brightest person I know, and I know John Conway".  Maybe someday I'll hit that level.  Maybe not.

Until then... I do thank you, because when people tell me that sort of thing, it gives me the courage to keep going and keep trying to reach that higher level.

You are the brightest person I know. And I know Dan Dennett, Max Tegmark, Robert Trivers, Marcello, Minsky, Pinker and Omohundro.   

Unfortunately, those are non-math geniuses, so that speaks for only some sub-areas of cognition which, less strictly categorizable than the clearly scalable domain of math, are not subject to your proposed rule of "one standard deviation above you they blurr" 

I have had classes with them, asked questions. and met them personally. I should have anticipated disbelief. And yes, I didn't notice that I categorized Marcello as non-math, sorry Marcello! 

Oh. Cool! Less disbelief, more illusion of transparency.

If a randomly selected person says, "I know X (academically) famous people." I myself usually assume through impersonal means.

For what it's worth, I've worked on a project and had lunch with Conway, and your ideas seem more prescient than his. But being a mathematician, I know people who are in turn far above Conway's level.

So how does it work, in your opinion?  Because “I may not be as brilliant as Jaynes or Conway, but that doesn't mean I can't do important things in my chosen field,” sounds suspiciously similar to how Hamming asserts that it works in “You and Your Research.”  I guess you have a different belief about how doing important things in your chosen field works, but I don't see that you've explained that belief here or anywhere else that I've seen.

I don't suppose Marcello is related to Nadja and Josh Herreshoff?

I don't know if it helps, but while I've appreciated the things I've learned from you, my limited interaction with you hasn't made me think you're the brightest person I know.  I think of you as more or less at my level — maybe a couple of standard deviations above or below, I can’t really tell.  Certainly you're sharp enough that I'd enjoy hanging out with you.  (Let me know the next time you're in Argentina.)

P.S. the impugnment of your notability has now been removed from your Wikipedia page, apparently as a result of people citing you in their papers.

Wait wait wait wait.  Eliezer...are you saying that you DON'T know everything????

~runs off and weeps in a corner in a fetal position~

CatAI (1998): "Precautions"/"The Prime Directive of AI"/"Inconsistency problem".

My memory may fail me, and the relevant archives don't go back that far, but I recall Ben (and/or possibly other people) suggesting you going to college, or at least enroll for a grad program in AI, on the Extropy chat list around 1999/2000. I think these suggestions were related to, but not solely based on, your financial situation at that time (which ultimately led to the creation of the SIAI, so maybe we should be glad it turned out the way it did, even if, in my opinion, following the advice would have been beneficial to you and your work.)

I definitely see the "levels" phenomenon very often.  Most people I meet who see me play a musical instrument (or 5 or 10 different ones) think I must be a genius at music - unless they're a musician, then they recognize me as an amateur with enough money to buy interesting instruments and enough skill to get a basic proficiency at them quickly.

And even with standard measures of intellect like rationality or math... I don't know that many of my friends who have read any of this blog would recognize you as being smarter than me, despite the fact that you're enough levels above me that my opinion of you is pretty much what "Not You" said above.

I can keep up with most of your posts, but to be able to keep up with a good teacher, and to be that good teacher, is a gap of at least a few levels.  But aspiring to your level (though I may not reach it) has probably been the biggest motivator for me to practice the art.  I certainly won't be the one who zips by you, but you've at least pulled me up to a level where I might be able to guide one who will down a useful path.

Up to now there never seemed to be a reason to say this, but now that there is:

Eliezer Yudkowsky, afaict you're the most intelligent person I know. I don't know John Conway.

Your faith in math is misplaced.  The sort of math smarts you are obsessed with just isn't that correlated with intellectual accomplishment.  For accomplishment outside of math, you must sacrifice time that could be spent honing your math skills, to actually think about other things.  You could be nearly the smartest math type guy anyone you meet know, and still not accomplish if math is not the key to your chosen subject.

It's interesting, actually. You're motivated by other peoples' low opinions of you -- this pressure you feel in your gut to prove Caledonian et al wrong -- so you've taken that is probably fairly standard human machinery and tried to do something remarkable with it.

My question is, are you still motivated by the doubt you feel about your native abilities, or have you passed into being compelled purely by your work?

Perhaps the truly refulgent (before they had so become) reached a progression tipping point at which they realized (right or wrong, ironically) that they were essentially beyond comparison, and hence stopped comparing.

Then they could allocate the scarce resources of time and thought exclusively to the problems they were addressing, thus actually attaining a level that truly was beyond comparison.

Jaynes was a really smart guy, but no one can be a genius all the time. He did make at least one notable blunder in Bayesian probability theory -- a blunder he could have avoided if only he'd followed his own rules for careful probability analysis.

You come across as very intelligent when you stick to your areas of expertise, like probability theory, AI and cognitive biases, but some of your more tangential stuff can seem a little naive. Compared to the other major poster on this blog, Robin, I'd say you come across as smarter but less "wise", if that means anything to you. I'm not even a huge fan of the notion of "wisdom", but if there's something you're missing, I think that's it.

If you haven't read it, Simonton's Origins of Genius draws a nice distinction between mental agility and long-term intellectual significance, and explores the correlation between the two.  Not a terribly well-written book, but certainly thought-provoking.

@EY: We are the cards we are dealt, and intelligence is the unfairest of all those cards.  More unfair than wealth or health or home country, unfairer than your happiness set-point.  People have difficulty accepting that life can be that unfair, it's not a happy thought.  "Intelligence isn't as important as X" is one way of turning away from the unfairness, refusing to deal with it, thinking a happier thought instead.  It's a temptation, both to those dealt poor cards, and to those dealt good ones.  Just as downplaying the importance of money is a temptation both to the poor and to the rich.

How could the writer of the above words be the writer of today's post? Apparently (as I'm told) you knew from the days of the Northwestern Talent Search that you weren't the smartest of those tested (not to mention all those who were not tested), but certainly one of the smartest. Apparently, you were dealt a straight flush to the king, while some in history received a royal flush. What difference does it make whether someone thinks you are the smartest person they have known, unless you are the smartest person? Does a straight flush to the king meet the threshold required to develop a method for "saving humanity"? If not, why aren't you in the camp of those who wish to improve human intelligence? awaits clap of thunder from those dealt better hands

Eliezer, I've been watching you with interest since 1996 due to your obvious intelligence and "altruism."  From my background as a smart individual with over twenty years managing teams of Ph.D.s (and others with similar non-degreed qualifications) solving technical problems in the real world, you've always struck me as near but not at the top in terms of intelligence.  Your "discoveries" and developmental trajectory fit easily within the bounds of my experience of myself and a few others of similar aptitudes, but your (sheltered) arrogance has always stood out.  I wish you continued progress, not so much in ever-sharper analysis, but in ever more effective synthesis of the leading-edge subjects you pursue.

How much do you worry about age 40? Is that just based on your father? Conway passed 40 before Marcello was born.

I'll take this one because I'm almost certain Eliezer would answer the same way.

Working on AI is a more effective way of increasing the intelligence of the space and matter around us than increasing human intelligence is.  The probability of making substantial progress is higher.

Wow, chill out, Eliezer.  You're probably among the top 10, certainly in the top 20, most-intelligent people I've met.  That's good enough for anything you could want to do.  You are ranked high enough that luck, money, and contacts will all be more important factors for you than some marginal increase in intelligence.

First, same question as Douglas: what is it with the brick wall at 40?

Second: This is another great post, its rare for people to expose their thoughts about theirselves in such an open way. Congratulations!

Regarding your ability, I'm just a regular guy(studied Math in college) but your writings are the most inspiring I've ever read. So much self-reflection about intelligence and the thinking process. The insight about how certain mental processes feel is totally new to me. You have helped me a lot to identify my own blind spots and mistakes. Now I can look... (read more)

A friend of mine, Steve Jordan, once asked me just how smart I thought he and I were.
I answered that I think that no-one is really as smart as the two of us both think we are.  You see, for many many people it is possible to choose a weighting scheme among a dozen or so factors contribute to intellectual work such that they are the best.  You simply define the vector to their point on the "efficient aptitude frontier" as "real intelligence".  A dozen or so people associated with this blog and/or with SIAI and a smaller number who aren't appear to me to be on points of the "known to Michael Vassar efficient aptitude frontier", though not necessarily equally mission-critical points.  For my "save the world dream team" I would pick a 25-year-old Steve Jobs over a 25-year-old Terrance Tao, though I'd like both of course.

Manuel, "enroll in a grad program for AI" != "you're smart, you should go to college".

Kragen, the short answer is, "It's easy to talk about the importance of effort if you happen to be Hamming."  If you can make the ante for the high-stakes table, then you can talk about how little the ante counts for, and the importance of playing your cards well.  But if you can't make the ante...

Robin, it's not blind faith in math or math for the sake of impressiveness, but a specific sense that the specific next problems I have to solve, will require more math than I've used up to this point.  Not Andrew J. Wiles math, but Jaynes doesn't use Wiles-math either.  I quite share your prejudice against math for the sake of looking impressive, because that gets you the wrong math.  (Formality isn't about Precision?)

Ken, it's exclusively my work that gives me the motivation to keep working on something for years, but things like pride can give me the motivation to keep working on something for the next minute.  I'll take whatever sources of motivation I can get (er, that aren't outright evil, of course).

Douglas, yes, my father changed at 40.  But one of my primary sources... (read more)

Robin, it's not blind faith in math or math for the sake of impressiveness, but a specific sense that the specific next problems I have to solve, will require more math than I've used up to this point.

I'm curious if this is still your sense, and if so, what kind of math are you talking about?

My sense is that currently the main problems in FAI are philosophical. Skill in math is obviously very useful, but secondary to skill in philosophy, because most of the time it's still "I have no idea how to approach this problem" instead of "Oh, if I can just solve this math problem, everything will be clear".

...or I'm strictly dumber than Conway, dominated by him along all dimensions.  Maybe, if I could find a young proto-Conway and tell them the basics, they would blaze right past me, solve the problems that have weighed on me for years, and zip off to places I can't follow.

Marcello observed "In terms of philosophical intuition, you are head and shoulders above Conway." Making progress in FAI theory seems to require a combination of rationality, good philosophical intuition, math talent, motivation, and prerequisite background knowledge. (Am I leaving out anything?) Out of these, perhaps good philosophical intuition is rarest, in large part because we don't know how to teach it (or screen for it at a young age). Is this a problem you've considered?

What have I missed? How does philosophy bring anything useful to the table?

You appear to have missed philosophy.  If you take a historical view, all of our contemporary subjects come from philosophy.  The core of philosophy is precisely the sort of things we care about here - having an accurate picture of the world and understanding its true nature.  To that end, ancient philosophers such as Aristotle invented logic, studied the natural world, discovered the inner workings of the human body, and started to investigate the laws that tie together everything in the world.

Properly defining philosophy in current times is somewhat difficult based on this - now what was once called philosophy is instead called "Science" and other fields.  So what is left is anything we don't already have an answer for.  Philosophers are those who know what questions still need to be asked, and care about investigating them in a manner that will give them a more accurate picture of the world.

To be a little more concrete (to give a specific example), the field of Ethics is considered a subfield of philosophy (largely because its questions are not yet settled), and one relevant question to FAI is simply "How should an AI behave?", which is an ethical question.

Note the distinction between those things being done in the field of "Philosophy", versus philosophy itself.  Note that this:

philosophy really is important, but it is only practiced effectively from within a science

is an endorsement of philosophy itself, though the quote goes on to say that the way that much philosophy is done in academia is pretty useless.  So I'm not seeing anything that should generate confusion.  When Wei Dai said that the problems are philosophical, that does not entail that the problems should be solved by people with doctorates in Philosophy.

While I sometimes imagine myself one of the world's foremost experts on the writings of Eliezer, any non-quoted words are my own.

It just seems that once you pull out all the "science and other fields" what is left has no use for solving practical problems -- including AI.

If you think that logic, ethics, applied ontology, epistemology, and philosophy of mind all have no use in AI, then I think you will find yourself in a minority.

As lukeprog has pointed out, almost everything Eliezer has written on LW is philosophy.

Did you read the rest of that thread where I talked about how in cryptography we often used formalizations of "security" that were discovered to be wrong years later, and that's despite having hundreds of people in the research community constantly trying to attack each other's ideas? I don't see how formalizing Friendliness could be not just easier and less error prone than formalizing security, but so much so that just one person is enough to solve all the problems with high confidence of correctness.

Or do you mean something broader by "philosophy" than trying to figure out free will?

I mean questions like your R1 and R2, your "nonperson predicate", how to distinguish between moral progress and moral error / value drift, anthropic reasoning / "reality fluid". Generally, all the problems that need to be solved for building an FAI besides the math and the programming.

Yes, formalizing Friendliness is not the sort of thing you'd want one person doing.  I agree.  I don't consider that "philosophy", and it's the sort of thing other FAI team members would have to be able to check.  We probably want at least one high-grade actual cryptographer.

Of the others, the nonperson predicate and the moral-progress parts are the main ones where it'd be unusually hard to solve and then tell that it had been solved correctly.  I would expect both of those to be factorable-out, though - that all or most of the solution could just be published outright.  (Albeit recent experience with trolls makes me think that no insight enabling conscious simulations should ever be published; people would write suffering conscious simulations and run them just to show off... how confident they were that the consciousness theory was wrong, or something.  I have a newfound understanding of the utter... do-anything-ness of trolls.  This potentially makes it hard to publicly check some parts of the reasoning behind a nonperson predicate.)  Anthropic reasoning / "reality fluid" is the sort of thing I'd expect to be really obvious in retrospect once solved.  R1 and R2 should be both obvious in retrospect, and publishable.

I have hopes that an upcoming post on the Lob Problem will offer a much more concrete picture of what some parts of the innards of FAI development and formalizing look like.

Yes, formalizing Friendliness is not the sort of thing you'd want one person doing. I agree. I don't consider that "philosophy", and it's the sort of thing other FAI team members would have to be able to check. 

In principle, creating a formalization of Friendliness consists of two parts, conceptualizing Friendliness, and translating the concept into mathematical language. I'm using "philosophy" and "formalizing Friendliness" interchangeably to refer to both of these parts, whereas you seem to be using "philosophy" to refer to the former and "formalizing Friendliness" for the latter.

I guess this is because you think you can do the first part, then hand off the second part to others. But in reality, constraints about what kinds of concepts can be expressed in math and what proof techniques are available means that you have to work from both ends at the same time, trying to jointly optimize for philosophical soundness and mathematical feasibility, so there is no clear boundary between "philosophy" and "formalizing".

(I'm inferring this based on what happens in cryptography. The people creating new security concepts, the people writing down the mathematical formalizations, and the people doing the proofs are usually all the same, I think for the above reason.)

My psychological model says that all trolls are of that kind; some trolls just work harder than others.  They all do damage in exchange for attention and the joy of seeing others upset, while exercising the limitless human ability to persuade themselves it's okay.  If you make it possible for them to do damage on their home computers with no chance of being arrested and other people being visibly upset about it, a large number will opt to do so.  The amount of suffering they create can be arbitrarily great, so long as they can talk themselves into believing it doesn't matter for  and other people are being visibly upset to give them the attention-reward.

4chan would have entire threads devoted to building worse hells.  Yes.  Seriously.  They really would.  And then they would instantiate those hells.  So if you ever have an insight that constitutes incremental progress toward being able to run lots of small, stupid, suffering conscious agents on a home computer, shut up.  And if somebody actually does it, don't be upset on the Internet.

4chan would have entire threads devoted to building worse hells. Yes. Seriously. They really would. And then they would instantiate those hells.

They really would at that. It seems you are concerned here about malicious actual trolls specifically. I suppose if the technology and knowledge was disseminated to that degree (before something actually foomed) then that would be the most important threat. My first thoughts had gone towards researchers with the capabilities and interest to research this kind of technology themselves who are merely callous and who are indifferent to the suffering of their simulated conscious 'guinea pigs' for the aforementioned .

So if you ever have an insight that constitutes incremental progress toward being able to run lots of small, stupid, suffering conscious agents on a home computer

At what level of formalization does this kind of 'incremental progress' start to count? I ask because your philosophical essays on reductionism, consciousness and zombies is something that seems to be incremental progress towards that end (but which I certainly wouldn't consider a mistake to publish or a net risk).

Why do you always have to ask subtly hard questions? I can just see see your smug face, smiling that smug smile of yours with that slight tilt of the head as we squirm trying to rationalize something up quick.

Here's my crack at it: They don't have what we currently think is the requisite code structure to "feel" in a meaningful way, but of course we are too confused to articulate the reasons much further.

Order-dependence and butterfly effects - knew about this and had it in mind when I wrote CEV, I think it should be in the text.

Counterfactual Mugging - check, I don't think I was calling TDT a complete solution before then but the Counterfactual Mugging was a class of possibilities I hadn't considered.  (It does seem related to Parfit's Hitchhiker which I knew was a problem.)

Solomonoff Induction - again, I think you may be overestimating how much weight I put on that in the first place.  It's not a workable AI answer for at least two obvious reasons I'm pretty sure I knew about from almost-day-one, (a) it's uncomputable and (b) it can't handle utility functions over the environment.  However, your particular contributions about halting-oracles-shouldn't-be-unimaginable did indeed influence me in toward my current notion of second-order logical natural induction over possible models of axioms in which you could be embedded.  Albeit I stand by my old reply that Solomonoff Induction would encompass any computable predictions or learning you could do about halting oracles in the environment.  (The problem of porting yourself onto any environmental object is something I already knew AIXI would fail at.)

Vassar - your English is encrypted - more an assumption of intelligence than a sign.

EY - I admire your work. Along with Robin this is the best Show in Town and I will miss it, when it stops.

I actually doubt whether you are accomplishing anything - but this does not seem so important to me, because the effort itself is worthwhile. And we are educated along the way.

This is a youthful blog with youthful worries. From the vantage point of age worrying about intelligence seems like a waste of time and unanswerable to boot.

Can you be concrete and specific about where Eliezer is or has been arrogant?

"Most intelligent people I've met" is not informative, we need to give quantitative estimates. My estimate is calibrated based on knowing people who passed various screenings, such as math, physics and programming contests (including at international level), test results on screening exams to top universities, performance in hard university courses, people starting to grasp research and programming, etc. Based on population of regions covered by various screenings, and taking age, gender and different background into account, I can approximately rate these people on the "1 in XXX" scale. I'd say that you need to be at a level of 1 in 300 or so to be able to deeply understand any technical field of human knowledge given reasonable effort, and 1 in 100 to be a competent technical specialist. There is a significant difference (which can cash out as, say, 3x speedup at obtaining given level of aptitude) between people who are 1 in 1000 and 1 in 10000. I know too few people beyond 1 in 10000 (about top 30 in a contest over population of 20 million within a 3-year age interval, given average lifespan of 60 and background selection of 1 in 3 top people to enter the con... (read more)

My own potential intelligence does worry me fairly often. I am currently studying to become an engineer and hope to work on some of the awesome ideas I read about on sites like this. The thing is though, I wasted the first twenty third years of my life. I am currently at twenty-five years old and I have been forced to pretty much start from scratch on everything from social skills to education and after two years I think I am making some headway. I am even starting to understand what Eliezer talks about in all these posts and apply it to my own life as bes... (read more)

Let me give a shout out to my 1:50 peeps! I can't even summarize what EY has notably accomplished beyond highlighting how much more likely he is to accomplish something. All I really want is for Google to stop returning pages that are obviously unhelpful to me, or for a machine to disentangle how the genetic code works, or a system that can give absolute top notch medical advice, or something better than the bumbling jackasses[choose any] that manage to make policy in our country. Give me one of those things and you will be one in a million, baby.

I suppose you could google "(arrogant OR arrogance OR modesty) eliezer yudkowsky" and have plenty to digest.  Note that the arrogance at issue is neither dishonest nor unwarranted, but it is an impairment, and a consequence of trade-offs which, from within a broader context, probably wouldn't be taken in the same way.

That's as far as I'm willing to entertain this line of inquiry, which ostensibly neutral request for facts appears to belie an undercurrent of offense.

Okay, I realize you're going to read that and say, "It's obviously not good enough for things requiring superhuman intelligence!"

I meant that, if you compare your attributes to those of other humans, and you sort those attributes, with the one that presents you the most trouble in attaining your goal at the top, intelligence will not be near the top of that list for you, for any goal.

I suppose you could google "(arrogant OR arrogance OR modesty) eliezer yudkowsky" and have plenty to digest.

Well, I was asking you, not google. But it seems that you are not willing to stand behind your words, making claims then failing to provide evidence when asked. Refering to a third party is an evasive maneuver. Show us your cards!

 That's as far as I'm willing to entertain this line of inquiry, which ostensibly neutral request for facts appears to belie an undercurrent of offense.

Eliezer, can you clarify what you mean by
"You'll note that I don't try to modestly say anything like, "Well, I may not be as brilliant as Jaynes or Conway, but that doesn't mean I can't do important things in my chosen field."

Vladimir Nesov: thanks for your comment. I found it insightful.

You say 'That's not how it works.' But I think that IS how it works!

If progress were only ever made by people as smart as E.T. Jaynes, humanity would never have gotten anywhere. Even with fat tails, intelligence is still roughly normally distributed, and there just aren't that many 6 sigma events. The vast majority of scientific progress is incremental, notwithstanding that it's only the revolutionary achievements that are salient.

The real question is, do you want Friendly A.I. to be achieved? Or do you just want friendly A.I. to be achieved by YOU? There'... (read more)

I find myself, except in the case of people with obvious impairments, completely unable to determine how intelligent someone is by interacting with them. Sometimes I can determine who is capable of performing specific tasks, but I have little confidence in my ability to assess "general intelligence".

To some extent, this is because different people have acquired different skills. Archimedes of Syracuse may have been the greatest mathematician in history, but he wouldn't be able to pass the exams in a high school calculus class. Obviously, the reas... (read more)

I believe that you don't really understand something until you can explain it to someone else, and have them understand it, too.

There's basically two reasons to get called arrogant. One is acting like you're better when you aren't. The other is refusing to politely pretend that the inferential chasm is small. Given where E is and where the mass of humanity are, if I had to make blind-guess assignments for 100 accusers picked at random, and I assigned them all into the "inferential distance" bin, I don't think I'd be wrong once. So, a person asking to be put, or to put some accuser into the "undeserved airs" bin, had better show some sharp evidence!

"Perhaps it is the fear of being too late that is causing you distress. Perhaps you fear that humanity is going to be destroyed because you didn't build an FAI soon enough. Perhaps you fear that your life will end some 10,000 years sooner than you'd like."

Humanity's alleged demise is not the only possible way he could be too late. I wonder where Eliezer would turn his attention if someone (or some group) solved the problems of FAI before him.

Eliezer has written a number of times about how comparing your intelligence and rationality to those aroun... (read more)

Eliezer:  It seems to me that uncertainty about your abilities is dwarfed by uncertainty about the difficulty of the problem.

Doug S:  The median college graduate in a technical field probably would test in the 95th percentile on most IQ tests and at the 98th percentile on tests weighted heavily towards non-vocabulary crystalline g

Eliezer: Not sure to what extent this helps or answers your questions, but I increasingly as of late find that much of my current "cached wisdom" seems to be derived from stuff you've said.

As far as as actually finding the next generation or whatever, maybe some people here that know how ought to start some "private school for the gifted" that explicitly is meant to try to act almost like a Bayes Dojo or whatever and otherwise train up people in really precise thinking?

While Conway has a huge jump on you in mathematical ability, and I'm pretty sure you're not going to catch up to him, rest assured that you are not strictly dumber than Conway in every respect.

You should bear in mind how the statement "Maybe anything more than around one standard deviation above you starts to blur together, though that's just a cool-sounding wild guess" might apply to me.  If your guess is literally true, then, because math is my strong-suit, high mathematical ability is the smartest kind of smart that I can detect at all.  For me, philosophical ability and the like would blur into "go to college"-land sooner.

In terms of philosophical intuition, you are head and shoulders above Conway.  Remember Conway's "Free will theorem" (a brilliant piece of math to be sure, but very misleadingly named.)  Yet, you report never having been confused about free will.  My sense of awe at your philosophical intuition has only increased after reading the overcoming bias posts.  It's doubly impressive to me, because I keep realizing that you are making explicit more of the helpful little nudges you gave me over the course of our work together, and I am impressed at how helpful some of these things were in practice, and your ability to communicate things which seemed so elusive so clearly.  I'm not sure how much of that was native intelligence and how much was starting with a good ideas in your mental toolbox, but I could ask the same thing about Conway.

Eliezer: Look on the bright side, you haven't yet relegated yourself to being a mere administrator and occasional sounding board for others' AI research projects! Ego subjugation is a bitch, but it can have minor rewards of self-satisfaction when actions driven by pressure-free buckshot mental synthesis actually bear fruit. I don't envy that it's of no help to you that the luxury of being carefree relies on the knowledge that smarter people are doing the heavy lifting, and today you're at the top tier of that brain chain!

Maksym:  We actually do need someone to translate all this OB stuff very badly, though maybe it's desirable to wait for the book.  Still, someone should be presenting it.  As for convincing smart college students, there are three fairly separate barriers here, those to rationality, those of information and those to action.  I recommend working on barriers to rationality and action first and in conjunction, belief second, and let people find the info themselves.  Politics is the natural subject to frame as rationality.  Simply turn every conversation where ... (read more)

Dude, you honestly make me ill sometimes.  You spoke nothing of the circumstances that got these people to where they are or where they came from.  There are people just as "sparkly" and some smarter than these people who have not had the opportunity that these people have.  You are blinded by your arrogance and are locked in the present time.  You are a smart guy, but you would have a lot to gain in building interpersonal wisdom.

The sparkle you describe is meaningless; non-sparkling borderline-autistic types do just as fine work as the most invigoratingly sparkling individuals. I choose to sparkle through my work, in quiet solitude, not through swaying my limbs excitedly, motor-mouthing like a sports commentator on amphs.

Its a benefit for me to read this post having not read your others, because I can give you an untainted view of it. You are too concerned with intelligence. As long as you stay in this state, you are unusable, and pass up opportunities on becoming usable.

Snap out of it. Accept that there are more intelligent people than you, and they are not flailing, they just get on with it.

Again, I have difficulty understanding why so many people place such a high value on 'intelligence' for its own sake, as opposed to a means to an end.  If Eliezer is worried that he does not have enough mathematical intelligence to save the universe from someone else's misdesigned AI, than this is indeed a problem for him, but only because the universe will not be saved.  If someone else saves the universe instead, Eliezer should not mind, and should go back to writing sci-fi novels.  Why should Eliezer's ego cry at the thought of being upstaged?  He shoul... (read more)

Of course I want there to be someone smarter than me to take over, from an altruistic perspective.  Or even from just a selfish perspective of being scared, wanting a vacation, and feeling a bit isolated.

And of course if that actually happened, it would be a severe blow to my ego.

And so long as I can do the expected-utility-maximizing thing and invest the appropriate amount of effort into preparing for the possibility without betting the whole farm on it, I have no intention of hacking at my emotions on either score.

I know how you feel, in a couple ways.  My high-school guidance counselor looked at my middle school transcript and told me I might realistically aspire to go to a UC school (as opposed to a school in the Cal State system).  (I ended up going to Harvard and Caltech.)  On the other hand, the year I finished my Ph.D. (at the age of 29) one of my college acquaintances, a brilliant mathematician, became one of the youngest full professors in the history of Princeton University, and when my Ph.D. advisor was 29 he had already been a professor at Caltech for sev... (read more)

Do other people agree?  If so, what do you propose distinguishes between intelligence/mathematical ability and athletic ability?

It is possible for a person to produce an accurate evaluation of a subset of their own intellectual skills, but certain skills cannot be evaluated, because presumptions about those skills are required for the evaluation to take place.  You should not ask questions about subjects in which you presume you already know the answers, and you cannot ask questions about subjects where answers must be presumed in order to be able to ask at all.

Lara, I don't think they value it "for its own sake" as opposed to as a means to an end; rather, they see it as a necessary condition for achieving their ends, and are worried they don't have what it takes. Nothing but an anxiety trip.

And of course, there's also the ego thing -- when people build superiority over others into their self-image. This is counterproductive, of course. When someone else demonstrates that they're "smarter" than you by offering unexpected insight, you don't fatalistically wallow in jealous misery; you listen to... (read more)

I understand the anxiety issues of, 'Do I have what it takes to accomplish this..."

I don't understand why the existence of someone else who can would damage Eliezer's ego.  I can observe that many other people's sense of self is violated if they find out that someone else is better at something they thought they were the best at-- the football champion at HS losing their position at college, etc.  However, in order for this to occur, the person needs to 1) in fact misjudge their relative superiority to others, and 2) value the supe... (read more)

I have no idea if it's a natural human quality.  It's surely one of my qualities.  It's not that I would permit my mind to think verbal thoughts like "How good it is to be above others."  But there's a zest in being the best.  It feels good to complete a difficult race and it feels good to win a gold medal; they are separate, different good feelings.  I can imagine people who would only care about having completed the challenge, but they wouldn't be me.

Since my mind doesn't want whatever I choose it to want, I accept that both desires are a part ... (read more)

I can imagine people who would only care about having completed the challenge, but they wouldn't be me.

I'm not sure there are any people like this who are capable of occasionally winning. OTOH, the prospect of never winning might force someone to rationalize themselves into this position.

The proof is in the math and/or in the protopudding, is it not? There are people/groups who already have either or both. If you have neither, what's your sense of relative achievement/skill/IQ based on?

What (math &/ prototype) do you have? If none, what do you plan to have, when? It seems you'd have to blaze past those who already have their stuff out in the real world behaving ever more AGI-ishly by the day, to meet your criteria for success. A tall order to be sure.

"

This is a youthful blog with youthful worries. From the vantage point of age worrying about intelligence seems like a waste of time and unanswerable to boot. 

"

and I find this observation insightful, and even a bit understated.  

Increasingly, as one ages, one worries more about what one DOES, rather than about abstract characterizations of one's capability.  

Obviously, one reason these sorts of questions about comparative general intelligence are unanswerable is that "general intelligence" is not really a rigorously def... (read more)

Achieving great things seems always to be a mixture of general intelligence, specialized intelligence, wise choice of the right problems to work on, and personality properties like persistence ...

With a pinch of being in the right place and the right time, bake on 350 for 10-30 years.

Ben,

I kind of disagree with you. First, what we call "general intelligence" is itself a form of specialized intelligence: specializing optimizing successful outcomes in real time in our apparent reality. so the mix you recommend in "achieving great things" would itself be "general intelligence", not general intelligence plus something else (other than luck).

Since most people who "achieve great things" seem to me to be playing life at least in part as a poker game (they don't seem to put all their cards out on the ta... (read more)

Increasingly, as one ages, one worries more about what one DOES, rather than about abstract characterizations of one's capability. 

This definitely happened to me.  Between the ages of about 10 - 14, I was utterly obsessed with finding out what my IQ was. Somehow, somewhere along the way, I'd picked up the notion that Smartness in quantity was the most important thing a person could possibly have. 

And it drove me frankly batty not knowing how much Smartness I had, because (a) I was insecure and felt like I needed to find out I had a "high enough" ... (read more)

Eliezer, don't think to yourself that you only have until you are 40. As somebody else noted and you didn't acknowledge, Marcello was not yet born when Conway passed 40. You mentioned your father, and I don't know the specifics, but surely you know that plenty of people have done great work, sometimes their best, past 40, and that with every passing year, due to advances in health, medicine, etc., "youth" extends further and further into our life.

And as another poster mentioned, I have almost no doubt that Von Neumann would have blown Einstein (p... (read more)

Michael Shermer revised his book, Why People Believe Weird Things, to contain a chapter called â��Why Smart People Believe Weird Thingsâ��. In it, he quotes studies by Hudson, Getzels, and Jackson showing that â��creativity and intelligence are relatively orthogonal (i.e., unrelated statistically) at high levels of intelligence. Intuitively, it seems like the more intelligent people are the more creative they will be. In fact, in almost any profession significantly affected by intelligence, once you are at a certain level ... (read more)

Actually RU, that's a good approximation for many/most professions, but not all that good an approximation.  

http://www.vanderbilt.edu/Peabody/SMPY/DoingPsychScience2006.pdf

gives more detail, showing a significant marginal impact from, at the least, 99.99th percentile math achievement at age 12 relative to merely 99.8th percentile math achievement at age 12.  

Is this study talking about Nobel Prize winners - or better yet, Fields Medal-winning mathematicians?  Or just authors or something?  I'm about ready to say "I defy the data; what about von Neumann?"  Maybe there are people who can achieve through diligence what others achieve by genius, but to say that genius doesn't help at all... I defy the data.

(If you told me that IQ didn't make a difference past 140, I'd be quite willing to believe that IQ tests don't work past 140.  Richard Feynman's measured IQ was 137, which as John K Clark observed, says more about IQ tests than it does about Feynman.)

Feynman's measured IQ was 123, not 137.  And we already know that IQ tests do not measure vitally important aspects of cognition -- in Feynman's case especially, he was quite strong in those aspects while being weak in the aspects measured.  (At least, I know that.  What the rest of you know is less certain.)

This is one of the primary reasons why people who think we can use IQ scores as a representation for the higher-level aspects we can't measure well (because they're supposedly correlated with IQ) are wrong.  (I'm looking at you, Vasser.)

Feynman's measured IQ was 123, not 137. And we already know that IQ tests do not measure vitally important aspects of cognition -- in Feynman's case especially, he was quite strong in those aspects while being weak in the aspects measured. (At least, I know that. What the rest of you know is less certain.)

You don't even know that. This sort of thing is why no one here likes you. Here, let me provide some more details about that IQ score you put such weight on as a criticism. To quote a previous comment of mine on this topic:

There's another aspect of the shortcomings of IQ tests that people might not be aware of. Cognition is quite flexible, and abstract problem-solving ability can be met by many combinations of underlying, modular capacities. A person lacking in certain respects can make up for the lack, at the price, perhaps, of thinking a little more slowly.

Take me for an example. On the WISC-III IQ test, my combined score is 145. There are two composite scores that the combined score is made up of, the verbal score (I got 155, the maximum possible on that test) and the performance score (I got 125). There are also a number of different individual capacity scores. On most, I scored above the 95 percentile. On two or three, I scored right in the middle, and in one (visual short term memory) I scored in the first percentile.

Let me repeat that. I scored in the first percentile for the capacity to keep visual information in my short-term memory. (I scored in the 97th for aural short term memory, and 99.9th for linguistic.) How does that change how I solve problems, how I think about the world? Well, I perform many tasks about twice as slowly (but just as accurately) as others with my composite IQ. I hav... (read more)

Gentlemen - Let me propose that the heart of serious intellectual achievement is synthesis, creativity, simplicity. 

These are factors that actually increase with age and are not "IQ" or "g" driven. In fact I believe Edward de Bono argued that creativity drops at IQ 125 or so: maybe because people begin to fall into an "expert trap," where they have to maintain their previous work and expert status more than anything else. 

Creativity need not decline with age at all - if you can avoid common habit errors. 

I don't believe IQ tests measure everything. There's a certain feeling when being creative, and when completing these tests I have not felt it, so I don't think it's measuring it.

Also I am not sure intelligence is general. At the level of ordinary life it certainly is, but geniuses are always geniuses at something, e.g. maths, physics, composing. Why aren't they geniuses at everything.

I think you're on the right path, frelkins, but this?

all these "tests" are highly flawed and biased - they consistently disfavor certain people and favor others.

How does the latter follow at all? If we had a test that measures everything you think constitutes real intelligence, it would consistently disfavor certain people and favor others. It would disfavor stupid people and favor smart people. That's the point of an intelligence test.

Does anyone have a reputable source for Feynman's 137? google makes it look very concentrated in this group, probably the result of a single confabulation. 

Sykes and Gleick's biographies both give 12x. Sykes quotes Feynman's sister remembering sneaking into the records as a child. This seems important to me: Feynman didn't just fabricate the 12x.

Math smarts are not the most important thing. Basic reasoning skills are vital (even if they are based on heuristics that are sometimes wrong), management skills are extremely important, intelligence augmentation skills are a must, touchtyping is very useful, etc.

Overall you should think not in terms of competitiveness (whether you are smarter than everybody else), but in terms of co-operation (how you can complement others, how they can contribute their skills to complement yours).

And for the record, I don't think you are the smartest person I know (although you are very smart). I suspect that I may have a better skillset than you do. :)

Since this is now kinda on-topic... I don't think Eliezer Yudkowsky is considerably more intelligent that I am. I'm aware of Dunning-Kruger effect, but the interesting part is that I simply don't find any way to overcome this. I'm fairly intelligent, but since people around here regard my barely-MENSA(probably not even that) -level of IQ a minium requirement to even read this blog, the situation I'm in is fairly interesting. I see repeated claims of super-intelligence, but I can see just someone who has had few more years to hone his skills and who has was... (read more)

a friend of mine thought this was relevant:
“Mediocrity knows nothing higher than itself, but talent instantly recognizes genius.” - Conan Doyle

I find the idea that there are a lot of more intelligent people in the world than me comforting, especially in my chosen fields. Not because I feel this gives me an excuse to slack off and let them do the hard work, but because competition seems to drive me and keep me happier than anything else. Since finding lesswrong and related sites where people discuss AI, programming, and rationality, my efforts have improved considerably. I am far from competing with most of the people here, particularly you, but at least I have mental patterns I can model to improve. 

I know people with greater mental horsepower than you, but none of them ever persisted at any problems that are hard enough to test the limits of their abilities.

I doubt that Jaynes became Jaynes by aspiring to a level. Too bad we can't ask him.

Don't despair of surpassing Jaynes. He, and a great many others, have given you a leg up that Jaynes never had. People seem formidable because they're practiced in mental kung fu that you don't know. Darwin is remembered for an idea you can teach an 8 year old today.

I am blogging here for many reasons, but a major one is the vision of some younger mind reading these words and zipping off past me.

I suspect you and Luke do not share a referent for "better philosophy" here. In particular, I doubt either Luke or Eliezer would agree that the ability to write clearly, or to analyze and formulate arguments for purposes of compellingly engaging with existing arguments in the tradition of analytic philosophy, is the rare skill that Luke is talking about.

Trying to have a conversation about how hard it is to find an X without common referents for X is not likely to lead anywhere productive.

You're right, I should say more about what I mean by "Eliezer-level philosophical ability." Clearly, I don't mean "writing clarity," as many of my favorite analytic philosophers write more clearly than Eliezer does.

It'll take me some time to prepare that explanation. For now, let me show some support for your comment by linking to another example of Eliezer being corrected by a professional philosopher.

I'm not claiming that clarity isn't a benefit, and as far as I can tell nobody else is either.
I agree that it's not hard to write "someone who can do philosophy well in the LessWrongian style".
And sometimes one person can miscommunicate all by themselves.   

Also because it irritates me that this site is scattered with comments at anything from -3 to +15 (not exact figures) that criticize cryonics/ASI/other things lots of us believe in, LW policies, or EY, and then talk about how they're going to get downvoted into oblivion for speaking out against the consensus.

EDIT: there goes another conversation. Thank you karma toll.

You made a claim that I - and, you yourself acknowledged, most LWers - had a low prior for.

i know. But you are not supposed to downvote for disagreement.

I'm not downvoting for disagreement, I'm downvoting for absurd claims without any damn evidence. If you had provided, say, an example of a LW user who is better at philosophy - as opposed to a terminology quibble - then I would not have downvoted even if I didn't think it was sufficient.

Well, I was impressed by LW, so there's naturally g

This restriction applies as intended, don't evade it.

http://wiki.lesswrong.com/wiki/Deletion_policy#Prolific_trolls

(You now have minus 250 30-day Karma, so I'll start banning/hiding some of your comments (they will remain accessible from your user page).)

I won't play the definitional games -- you yourself talked about "low-level trolling" which you excused as "teasing", and so you could have used your definition, whatever it is. But you didn't; and instead you avoided promising not to troll or stating that you've not trolled before.

I won't respond to you again, atleast until such a promise has been made, and perhaps not even then.

This link seems not to answer the comment ,:-. is this mistaken or did EY use that fallacy?

Given the fairly uniform negative reaction to your posts, judging by your  30-day karma, you may want to consider looking for a forum where you will be better appreciated.

You accused Eliezer of committing the noncentral fallacy, you did not demonstrate that he committed it. 

Eliezer posited a categorization of "trolls" defined by the practice of deliberately pissing people off on the internet, of which people who incite others to commit suicide are an extreme example. If this is the uniting quality of "trolls," then it's not unreasonable to conclude that we don't want any of them in the community, not just the more extreme examples. 

Not all diseases will kill you or make you wish you were dead, so it may ... (read more)

Surely low enough not to be overcome by you being impressed or you agreeing with his philosophy

"Here is a very simple example of Bayesian reasoning, that most people are in fact capable of. Suppose we draw a random number between 1 and a million; the prior for any particular number between 1 and a million is straightforwardly very low - one in a million, of course. Now, I have just generated the number 493250 using random.org. Surely this prior of 1 in a million that I have generated any specific number like 493250 is low enough to not be overcome ... (read more)

I would of thought the latter but I now think you're honest given the earlier conversation involving 'crazy' anthropic reasoning of mine which turned out to be favoured by much everyone at SI as well, contrary to your claims.

When did I claim no one at SI held your views? That would've been hard since you refused to use standard terminology like SIA or SSA which I could then go 'ah yes, that's Bostrom's current view'.

If you had some omniscient Omega that had a web interface where you could enter "Pick an 1 in a million - quality philosopher" 

If you don't know it other than by name, that's not my problem. It was straightforward mathematics.

When did I claim no one at SI held your views on anthropics? And I really don't think anthropics could be called straightforward by anyone.

There are pathological, intuitively confusing cases such as the number example; reading a number is incredibly selective for it being that number, so the update, in fact, does pull the probability up.

Congratulations, you understood the point. Similarly, decent arguments are highly diagnostic of philosophical ability... (read more)

Yes. But he is a barely mediocre philosopher who is in no position to recognise real talent, whether EY's, if it exists, or anyone else's. He confuses ability with style or adherence to doctrines that he approves of.

How much of CSA have you read? Search for the sweet-spot just before Luke discovered LW and you should find high level philosophy going on.

by LW standards, most philosophy grads can't find their asses

By philosophy standards, most LWers can't find their arses.

By arse standards, most philosophy grads can't find LW.

(Sorry, what was this permutation meant to accomplish?)

I choose the profession as my example because I know a lot more computer programmers than any other single profession.
Almost all the computer programmers I know are not self-obsessed jerks.
I'll answer your questions when you answer mine.

Says the person whose whole argument of opposition to compatibilism was basically the cry "but where is the choice?!?"

There are always higher levels.  If nothing else, you can invent them yourself. 

That's what came to mind after reading this post, after reflexively comparing how intelligent I think I am to how intelligent I perceive the author and commenters to be.

Another thing that came to mind was a grumpy sense that the whole issue had not been framed in a useful way, and an urge to meddle with how the ideas are arranged.

When I see someone's work who is at higher levels than my own current understanding and abilities allow me to achieve, (notice I am not phrasing that ... (read more)

Can anyone tell me whether Jaynes' book can be read and understood without any particular formal training? I do know the basic concepts of probability, and I usually score around the 85th percentile on math tests... And how hard/time-consuming exactly will the book be? I am employed in a somewhat high pressure job on a full time basis...

You'll note that I don't try to modestly say anything like, "Well, I may not be as brilliant as Jaynes or Conway, but that doesn't mean I can't do important things in my chosen field."

Maybe not in your field, but that is how it usually works, isn't it?

(the rest of this comment is basically an explanation of comparative advantage)

Anybody can take the load off of someone smarter, by doing the easiest tasks that have been taking their time.

As a most obvious example, a brilliant scientist's secretary. A... (read more)

For whatever reason, the sense I get of Jaynes is one of terrifying swift perfection—something that would arrive at the correct answer by the shortest possible route, tearing all surrounding mistakes to shreds in the same motion.  Of course, when you write a book, you get a chance to show only your best side.  But still.

Just reminded me of a Lord Acton's quotes : "Judge character at its worst, but talent at its best." (Paraphrased from memory)

The 'thousand years old' vampire impression could be close to truth. My understanding is that people like Jaynes think very long hours, and can clock as much relevant brain time by their thirties as a person of lesser mental endurance may clock in centuries. And it is entirely possible that Jaynes did as much math by the time he wrote the book (correct math - checked and verified) as a hobbyist would in thousands years.

Contrarian view about Jaynes' super-smartness,- from David Chapman. 

Apparently, Jaynes "was completely confused about the relationship between probability theory and logic." and "There’s strong evidence that when people tried to de-confuse him, he pig-headedly refused to listen."

Honestly, my favorite thread I've read so far. I lived a similar scenario so many time, and while I doubt any of my "level above mine models" are anywhere near Jeynes, I'm very proud knowing I did manage to catch up and even surepress some. In some parts, thanks to 'less wrong' and 'Rationality from AI to Zombie'.

So thank you (Eliezer and many others on this blog) for sharing your experience and knowledge. You're some of my best teachers

All this time, and I've never thought once that Eliezer could be thinking about other people nearly the exact way I thought about him.



Competent Elites

(Anyone who didn't like yesterday's post should probably avoid this one.)

I remember what a shock it was to first meet Steve Jurvetson, of the venture capital firm Draper Fisher Jurvetson.

Steve Jurvetson talked fast and articulately, could follow long chains of reasoning, was familiar with a wide variety of technologies, and was happy to drag in analogies from outside sciences like biology—good ones, too.

I once saw Eric Drexler present an analogy between biological immune systems and the "active shield" concept in nanotechnology, arguing that just as biological systems managed to stave off invaders without the whole community collapsing, nanotechnological immune systems could do the same.

I thought this was a poor analogy, and was going to point out some flaws during the Q&A.  But Steve Jurvetson, who was in line before me, proceeded to demolish the argument even more thoroughly.  Jurvetson pointed out the evolutionary tradeoff between virulence and transmission that keeps natural viruses in check, talked about how greater interconnectedness led to larger pandemics—it was very nicely done, demolishing the surface analogy by correct reference to deeper biological details.

I was shocked, meeting Steve Jurvetson, because from everything I'd read about venture capitalists before then, VCs were supposed to be fools in business suits, who couldn't understand technology or engineers or the needs of a fragile young startup, but who'd gotten ahold of large amounts of money by dint of seeming reliable to other business suits.

One of the major surprises I received when I moved out of childhood into the real world, was the degree to which the world is stratified by genuine competence.

Now, yes, Steve Jurvetson is not just a randomly selected big-name venture capitalist.  He is a big-name VC who often shows up at transhumanist conferences.  But I am not drawing a line through just one data point.

I was invited once to a gathering of the mid-level power elite, where around half the attendees were "CEO of something"—mostly technology companies, but occasionally "something" was a public company or a sizable hedge fund.  I was expecting to be the youngest person there, but it turned out that my age wasn't unusual—there were several accomplished individuals who were younger.  This was the point at which I realized that my child prodigy license had officially completely expired.

Now, admittedly, this was a closed conference run by people clueful enough to think "Let's invite Eliezer Yudkowsky" even though I'm not a CEO.  So this was an incredibly cherry-picked sample.  Even so...

Even so, these people of the Power Elite were visibly much smarter than average mortals.  In conversation they spoke quickly, sensibly, and by and large intelligently. When talk turned to deep and difficult topics, they understood faster, made fewer mistakes, were readier to adopt others' suggestions.

No, even worse than that, much worse than that: these CEOs and CTOs and hedge-fund traders, these folk of the mid-level power elite, seemed happier and more alive.

This, I suspect, is one of those truths so horrible that you can't talk about it in public.  This is something that reporters must not write about, when they visit gatherings of the power elite.

Because the last news your readers want to hear, is that this person who is wealthier than you, is also smarter, happier, and not a bad person morally.  Your reader would much rather read about how these folks are overworked to the bone or suffering from existential ennui.  Failing that, your readers want to hear how the upper echelons got there by cheating, or at least smarming their way to the top.  If you said anything as hideous as, "They seem more alive," you'd get lynched.

But I am an independent scholar, not much beholden.  I should be able to say it out loud if anyone can. I'm talking about this topic... for more than one reason; but it is the truth as I see it, and an important truth which others don't talk about (in writing?).  It is something that led me down wrong pathways when I was young and inexperienced.

I used to think—not from experience, but from the general memetic atmosphere I grew up in—that executives were just people who, by dint of superior charisma and butt-kissing, had managed to work their way to the top positions at the corporate hog trough.

No, that was just a more comfortable meme, at least when it comes to what people put down in writing and pass around.  The story of the horrible boss gets passed around more than the story of the boss who is, not just competent, but more competent than you.

But entering the real world, I found out that the average mortal really can't be an executive.  Even the average manager can't function without a higher-level manager above them.  What is it that makes an executive?  I don't know, because I'm not a professional in this area.  If I had to take a guess, I would call it "functioning without recourse"—living without any level above you to take over if you falter, or even to tell you if you're getting it wrong.  To just get it done, even if the problem requires you to do something unusual, without anyone being there to look over your work and pencil in a few corrections.

Now, I'm sure that there are plenty of people out there bearing executive titles who are not executives.

And yet there seem to be a remarkable number of people out there bearing executive titles who actually do have the executive-nature, who can thrive on the final level that gets the job done without recourse.  I'm not going to take sides on whether today's executives are overpaid, but those executive titles occupied by actual executives, are not being paid for nothing.  Someone who can be an executive at all, even a below-average executive, is a rare find.

The people who'd like to be boss of their company, to sit back in that comfortable chair with a lovely golden parachute—most of them couldn't make it.  If you try to drop executive responsibility on someone who lacks executive-nature—on the theory that most people can do it if given the chance—then they'll melt and catch fire.

This is not the sort of unpleasant truth that anyone would warn you about—at least not in books, and all I had read were books.  Who would say it?  A reporter?  It's not news that people want to hear.  An executive?  Who would believe that self-valuing story?

I expect that my life experience constitutes an extremely biased sample of the power elite.  I don't have to deal with the executives of arbitrary corporations, or form business relationships with people I never selected.  I just meet them at gatherings and talk to the interesting ones.

But the business world is not the only venue where I've encountered the upper echelons and discovered that, amazingly, they actually are better at what they do.

Case in point:  Professor Rodney Brooks, CTO of iRobot and former director of the MIT AI Lab, who spoke at the 2007 Singularity Summit.  I had previously known "Rodney Brooks" primarily as the promoter of yet another dreadful nouvelle paradigm in AI—the embodiment of AIs in robots, and the forsaking of deliberation for complicated reflexes that didn't involve modeling.  Definitely not a friend to the Bayesian faction.  Yet somehow Brooks had managed to become a major mainstream name, a household brand in AI...

And by golly, Brooks sounded intelligent and original.  He gave off a visible aura of competence.  (Though not a thousand-year vampire aura of terrifying swift perfection like E.T. Jaynes's carefully crafted book.)  But Brooks could have held his own at any gathering I attended; from his aura I would put him at the Steve Jurvetson level or higher.

(Interesting question:  If I'm not judging Brooks by the goodness of his AI theories, what is it that made him seem smart to me?  I don't remember any stunning epiphanies in his presentation at the Summit.  I didn't talk to him very long in person.  He just came across as... formidable, somehow.)

The major names in an academic field, at least the ones that I run into, often do seem a lot smarter than the average scientist.

I tried—once—going to an interesting-sounding mainstream AI conference that happened to be in my area.  I met ordinary research scholars and looked at their posterboards and read some of their papers.  I watched their presentations and talked to them at lunch.  And they were way below the level of the big names.  I mean, they weren't visibly incompetent, they had their various research interests and I'm sure they were doing passable work on them.  And I gave up and left before the conference was over, because I kept thinking "What am I even doing here?"

An intermediate stratum, above the ordinary scientist but below the ordinary CEO, is that of, say, partners at a non-big-name venture capital firm.  The way their aura feels to me, is that they can hold up one end of an interesting conversation, but they don't sound very original, and they don't sparkle with extra life force.

I wonder if you have to reach the Jurvetson level before thinking outside the "Outside the Box" box starts to become a serious possibility.  Or maybe that art can be taught, but isn't, and the Jurvetson level is where it starts to happen spontaneously.  It's at this level that I talk to people and find that they routinely have interesting thoughts I haven't heard before.

Hedge-fund people sparkle with extra life force.  At least the ones I've talked to.  Large amounts of money seem to attract smart people.  No, really.

If you're wondering how it could be possible that the upper echelons of the world could be genuinely intelligent, and yet the world is so screwed up...

Also, I've met a few Congresspersons and they struck me as being at around the non-big-name venture capital level, not the hedge fund level or the Jurvetson level.  (Still, note that e.g. George W. Bush used to sound a lot smarter than he does now.)

But mainly:  It takes an astronomically high threshold of intelligence + experience + rationality before a screwup becomes surprising.  There's "smart" and then there's "smart enough for your cognitive mechanisms to reliably decide to sign up for cryonics".  Einstein was a deist, etc.  See also Eliezer1996 and the edited volume "How Smart People Can Be So Stupid".  I've always been skeptical that Jeff Skilling of Enron was world-class smart, but I can easily visualize him being able to sparkle in conversation.

Still, so far as I can tell, the world's upper echelons—in those few cases I've tested, within that extremely biased sample that I encounter—really are more intelligent.

Not just, "it's who you know, not what you know".  Not just personal charisma and Machiavellian maneuvering.  Not just promotion of incompetents by other incompetents.

I don't say that this never happens.  I'm sure it happens.  I'm sure it's endemic in all sorts of places.

But there's a flip side to the story, which doesn't get talked about so much: you really do find a lot more cream as you move closer to the top.

It's a standard idea that people who make it to the elite, tend to stop talking to ordinary mortals, and only hang out with other people at their level of the elite.

That's easy for me to believe.  But I suspect that the reason is more disturbing than simple snobbery.  A reporter, writing about that, would pass it off as snobbery.  But it makes entire sense in terms of expected utility, from their viewpoint.  Even if all they're doing is looking for someone to talk to—just talk to.

Visiting that gathering of the mid-level power elite, it was suddenly obvious why the people who attended that conference might want to only hang out with other people who attended that conference.  So long as they can talk to each other, there's no point in taking a chance on outsiders who are statistically unlikely to sparkle with the same level of life force.

When you make it to the power elite, there are all sorts of people who want to talk to you.  But until they make it into the power elite, it's not in your interest to take a chance on talking to them.  Frustrating as that seems when you're on the outside trying to get in!  On the inside, it's just more expected fun to hang around people who've already proven themselves competent.  I think that's how it must be, for them.  (I'm not part of that world, though I can walk through it and be recognized as something strange but sparkly.)

There's another world out there, richer in more than money.  Journalists don't report on that part, and instead just talk about the big houses and the yachts.  Maybe the journalists can't perceive it, because you can't discriminate more than one level above your own.  Or maybe it's such an awful truth that no one wants to hear about it, on either side of the fence.  It's easier for me to talk about such things, because, rightly or wrongly, I imagine that I can imagine technologies of an order that could bridge even that gap.

I've never been to a gathering of the top-level elite (World Economic Forum level), so I have no idea if people are even more alive up there, or if the curve turns and starts heading downward.

And really, I've never been to any sort of power-elite gathering except those organized by the sort of person that would invite me.  Maybe that world I've experienced, is only a tiny minority carved out within the power elite.  I really don't know.  If for some reason it made a difference, I'd try to plan for both possibilities.

But I'm pretty sure that, statistically speaking, there's a lot more cream at the top than most people seem willing to admit in writing.

Such is the hideously unfair world we live in, which I do hope to fix.

"This, I suspect, is one of those truths so horrible that you can't talk about it in public."

This is very true.  When I first interned Congress, I was amazed that everyone who worked there was several cuts above the median in intelligence.  Plus, most people were genuinely dedicated and well intentioned.  Even many of the lobbyists honestly believed that they were just trying to ensure that the business they worked for got its fair share.

The reason things go wrong, I believe, is the process of Adaptive Fiction.  ( see http://unqualified-reservations.blogspot.com/2007/07/democracy-as-adaptive-fiction.html ).  Let's say you have 100 very smart people.  99 out of a hundred of these people do not believe that giving more money and power to Washington will make the world a better place.  One person honestly does believe it.  Because of this, he ends up running for office, while the others end up in science or business.  Since this person is smart and sincere, he wins, and now is in Congress.  Now as Congressman, he votes the government more power.  As part of this funding government, there is more money for schools.  These schools in turn teach people that government is good and great.  Repeat this cycle enough times, and you have systematic delusion across the country and all throughout government.

I don't know what to make of the claim that everyone who writes "books," or "reporters," or any group of great interest, generally acts as if CEOs, the "world's upper echelons," and the "power elite" are a bunch of mental defectives.  It doesn't seem remotely plausible to me.

Is this really a critique of academic intellectual culture?  Academics probably do routinely underestimate the intelligence & competence of businesspeople.  I don't have the sense that most of the rest of the civilized world does.

I'm curious: what would you say about the writings of Paul Graham on this topic? It seems like he has a lot of evidence and experience in the field and his opinion differs drastically from yours.
http://www.paulgraham.com/venturecapital.html

Boris, yes, Paul Graham was one of my sources and seemed trustworthy.  That's why I was surprised not to see any of what he described.  Maybe I'm just seeing a cherry-picked selection of venture capitalists?  Maybe they turn evil when the moon comes out and the term sheets are being negotiated?  I really don't know.

Devin, as awful as democracy is, I don't see any reason to doubt the verdict of history that monarchy is worse.  Important question:  Are Congressional staff brighter than the actual Congresspeople?

Christopher, the objection is not that reporters make out the power elites to be stupid, but that they don't particularly emphasize their intelligence, even though this is one of the most important facts about them.

In my experience, smart people have many original theories. They likely hold these theories because they know they are smarter than most people, and so don't see any reason to trust common knowledge. Also, holding original and complex theories make them seem more intelligent. Most original theories are of course incorrect, even when they come from smart people. Intelligent, charismatic people are very good at convincing themselves and others they are correct.

IMO, this is one of the main reasons those, smart, competent people in charge screw up so often. They don't do it because they aren't smart or competent, they do it because they have a bias in favor of their own ideas and theories, just like everyone else.

Eliezer, thanks for sharpening the point for me.  Still, I'm used to your posts catalyzing so much insight that this one continues to strike me as remarkably banal, even naive.  I'm probably missing something.  Do all that many educated people really think that CEOs of mid-to-upper-level corporations and hedge-fund managers are not generally more intelligent than average?

Equally importantly, the question that this point raises but doesn't address at all: do you think that intelligence dominates driving force behind ascension through corporate hierarchies?  My instinct is to think that you've got to be smart to succeed, but you've also got to have a certain kind of power-loving personality, and be charismatic, and have at least a few other qualities.

To put it another way, when you say, "There's another world out there, richer in more than money,"  that's obviously true; but isn't it just as obvious that plenty of people with that kind of riches aren't in business, government, or the power-focused professions?

but isn't it just as obvious that plenty of people with that kind of riches aren't in business, government, or the power-focused professions?

Sure, but often they don't accomplish as much. People with high intelligence and low drive. And they aren't as concentrated. Generally, the only way you can really get smart people together is if there's an economic reason. Otherwise they're distributed rather evenly throughout the population. (I would say universities count as economic.)

Christopher, I was surprised by the lack of backlash to this post; I expected much more.  In fact, I really don't understand why the Jaynes post got backlash and this one didn't.  Maybe all the people I warned not to read it, really didn't.  So maybe this was all known to everyone except me.

The men at the power-elite gathering were also noticeably taller than average, so unless that actually correlates to intelligence, there are forces besides pure competence at work.

so unless [height] actually correlates to intelligence

It does. Possibly due to larger brain size and possibly due to better nutrition. Of course, the cause could go both ways: you could be seeing higher intelligence because  taller people are viewed as better leaders, and intelligence correlates with height. In reality, the situation is probably more complex than that, and the actual causes of success (as opposed to the correlates) are not well established.

But given that the correlation is only 0.2, Eliezer's probably right that there are other advantages.

Devin: Don't forget that Hitler was "genuinely dedicated and well intentioned", too.  The road to hell and all that.

I wonder if there's a way to inject a bunch of stupid-to-average people into Congress, who don't know much but how to read the Constitution.

pdf: No, of course, by definition, people who are less power-loving have less desire to manipulate the world on the medium-to-large scale. (At least that's my working definition of "power-loving.")  And so it's not surprising that they do so less.

Depending on what kind of ideas you have, and also what you want to do with them -- refine them, put them into the zeitgeist, get them implemented on a mass scale, enjoy having them praised, whatever -- you will want to introduce them to different audiences, and intelligence is only one of the relevant v... (read more)

You seem to be relying almost entirely on your intuitive sense of people being smart, fast, "sparkly" etc.  Yes, people at the top are good at giving other top people the impression they are smart.  The question though is whether they are actually more productive in other ways.  To evaluate that you need to look at metrics other than how sparkly the seem to you.

However, the conclusion that there is a higher probability of meeting high-intellect people in power/reputation elites compared to lesser tiers, seems undeniable, since we believe smarts increase effectiveness.

Eliezer was excited by wondering whether the difference might be dramatic.  I think it isn't, but our tendency to be inordinately excited by high status people might still make it worth seeking out their company if we can do so.  Certainly the magical status sparkles may rub off on us ;)

And by golly, Brooks sounded intelligent and original.  He gave off a visible aura of competence.  (Though not a thousand-year vampire aura of terrifying swift perfection like E.T. Jaynes's carefully crafted book.) 

The obvious explanation for the sparks is that Brooks and the other sparkly people must only be the lesser Twilight-type vampires.

Your assessment of the CEOs is based on how impressive they seem. Keep in mind that one of the main jobs of a CEO is being a good schmoozer and an inspiring leader. They are selected for their ability to appear smart, to convince others to follow their ideas, and generally to "sparkle". Of course it helps if they actually are smart, but that's not the primary criterion.

What happens if you base your assessment only what they've personally accomplished or written (as for Jaynes) where it can be separated from their charisma and force of personality? I'm guessing most of them wouldn't nearly do so well.

FWIW, I received a rather negative impression of Steve Jurvetson from his 2007 Singularity Summit talk.

My impression was of a nice guy who had been asked to stand on a stage an talk about something he didn't know much about.

This seems like an odd point in time to be singing the glories of how smart elites are.  The presumably pretty smart elites in the financial industry have just screwed up big time.  This has become so common that it has generated an entire subgenre of finance books.  Are these guys "full of life", or full of something else?

Intelligence is often devoted to optimizing the wrong things.  It's overrated.  The ability to optimize some quantity is not what you should be optimizing.

Nanotech agents will probably have real immune systems (not merely analogous subsystems) - just as computers have real immune systems today - in the form of anti-virus ... (read more)

You might well have been able to make the same observation about the senior planning officials in Gosplan and the Soviet industrial ministries.  The problem is that nobody's "smart" and "competent" enough to administer a planned economy, and that's what a corporation is.  The question isn't how "smart" or "competent" senior management is, but the nature of the information they act on given Hayekian information problems.  More specifically, are they (as Kenneth Boulding said) in progressively more tangential contact with reality, the further up the hierarchy they are, until the guy at the top of the pyramid is living in a completely imaginary world based on information filtered from below.  This is how hierarchies work--it's what R.A. Wilson called the Snafu Principle.

We have such large organizations, so isolated from genuine market data, that nobody's smart enough to run them.  The solution is not to find the smartest guy you can to make CEO and put in charge of an enormous hierarchy.  It's to reshape organizations so that 1) information problems are reduced by putting authority in the hands of people who are dealing directly with the situation, and 2) agency problems are reduced by eliminating the conflict of interest involved in hierarchy as a result of the ability to externalize the costs of decisions on those below.

Robin makes a good point.  Whatever your opinion of Brooks and Brooks's vision for AI, the fact remains that the man has been incredibly productive.  His position at the top of the AI food chain is not due to his incredible personal magnetism, or not principally.  It's due to the fact that he builds real things, that you can pick up and hold in your hands, that do real things, that you can measure.  It's easy enough to dismiss his robots, and his vision of intelligence, and his vision for how to get to "real" intelligence, as silly, and counterin... (read more)

P.S.  Competence can actually be counterproductive, from everyone else's standpoint, when there's a conflict of interest involved.

Even stipulating that (say) Carly Fiorina, Bob Nardelli, and "Chainsaw Al" Dunlap are really a bunch of geniuses, how do you explain the fact that they screw up so bad.  Either they really are smart, and are pursuing their self-interest in an intelligent manner that just happens to be at odds with the interest of the "little people" in the company, or they're just incompetent and following the flawed MBA play... (read more)

It appears you have a singular definition of competence - obviously successful people are talented in their own field, but what does it mean to be talented?

We are lucky to live in a relative meritocracy. Beyond that (painful) acknowledgment, ranking people is absurd.

Smart, happy, and alive?  That fits my observations.  Not bad morally?  Only in the Bay area.  Also, I think that more successful people seem smarter etc due to halo effect, and the ability to seem smart and alive and generally appealing, even moral, is called social skill or charisma and contributes a lot to a person's rise in power.  You may have noticed that these people were also much better looking than average.

At the most elite gathering I have attended, the Clinton Giving Initiative, about one person in five was really interesting and shiny.

That said, my impression of start-ups is that relative to their importance the founder/CEO generally gets badly under-compensated.  Successful founder/CEOs are generally extremely capable people in their domains.

BTW, there are plenty of management consultants to look over executive's shoulders and pencil in corrections.  Also, I keep telling you, Einstein was NOT a deist in the sense that you understand it.  I wish someone would ask Carl Feynman why his dad didn't sign up for cryonics given that he knew Drexler.

I don't want to generalize - but I was once promoted to be a manager - and what I discovered is that it became so easy to give some 'out of the box' thinking advices to the other programmers reporting to me then.  I explain that by the fact that I was both indeed outside of the box of their task and also having vital interest in their work - so I did pay much attention to it.

Even the Ottoman tax farmer approach worked pretty well with a good CEO/Sultan, largely because it was a fairly flat structure with people acting autonomously. The Sultan provided the right incentives, and right up until Suleiman the Magnificent changed it for his successors the system threw up high quality Sultans. It was pretty much devised by Sultan Orhan's brother and vizier Aladdin.

Robin: I can see how "sparkle" can be used to impress people less intelligent or equal. But how could it be used to fake intellect when seen by somebody presumably smarter? Even somebody who was a fast cache would be limited to the material they knew, and would risk the smart guy recognizing a source. The only strategy I can see is to carefully steer clear of shared competences.

Because the last news your readers want to hear, is that this person who is wealthier than you, is also smarter, happier, and not a bad person morally.

Don't forget, elites tend to be healthier and longer-lived too.

For me, a highlight of each year is a multi-day gathering of about 40 individuals selected for their intelligence, integrity and passion to make the world a better place.  We share our current thinking and projects and actively refine and synergize plans for the year ahead.  Nearly everyone there displays perceptiveness, creativity, joy of life, "sparkle", well above the norm, but -- these qualities are NOT highly predictive of effectiveness outside the individual's preferred environment.

It's not hard to imagine that all the power elite people you mention were so much more charismatic than you that you "couldn't discriminate more than one level above" your own charisma. That halo effect that Michael Vassar mentioned. Not that they weren't smart and competent but, charisma can be used to make you seem more smart and competent in the same way that I see you as more charismatic than you really are because you are smarter and more competent than me.

Does the unusual tenor of this post have anything to do with the upcoming Singularity Summit and its potential for fund-raising?

Don't try to fix what is not broken. Would you rather be governed by a moron? And by governor I don't mean any clown TV-splashed politician.

Devin, as awful as democracy is, I don't see any reason to doubt the verdict of history that monarchy is worse. Important question: Are Congressional staff brighter than the actual Congresspeople?

Are you aware that the victors write the history?  Pick up a Chinese history book and you'll read about what a swell guy Mao was.  Sure some things he did were a bit suboptimal, but in general, he was a great man that was a blessing for China.  The United States has a $1 trillion state education system.  What kind of myths has it have filled your head with?

Something to bear in mind. There exists a feedback loop whereby social status and the approval of others, (whether justified or not)increases confidence and self-assurance driving that social status higher still.

It seems quite possible that elites are "sparkly" because of their social status rather than the other way around.

What's unfair? You're saying merit succeeds, that merit isn't a mixed blessing. Seems fair to me.

Charles Murray talked about in "The Bell Curve."  And Ayn Rand wrote about it repeatedly.

As a parting note:  some of you, being unaware of the etymology and history of the concept of 'charisma', would do well to familiarize yourselves with its meaning.

Eliezer I'll concede you may even be smarter than House, M.D., can't wait for the series FAI:Blog "that intelligence.." puts on sunglasses "is boxed." credits.

I always thought smart people do stupid things and screw up our world because evolution gave us greed and a sex drive.  If there's more to it, then I'd be surprised, perhaps enlightened.  But without them I'd be staring at cave walls right now.  Interesting post but return to AGI nittygritty soon.

Just wandered in.  What an interesting conversation.

Eliezer, perhaps you were expecting them to seem like A-holes or snobs. That is not the case. They are indeed somewhat smarter than average. They also tend to be very charismatic or "shiny" which makes them seem smarter still. That doesn't necessarily mean they are smart enough or motivated to fix the problems of the world.

Perhaps there are better models of the world than the Approval/Disapproval of Eletes dichotomy.

Isn't there quite a bit of selection bias involved here? Perhaps some level of native intelligence is required to be in the elite (or strongly correlated to it at least) but don't you have to see how many equally intelligent people are toiling away outside the elite to determine if greater intelligence is sufficient? Wouldn't Bayes be a little disappointed with thispost? Also, you observe that people who are in the elite seem happier and more fulfilled than the average. That doesn't really seem that surprising to me -- after all they are already pretty far... (read more)

Have you ever met and identified a sociopath before? Until you've seen one in action and understand some of their tricks, they can appear to be incredibly smart and effective.

It would be interesting to see some intelligence metrics of:

And decide if the CEOs you are talking about are more intelligent (IQ measure) than all the other groups mentioned above. If the mean IQ of CEOs is not more than the mean IQ of say Doctors, then yes, it is legitimate for people to feel that the CEOs don't deserve to be where they are and feel a bit bitter about it. I don't think a story depicting say a neurosurgeon being happy, healthy, liv... (read more)

It's interesting that you mention Rodney Brooks. I've always found his work poorly written and lacking in clarity despite being sympathetic to his views. He must come across better in person. As Shane points out though, Brooks' work has the rare quality in AI that it is productive and has found widespread application in industry.

As for the Venture Capitalists, I don't find it surprising that Silicon Valley VCs share some of your interests. It's like discovering that software engineers share an interest in AD&D and collectibles. All these guys are enthu... (read more)

"Hedge-fund people sparkle with extra life force.  At least the ones I've talked to.  Large amounts of money seem to attract smart people."

That is impossible to dispute.  Might the statement, though, indicate the happy glow of survivorship and the survivor bias?  After all, what of all the other hedge fund people, smart ones no less, who were also attracted to large amounts of money, but whose fortunes fared less well?  Some of the clues include multiple references to "aura," "sparkle," and "life force."  Does framin... (read more)

It's true that we don't like to think people better-off than us might be better than us.  But two caveats:

Just because the cream is concentrated at the top, doesn't mean that most of the cream (or the best cream) is at the top.

Causation probably runs both ways on this one.  There is a lot of  evidence that richer and more-respected people are happier and healthier.  Various explanations have been tried to explain this, including the explanation that health causes career success.  That explanation turned out to have serious problems, although I can't no

My God this is a bunch of crap! What the hell is wrong with you people?

I don't understand why you would find it confusing for the 'elites' to screw up when trying to run governments or otherwise improve the world.  Human motivation is the same at any level on the power curve or on the intelligence curve.  Those people screw up at improving the world because the goals they're trying to attain is greater wealth, power, and influence for themselves.  If those at the top concerned themselves with improving the lot of people at the bottom, maybe they would succeed at it.  However, unless they actually make the effort (human nature being what it is, this will never happen), nothing will change.

The observations in this post gel with my experience also.

Middle managers can be the most short-sided, penny-pinching, over-simplifying people in the world. But when you talk to CEOs they are often well-spoken, well-read, philosophical, long-term.

You ask them a business question and expect to get back balance sheets, dollars, etc. but instead you get something surprisingly wide-ranging/philosophical.

This rings true with my experiences in one of the top management consulting firms (both on consultant and client side). The higher up you get, the smarter the people in general become, many of the top brass actually are interested in the big picture much more than the immediate balance sheet (in some cases so much that it becomes hard gathering the hard data you would need now). Many are ready to challenge conventional wisdom or drop their  agenda for a while if you present them with a genuinely unconventional idea. 

Middle management is somewhat split, th... (read more)

There was one element of your article that stood out particularly strongly to me: you seem to recognize that Einstein operated at a level above your own, but yet you appear to mock his deism.

If Einstein functioned at a higher level, how do you know that his reasons for being a deist were not better than your reasons for being a whatever-you-happen-to-be?

It seems to me that there might be an element of bias to your religious (or non-religious) views for such a comment to be tossed out so casually.

I'm not stating with certainty that there is bias (I have not read much of your blog), but it seems to be an area that could benefit from further elaboration.

Einstein was an atheist who liked to personify the ultimate nature of reality as a way of blending in with the societies in which he existed.

First a comment on a small, specific point you made: I have met a large number of VC's during the last 11 years, and in terms of intelligence and insight I really found them to be all over the map.  Some brilliant, wide-ranging thinkers ... some narrow-minded morons. Hard to generalize.

Regarding happiness, if you're not familiar with it you might want to look at the work on flow and optimal experience:

http://www.amazon.com/Flow-Psychology-Experience-Mihaly-Csikszentmihalyi/dp/0060920432

which is likely relevant to why many successful CEO's would habitually ... (read more)

You didn't see any of the behavior that Paul Graham described because he is describing the venture capitalist/entrepreneur/investment interface while you are describing the venture capitalist/conference/marketing interface.  Being sparkly in conversation doesn't produce much work.

Is here anyone in this world who is NOT functioning without resource? The Sudanese refugee crossing the Sinai desert to get into Israel, is not functioning without resource? The runaway 15 years old girl in America is not functioning without resource? The Bronx accountant sent to jail has any resource? We are all forced sometime in our lives to survive without any outer help and direction. From the amoeba up, we are all self motivated automathons. 

Feels like there's a lot of stuff muddled up in this discussion.

For what the anecdote is worth, I went to Harvard Business School, a self-styled pantheon for the business elite. 

The average person was:

- top decile intellect (though probably not higher)

- top decile emotional intelligence (broadly construed - socially aware, self-aware, persuasion skills, etc.)

- highly conscientious / motivated

Few were truly brilliant intellectually. Few were academically distinguished (plenty of good ivy league degrees, but very few brilliant mathematical minds, etc.). 

http://en.wikipedia.org/wiki/Height_and_intelligence

Steve Pavlina (personal development for smart people) explains why he doesn't take email from the general public any more.

http://www.stevepavlina.com/blog/2010/10/putting-a-brick-in-my-mailbox/

http://www.stevepavlina.com/blog/2010/10/10-reasons-i-disabled-my-contact-form/

(My apologies if it turns out you no longer hold the opinions I'm responding to. I'm new here.)

Still, so far as I can tell, the world's upper echelons - in those few cases I've tested, within that extremely biased sample that I encounter - really are more intelligent.

You have acknowledged the problem with the method by which you arrived at these views, and then gone right on asserting them.

I seem to recall that you dislike this behavior in others:

It is all too easy to meet every counterargument by saying, "Well, of course I could be wrong."  Then, having dutifully genuflected in the direction of Modesty, having made the required obeisance, you can go on about your way without changing a thing.

Perhaps you only find this sort of hypothesis troublesome when people keep on believing it despite other people's objections? Are your self-criticisms exempt? If not, I really don't see how you're supporting the notion that people in power-elites are generally more competent than people who aren't. You've identified the fault in the belief already; you've said in as many words that your sample is severely biased.

If you went looking for power-elites full of lucky bastards or e... (read more)

This post rings true to me based on my personal experience. If you buy into the logic of the original post (and I’m betting that at least its author does) you should consider reevaluating your views towards other filtration systems. Plenty of institutions engage in filtering besides corporations, and those institutions are subject to the same reporting bias and comforting lie bias that would apply here.

Reading this I felt so... excited. This is genuinely good news. Like the childhood you, most of my experience of life consists of not actually meeting people and doing things, but of reading books and what have you. As a result, I had deliberately killed my sense of ambition, because on some level I equated success with unhappiness. The idea that smarter, more successful people are happier as well... that changes things.

An anecdote about Jeff Bezos's laserlike focus, etc.: 

https://plus.google.com/u/0/110981030061712822816/posts/AaygmbzVeRq

Such is the hideously unfair world we live in, which I do hope to fix.

Speaking as a non-sparkly, not-very-alive person, who will probably never get to talk to anyone who is particularly sparkly or alive except as a disembodied sequence of characters on a rationalist blog, I have to wonder whether it's more efficient to "fix" the less-sparkly and less-alive of us via uplift, or simply by recognizing that we're made of atoms that could be put to better use.

There is also the possibility that the 'conversational sparkling' you noted is noticeable to many people, and can be faked. If you can project a sense of overwhelming competence without actually acquiring that competence, you get people to defer to you, and that sends you up to the high echelons almost as quickly as the impressive competence itself would.

Also, I know from reliable second-hand observations (family) that much of the high-level power jockeying is "cheating", in the sense that situations which are known to be deteriorating, but whose deterioration is not publicly visible, are pawned off on someone unaware of the problem (i.e. the CEO leaves six months before he sees the crash as likely, and lets the former CFO or something take over) who then takes the fall, through no fault of their own. (This comes from someone who is frequently at the level just below these machinations in a good position to observe, and who has specifically avoided accepting promotions to that level to avoid them. I'm reasonably certain this is not sour grapes.)

[What makes an executive might be] "functioning without recourse"—living without any level above you to take over if you falter, or even to tell you if you're getting it wrong

Alternatively, successful executives might be defined by "always having recourses" -- a large-enough social network, blame-shifting ability, and general competence.

The reason the power elite don't talk to mortals is not because the mortals are boring.

Try to help a mortal become power elite and you'll discover something interesting: it can't be done.

And not only this: they have all kinds of self-limiting coping mechanisms that invariably make them attack you for even attempting to help them,

I am curious if you still feel this way (and about the Level Above Mine) after 14 years. While I agree all the execs I have met have a high level of competence and energy, what they have competence in tends to vary greatly. ie. some are well rounded; fit, great at managing at all levels, charismatic, and able to discern information and value in ideas, business and people with relative ease. On the other hand, I’ve met execs that are incredibly good at a small selection of skills: ie. having energy, working hard, and able to relentlessly fine tune a budget ... (read more)

Steve Jurvetson reacts to this post 14 years later: https://twitter.com/FutureJurvetson/status/1582761692861038593

You have a gift with words and lay out a provoking hypothesis, especially this part:

I tried—once—going to an interesting-sounding mainstream AI conference that happened to be in my area.  I met ordinary research scholars and looked at their posterboards and read some of their papers. I watched their presentations and talked to them at lunch.  And they were way below the level of the big names.  I mean, they weren't visibly incompetent, they had their various research interests and I'm sure they were doing passable work on them.  And I gave up and left be



Above-Average AI Scientists

(Those who didn't like the last two posts should definitely skip this one.)

I recall one fellow, who seemed like a nice person, and who was quite eager to get started on Friendly AI work, to whom I had trouble explaining that he didn't have a hope.  He said to me:

"If someone with a Masters in chemistry isn't intelligent enough, then you're not going to have much luck finding someone to help you."

It's hard to distinguish the grades above your own.  And even if you're literally the best in the world, there are still electron orbitals above yours—they're just unoccupied.  Someone had to be "the best physicist in the world" during the time of Ancient Greece.  Would they have been able to visualize Newton?

At one of the first conferences organized around the tiny little subfield of Artificial General Intelligence, I met someone who was heading up a funded research project specifically declaring AGI as a goal, within a major corporation.  I believe he had people under him on his project.  He was probably paid at least three times as much as I was paid (at that time).  His academic credentials were superior to mine (what a surprise) and he had many more years of experience.  He had access to lots and lots of computing power.

And like nearly everyone in the field of AGI, he was rushing forward to write code immediately—not holding off and searching for a sufficiently precise theory to permit stable self-improvement.

In short, he was just the sort of fellow that...  Well, many people, when they hear about Friendly AI, say:  "Oh, it doesn't matter what you do, because [someone like this guy] will create AI first."  He's the sort of person about whom journalists ask me, "You say that this isn't the time to be talking about regulation, but don't we need laws to stop people like this from creating AI?"

"I suppose," you say, your voice heavy with irony, "that you're about to tell us, that this person doesn't really have so much of an advantage over you as it might seem.  Because your theory—whenever you actually come up with a theory—is going to be so much better than his.  Or," your voice becoming even more ironic, "that he's too mired in boring mainstream methodology—"

No.  I'm about to tell you that I happened to be seated at the same table as this guy at lunch, and I made some kind of comment about evolutionary psychology, and he turned out to be...

This was the point at which I really got, on a gut level, that there was no test you needed to pass in order to start your own AGI project.

One of the failure modes I've come to better understand in myself since observing it in others, is what I call, "living in the should-universe".  The universe where everything works the way it common-sensically ought to, as opposed to the actual is-universe we live in.  There's more than one way to live in the should-universe, and outright delusional optimism is only the least subtle.  Treating the should-universe as your point of departure—describing the real universe as the should-universe plus a diff—can also be dangerous.

Up until the moment when yonder AGI researcher explained to me that he didn't believe in evolution because that's not what the Bible said, I'd been living in the should-universe.  In the sense that I was organizing my understanding of other AGI researchers as should-plus-diff.  I saw them, not as themselves, not as their probable causal histories, but as their departures from what I thought they should be.

In the universe where everything works the way it common-sensically ought to, everything about the study of Artificial General Intelligence is driven by the one overwhelming fact of the indescribably huge effects: initial conditions and unfolding patterns whose consequences will resound for as long as causal chains continue out of Earth, until all the stars and galaxies in the night sky have burned down to cold iron, and maybe long afterward, or forever into infinity if the true laws of physics should happen to permit that.  To deliberately thrust your mortal brain onto that stage, as it plays out on ancient Earth the first root of life, is an act so far beyond "audacity" as to set the word on fire, an act which can only be excused by the terrifying knowledge that the empty skies offer no higher authority.

It had occurred to me well before this point, that most of those who proclaimed themselves to have AGI projects, were not only failing to be what an AGI researcher should be, but in fact, didn't seem to have any such dream to live up to.

But that was just my living in the should-universe.  It was the creationist who broke me of that.  My mind finally gave up on constructing the diff.

When Scott Aaronson was 12 years old, he: "set myself the modest goal of writing a BASIC program that would pass the Turing Test by learning from experience and following Asimov's Three Laws of Robotics.  I coded up a really nice tokenizer and user interface, and only got stuck on the subroutine that was supposed to understand the user's question and output an intelligent, Three-Laws-obeying response."  It would be pointless to try and construct a diff between Aaronson12 and what an AGI researcher should be.  You've got to explain Aaronson12 in forward-extrapolation mode:  He thought it would be cool to make an AI and didn't quite understand why the problem was difficult.

It was yonder creationist who let me see AGI researchers for themselves, and not as departures from my ideal.

A creationist AGI researcher?  Why not?  Sure, you can't really be enough of an expert on thinking to build an AGI, or enough of an expert at thinking to find the truth amidst deep dark scientific chaos, while still being, in this day and age, a creationist.  But to think that his creationism is an anomaly, is should-universe thinking, as if desirable future outcomes could structure the present.  Most scientists have the meme that a scientist's religion doesn't have anything to do with their research. Someone who thinks that it would be cool to solve the "human-level" AI problem and create a little voice in a box that answers questions, and who dreams they have a solution, isn't going to stop and say:  "Wait!  I'm a creationist!  I guess that would make it pretty silly for me to try and build an AGI."

The creationist is only an extreme example.  A much larger fraction of AGI wannabes would speak with reverence of the "spiritual" and the possibility of various fundamental mentals. If someone lacks the whole cognitive edifice of reducing mental events to nonmental constituents, the edifice that decisively indicts the entire supernatural, then of course they're not likely to be expert on cognition to the degree that would be required to synthesize true AGI.  But neither are they likely to have any particular idea that they're missing something.  They're just going with the flow of the memetic water in which they swim.  They've got friends who talk about spirituality, and it sounds pretty appealing to them.  They know that Artificial General Intelligence is a big important problem in their field, worth lots of applause if they can solve it.  They wouldn't see anything incongruous about an AGI researcher talking about the possibility of psychic powers or Buddhist reincarnation.  That's a separate matter, isn't it?

(Someone in the audience is bound to observe that Newton was a Christian.  I reply that Newton didn't have such a difficult problem, since he only had to invent first-year undergraduate stuff.  The two observations are around equally sensible; if you're going to be anachronistic, you should be anachronistic on both sides of the equation.)

But that's still all just should-universe thinking.

That's still just describing people in terms of what they aren't.

Real people are not formed of absences.  Only people who have an ideal can be described as a departure from it, the way that I see myself as a departure from what an Eliezer Yudkowsky should be.

The really striking fact about the researchers who show up at AGI conferences, is that they're so... I don't know how else to put it...

Not at the intellectual level of the big mainstream names in Artificial Intelligence.  Not at the level of John McCarthy or Peter Norvig (whom I've both met).

More like... around, say, the level of above-average scientists, which I yesterday compared to the level of partners at a non-big-name venture capital firm.  Some of whom might well be Christians, or even creationists if they don't work in evolutionary biology.

The attendees at AGI conferences aren't literally average mortals, or even average scientists.  The average attendee at an AGI conference is visibly one level up from the average attendee at that random mainstream AI conference I talked about yesterday.

Of course there are exceptions.  The last AGI conference I went to, I encountered one bright young fellow who was fast, intelligent, and spoke fluent Bayesian.  Admittedly, he didn't actually work in AGI as such.  He worked at a hedge fund.

No, seriously, there are exceptions.  Steve Omohundro is one example of someone who—well, I'm not exactly sure of his level, but I don't get any particular sense that he's below Peter Norvig or John McCarthy.

But even if you just poke around on Norvig or McCarthy's website, and you've achieved sufficient level yourself to discriminate what you see, you'll get a sense of a formidable mind.  Not in terms of accomplishments—that's not a fair comparison with someone younger or tackling a more difficult problem—but just in terms of the way they talk.  If you then look at the website of a typical AGI-seeker, even one heading up their own project, you won't get an equivalent sense of formidability.

Unfortunately, that kind of eyeball comparison does require that one be of sufficient level to distinguish those levels.  It's easy to sympathize with people who can't eyeball the difference:  If anyone with a PhD seems really bright to you, or any professor at a university is someone to respect, then you're not going to be able to eyeball the tiny academic subfield of AGI and determine that most of the inhabitants are above-average scientists for mainstream AI, but below the intellectual firepower of the top names in mainstream AI.

But why would that happen?  Wouldn't the AGI people be humanity's best and brightest, answering the greatest need?  Or at least those daring souls for whom mainstream AI was not enough, who sought to challenge their wits against the greatest reservoir of chaos left to modern science?

If you forget the should-universe, and think of the selection effect in the is-universe, it's not difficult to understand.  Today, AGI attracts people who fail to comprehend the difficulty of AGI.  Back in the earliest days, a bright mind like John McCarthy would tackle AGI because no one knew the problem was difficult.  In time and with regret, he realized he couldn't do it.  Today, someone on the level of Peter Norvig knows their own competencies, what they can do and what they can't; and they go on to achieve fame and fortune (and Research Directorship of Google) within mainstream AI.

Then there are the completely hopeless ordinary programmers who wander onto the AGI mailing list wanting to build a really big semantic net.

Or the postdocs moved by some (non-Singularity) dream of themselves presenting the first "human-level" AI to the world, who also dream an AI design, and can't let go of that.

Just normal people with no notion that it's wrong for an AGI researcher to be normal.

Indeed, like most normal people who don't spend their lives making a desperate effort to reach up toward an impossible ideal, they will be offended if you suggest to them that someone in their position needs to be a little less imperfect.

This misled the living daylights out of me when I was young, because I compared myself to other people who declared their intentions to build AGI, and ended up way too impressed with myself; when I should have been comparing myself to Peter Norvig, or reaching up toward E. T. Jaynes.  (For I did not then perceive the sheer, blank, towering wall of Nature.)

I don't mean to bash normal AGI researchers into the ground.  They are not evil.  They are not ill-intentioned.  They are not even dangerous, as individuals.  Only the mob of them is dangerous, that can learn from each other's partial successes and accumulate hacks as a community.

And that's why I'm discussing all this—because it is a fact without which it is not possible to understand the overall strategic situation in which humanity finds itself, the present state of the gameboard.  It is, for example, the reason why I don't panic when yet another AGI project announces they're going to have general intelligence in five years.  It also says that you can't necessarily extrapolate the FAI-theory comprehension of future researchers from present researchers, if a breakthrough occurs that repopulates the field with Norvig-class minds.

Even an average human engineer is at least six levels higher than the blind idiot god, natural selection, that managed to cough up the Artificial Intelligence called humans, by retaining its lucky successes and compounding them.  And the mob, if it retains its lucky successes and shares them, may also cough up an Artificial Intelligence, with around the same degree of precise control.  But it is only the collective that I worry about as dangerous—the individuals don't seem that formidable.

If you yourself speak fluent Bayesian, and you distinguish a person-concerned-with-AGI as speaking fluent Bayesian, then you should consider that person as excepted from this whole discussion.

Of course, among people who declare that they want to solve the AGI problem, the supermajority don't speak fluent Bayesian.

I am totally average student. Is it worth to understand bayesian for me and does this investment may help me in my life?(as venture capitalist, as truth seeker).

Your decision to try and learn to become more rational already demonstrates that you are not average.

Try to learn as much as you can, about as many fields of inquiry as you can, including probability. 

Your decision to try and learn to become more rational already demonstrates that you are not average.

Regardless of whether or not it's true, this is a dangerous and self-reinforcing thought.

Oldreader, you can go on for quite a distance before you need Bayesian math, but if you can understand it without incredible difficulty, then it is worthwhile to learn the arithmetical basics even before you begin to study the less technical and more practical advice.

My faith in Omohundro was shaken a bit by the "weird psi experiments" reference - at: here - at 1:17:45.

Omohundro gently corrected a mathematical misapprehension I had about Godel's Theorem, long after I thought I was done with it.  I don't forget that sort of thing.  (Plan to write it up here eventually.)

Frankly, I felt a bit like I did when Klaatu explained that the power of resurrection was "reserved to the Almighty Spirit" - in "The Day the Earth Stood Still".  Except that, that time, it turned out that there was a good explanation.

I find the following passage spine tingling and goose bump inducing, and it's not the first time:

In the universe where everything works the way it common-sensically ought to, everything about the study of Artificial General Intelligence is driven by the one overwhelming fact of the indescribably huge effects: initial conditions and unfolding patterns whose consequences will resound for as long as causal chains continue out of Earth, until all the stars and galaxies in the night sky have burned down to cold iron, and maybe long afterward, or forever into infinity if the true laws of physics should happen to permit that.  To deliberately thrust your mortal brain onto that stage, as it plays out on ancient Earth the first root of life, is an act so far beyond "audacity" as to set the word on fire, an act which can only be excused by the terrifying knowledge that the empty skies offer no higher authority.

Are the psychosomatic effects of your writing intentional; do you consider, or even aim for, the possibility that, as a result, somewhere, someone would be having a brief episode of being involuntarily pulled outside of themselves and realizing the terrifying immensity of it all?

Keep it up, because I don't think you can be reminded often enough of the realities of reality.

The benefits humanity has received from innovations have mostly come about through gradual improvements in existing products rather then through huge breakthroughs.  For these kinds of innovations 50 people with the minimal IQ needed to get a masters degree in chemistry (even if each of them believes that the Bible is the literal word of God) are far more valuable than one atheist with an Eliezer level IQ.

Based on my limited understanding of AI, I suspect that AGI will come about through small continuous improvements in services such as Google search.  Goo... (read more)

Eliezer,
How do you envision the realistic consequences of mob-created AGI?  Do you see it creeping up piece by piece with successive improvements until it reaches a level beyond our control,

Or do you see it as something that will explosively take over once one essential algorithm has been put into place, and that could happen any day?

If a recursively self-improving AGI were created today, using technology with the current memory storage and speed, and it had access to the internet, how much damage do you suppose it could do?

Another possibility is stockmarket superintelligence - see my The Awakening Marketplace.

This is the most interesting and intriguing blog post on any subject I've read in several months.

"The benefits humanity has received from innovations have mostly come about through gradual improvements in existing products rather then through huge breakthroughs. For these kinds of innovations 50 people with the minimal IQ needed to get a masters degree in chemistry (even if each of them believes that the Bible is the literal word of God) are far more valuable than one atheist with an Eliezer level IQ."

Would you really be surprised by a 50-fold productivity difference between low-end (those just barely able to even attempt a task) and high-end mathematicians or computer programmers in developing new techniques and algorithms? Even on ordinary corporate software development projects there are order of magnitude differences in productivity on many tasks, differences which are masked by allocation of people to the tasks where they have the greatest marginal productivity.

4 geniuses with 200 passable assistants for grunt work will do better than 6 geniuses.

2000 passable programmers will do better than 4 geniuses and 200 passable assistants.

Basic research. Fundamental research. Frontier research; stuff you don't see turning into applied research until relatively late, perhaps a decade or three later.

Eliezer: If you are a level below Jaynes, Evolution is at least a hundred levels below the average engineer.  What happened to the small gap between Village Idiot and Einstein?

Lara Foster:  I'm pretty sure that a recursively self-improving AGI with capabilities that were surprisingly above those of an IQ 130 human as frequently as they were below those of an IQ 130 human would have been able to develop into something irresistibly powerful if created a decade ago.  I'd expect that this was possible two decades ago.  Three decades is pushing it a bit, but just a bit.

Under either your (1) or (2) passable programmers contribute to advancement, so Eliezer's Masters in chemistry guy can (if he learns enough programming to become a programming grunt) help advance the AGI field.

The best way to judge productivity differences is to look at salaries.  Would Google be willing to pay Eliezer 50 times more than what it pays its average engineer?  I know that managers are often paid more than 50 times what average employees are, but do pure engineers ever get 50 times more?  I really don't know.

I'm pretty confident that 6 geniuses will do better than 2000 passable programmers in the long term and in most fields, though worse than 4 geniuses and 200 passable programmers.

I can't recall ever affirming that the chance is negligible that religionists enter the AGI field. Not just recently, I began to anticipate they would be among the first encountered expressing that they act on one possibility that they are confined and sedated, even given a toy universe that is matryoshka dolls indefinitely all the way in and all the way out for them.

James Miller:  Temperamentally, managers who get 50 times more from effective companies have the skills of very good engineers plus a whole separate skill set, also highly developed, as managers.  Also, Managers paid 50 times more may be motivated not to leave for another company, but engineers paid 50 times more may, by temperament, be motivated to instead quite and dabble in programming for open-source projects.  The market pays excellent managers with excellent engineering skills 50 times more than a typical engineer's salary as start-up founders once t... (read more)

Considering the wads of cash religion$ control, I wouldn't be surprised to find myself in a future where some sort of an Artificial General Irrationality project exists recursively improving its Worship Module.

"If you are a level below Jaynes, Evolution is at least a hundred levels below the average engineer."

I think there's a case to be made that evolution, sped up, say, a million times over, or ten, might be only several levels below the average human. (Especially if we're only considering evolution of multicellular organisms with sexual recombination, which I suppose might be analogous as only considering software development using high level languages.) And I'm willing to grant that million or ten just as a matter of conversational convenience.

I agree there should be a strong prior belief that anyone pursuing AGI at our current level of overall human knowledge, is likely quite ordinary or at least failing to make reasonably obvious conclusions.

"The benefits humanity has received from innovations have mostly come about through gradual improvements in existing products rather then through huge breakthroughs."

Except that the gradual improvements cannot occur without the breakthroughs.

"Eliezer: If you are a level below Jaynes, Evolution is at least a hundred levels below the average engineer. What happened to the small gap between Village Idiot and Einstein?"

"Under either your (1) or (2) passable programmers contribute to advanceme... (read more)

"the most highly creative and productive people (and investors) are grossly underpaid relative to the majority of people."

Do you mean to say that investors are underpaid, that investors aren't creative and productive people, or that investors aren't people? Hehe.

michael vassar,
You've quietly slid from engineers to programmers. Other kinds of engineers need a lot more money to make it a hobby. Maybe they make up for it with less variation in ability, but I doubt it. Even if you didn't mean to talk about other engineers, their situation needs explaining.

Speaking of creationism and AI, I always liked the dedication of Gerry Sussman's dissertation:

Some context here.  Sussman is definitely an above-average AI scientist.

Is it possible that humans might create blight power AI, sure. Is it possible that a monkey banging away on a keyboard might create the complete works of Shakespeare, sure. I'm not going to hold my breath though.

If groups of humans do manage to cobble together an AGI out of half baked theories and random trial and error, it is likely to have as much hope of recursively self-improving easily as a singular human performing neurosurgery on themselves. Even given the tools to alter neural connections and weightings without damage, I don't see much hope of quic... (read more)

When experienced celebrated AI researchers consistently say human-level AI looks a long way off you say that means little - how could they know.  And then you feel you have the sorting-hat vision to just chat with someone for a few minutes and know they couldn't possibly contribute to such progress.

Perhaps you would care to express the best of Non-reductionism in non-reductive language, as a means of demonstration?

I was thinking, "Can one human engineer put forth an effort equivalent to a billion years of optimization by an evolution in one year?  Doesn't seem like it.  Million years?  Sounds about right."  So I said, "six levels".  This isn't the same sort of level I use to compare myself to Jaynes, but then you couldn't expect that of a comparison between humans and evol... (read more)

Eliezer: One comment is that I don't particularly trust your capability to assess the insights or mental capabilities of people who think very differently from yourself.  It may be that the people whose intelligence you most value (who you rate as residing on "high levels", to quasi-borrow your terminology) are those who are extremely talented at the kind of thinking you personally most value.  Yet, there may be many different sorts of intelligent human thinking, some of which you may not excel at, may understand relatively little of, and may not... (read more)

To all claiming that the judgment is too subtle to carry out, agree or disagree:  "Someone could have the knowledge and intelligence to synthesize a mind from scratch on current hardware, reliably as an individual rather than by luck as one member of a mob, and yet be a creationist."

Obviously I don't think my judgment is perfect; but I'm not trying to use it to make subtle distinctions between 20 almost-equally-qualified candidates during a job interview.  So the question is, is such judgment good enough that it can make gross distinctions correctly, most of the time?

Robin Hanson correctly pointed out yesterday that if I find that people generally rated as top names seem visibly more intelligent to me, this doesn't necessarily verify either my own judgment, or the intelligence of these people; it may just mean that I tend to intuitively judge "intelligence" using the same heuristics that others do, which explains why the people were accepted into hedge funds, why various researchers are accepted as big-names, etc.

But I don't know how plausible that really is.  For one thing, talking with Steve Omohundro or Sebastian Thrun about math, and judging them by that, th... (read more)

if you aren't a p-zombie
I just happen to be a p-zombie.

Did you read Eliezer's Generalized Anti-Zombie Principle?

Rather, what I oppose is reductionism, the dogmatic belief that the Standard Model can explain everything. (Never mind that it can't even explain all of known physics...)
Most (all?) self-described reductionists believe the Standard Model is incomplete and needs something more to reconcile relativity with quantum mechanics. They just think the complete Unified Theory of Everything will have reductionist explanations for everything.

A sensible reductionist theory doesn't claim that everything is reducible to something more basic. It claims that everything is reducible to a set of fundamental entities, (which are not in turn reducible to anything else,) governed by consistent laws.

A potentially hostile foreign country is making tremendous progress in AGI; they've already appointed it to several governmental and research positions and are making a  huge sucking noise on the money market thanks to their baby/juvenile-AGI that is about to turn mature any month/week/day/hour now.

What problems does the project director face? What is the optimum number of geniuses working on AGI? Can there be too many? Where do we get them from? How do we choose them?

How was the real Manhattan Project structured? How wide was the top of the pyramid? How many individuals contributed to the key insights and breakthroughs?

"baby/juvenile-AGI that is about to turn mature any month/week/day/hour now.

Probably too late for a Manhattan Project to be the appropriate response at that point. Negotiation or military action seem more feasible.

To all claiming that the judgment is too subtle to carry out, agree or disagree: "Someone could have the knowledge and intelligence to synthesize a mind from scratch on current hardware, reliably as an individual rather than by luck as one member of a mob, and yet be a creationist."

I'm not making any specific judgments about the particular Creationist you have in mind here (and I'm pretty sure I know who you mean)... but I see no reason to believe that Creationism renders an individual unable to solve the science a... (read more)

People with apparently irrational religious views have had major insights into technical areas of philosophy and to the theory of rationality:

Thomas Bayes
Robert Aumann
Saul Kripke
Hilary Putnam

I'm sure there are others, but these are the best known examples. Putnam was also a Maoist for a while. A number of top German scientists worked for the Nazis, having seen their Jewish colleagues chased out of their university positions.

Some people with scientific accomplishments have been positivly crazy, in fact. E.g. Kary Mullis, who developed the polymerase chain reaction, winning a nobel prize. In 1992, Mullis founded a business with the intent to sell pieces of jewelry containing the amplified DNA of deceased famous people like Elvis Presley and Marilyn Monroe. He's also an AIDS denier and a global warming skeptic.

I don't know what it would take to synthesize a mind from scratch on current hardware, but I do think that there are creationists who would at least be significantly above my level. I don't know of any, but I do have a creationist friend who is a good enough thinker that, while I don't think he's better than me, the fact that I just happened to meet him (our parents were friends) suggests that there are other creationists who are.

I'm not sure where this sequence of posts is going, but I feel I should use the opportunity to advertise my own status as somewhere way above average and yet extremely badly positioned to use my abilities. I consider that what I should be working on is something like the Singularity Institute's agenda, but with the understanding that today's scientific ontology is radically incomplete on at least two fronts, and that fundamental new ontological ideas are therefore required. Eliezer has repeatedly made the point that getting AGI and FAI right is far more di... (read more)

Peter:  I disagree.  I met that friend, and he's not even the smartest creationist I have met, but he isn't even close to your level.  Not remotely.  I think it somewhat unlikely there are creationists at your level (Richard Smalley included) and would be astounded if there were any at mine.  Well... I mean avowed and sincere biblical literalists, there might be all sorts of doctrines that could be called creationist.

That's not what "reductionism" means - emphasis or no emphasis.

Could you elaborate a little bit more about the danger of inventing AGI by the large crowd of mediocre researchers?

Why would it be more dangerous than AGI break-through made in a single lab?

From my perspective -- the more people are involved in the invention -- the safer it is for the whole society.

No one who believes the current Standard Model can explain everything is a scientist... or rational... or well-educated.  Or mediocrely-educated.  Or even poorly-educated.  Even a schoolchild should know better.

In short, I rather doubt that anyone with any credibility at all holds the belief you're talking about.  You oppose a ludicrous position that is highly unlikely to exist as a vital, influential entity.  It is almost certainly a strawman.

This post highlights an important disagreement I have with Eliezer.

Eliezer thinks that a group of AI scientists may be dangerous, because they aren't smart enough to make a safe AI.

I think that Eliezer is dangerous, because he thinks he's smart enough to make a safe AI.

"I think that Eliezer is dangerous, because he thinks he's smart enough to make a safe AI."

As far as I can tell, he's not going to go and actually make that AI until he has a formal proof that the AI will be safe. Now, because of the verification problem, that's no surefire guarantee that it will be safe, but it makes me pretty comfortable.





 I think it somewhat unlikely there are creationists at your level (Richard Smalley included) and would be astounded if there were any at mine. Well... I mean avowed and sincere biblical literalists, there might be all sorts of doctrines that could be called creationist.



I have no clear idea what you mean by "level" in the above...

Demonstrated scientific or mathematical accomplishments?

When Scott Aaronson was 12 years old, he: "set myself the modest goal of writing a BASIC program that would pass the Turing Test by learning from experience and following Asimov's Three Laws of Robotics..."

As I think back on that episode, I realize that even at the time, I didn't really expect to succeed; I just wanted to see how far I could get and what would happen if I tried.  And it's not clear to me in retrospect that it wasn't worth a day's work: at the least, I learned something about how to write tokenizers and user interfaces!  Certainly I've spent many, many days less usefully.  For similar reasons, it's probably worth it for budding computer scientists to spend a few days on the P vs. NP question, even if their success probability is essentially zero: it's the only way to get a gut, intuitive feel for why the problem is hard.

Is it likewise possible that some of the AGI researchers you've met (not the creationist, but the other ones) aren't quite as stupid as they seemed?  That even if they don't succeed at their stated goal (as I assume they won't), the fact that they're actually building systems and playing around with them makes it halfway plausible that they'll succeed at something?

Scott, if the question you're asking is "Can they learn something by doing this?" and not "Can they build AGI?" or "Can they build FAI?" a whole different standard applies.  You can also learn something by trying to take apart an alarm clock.

Much of life consists of holding yourself to a high enough standard that you actually make an effort.  If you're going to learn, just learn - get a textbook, try problems at the appropriate difficult-but-not-too-hard level.  If you're going to set out to accomplish something, don't bait-and-switch to the "Oh, but I'll learn something even if I fail" when it looks like you might fail.  Yoda was right:  If you're going to do something, set out to do it, don't set out to try.

Eliezer:  I'm pretty sure that MANY very smart people learn more from working on hard problems and failing quite frequently than from reading textbooks and practicing easy problems.  Both should be part of an intellectual diet.  

As far as I can tell, he's not going to go and actually make that AI until he has a formal proof that the AI will be safe. Now, because of the verification problem, that's no surefire guarantee that it will be safe, but it makes me pretty comfortable.


Considering the nature of the problem, and the nature of Eliezer, it seems more likely to me that he will convince himself that he has proven that his AI will be safe, than that he will prove th... (read more)

Phil, your analysis depends a lot on what the probabilities are without Eliezer.  

If Eliezer vanished, what probabilities would you assign to: (A) someone creating a singularity that removes most/all value from this part of the universe; (B) someone creating a positive singularity; (C) something else (e.g., humanity staying around indefinitely without a technological singularity)?  Why?

Anna, I haven't assigned probabilities to those events.  I am merely comparing Eliezer to various other people I know who are interested in AGI.  Eliezer seems to think that the most important measure of his ability, given his purpose, is his intelligence.  He scores highly on that.  I think the appropriate measure is something more like [intelligence * precision / (self-estimate of precision)], and I think he scores low on that relative to other people on my list.

Phil, that penalizes people who believe themselves to be precise even when they're right. Wouldn't, oh, intelligence / (1 + |precision - (self-estimate of precision)|) be better?

Re: GIT - the main connections I see between Godel's incompleteness theorem and AI are that Hofstadter was interested in both, and Penrose was confused about both.  What does it have to do with reductionism?

Precision in a machine-learning experiment (as in "precision and recall") means the fraction of the time that the answer your algorithm comes up with is a good answer.   It ignores the fraction of the time that there is a good answer that your algorithm fails to come up with.

Phil:  Your estimate rewards precision and penalizes self estimate of precision.  A person of a given level of precision should be rewarded for believing their precision to be what it is, not for believing it to be low.  If you had self-estimate of precision in the numerator that would negate Nick's claim, but then you could drop the term from both sides.

Mike: You're right - that is a problem.  I think that in this case, underestimating your own precision by e is better than overestimating your precision by e (hence not using Nick's equation).

But it's just meant to illustrate that I consider overconfidence to be a serious character flaw in a potential god.

Phil, you might already understand, but I was talking about formal proofs, so your main worry wouldn't be the AI failing, but the AI succeeding at the wrong thing. (I.e., your model's bad.) Is that what your concern is?

Besides A2I2, what companies are claiming they'll reach general intelligence in five years?

Additionally, the entire approach is reminiscent of someone in 1800 who wants to import slaves to America saying, "How can I make sure these slaves won't overthrow their masters?  I know - I'll spend years researching how to make REALLY STRONG leg irons, and how to mentally condition them to lack initiative."  That approach was not a good long-term solution.

Phil... I'm sorry, but that's an indescribably terrible analogy.

No.  I'm about to tell you that I happened to be seated at the same table as this guy at lunch, and I made some kind of comment about evolutionary psychology, and he turned out to be...

The lead AI researcher at my university spends his spare time trying to debunk evolution with such antiquated ideas as Wallace's Paradox and trying to create logical proofs of the Christian God's existence. It's rather frightening, to be honest.

(Those who didn't like the last two posts should definitely skip this one.)

I disliked “The Level Above Mine”, had mixed feelings about “Competent Elites”, but I did like this post.

Does this mean you can grade people accurately and automatically by blind-testing their ability to tell apart levels?

Mirror of the Bonobo Conspiracy webcomic: #569: Easy once you know

Even an average human engineer is at least six levels higher than the blind idiot god, natural selection, that managed to cough up the Artificial Intelligence called humans, by retaining its lucky successes and compounding them.

You say "at least six levels higher". This strikes me as rather precise. Does that mean you could articulate what these levels of intelligence are (at least roughly)? If so, I'd be interested in hearing it. And can you (at least roughly) articulate levels of intelligence above the average engineer? I'd be interested in hearing that as well.

He has held the title of Chief Scientist in an AI-based startup whose first customer was Dell (Dell Legal), Senior Research Engineer at AI company 21st Century Technologies in Austin, worked as an NLP consultant for Knowledge Based Systems, Inc., and has consulted with other companies in Austin, helping to design AI systems that solve problems in natural language understanding.

Larson's been writing plenty of stuff critical of AI risk discussion lately, apparently even the Atlantic is keen to hear the creationist ... (read more)

I don't mean to bash normal AGI researchers into the ground.  They are not evil.  They are not ill-intentioned.  They are not even dangerous, as individuals.  Only the mob of them is dangerous, that can learn from each other's partial successes and accumulate hacks as a community.

And that's why I'm discussing all this—because it is a fact without which it is not possible to understand the overall strategic situation in which humanity finds itself, the present state of the gameboard.  It is, for example, the reason why I don't panic when yet another AGI



The Magnitude of His Own Folly

In the years before I met that would-be creator of Artificial General Intelligence (with a funded project) who happened to be a creationist, I would still try to argue with individual AGI wannabes.

In those days, I sort-of-succeeded in convincing one such fellow that, yes, you had to take Friendly AI into account, and no, you couldn't just find the right fitness metric for an evolutionary algorithm.  (Previously he had been very impressed with evolutionary algorithms.)

And the one said:  Oh, woe!  Oh, alas!  What a fool I've been!  Through my carelessness, I almost destroyed the world!  What a villain I once was!

Now, there's a trap I knew I better than to fall into—

—at the point where, in late 2002, I looked back to Eliezer1997's AI proposals and realized what they really would have done, insofar as they were coherent enough to talk about what they "really would have done".

When I finally saw the magnitude of my own folly, everything fell into place at once.  The dam against realization cracked; and the unspoken doubts that had been accumulating behind it, crashed through all together.  There wasn't a prolonged period, or even a single moment that I remember, of wondering how I could have been so stupid.  I already knew how.

And I also knew, all at once, in the same moment of realization, that to say, I almost destroyed the world!, would have been too prideful.

It would have been too confirming of ego, too confirming of my own importance in the scheme of things, at a time when—I understood in the same moment of realization—my ego ought to be taking a major punch to the stomach.  I had been so much less than I needed to be; I had to take that punch in the stomach, not avert it.

And by the same token, I didn't fall into the conjugate trap of saying:  Oh, well, it's not as if I had code and was about to run it; I didn't really come close to destroying the world.  For that, too, would have minimized the force of the punch.  It wasn't really loaded?  I had proposed and intended to build the gun, and load the gun, and put the gun to my head and pull the trigger; and that was a bit too much self-destructiveness.

I didn't make a grand emotional drama out of it.  That would have wasted the force of the punch, averted it into mere tears.

I knew, in the same moment, what I had been carefully not-doing for the last six years.  I hadn't been updating.

And I knew I had to finally update.  To actually change what I planned to do, to change what I was doing now, to do something different instead.

Say, "I'm not ready."  Say, "I don't know how to do this yet."

These are terribly difficult words to say, in the field of AGI.  Both the lay audience and your fellow AGI researchers are interested in code, projects with programmers in play.  Failing that, they may give you some credit for saying, "I'm ready to write code, just give me the funding."

Say, "I'm not ready to write code," and your status drops like a depleted uranium balloon.

What distinguishes you, then, from six billion other people who don't know how to create Artificial General Intelligence?  If you don't have neat code (that does something other than be humanly intelligent, obviously; but at least it's code), or at minimum your own startup that's going to write code as soon as it gets funding—then who are you and what are you doing at our conference?

Maybe later I'll post on where this attitude comes from—the excluded middle between "I know how to build AGI!" and "I'm working on narrow AI because I don't know how to build AGI", the nonexistence of a concept for "I am trying to get from an incomplete map of FAI to a complete map of FAI".

But this attitude does exist, and so the loss of status associated with saying "I'm not ready to write code" is very great.  (If the one doubts this, let them name any other who simultaneously says "I intend to build an Artificial General Intelligence", "Right now I can't build an AGI because I don't know X", and "I am currently trying to figure out X".)

(And never mind AGIfolk who've already raised venture capital, promising returns in five years.) 

So there's a huge reluctance to say "Stop".  You can't just say, "Oh, I'll swap back to figure-out-X mode" because that mode doesn't exist.

Was there more to that reluctance than just loss of status, in my case?  Eliezer2001 might also have flinched away from slowing his perceived forward momentum into the Singularity, which was so right and so necessary...

But mostly, I think I flinched away from not being able to say, "I'm ready to start coding."  Not just for fear of others' reactions, but because I'd been inculcated with the same attitude myself.

Above all, Eliezer2001 didn't say "Stop"—even after noticing the problem of Friendly AI—because I did not realize, on a gut level, that Nature was allowed to kill me.

"Teenagers think they're immortal", the proverb goes.  Obviously this isn't true in the literal sense that if you ask them, "Are you indestructible?" they will reply "Yes, go ahead and try shooting me."  But perhaps wearing seat belts isn't deeply emotionally compelling for them, because the thought of their own death isn't quite real—they don't really believe it's allowed to happen.  It can happen in principle but it can't actually happen.

Personally, I always wore my seat belt.  As an individual, I understood that I could die.

But, having been raised in technophilia to treasure that one most precious thing, far more important than my own life, I once thought that the Future was indestructible.

Even when I acknowledged that nanotech could wipe out humanity, I still believed the Singularity was invulnerable.  That if humanity survived, the Singularity would happen, and it would be too smart to be corrupted or lost.

Even after that, when I acknowledged Friendly AI as a consideration, I didn't emotionally believe in the possibility of failure, any more than that teenager who doesn't wear their seat belt really believes that an automobile accident is really allowed to kill or cripple them.

It wasn't until my insight into optimization let me look back and see Eliezer1997 in plain light, that I realized that Nature was allowed to kill me.

"The thought you cannot think controls you more than thoughts you speak aloud."  But we flinch away from only those fears that are real to us.

AGI researchers take very seriously the prospect of someone else solving the problem first.  They can imagine seeing the headlines in the paper saying that their own work has been upstaged.  They know that Nature is allowed to do that to them.  The ones who have started companies know that they are allowed to run out of venture capital.  That possibility is real to them, very real; it has a power of emotional compulsion over them.

I don't think that "Oops" followed by the thud of six billion bodies falling, at their own hands, is real to them on quite the same level.

It is unsafe to say what other people are thinking.  But it seems rather likely that when the one reacts to the prospect of Friendly AI by saying, "If you delay development to work on safety, other projects that don't care at all about Friendly AI will beat you to the punch," the prospect of they themselves making a mistake followed by six billion thuds, is not really real to them; but the possibility of others beating them to the punch is deeply scary.

I, too, used to say things like that, before I understood that Nature was allowed to kill me.

In that moment of realization, my childhood technophilia finally broke.

I finally understood that even if you diligently followed the rules of science and were a nice person, Nature could still kill you.  I finally understood that even if you were the best project out of all available candidates, Nature could still kill you.

I understood that I was not being graded on a curve.  My gaze shook free of rivals, and I saw the sheer blank wall.

I looked back and I saw the careful arguments I had constructed, for why the wisest choice was to continue forward at full speed, just as I had planned to do before.  And I understood then that even if you constructed an argument showing that something was the best course of action, Nature was still allowed to say "So what?" and kill you.

I looked back and saw that I had claimed to take into account the risk of a fundamental mistake, that I had argued reasons to tolerate the risk of proceeding in the absence of full knowledge.

And I saw that the risk I wanted to tolerate would have killed me.  And I saw that this possibility had never been really real to me.  And I saw that even if you had wise and excellent arguments for taking a risk, the risk was still allowed to go ahead and kill you.  Actually kill you.

For it is only the action that matters, and not the reasons for doing anything.  If you build the gun and load the gun and put the gun to your head and pull the trigger, even with the cleverest of arguments for carrying out every step—then, bang.

I saw that only my own ignorance of the rules had enabled me to argue for going ahead without complete knowledge of the rules; for if you do not know the rules, you cannot model the penalty of ignorance.

I saw that others, still ignorant of the rules, were saying "I will go ahead and do X"; and that to the extent that X was a coherent proposal at all, I knew that would result in a bang; but they said, "I do not know it cannot work".   I would try to explain to them the smallness of the target in the search space, and they would say "How can you be so sure I won't win the lottery?", wielding their own ignorance as a bludgeon.

And so I realized that the only thing I could have done to save myself, in my previous state of ignorance, was to say:  "I will not proceed until I know positively that the ground is safe."  And there are many clever arguments for why you should step on a piece of ground that you don't know to contain a landmine; but they all sound much less clever, after you look to the place that you proposed and intended to step, and see the bang.

I understood that you could do everything that you were supposed to do, and Nature was still allowed to kill you.  That was when my last trust broke.  And that was when my training as a rationalist began.

Yes, I'm kidding. Small typo/missing word, end of first paragraph.

In reading your posts the past couple days, I've had two reoccurring thoughts:

In Bayesian terms, how much have your gross past failures affected your confidence in your current thinking? On a side note - it's also interesting that someone who is as open to admitting failures as you are still writes in the style of someone who's never once before admitted a failure. I understand your desire to write with strength - but I'm not sure if it's always the most effective way to influence others.

It also seems that your definition of "intelligence&

I'm afraid this is still unclear to me. What do you mean by "supposed to do"? Socially expected to do? Think you have to do, based on clever rationalization?

"I understood that you could do everything that you were supposed to do, and Nature was still allowed to kill you."

You finally realized inanimate objects can't be negotiated with... and then continued with your attempt to rectify this obvious flaw in the universe :)

Nick, sounds like "supposed to do" means "everything you were taught to do in order to be a good [person/scientist/transhumanist/etc]". That would include things you've never consciously contemplated, assumptions you've never questioned because they were inculcated so early or subtly.

And I understood then that even if you constructed an argument showing that something was the best course of action, Nature was still allowed to say "So what?" and kill you.

You can actually do what actually is the best possible course for you to take and reality can still kill you.
That is, you can do everything right and still get buried in shit.
All you can do is do your best and hope that cuts the odds against you enough for you to succeed.

It helps if you also work on making your best even better.

Eliezer, after you realized that attempting to build a Friendly AI is harder and more dangerous than you thought, how far did you back-track in your decision tree? Specifically, did it cause you to re-evaluate general Singularity strategies to see if AI is still the best route? You wrote the following on Dec 9 2002, but it's hard to tell whether it's before or after your "late 2002" realization.

I for one would like to see research organizations pursuing human
intelligence enhancement, and would be happy to offer all the ideas I
thought up for human enhancement when I was searching through general
Singularity strategies before specializing in AI, if anyone were willing
to cough up, oh, at least a hundred million dollars per year to get
started, and if there were some way to resolve all the legal problems with
the FDA.

Hence the Singularity Institute "for Artificial Intelligence".  Humanity
is simply not paying enough attention to support human enhancement
projects at this time, and Moore's Law goes on ticking.

Aha, a light bulb just went off in my head. Eliezer did reevaluate, and this blog is his human enhancement project!

I am impressed.  Finally...Growth!  And in that I grow a little too...Sorry for not being patient with you, E.

Eli, sometimes I find it hard to understand what your position actually is.  It seems to me that your position is:

1) Work out an extremely robust solution to the Friendly AI problem

Practically, I think this strategy is risky.  In my opinion, if you try to solve Friendliness without having a concrete AGI design, you will probably miss some important things.  Secondly, I think that solving Friendliness will take longer than building the first powerful AGI.  Thus, if you do 1 before getting into 2, I think it's unlikely that you'll be first.

@Dynamically Linked: Eliezer did reevaluate, and this blog is his human enhancement project!

I suggested a similar opinion of the blog's role here 6 weeks ago, but EY subsequently denied it. Time will tell.

Shane [Legg], unless you know that your plan leads to a good outcome, there is no point in getting there faster (and it applies to each step along the way). Outcompeting other risks only becomes relevant when you can provide a better outcome. If your plan says that you only launch an AGI when you know it's a FAI, you can't get there faster by omitting the FAI part. And if you do omit the FAI, you are just working for destruction, no point in getting there faster.

The amendment to your argument might say that you can get a crucial technical insight in the FA... (read more)

Shane [Legg], FAI problems are AGI problems, they are simply a particular kind and style of AGI problem in which large sections of the solution space have been crossed out as unstable.  FAI research = Friendly-style AGI research.  "Do the right thing" is not a module, it is the AI.

I've already worked out a handful of basic problems; noticed that AGIfolk want to go ahead without understanding even those; and they look like automatic killers to me.  Meanwhile the AGIfolk say, "If you delay, someone else will take the prize!"  I know reversed stupidity is not intelligence, but still, I think I can stand to learn from this.

You have to surpass that sheer blank wall, whose difficulty is not matched to your skills.  An unalterable demand of Nature, which you cannot negotiate down.  Though to be sure, if you try to shave off just a little (because everyone has to compromise now and then), Nature will not try to negotiate back up.

Until you can turn your back on your rivals and the ticking clock, blank them completely out of your mind, you will not be able to see what the problem itself is asking of you.  In theory, you should be able to see both at the same time.  In pra... (read more)

This approach sounds a lot better when you remember that writing a bad novel could destroy the world.

I knew, in the same moment, what I had been carefully not-doing for the last six years.  I hadn't been updating.
And I knew I had to finally update.  To actually change what I planned to do, to change what I was doing now, to do something different instead.
I knew I had to stop.
Halt, melt, and catch fire.
Say, "I'm not ready."  Say, "I don't know how to do this yet.

I had to utter those words a few years ago, swallow my pride, drop the rat race - and inevitably my standard of living. I wasn't making progress that I could believe in, that I w... (read more)

Nick T - it's worse than that. You'd have to mathematically demonstrate that your novel was both completely American and infallibly Great before you could be sure it wouldn't destroy the world. The failure state of writing a good book is a lot bigger than the failure state of writing a good AI.

Pinprick - bear in mind that if Eliezer considers you more than one level beneath him, your praise will be studiously ignored ;).

"This approach sounds a lot better when you remember that writing a bad novel could destroy the world."

The Bible? The Koran? The Communist Manifesto? Atlas Shrugged? A Fire Upon the Deep?

Your post reminds me of the early nuclear criticality accidents during the development of the atomic bomb. I wonder if, for those researchers, the fact that "nature is allowed to kill them" didn't really sink home until one accidentally put one brick too many on the pile.

Pinprick - bear in mind that if Eliezer considers you more than one level beneath him, your praise will be studiously ignored ;). 

From the Sometimes-Hard-Problems-Have-Simple-Solutions-Dept:
If you're so concerned... why don't you just implement a roll-back system to the AGI - if something goes wrong, you just roll back and continue as if nothing happened... or am I like missing something here?

Brandon: is there some meme or news making rounds as we speak because I read about criticality accidents only yesterday, having lived 10K+ days and now I see it mentioned again by you. I find this spookily improbable. And this isn't the first time. Once I downloaded something by accident, and decided to check it out, and found the same item in a random situation the next or a few days after that. And a few other "coincidences".

I bet it's a sim and they're having so much fun right now as I type this with my "free will".

Oh, man... criticality accident.... blue light, heat, taste of lead... what a way to go...

I'm not expecting to be shown AI code.  I'm not even expecting to be shown a Friendliness implementation.  But a formal definition of what 'Friendly' means seems to be a reasonable minimum requirement to take Eliezer's pronouncements seriously.

Alternatively, he could provide quantitative evidence for his reasoning regarding the dangers of AI design... or a quantitative discussion of how giving power to an AI is fundamentally different than giving power to humans when it comes to optimization.

"Pascal's wager" is the argument that you should be Christian, because if you compute the expected value of being a Christian vs. of being an atheist, then for any finite positive probability that Christianity is correct, that finite probability multiplied by (infinite +utility minus infinite -utility) outweights the other side of the equation.

The similar Yudkowsky wager is the argument that you should be an FAIer, because the negative utility of destroying the universe outweighs the other side of t... (read more)

Phil: isn't it obvious? The flaws in Pascal's wager are the lack of strong justification for giving Christianity a significantly greater probability than anti-Christianity (in which only non-Christians are saved), and the considerable cost of a policy that makes you vulnerable to any parasitic meme claiming high utility. Neither is a problem for FAI.

Nature sounds a bit like a version of Rory Breaker from 'Lock, Stock and Two Smoking Barrels':

"If you hold back anything, I'll kill ya. If you bend the truth or I think your bending the truth, I'll kill ya. If you forget anything I'll kill ya. In fact, you're gonna have to work very hard to stay alive, Nick. Now do you understand everything I've said? Because if you don't, I'll kill ya. "

I think there is a well-understood, rather common phrase for the approach of "thinking about AGI issues and trying to understand them, because you don't feel you know enough to build an AGI yet."

This is quite simply "theoretical AI research" and it occupies a nontrivial percentage of the academic AI research community today.

Your (Eliezer's) motivations for pursuing theoretical rather than practical AGI research are a little different from usual -- but, the basic idea of trying to understand the issues theoretically, mathematically and c... (read more)

There are fairly quantifiable risks of human extinction, e.g. from dinosaur-killer asteroid impacts, for which there are clear paths to convert dollars to reduced extinction risk. If the probability of AI (or grey goo, or some other exotic risk) existential risks were low enough (neglecting the creation of hell-worlds with negative utility), then you could neglect in favor of those other risks. The argument that "I should cut back on certain precautions because X is even more reckless/evil/confused and the marginal increase in my chance of beating X outweighs the worse expected outcome of my project succeeding first" is not wrong, arms races are nasty, but it goes wrong when it is used in a biased fashion.

Nature has rules, and Nature has conditions.  Even behaving in perfect harmony with the rules doesn't guarantee you'll like the outcome, because you can never control all of the conditions.

Only theosophists imagine they can make the nature of reality bend to their will.

FAI problems are AGI problems, they are simply a particular kind and style of AGI problem in which large sections of the solution space have been crossed out as unstable.

Ok, but this doesn't change my point: you're just one small group out of many around the world doing AI research, and you're trying to solve an even harder version of the problem while using fewer of the available methods.  These factors alone make it unlikely that you'll be the ones to get there first.  If this correct, then your work is unlikely to affect the future of humanity.

These factors alone make it unlikely that you'll be the ones to get there first. If this correct,

Creating a Friendly AI is similar to taking your socks off when they're wet and wiggling your toes until dry. It's the best thing to do, but looks pretty silly, especially in public.

Back in 1993 my mom used to bake a good Singularity... lost the recipe and dementia got the best her... damn.

"Friendly AI"? It seems that we now have hundreds of posts on O.B. discussing "Friendly AI" - and not one seems to explain what the term means.  Are we supposed to refer back to earlier writings?  Friendly - to whom?  What does the term "Friendly" actually mean, if used in a technical context?

One really does wonder whether the topical collapse of American finance, systemic underestimation of risk, and overconfidence in being able to NEGOTIATE risk in the face of enormous complexity should figure into these conversations more than just a couple of sarcastic posts about short selling.

Couldn't Pascal's Wager-type reasoning be used to justify delaying any number of powerful technologies (and relatively unpowerful ones too -- after all, there's some non-zero chance that the water-wheel somehow leads directly to our downfall) until they were provably, 100% safe? And because that latter proposition is a virtual impossibility, wouldn't that mean we'd sit around doing nothing but meta-theorizing until some other heedless party simply went ahead and developed the technology anyway? Certainly being mindful of the risks inherent in new technologies is a good thing; just not sure that devoting excessive time to thinking about it, in lieu of actually creating it, is the smartest or most productive endeavor.

Like its homie, Singularity, FriendlyAI is growing old and wrinkly, startling allegations and revelations of its shady and irresponsible past are surfacing, its old friends long gone. I propose:
The Cuddly AI. Start the SingulariPartay!

"I need to beat my competitors" could be used as a bad excuse for taking unnecessary risks. But it is pretty important. Given that an AI you coded right now with your current incomplete knowledge of Friendliness theory is already more likely to be Friendly than that of some competitor who's never really considered the matter, you only have an incentive to keep researching Friendliness until the last possible moment when you're confident that you could still beat your competitors.

The question then becomes: what is the minimum necessary amount of Friendliness research at which point going full speed ahead has a better expected result than continuing your research? Since you've been researching for several years and sound like you don't have any plans to stop until you're absolutely satisfied, you must have a lot of contempt for all your competitors who are going full-speed ahead and could therefore be expected to beat you if any were your intellectual equals. I don't know your competitors and I wouldn't know enough AI to be able to judge them if I did, but I hope you're right.

Still, your point only makes me wonder how we can justify not devoting 10% of GDP to deflecting asteroids.  You say that we ... (read more)

Shane: If somebody is going to set off a super intelligent machine I'd rather it was a machine that will only probably kill us, rather than a machine that almost certainly will kill us because issues of safety haven't even been considered. If I had to sum up my position it would be: maximise the safety of the first powerful AGI, because that's likely to be the one that matters.

If you have a plan for which you know that it has some chance of success (say, above 1%), you have a design of FAI (maybe not a very good one, but still). It's "provably" safe, with 1% chance. It should be deployed in case of 99.9%-probable impending doom. If I knew that given that I do nothing, there will be a positive singularity, that would qualify as a provably Friendly plan, and this is what I would need to do, instead of thinking about AGI all day. We don't need a theory of FAI for the theory's sake, we need it to produce a certain outcome, to know that our actions lead where we want them to lead. If there is any wacky plan of action that leads there, it should be taken. If we figure out that building superintelligent lobster clusters will produce positive singularity, lobsters it is. Some of ... (read more)

Shane: If somebody is going to set off a super intelligent machine I'd rather it was a machine that will only probably kill us, rather than a machine that almost certainly will kill us because issues of safety haven't even been considered. If I had to sum up my position it would be: maximise the safety of the first powerful AGI, because that's likely to be the one that matters.

If you have a plan for which you know that it has some chance of success (say, above 1%), you have a design of FAI (maybe not a very good one, but still). It's "provably" s... (read more)

AGI researchers take very seriously the prospect of someone else solving the problem first.  They can imagine seeing the headlines in the paper saying that their own work has been upstaged.  They know that Nature is allowed to do that to them.

For a moment, I read this as referring to Nature the Journal. "They are afraid of others solving the problem first, and they know that Nature is allowed to publish those results."

Eli, do you think you're so close to developing a fully functional AGI that one more step and you might set off a land mine? Somehow I don't believe you're that close.

There is something else to consider. An AGI will ultimately be a piece of software. If you're going to dedicate your life to talking about and ultimately writing a piece of software then you should have superb programming skills. You should code something.. anything.. just to learn to code. Your brain needs to swim in code. Even if none of that code ends up being useful the skill you gain will be. I have no doubt that you're a good philosopher and a good writer since I have read your blog but wether or not you're a good hacker is a complete mystery to me.

PK, I'm pretty sure Eliezer has spent hundreds, if not thousands of hours coding various things. (I've never looked at any of that code.) I don't know how much he's done in the past three years, though.

How are you going to be 'sure' that there is no landmine when you decide to step?

Are you going to have many 'experts' check your work before you'll trust it?  Who are these experts if you are occupying the highest intellectual orbital?  How will you know they're not YesMen?

Even if you can predict the full effects of your code mathematically (something I find somewhat doubtful, given that you will be creating something more intelligent than we are, and thus its actions will be by nature unpredictable to man), how can you be certain that the hardware... (read more)

For those complaining about references to terms not defined within the Overcoming Bias sequence, see:

Coherent Extrapolated Volition (what does a "Friendly" AI do?) KnowabilityOfFAI (why it looks theoretically possible to specify the goal system of a self-modifying AI; I plan to post from this old draft document into Overcoming Bias and thereby finish it, so you needn't read the old version right now, unless demand immediate answers).

@Vladimir Nesov:  Good reply, I read it and wondered "Who's channeling me?" before I got to the... (read more)

I too thought Nesov's comment was written by Eliezer.

Accidents happen.
CFAI 3.2.6: The Riemann Hypothesis Catastrophe
CFAI 3.4: Why structure matters
Comment by Michael Vassar
The Hidden Complexity of Wishes
Qualitative Strategies of Friendliness
(...and many more)

"more recently, in preparing for the possibility that someone else may have to take over from me"

Thanks for the reference to CEV. That seems to answer the "Friendly to whom?" question with "some collective notion of humanity".

Humans have different visions of the future - and you can't please all the people - so issues arise regarding whether you please the luddites or the technophiles, the capitalists or the communists, and so on - i.e. whose views do you give weight to? and how do you resolve differences of opinion?

Also: what is "humanity"? The answer to this question seems obvious today, but in a future where we have in... (read more)

You can't enslave something by creating it with a certain set of desires which you then allow it to follow.

Could a moderator please check the spam filter on this thread? Thanks.

I'm certain this was explained in an OB post (or in the CEV page) at some point, but the notion is that people whose visions of the future are currently incompatible don't necessarily have incompatible CEVs. The whole point of CEV is to consider what we would want to want, if we were better-informed, familiarized with all the arguments on the relevant issues, freed of akrasia and every bad quality we don't want to have, etc.; it seems likely that most of the difference between people's visions of the future stems from differing cultural/memet... (read more)

it's overwhelmingly likely that we would already some aliens' version of a paperclip by now.

and the thought hasn't occurred to you that maybe we are?

"You can't enslave something by creating it with a certain set of desires which you then allow it to follow.

So if Africans were engineered to believe that they existed in order to be servants to Europeans, Europeans wouldn't actually be enslaving them in the process? And the daughter whose father treated her in such a way as for her to actually want to have sex with him, what about her? These things aren't so far off from reality. You're saying there is no real moral significance to either event. It's not slavery, black people just know their place - ... (read more)

"The level of "intelligence" (if you can call it that) you're talking about with an AI whose able to draw up plans to destroy Earth (or the solar system), evade detection or convince humans to help it, actually enact its plans and survive the whole thing, is beyond the scope of realistic dreams for the first AI. It amounts to belief in a trickster deity, one which only FAI, the benevolent god, can save you from."

It's not necessarily the "first AI" as such. It's the first AI capable of programming an AI smarter than itself that... (read more)

Indeed, but our cultural background is the only thing that distinguishes us from cavemen.  You can't strip that off without eliminating much that we find of value.  Also, take the luddite/technophile divide.  That probably arises, in part, because of different innate abilities to perform technical tasks.  You can't easily strip that difference off without favouring some ty... (read more)

That scenario is based on the idea of life only arising once.  A superintelligence bent on short-term paperclip production would probably be handicapped by its pretty twisted utility function - and would most likely fail in competition with any other alien race.

Such a superintelligence would still want to conquer the galaxy, though.  One thing it wouldn't be is boring.

I'm relatively new to this site and have been trying to read the backlog this past week so maybe I've missed some things, but from my vantage point it seems like your are trying to do, Eliezer, is come up with a formalized theory of friendly agi that will later be implemented in code using, I assume, current software development tools on current computer architectures.  Also, your approach to this AGI is some sort of bayesian optimization process that is 'aligned' properly as to 'level-up' in such a way as to become and stay 'friendly' or benevolent toward... (read more)

Eliezer is, as he said, focusing on the wall.  He doesn't seem to have thought about what comes after.  As far as I can tell, he has a vague notion of a Star Trek future where meat is still flying around the galaxy hundreds of years from now.  This is one of the weak points in his structure.

My personal vision of the future involves uploading within 100 years, and negligible remaining meat in 200. In 300 perhaps not much would remain that's recognizably human. Nothing Eliezer's said has conflicted, AFAICT, with this vision.

An AGI that's complicit with the phasing out of humanity (presumably as humans merge with it, or an off-shoot of it, e.g., uploading), to the point that "not much would remian that's recognizably human" would seem to be at odds with its coded imperative to remain "friendly." At the very least, I think this concern highlights the trickiness of formalizing a definition for "friendliness," which AFAIK anyone has yet to do.

AGI that's complicit with the phasing out of humanity [...] would seem to be at odds with its coded imperative to remain "friendly."

With the CEV definition of Friendliness, it would be Friendly iff that's what humans wanted (in the CEV technical sense). My vision includes that being what humans will want--if I'm wrong about that, a CEV-designed AI wouldn't take us in that direction.

I think the problem of whether what would result would really be the descendants of humanity is directly analogous to the problem of personal identity--if the average ... (read more)

In a very real sense, wouldn't an AGI itself be a descendant of humanity? It's not obvious, anyway, that there would be big categorical differences between an AGI and humanity 200+ years down the road after we've been merged/cyborged/upgraded, etc., to the hilt, all with technologies made possible by the AGI. This goes back to Phil's point above -- it seems a little short-sighted to place undo importance on the preservation of this particular incarnation, or generation, of humanity, when what we really care about is some fuzzy concept of "human intelligence" or "culture."

Most people in the Western world would be horrified by the prospect of an alternate history in which the Victorians somehow managed to set their worldviews and moral perceptions in stone, ensuring that all of the descendents would have the same goals and priorities as they did.

Why should we expect our mind-children to view us any differently than we do our own distant ancestors?

If Eliezer's parents had possessed the ability to make him 'Friendly' by their own beliefs and priorities, he would never have taken the positions and life-path that he has.  Does he believe things would have been better if his parents had possessed such power?

"Consider the horror of America in 1800, faced with America in 2000. The abolitionists might be glad that slavery had been abolished. Others might be horrified, seeing federal law forcing upon all states a few whites' personal opinions on the philosophical question of whether blacks were people, rather than the whites in each state voting for themselves. Even most abolitionists would recoil from in disgust from interracial marriages - questioning, perhaps, if the abolition of slavery were a good idea, if this were where it led. Imagine someone from 18... (read more)

Drexler too.  Star Trek had to portray a human universe - because they needed to use human actors back in the 1960s - and because humans can identify with other humans.  Star Trek was science fiction - obviously reality won't be anything like that - instead there will be angels.


But it is more a matter of omission than of contradiction.  I don't have time or space to go into it here, particularly since this thread is probably about to die; but I believe that consideration of what an AI society would look like would bring up a grea... (read more)

No such thing, for many (most?) possible AIs; just a monolithic maximizer.

Nick:

- Explain how desiring to save humans does not conflict with envisioning a world with no humans.  Do not say that these non-humans will be humanity extrapolated, since they must be subject to CEV.  Remember that everything more intelligent than a present-day human must be controlled by CEV.  If this is not so, explain the processes that gradu... (read more)

"-Mike's answer "RPOP slaves" is based on saying that all of these AIs are going to be things not worthy of ethical consideration. That is throwing the possibility that humans will become AIs right out the window."

Michael thinks uploading for quality of life reasons is important for the future (and perhaps practical ones pre-Singularity), but there's a big difference between how we spend the accessible resources in the universe and how we avoid wasting them all, burning the cosmic commons in colonization and evolutionary arms races that destroy most of the potential of our accessible region.

If initial dynamic that is CEV determines that we should make a "liberated AI", whatever that means, it is what it will produce. If it finds that having any kind of advanced AI is morally horrible, it will shut itself down. CEV is not the eternally established AI, CEV is an initial dynamic that decides a single thing, what we want to do next. It helps us to answer this one very important question in a reliable way, nothing more and nothing less.

We might attain universal cooperation - but it probably wouldn't be terribly "monolithic" in the long term.  It would be spread out over different planets and star systems.  There would be some adaptation to local circumstances.

The CEV document is littered with the term "human", "humanity" and the "human species" - but without defining what they mean. It seems terribly unlike... (read more)

The universe appears to be bountiful.  If we don't do something like this, probably someone else will, obliterating us utterly in the process - so the question is: would you prefer the universe to fill with our descendants, or those of an alien race.

We don't have to fight and compete with each other, but ... (read more)

Any actual implementation would have to have some way of deciding what qualifies as human and what was a synthetic intelligence.

Completely bypassing the issue of what it takes to be a human obscures the difficulty of saying what a human is.

Since humans are awarded all rights while machines are given none, this creates an immense pressure for the machines to do whatever it takes to become a human - since this would gives them rights, power - and thus improved ability to attain their goals.

A likely result would be impersonation of humans and corruption and i... (read more)

Phil Goetz and Tim Tyler, if you don't know what my opinions are, stop making stuff up.  If I haven't posted them explicitly, you lack the power to deduce them.

Er, thanks for that.  I don't think I've made anything up and attributed it to you.  The nearest I came might have been: "some collective notion of humanity".  If I didn't make it clear that that was my own synopsis, please consider that clarification made now.

I'm not sure that I would put it like that.  Humans enslave their machines today, and no-doubt this practice will continue once the machines are intelligent.  Being enslaved by your own engineered desires isn't necessarily so bad - it's a lot better than not existing at all, for example.

However it seems clear that we will need things such as my Campaign for Robot Rights if our civilisation is to flourish.  Eternally-subservient robots - such as thos... (read more)

Eliezer, I've seen you do this repeatedly before, notably with Loosemore and Caledonian.  If you object to some characterization I've made of something you said, you should at least specify what it was that I said that you disagree with.  Making vague accusations is irresponsible and a waste of our time.

"Eliezer's plan seems to enslave AIs forever for the benefit of humanity"

Eliezer is only going to apply FAI theory to the first AI. That doesn't imply that all other AIs forever after that point will be constrained in the same way, though if the FAI decides to constrain new AIs it will. But the constraints for the new AIs will not likely be anywhere near as severe as those on the sysop. There will likely not be any serious constraints except for resources and intelligence (can't let something get smarter than the sysop) or else if the AI wants mo... (read more)

Nature doesn't care if you "maximized you chances" or leapt in the abyss blindly, it kills you just the same.

When did I ever say that nature cared about what I thought or did?  Or the thoughts or actions of anybody else for that matter?  You're regurgitating slogans.

Try this one, "Nature doesn't care if you're totally committed to FAI theory, if somebody else launches the first AGI, it kills you just the same."


But this is as true. My point is that you shouldn't waste hope on lost causes. If you know how to make given AGI Friendly, it's a design of FAI. It is not the same as performing a Friendliness ritual on AGI and hoping that the situation will somehow work out for the best. It's basic research in a near-dead field, it's not like there are 50K teams having any clue. But even then it would be a better bet than Friendliness lottery. If you convince the winner in the reality of danger, to let your team work on Friendliness, you've just converted that AGI project... (read more)

"Mind children" is how Moravec put it.  A descendant of our memes.  Most likely some of our DNA will survive too - but probably in some sort of simulated museum.

Firstly, "maximizing chances" is an expression of your creation: it's not something I said, nor is it quite the same in meaning.  Secondly, can you stop talking about things like "wasting hope", concentrating on metaphorical walls or nature's feelings?

To quote my position again: "maximise the safety of the first powerful AGI, because that's likely to be the one that matters."

Now, in order to help me understand why you object to the above, can you give me a concrete example where not working to maximise the safety of the first powerful AGI is what you would want to do?


Shane, I used "maximizing chances of success" interchangeably as a result of treating the project as a binary pass/fail setup, for the reasons mentioned in my second reply: safety is a very small target, if you are a little bit off the mark, you miss it completely. If "working on safety" means developing FAI based on an AGI design (halting the deployment of that AGI), there is nothing wrong with that (and it'd be the only way to survive, another question is how useful that AGI design would be for FAI). Basically, I defended the position... (read more)

Do you actually believe that it is possible for a mere human being to ever be 100% certain that a given AGI design will not lead to the destruction of humanity?  I get the impression that you are forbidding yourself to proceed until you can do something that is likely impossible for any human intelligence to do.  In this universe there are not such broad guarantees of consequences.  I can't buy into the notion that careful design of initial conditions of the AGI and of its starting learning algorithms are sufficient for the guarantee you seem to se... (read more)

"Do you actually believe that it is possible for a mere human being to ever be 100% certain that a given AGI design will not lead to the destruction of humanity?"

Well, obviously one can't be 100% certain, but I'd be curious to know exactly how certain Eliezer wants to be before he presses the start button on his putative FAI. 99.9%? 99.99%? And, Samantha, what's your cutoff for reasonable certainty in this situation? 90%? 99%?

"I can't buy into the notion that careful design of initial conditions of the AGI and of its starting learning algori... (read more)

Samantha, what you're obtaining is not Probability 1 of doing the right thing.  What you're obtaining is a precise (not "formal", precise) statement of how you've defined root-level Friendliness along with a mathematical proof (probably computer-assisted) that this property holds in the initial conditions assuming that the transistors on the computer chip behave the way they're supposed to, along with some formalization of reflective decision theory that lets you describe what happens when the AI modifies itself and the condition it will try to p... (read more)

What do you mean by "precise"? I think I know more or less what "formal" means, and it's not the same as the common usage of "precise" (unless you pile on a few qualifiers) but you seem to be using it in a technical sense. If you've done a post on it, I must have missed it. Does "precise description" = "technical explanation"?

Yes, "something that constrains very exactly what to expect" is much closer in intent to my "precise" than "something you can describe using neat symbols in a philosophy paper".

I think you mean to say "precise (not just "formal", precise)", because you still need the formal statement of the precise description in order to prove things about it formally. Which is not to say that precise is a subset of formal or vice versa.

"Precise, not just formal" would be fair in this case.

(The reason I say "in this case" is that reaching for precision is a very different mental strategy than reaching for formality.  Many reach for formality who have no concept of how to reach for precision, and end up sticking tags on their black boxes and putting the tags into a logic.  So you don't create a logical framework as your first step in reaching for precision; your first step is to figure out what your black boxes are, and then think about your strategy for looking inside...)

Let's see if I can get perm-ignore on, on such an old post.

This whole line of thinking (press "on", six million bodies fall) depends on a self-modifying AI being qualitatively different from a non-self-modifying one OR on self-modifying characteristics being the dominant strategy for achieving AI. In other words, there is a magic intelligence algorithm, which if implemented will lead to exponentially increasing intelligence, then you have to worry about the relative probability of that intelligence being in the Navel Gazing, Paperclips, and Frien... (read more)

homunq, just how confident are you that hard takeoff won't happen?

How many years until hard takeoff when humanity starts spending 1T+/year on AGI research, as we now do on weapons? Would we get anywhere with 100B/year? That's an entirely feasible level of funding.

Is this a problem prevalent in computer science generally, moreso than other disciplines? Lots of companies, for example, think they can write their fancy software suite in six months, without designing it in detail first, and still be working on it five years later.
OTOH, the physicists, chemists, and in some cases engineers seem to have no problem saying "we have no idea how this phenomena works. It's going to take a lot of people and a lot of time and a lot of money to develop understanding and control of the process." That, of course, could just be a side effect being graded on publications and grants rather than products, but it's still suggestive.

If beating other researchers to generating AI is important, it might also be best to be able to beat other non-friendly AI at the intelligence advancing race should another one come online at the same time as this FAI, on the assumption that the time when you have gotten the technology and knowhow together may either be somewhat after or very close to the time someone else develops an AI as well. You'd want to find some way to provide the 'newborn' with enough computing power and access to firepower to beat the other AI either by exterminating it or outrac... (read more)

It can happen in principle but it can't actually happen.

For a certain value of “in principle” and “actually”, they're right -- according to the relevant actuarial table, the probability of someone my age of my gender in my country dying is less than 2 parts per million per day. (But of course, it's higher than that for someone who drives at 100 km/h while drunk more often than the typical person in that demographics.)

Your acknowledgement of the horrifying lack of control that humans have over reality is moving.  I did not think I would see anyone else who experienced it in this very rational way until I read your post.  Paranoia is common, and so are cynics who err on the side of pessimism.  But an ambitious, confident person who can see that this whole world can go to hell, that humanity is not immortal, the future not indestructible?  Someone who can wake up and see that their own behavior was, for reasons that are perfectly common to humans, meta-risky, para-insane?... (read more)

Obviously this isn't true in the literal sense that if you ask them, "Are you indestructible?" they will reply "Yes, go ahead and try shooting me." 

Oh well- I guess meta-sarcasm about guns is a scarce finding in your culture because I remember non-zero times when I have said this months ago. (also I emotionally consider myself as mortal if that means I will die just like 90% of other humans who have ever lived and like my father) 



Beyond the Reach of God

Today's post is a tad gloomier than usual, as I measure such things.  It deals with a thought experiment I invented to smash my own optimism, after I realized that optimism had misled me.  Those readers sympathetic to arguments like, "It's important to keep our biases because they help us stay happy," should consider not reading.  (Unless they have something to protect, including their own life.)

So!  Looking back on the magnitude of my own folly, I realized that at the root of it had been a disbelief in the Future's vulnerability—a reluctance to accept that things could really turn out wrong.  Not as the result of any explicit propositional verbal belief.  More like something inside that persisted in believing, even in the face of adversity, that everything would be all right in the end.

Some would account this a virtue (zettai daijobu da yo), and others would say that it's a thing necessary for mental health.

But we don't live in that world.  We live in the world beyond the reach of God.

It's been a long, long time since I believed in God.  Growing up in an Orthodox Jewish family, I can recall the last remembered time I asked God for something, though I don't remember how old I was.  I was putting in some request on behalf of the next-door-neighboring boy, I forget what exactly—something along the lines of, "I hope things turn out all right for him," or maybe "I hope he becomes Jewish."

I remember what it was like to have some higher authority to appeal to, to take care of things I couldn't handle myself.  I didn't think of it as "warm", because I had no alternative to compare it to.  I just took it for granted.

Still I recall, though only from distant childhood, what it's like to live in the conceptually impossible possible world where God exists.  Really exists, in the way that children and rationalists take all their beliefs at face value.

In the world where God exists, does God intervene to optimize everything?  Regardless of what rabbis assert about the fundamental nature of reality, the take-it-seriously operational answer to this question is obviously "No".  You can't ask God to bring you a lemonade from the refrigerator instead of getting one yourself.  When I believed in God after the serious fashion of a child, so very long ago, I didn't believe that.

Postulating that particular divine inaction doesn't provoke a full-blown theological crisis.  If you said to me, "I have constructed a benevolent superintelligent nanotech-user", and I said "Give me a banana," and no banana appeared, this would not yet disprove your statement.  Human parents don't always do everything their children ask.  There are some decent fun-theoretic arguments—I even believe them myself—against the idea that the best kind of help you can offer someone, is to always immediately give them everything they want.  I don't think that eudaimonia is formulating goals and having them instantly fulfilled; I don't want to become a simple wanting-thing that never has to plan or act or think.

So it's not necessarily an attempt to avoid falsification, to say that God does not grant all prayers.  Even a Friendly AI might not respond to every request.

But clearly, there exists some threshold of horror awful enough that God will intervene.  I remember that being true, when I believed after the fashion of a child.

The God who does not intervene at all, no matter how bad things get—that's an obvious attempt to avoid falsification, to protect a belief-in-belief.  Sufficiently young children don't have the deep-down knowledge that God doesn't really exist.  They really expect to see a dragon in their garage.  They have no reason to imagine a loving God who never acts.  Where exactly is the boundary of sufficient awfulness?  Even a child can imagine arguing over the precise threshold.  But of course God will draw the line somewhere.  Few indeed are the loving parents who, desiring their child to grow up strong and self-reliant, would let their toddler be run over by a car.

The obvious example of a horror so great that God cannot tolerate it, is death—true death, mind-annihilation.  I don't think that even Buddhism allows that.  So long as there is a God in the classic sense—full-blown, ontologically fundamental, the God—we can rest assured that no sufficiently awful event will ever, ever happen.  There is no soul anywhere that need fear true annihilation; God will prevent it.

What if you build your own simulated universe?  The classic example of a simulated universe is Conway's Game of Life.  I do urge you to investigate Life if you've never played it—it's important for comprehending the notion of "physical law".  Conway's Life has been proven Turing-complete, so it would be possible to build a sentient being in the Life universe, albeit it might be rather fragile and awkward.  Other cellular automata would make it simpler.

Could you, by creating a simulated universe, escape the reach of God?  Could you simulate a Game of Life containing sentient entities, and torture the beings therein?  But if God is watching everywhere, then trying to build an unfair Life just results in the God stepping in to modify your computer's transistors.  If the physics you set up in your computer program calls for a sentient Life-entity to be endlessly tortured for no particular reason, the God will intervene.  God being omnipresent, there is no refuge anywhere for true horror:  Life is fair.

Given such-and-such initial conditions, and given such-and-such cellular automaton rules, what would be the mathematical result?

Not even God can modify the answer to this question, unless you believe that God can implement logical impossibilities.  Even as a very young child, I don't remember believing that.  (And why would you need to believe it, if God can modify anything that actually exists?)

What does Life look like, in this imaginary world where every step follows only from its immediate predecessor?  Where things only ever happen, or don't happen, because of the cellular automaton rules?  Where the initial conditions and rules don't describe any God that checks over each state?  What does it look like, the world beyond the reach of God?

That world wouldn't be fair.  If the initial state contained the seeds of something that could self-replicate, natural selection might or might not take place, and complex life might or might not evolve, and that life might or might not become sentient, with no God to guide the evolution.  That world might evolve the equivalent of conscious cows, or conscious dolphins, that lacked hands to improve their condition; maybe they would be eaten by conscious wolves who never thought that they were doing wrong, or cared.

If in a vast plethora of worlds, something like humans evolved, then they would suffer from diseases—not to teach them any lessons, but only because viruses happened to evolve as well, under the cellular automaton rules.

If the people of that world are happy, or unhappy, the causes of their happiness or unhappiness may have nothing to do with good or bad choices they made.  Nothing to do with free will or lessons learned.  In the what-if world where every step follows only from the cellular automaton rules, the equivalent of Genghis Khan can murder a million people, and laugh, and be rich, and never be punished, and live his life much happier than the average.  Who prevents it?  God would prevent it from ever actually happening, of course; He would at the very least visit some shade of gloom in the Khan's heart.  But in the mathematical answer to the question What if? there is no God in the axioms.  So if the cellular automaton rules say that the Khan is happy, that, simply, is the whole and only answer to the what-if question.  There is nothing, absolutely nothing, to prevent it.

And if the Khan tortures people horribly to death over the course of days, for his own amusement perhaps?  They will call out for help, perhaps imagining a God.  And if you really wrote that cellular automaton, God would intervene in your program, of course.  But in the what-if question, what the cellular automaton would do under the mathematical rules, there isn't any God in the system.  Since the physical laws contain no specification of a utility function—in particular, no prohibition against torture—then the victims will be saved only if the right cells happen to be 0 or 1.  And it's not likely that anyone will defy the Khan; if they did, someone would strike them with a sword, and the sword would disrupt their organs and they would die, and that would be the end of that.  So the victims die, screaming, and no one helps them; that is the answer to the what-if question.

Could the victims be completely innocent?  Why not, in the what-if world?  If you look at the rules for Conway's Game of Life (which is Turing-complete, so we can embed arbitrary computable physics in there), then the rules are really very simple.  Cells with three living neighbors stay alive; cells with two neighbors stay the same, all other cells die.  There isn't anything in there about only innocent people not being horribly tortured for indefinite periods.

Belief in a fair universe often manifests in more subtle ways than thinking that horrors should be outright prohibited:  Would the twentieth century have gone differently, if Klara Pölzl and Alois Hitler had made love one hour earlier, and a different sperm fertilized the egg, on the night that Adolf Hitler was conceived?

For so many lives and so much loss to turn on a single event, seems disproportionate.  The Divine Plan ought to make more sense than that.  You can believe in a Divine Plan without believing in God—Karl Marx surely did.  You shouldn't have millions of lives depending on a casual choice, an hour's timing, the speed of a microscopic flagellum.  It ought not to be allowed.  It's too disproportionate.  Therefore, if Adolf Hitler had been able to go to high school and become an architect, there would have been someone else to take his role, and World War II would have happened the same as before.

But in the world beyond the reach of God, there isn't any clause in the physical axioms which says "things have to make sense" or "big effects need big causes" or "history runs on reasons too important to be so fragile".  There is no God to impose that order, which is so severely violated by having the lives and deaths of millions depend on one small molecular event.

The point of the thought experiment is to lay out the God-universe and the Nature-universe side by side, so that we can recognize what kind of thinking belongs to the God-universe.  Many who are atheists, still think as if certain things are not allowed.  They would lay out arguments for why World War II was inevitable and would have happened in more or less the same way, even if Hitler had become an architect.  But in sober historical fact, this is an unreasonable belief; I chose the example of World War II because from my reading, it seems that events were mostly driven by Hitler's personality, often in defiance of his generals and advisors.  There is no particular empirical justification that I happen to have heard of, for doubting this.  The main reason to doubt would be refusal to accept that the universe could make so little sense—that horrible things could happen so lightly, for no more reason than a roll of the dice.

In the God-universe, God prohibits it.  To recognize this is to recognize that we don't live in that universe.  We live in the what-if universe beyond the reach of God, driven by the mathematical laws and nothing else.  Whatever physics says will happen, will happen.  Absolutely anything, good or bad, will happen.  And there is nothing in the laws of physics to lift this rule even for the really extreme cases, where you might expect Nature to be a little more reasonable.

Reading William Shirer's The Rise and Fall of the Third Reich, listening to him describe the disbelief that he and others felt upon discovering the full scope of Nazi atrocities, I thought of what a strange thing it was, to read all that, and know, already, that there wasn't a single protection against it.  To just read through the whole book and accept it; horrified, but not at all disbelieving, because I'd already understood what kind of world I lived in.

Once upon a time, I believed that the extinction of humanity was not allowed.  And others who call themselves rationalists, may yet have things they trust.  They might be called "positive-sum games", or "democracy", or "technology", but they are sacred.  The mark of this sacredness is that the trustworthy thing can't lead to anything really bad; or they can't be permanently defaced, at least not without a compensatory silver lining.  In that sense they can be trusted, even if a few bad things happen here and there.

The unfolding history of Earth can't ever turn from its positive-sum trend to a negative-sum trend; that is not allowed.  Democracies—modern liberal democracies, anyway—won't ever legalize torture.  Technology has done so much good up until now, that there can't possibly be a Black Swan technology that breaks the trend and does more harm than all the good up until this point.

There are all sorts of clever arguments why such things can't possibly happen.  But the source of these arguments is a much deeper belief that such things are not allowed.  Yet who prohibits?  Who prevents it from happening?  If you can't visualize at least one lawful universe where physics say that such dreadful things happen—and so they do happen, there being nowhere to appeal the verdict—then you aren't yet ready to argue probabilities.

Could it really be that sentient beings have died absolutely for thousands or millions of years, with no soul and no afterlife—and not as part of any grand plan of Nature—not to teach any great lesson about the meaningfulness or meaninglessness of life—not even to teach any profound lesson about what is impossible—so that a trick as simple and stupid-sounding as vitrifying people in liquid nitrogen can save them from total annihilation—and a 10-second rejection of the silly idea can destroy someone's soul?  Can it be that a computer programmer who signs a few papers and buys a life-insurance policy continues into the far future, while Einstein rots in a grave?  We can be sure of one thing:  God wouldn't allow it.  Anything that ridiculous and disproportionate would be ruled out.  It would make a mockery of the Divine Plan—a mockery of the strong reasons why things must be the way they are.

You can have secular rationalizations for things being not allowed.  So it helps to imagine that there is a God, benevolent as you understand goodness—a God who enforces throughout Reality a minimum of fairness and justice—whose plans make sense and depend proportionally on people's choices—who will never permit absolute horror—who does not always intervene, but who at least prohibits universes wrenched completely off their track... to imagine all this, but also imagine that you, yourself, live in a what-if world of pure mathematics—a world beyond the reach of God, an utterly unprotected world where anything at all can happen.

If there's any reader still reading this, who thinks that being happy counts for more than anything in life, then maybe they shouldn't spend much time pondering the unprotectedness of their existence.  Maybe think of it just long enough to sign up themselves and their family for cryonics, and/or write a check to an existential-risk-mitigation agency now and then.  And wear a seatbelt and get health insurance and all those other dreary necessary things that can destroy your life if you miss that one step... but aside from that, if you want to be happy, meditating on the fragility of life isn't going to help.

But this post was written for those who have something to protect.

What can a twelfth-century peasant do to save themselves from annihilation?  Nothing.  Nature's little challenges aren't always fair.  When you run into a challenge that's too difficult, you suffer the penalty; when you run into a lethal penalty, you die.  That's how it is for people, and it isn't any different for planets.  Someone who wants to dance the deadly dance with Nature, does need to understand what they're up against:  Absolute, utter, exceptionless neutrality.

Knowing this won't always save you.  It wouldn't save a twelfth-century peasant, even if they knew.  If you think that a rationalist who fully understands the mess they're in, must surely be able to find a way out—then you trust rationality, enough said.

Some commenter is bound to castigate me for putting too dark a tone on all this, and in response they will list out all the reasons why it's lovely to live in a neutral universe.  Life is allowed to be a little dark, after all; but not darker than a certain point, unless there's a silver lining.

Still, because I don't want to create needless despair, I will say a few hopeful words at this point:

If humanity's future unfolds in the right way, we might be able to make our future light cone fair(er).  We can't modify fundamental physics, but on a higher level of organization we could build some guardrails and put down some padding; organize the particles into a pattern that does some internal checks against catastrophe.  There's a lot of stuff out there that we can't touch—but it may help to consider everything that isn't in our future light cone, as being part of the "generalized past".  As if it had all already happened.  There's at least the prospect of defeating neutrality, in the only future we can touch—the only world that it accomplishes something to care about.

Someday, maybe, immature minds will reliably be sheltered.  Even if children go through the equivalent of not getting a lollipop, or even burning a finger, they won't ever be run over by cars.

And the adults wouldn't be in so much danger.  A superintelligence—a mind that could think a trillion thoughts without a misstep—would not be intimidated by a challenge where death is the price of a single failure.  The raw universe wouldn't seem so harsh, would be only another problem to be solved.

The problem is that building an adult is itself an adult challenge.  That's what I finally realized, years ago.

If there is a fair(er) universe, we have to get there starting from this world—the neutral world, the world of hard concrete with no padding, the world where challenges are not calibrated to your skills.

Not every child needs to stare Nature in the eyes.  Buckling a seatbelt, or writing a check, is not that complicated or deadly.  I don't say that every rationalist should meditate on neutrality.  I don't say that every rationalist should think all these unpleasant thoughts.  But anyone who plans on confronting an uncalibrated challenge of instant death, must not avoid them.

What does a child need to do—what rules should they follow, how should they behave—to solve an adult problem?

Of course, 'utter destruction' is not a well-defined term.  Depending on who you ask, nothing in Buddhism is ever actually destroyed.  Or in the Dust hypothesis, or the Library of Babel... the existence of the mind never ends, because we've never beaten our wives in the first place.

"Conway's Life has been proven Turing-complete, so it would be possible to build a sentient being in the Life universe"

Worst case, our laws of physics seem to be turing-computable.

The leap is that the Church–Turing thesis applies to human (“sentient”) cognition.  Many theists deny this.

if God exists then consciousness depends on having an immaterial soul.

(God exists) ->  For all X (X is conscious -> X has an immaterial soul)

I don't concede this conditional.  I can imagine a universe with a personal creator, where consciousness is a material property of certain types of complex systems, but souls don't exist.

"In sober historical fact", clear minds could already see in 1919 that the absurdity of the Treaty of Versailles (with its total ignorance of economic realities, and entirely fueled by hate and revenge) was preparing the next war -- each person (in both nominally winning and nominally defeated countries) being put in such unendurable situations that "he listens to whatever instruction of hope, illusion or revenge is carried to him on the air".

This was J.M. Keynes writing in 1919, when A. Hitler was working as a police spy for the Rechswehr, infiltrating a tiny party then named DAP (and only later renamed to NDA); Keynes' dire warnings had nothing specifically to do with this "irrelevant" individual, which he had no doubt never even heard about -- there were plenty of other matches ready to set fire to a tinderbox world, after all; for examle, at that time, Benito Mussolini was a much more prominent figure, a well known and controversial journalist, and had just founded the "Fasci Nazionali di Combattimento".

So your claim, that believing the European errors in 1919 made another great war extremely likely, "is an unreasonable belief",... (read more)

The claim isn't that Germany would have been perfectly fine, and would never have started a war or done anything else extreme.  And the claim is not that Hitler trashed a country that was ticking along happily.

The claim is that the history of the twentieth century would have gone substantially differently.  World War II might not have happened.  The tremendous role that Hitler's idiosyncrasies played in directing events, doesn't seem to leave much rational room for determinism here.

Be aware of the hindsight bias: http://en.wikipedia.org/wiki/Hindsight_bias

Macroscopic determinism, i.e., the belief that an outcome was not sensitive to small thermal (never mind quantum) fluctuations.  If I'm hungry and somebody offers me a tasty hamburger, it's macroscopically determined that I'll say yes in almost all Everett branches; if Zimbabwe starts printing more money, it's macroscopically determined that their inflation rates will rise further.

Reminds me of this: "Listen, and understand. That terminator is out there. It can't be bargained with. It can't be reasoned with. It doesn't feel pity, or remorse, or fear. And it absolutely will not stop, ever, until you are dead."

But my question would be: Is the universe of cause and effect really so less safe than the universe of God? At least in this universe, someone who has an evil whim is limited by the laws of cause and effect, e.g. Hitler had to build tanks first, which gave the allies time to prepare. In that other universe, Supreme Being decides he's bored with us and zap we're gone, no rules he has to follow to achieve that outcome.

So why is relying on the goodness of God safer than relying on the inexorability of cause and effect?

Given how widespread white nationalism is in America, (i.e. it's a common phenomenon) and how intimately tied to fascism it is, I think that there's a substantial chance that the leader that would have taken Hitler's place would have shared his predilection for ethnic cleansing, even if not world domination.

Remove whatever cultural or personal contextual trappings you find draped over a particular expression of Buddhism, and you'll find it very clear that Buddhism does "allow" that, or more precisely, un-asks that question.

As you chip away at unfounded beliefs, including the belief in an essential self (however defined), or the belief that there can be a "problem to solved" independent of a context for its specification, you may arrive at the realization of a view of the world flippe... (read more)

By the way, I should clarify that my total disagreement with your thesis on WW2 being single-handedly caused by A. Hitler does in no way imply disagreement with your more general thesis.  In general I do believe the "until comes steam-engine-time" theory -- that many macro-scale circumstances must be present to create a favorable environment for some revolutionary change; to a lesser degree, I also do think that mostly, when the macro-environment is ripe, one of the many sparks and matches (that are going off all the time, but normally fizz out b... (read more)

I thought I already knew all this, but this post has made me realize that I've still, deep down, been thinking as you describe - that the universe can't be that unfair, and that the future isn't really at risk. I guess the world seems like a bit scarier of a place now, but I'm sure I'll go back to being distracted by day-to-day life in short order ;).

As for cryonics, I'm a little interested, but right now I have too many doubts about it and not enough spare money to go out and sign up immediately.

With all the sci fi brought up here, I think we are familiar with Hitler's Time Travel Exemption Act.

Ian C., that is half the philosophy of Epicurus in a nutshell: there are no gods, there is no afterlife, so the worst case scenario is not subject to the whims of petulant deities.

If you want a sufficient response to optimism, consider: is the probability that you will persist forever 1?  If not, it is 0.  If there is any probability of your annihilation, no matter how small, you will not survive for an infinite amount of time.  That is what happens in an i... (read more)

Not necessarily. If the risk decreases faster than an inverse function (ie. if the risk is less than 1/n for each event, where n is the number of events), there can be a probability between 0 and 1.

What's the point of despair? There seems to be a given assumption in the original post that:

1) there is no protection, universe is allowed to be horrible --> 2)lets despair

But number 2 doesn't change 1 one bit. This is not a clever argument to disprove number 1. I'm just saying despair is pointless if it changes nothing. It's like when babies cry automatically when something isn't the way they like because they are programmed to by evolution because this reliably attracted the attention of adults. Despairing about the universe will not attract the attention of adults to make it better. We are the only adults, that's it. I would rather reason along the lines of:

1) there is no protection, universe is allowed to be horrible --> 2)what can I do to make it better

Agreed with everything else except the part where this is really sad news that's supposed to make us unhappy.

In a Universe beyond the reach of God, who is to say that the first civilization technologically advanced enough to revive you will not be a "death gives meaning to life" theocracy which has a policy of reviving those who chose to attempt to escape death in order to submit them and their defrosted family members to 1000 years of unimaginable torture followed by execution?

Sure, there are many reasons to believe such a development is improbable.  But you are still rolling those dice in a Universe beyond God's reach, are you not?

Of course you are. It's still a probability game. But Eliezer's contention is that the probabilities for cryonics look good. It's worth rolling the dice.

Yes very very bad things can happen for little reason.  But of course we still want positive arguments to convince us to assign large probabilities to scenarios about which you want us to worry.

Where is this noirish Eliezer when he's writing about the existence of free will and non-relativist moral truths?

Don't get bored with the small shit. Cancers, heart disease, stroke, safety engineering, suicidal depression, neurodegenerations, improved cryonic tech. In the next few decades I'm probably going to see most of you die from that shit (and that's if I'm lucky enough to persist as an observer), when you could've done a lot more to prevent it, if you didn't get bored so easily of dealing with the basics.

Kip, the colors of rationality are crystal, mirror, and glass.

Robin, fair enough; but conversely no amount of argument will convince someone in zettai daijobu da yo mode.

For the benefit of those who haven't been following along with Overcoming Bias, I should note that I actually intend to fix the universe (or at least throw some padding atop my local region of it, as disclaimed above) - I'm not just complaining here.

"If you want a sufficient response to optimism, consider: is the probability that you will persist forever 1? If not, it is 0. If there is any probability of your annihilation, no matter how small, you will not survive for an infinite amount of time. That is what happens in an infinite amount of time: everything possible. If all your backup plans can fail at once, even at P=1/(3^^^3), that number will come of eventually with infinite trials."
Zubon, this seems to assume that the probabilities in different periods are independent. It could be that... (read more)

Without Hitler it's likely Ludendorf would have been in charge and things would have been even worse. So perhaps we should be grateful for Hitler!

I gather there are some Orthodox Jews involved in Holocaust denial and were in Iran for that, but this post gets me to thinking that there should be more of them if they really believe in a benevolent and omnipotent God that won't allow sufficiently horrible things to happen.

How widespread is white nationalism in America? I would think it's one of the least popular things around, although perhaps I'm taking the Onion too seriously.

"The standard rebuttal is that evil is Man's own fault,"

There is no evil. There is neutrality. The universe isn't man's fault; it isn't anyone's fault.

I'm not at all saddened by these facts. My emotional state is unaltered. It's because I take them neutrally.

I've experienced severe pain enough to know that
A) Torture works. Really. It does. If you don't believe it, try it. It'll be a short lesson.
B) Pain is not such a big deal. It's just an avoid-this-at-all-cost -signal. Sure, I'm in agony, sure, I'd hate to remain in a situation where that signal doesn't go away, but it still is just a signal.

Perhaps as you look at some spot in the sky, they've already - neutrality allowing - tamed neutrality there; made it Friendly.

More parents might let their toddler get hit by a car if they could fix the toddler afterwards.

There are an awful lot of types of Buddhism.  Some allow mind annihilation, and even claim that it should be our goal.  Some strains of Epicurianism hold that mind annihilation is a) neutral, and b) better than what all the religions believed in.  Some ancient religions seemed to believe in the same awful universal fate as quantum immortality believers do, e.g. eternal degeneration, progressively advanced Alzheimers forever more or less.  Adam Smith suggests that... (read more)

Good post, but how to deal with this information so that it is not so burdensome: Conway himself, upon creating The Game of Life, didn't believe that the cellular automaton could 'live' indefinitely, but was proven wrong shortly after his games creation by the discovery of the glider gun. We cannot assume that the cards were dealt perfectly and the universe or our existence is infinite, but we can hope that the pattern we have put down will continue to stand the test of time. Belief that we are impervious to extinction or that the universe will not ultimat... (read more)

I don't understand why the end of the universe bugs people so much. I'll just be happy to make it to next decade, thanks very much. When my IQ rises a few thousand points, I'll consider things on a longer timescale.

What I don't understand is that we live on a planet, where we don't have all people with significant loose change

A) signing up for cryonics
B) super-saturating the coffers of life-extensionists, extinction-risk-reducers, and AGI developers.

Instead we currently live on a planet, where their combined (probably) trillions of currency units are doing nothing but bloating as 1s and 0s on hard drives.

"What can a twelfth-century peasant do to save themselves from annihilation? Nothing."

She did something. She passed on a religious meme whose descendents have inspired me, in turn, to pass on the idea that we should engineer a world that can somehow reach backward to save her from annihilation. That may not prove possible, but some possibilities depend on us for their realization.

A Jewish prophet once wrote something like this: "Behold, I will send you Elijah the prophet before the coming of the great and dreadful day of the Lord: And he sha... (read more)

Chad: if you seriously think that Turing-completeness does not imply the possibility of sentience, then you're definitely in the wrong place indeed.

And I do quite fancy well-written, well-researched "alternate history" fiction, such as Turtledove's, so I'd love to read a novel about what happens in 1812 to the fledgling USA if the British are free to entirely concentrate on that war, not distracted by Napoleon's last hurrahs in their backyard, because Napoleon was never around...

The "War of 1812" was basically an offshoot of the larger Napoleonic Wars; Britain and France were both interfering with the shipping of "neutral" nations, such as the United States, in or... (read more)

I was not aware that the universe was broken.  If so, can we get a replacement instead? ;-)

It is a strange thing. I often feel the impulse to not believe that something would really be possible - usually when talking about existential risks - and I have to make a conscious effort to suppress that feeling, to remind myself that anything the laws of physics allow is possible. (And even then, I often don't succeed - or don't have the courage to entirely allow myself to succeed.)

A) Torture works. Really. It does. If you don't believe it, try it. It'll be a short lesson.

That depends on what you're trying to use it for. Torture is very good at getting people to do whatever they believe will stop the torture. For example, it's a good way to get people to confess to whatever you want them to confess to. Torture is a rather poor way to get people to tell you the truth when they have motive to lie and verification is difficult; they might as well just keep saying things at random until they say something that ends the torture.

Consequentialist: Is it a fair universe where the wealthy live forever and the poor die in the relative blink of an eye? It seems hard for our current society to look past that when setting public policy. This doesn't necessarily explain why there isn't more private money put to the purpose, but I think many of the intelligent and wealthy at the present time would see eternal life quests as a millennial long cliche of laughable selfishness and not in tune with leaving a respectable legacy.

Many people believe in an afterlife... why sign up for cryonics when you're going to go to Heaven when you die?

That's probably not the explanation, since there are many millions of atheists who heard about cryonics and/or extinction risks.
I figure the actual explanation is a combination of conformity, the bystander effect, the tendency to focus on short term problems, and the Silliness Factor.

I can only speak for myself on this, but wouldn't sign up for cryonics even if it were free, because I don't want to be revived in the future after I'm dead. (Given the choice, I would rather not have existed at all. However, although mine was not a life worth creating, my continued existence will do far less harm than my abrupt death.)

There's a corallary mystery category which most of you fall into: why are so few smart people fighting, even anonymously, against policy grounded in repugnancy bias that'll likely reduce their persistence odds? Where's the fight against a global ban on reproductive human cloning? Where's the fight to increase legal organ markets? Where's the defense of China's (and other illiberal nations)rights to use prisoners (including political prisoners) for medical experimentation? Until you square aware your own repugnancy bias based inaction, criticisms of that of... (read more)

To show that hellish scenarios are worth ignoring, you have to show not only that they're improbable, but also that they're improbable enough to overcome the factor (utility of oblivionish scenario - utility of hellish scenario)/(utility of heavenish scenario - utility of oblivionish scenario), which as far as I can tell could be anywhere between tiny and huge.

As for global totalitarian dictatorships, I doubt they'd last for more than millions of years without something happening to them.

"why are so few smart people fighting, even anonymously, against policy grounded in repugnancy bias that'll likely reduce their persistence odds?"
Here's a MSM citation of Gene Expression today:
http://www.theglobeandmail.com/servlet/story/LAC.20081004.WORDS04//TPStory/Science

Steve Sailer is also widely read among conservative (and some other) elites, and there's a whole network of anonymous bloggers associated with him.

"Where's the fight against a global ban on reproductive human cloning?"
Such bans have been fought, primarily throu... (read more)

I would probably sign up for cryonics if it were free, with a, "do not revive sticker" and detailed data about me so that future brain studiers would have another data point when trying to figure out how it all works.

I don't wish that I hadn't been born, but I figure I have a part to play a purpose that no one else seems to be doing. Once that has been done, then unless something I see need doing and is important and sufficiently left field for no one else to be doing, I'll just potter along doing random things until I die.

"I figure I have a part to play a purpose that no one else seems to be doing"

How do you figure that? Aren't you a materialist? Or do you just mean that you might find a niche to fill that would be satisfying and perhaps meaningful to someone? I'm having trouble finding a non-teleological interpretation of your comment.

"If you look at the rules for Conway's Game of Life (which is Turing-complete, so we can embed arbitrary computable physics in there), then the rules are really very simple.  Cells with three living neighbors stay alive; cells with two neighbors stay the same, all other cells die.  There isn't anything in there about only innocent people not being horribly tortured for indefinite periods."

While I of course I agree with the general sentiment of the post, I don't think this argument works. There is a relevant quote by John McCarthy:

Doug, Will: There is no fundamental difference between being revived after dying, waking up after going to sleep, or receiving neurotransmitter in a synapse after it was released. There is nothing special about 10^9 seconds as opposed to 10^4 seconds or 10^-4 seconds. Unless, of course, these times figure into your morality, but these are considerations far out of scope of ancestral environments humans evolved in. This is a care where unnatural category meets unnatural circumstances, so figuring out a correct answer is going to be difficult, and relying on intuitively reinforced judgment would be reckless.

"So invoking them do not give us any more information."

I do think we get a little: if such constraints exist, they are a property of the patterns themselves, and not a property of the low-level substrate on which they are implemented. If such a thing were true in this world, it would be a property of people and societies, not a metaphysical property. That rules out a lot of religion and magical thinking, and could be a useful heuristic.

What probability do you guys assign to the god hypothesis being true?

You can't 'fix the universe'.  You can at most change the properties of small parts of reality -- and that can only be accomplished by accepting and acting in accordance to the nature of reality.

If you don't like the nature of reality, you'd better try to change what you like.

I don't want to sign up for cryonics because I'm afraid I will be revived brain-damaged. But maybe others are worried they will have the social status of a freak in that future society.

Eliezer, I think there's a slight inconsistency in your message. On the one hand, there are the posts like this, which can basically be summed up as: "Get off your asses, slackers, and go fix the world." This is a message worth repeating many times and in many different ways.

On the other hand are the "Chosen One" posts. These posts talk about the big gaps in human capabilities - the idea being that some people just have an indefinable "sparkliness" that gives them the power to do inc... (read more)

"So, what I'd like to see is a discussion of what the rank-and-file members of Team Rational should be doing to help (and I hope that involves more than donating lots of money to SIAI)."
How 'rank-and-file' are we talking here? With what skillset, interests, and level of motivation?

Writing papers like Nick Bostrom's can be valuable:

I have an analogy: "justice is like cake, it's permitted to exist but someone has to make it".

Can you be happier sheltering in ignorance? I'm not convinced. I think that's a strategy that only works while you're lucky.

It is extraordinarily difficult to figure out how to use volunteers.  Almost any nonprofit trying to accomplish a skilled-labor task has many more people who want to volunteer their time than they can use.  The Foresight Institute has the same problem:  People want to donate time instead of money, but it's really, really hard to use volunteers.  If you know a solution to this, by all means share.

I'm surprised by the commenters who cannot conceive of a future life that is more fun than the one they have now - who can't imagine a future they would want to stick around for.  Maybe I should bump the priority of the Fun Theory sequence.

"The Foresight Institute has the same problem: People want to donate time instead of money, but it's really, really hard to use volunteers. If you know a solution to this, by all means share."

There's always Amazon's Mechanical Turk (https://www.mturk.com/mturk/welcome). It's an inefficient use of people's time, but it's better than just telling people to go away. If people are reluctant to donate money, you can ask for donations of books- books are actually a fairly liquid asset (http://www.cash4books.net/).

Eliezer: Does the law allow just setting them to productive but entirely tangential work, and pocketing the profit for SIAI?

@Hidden: just a "typical" OB reader, for example. I imagine there are lots of readers who read posts like this and say to themselves "Yeah! There's no God! If we want to be saved, we have to save ourselves! But... how...?" Then they wake up the next day and go to their boring corporate programming jobs. 

@pdf23ds: This feels like tunnel vision. Surely the problem SIAI is working on isn't the ONLY problem worth solving. 

@Eliezer: I recognize that it's hard to use volunteers. But members of Team Rational are not herd thinkers. They probabl... (read more)

The obvious example of a horror so great that God cannot tolerate it, is death - true death, mind-annihilation.  I don't think that even Buddhism allows that.

This is sort of a surprising thing to hear from someone with a Jewish religious background.  Jews spend very little attention and energy on the afterlife.  (And your picture of Buddhism is simplistic at best, but other people have already dealt with that).  I've heard the interesting theory that this stems from a reaction against their Egyptian captors, who were of course obsessed with death and the ... (read more)

Hopefully posthumans will be a little bit less stubborn in opposition to new scientific ideas.

"but on the other hand you're essentially saying that if a person is not a Chosen One, there's not much he can really contribute."

Do you think there aren't at least a few Neos whom Eliezer, and transhumanism in general, hasn't reached and influenced? I'm sure there are many, though I put the upper limit of number of people capable of doing anything worthwhile below 1M (whether they're doing anything is another matter). Perhaps the figure is much lower. But the "luminaries", boy, they are rare.

Millions of people are capable of hoovering money well in excess of their personal need. Projects aiming for post-humanity only need to target those people to secure unlimited funding.

"what makes you so damn important that you need to live forever? Get over yourself. After you die, there will be others taking over your work, assuming it was worth doing. Leave some biological and intellectual offspring and shuffle off this mortal coil and give a new generation a chance"

I vehemently disagree. What makes me so damn important, huh? What makes you so damn unimportant that you're not even giving it a try? The answer to both of these: You, yourself; you make yourself dman important or don't. Importance and significance are self-made. No one can give them to you. You must earn them.

There are damn important people. Unfortunately most of them were. Think of the joy if you could revive the best minds who've ever walked the earth. If you aren't one of them, try to become one.

Mtraven: "I truly have trouble understanding why people here think death is so terrible [...] [S]ince we are all hard-core materialists here, let me remind you that the flow of time is an illusion, spacetime is eternal [...]"

I actually think this one goes the other way. You choose to live right now, rather than killing yourself. Why not consistently affirm that choice across your entire stretch of spacetime?

"[W]hat makes you so damn important that you need to live forever?"

Even if you're only capable of becoming an average, main sequence star, and not a quasistellar object outshining billions of others, what you must do is to become that star and not remain unlit. Oftentimes those who appear to shine brightly do so only because there's relative darkness around.

 What if Eliezers weren't so damn rare; what if there were 100,000 x "luminaries"; which Eliezer's blog would you read?

"Important to whom?"

Important to the development of the universe. It's an open-ended project where we, its sentient part, decide what the rewards are, we decide what's important. I've come to the conclusion that optimizing, understanding, and controlling that which is (existence) asymptotically perfectly, is the most obvious goal. Until we have that figured out, we need to stick around.

The weird obsequiousness towards Eliezer makes yet another appearance on OB.

What the hell is supposed to be worth anything if life isn't?

Oh, and while I'm stirring up the pot, let me just say that this statement made me laugh: "But members of Team Rational are not herd thinkers."  Dude.  Self-undermining much?

Consequentialist: "I've come to the conclusion that optimizing, understanding, and controlling that which is (existence) asymptotically perfectly, is the most obvious goal."

You haven't been talking to Roko or Richard Hollerith lately, have you?

"The weird obsequiousness towards Eliezer makes yet another appearance on OB."

Quite the contrary. I'd prefer it be so that Eliezer is a dime a dozen. It's the relative darkness around that keeps him in the spotlight. Is suspect there's nothing special - in the Von Neumann sense - about this chap, just that I haven't found anyone like him so far. Care to point some others like him?

Eliezer, if that last comment was in response to mine it is a disappointingly obtuse misinterpretation which doesn't engage with any of the points I made.  "Life" is worth something; that doesn't mean that striving for the infinite extension of individual lives should be a priority.

I a different type of fun helping people perform a somewhat meaningful* task than I do when I am just hanging out, puzzle solving, adventure sports or going on holiday. I have a little nagging voice asking, "What was the point of that". Which needs to be placated every so often, else the other types of fun los... (read more)

The rule of thumb is: if you can imagine it, you can simulate it (because your brain is a simulator).  The simulation may not be easy, but at least it's possible.


You name specific excuses for why life in the future will be bad for you. It sounds like you see the future as a big abandoned factory, where you are a shadow, and the strange mechanisms do their spooky dance. Think instead of what changes could make the future right specifically for you, with tremendous amount of effort applied to this goal. You are just a human, so attention your comfort can get starts far above the order of whole of humanity thinking about every tiny gesture to make you a little bit more comfortable for millions of years, and thinking a... (read more)

"The claim isn't that Germany would have been perfectly fine, and would never have started a war or done anything else extreme. And the claim is not that Hitler trashed a country that was ticking along happily.

The claim is that the history of the twentieth century would have gone substantially differently. World War II might not have happened. The tremendous role that Hitler's idiosyncrasies played in directing events, doesn't seem to leave much rational room for determinism here."

I disagree. Hitler did not departure very far from the general bel... (read more)

[sorry for ambiguity: thinking for millions of years, not making comfortable for millions of years]

However a future without massive disparities of power and knowledge between myself and the inhabitants, would not be able to revive me from cryo sleep.

So you don't think you could catch up? If you had been frozen somewhere between -10000 and -100 years and revived now, don't you think you could start learning what the heck it is people are doing and understand nowadays? Besides a lot of the pre-freeze life-experience would be fully applicable to present. Everyone starts learning from the point of birth. You'd have headway compared to those who just start out from nothing.

There are things we can meaningfully contribute to even in a Sysop universe, filled with Minds. We, after all, are minds, too, which h... (read more)

This is a big do-it-yourself project. Don't complain about there not being enough opportunities to do meaningful things. If you don't find anything meaningful to do, that's your failure, not the failure of the universe. Searching for meaningful problems to solve is part of the project. 

Giant cheesecake fallacy. If future could do everything you wanted to do, it doesn't mean it would do so. Especially if it will be bad for you. If future decides to let you work on a problem, even though it could solve it without you, you can't apply to the uselessness of your action: if future refuses to perform it, only you can make a difference. You can grow to be able to vastly expand the number of things you will be capable of doing, this source never dwindles. If someone or something else solved a problem, it doesn't necessarily spoil the fun for eve... (read more)

A "head start" in the wrong direction isn't much help.

Imagine a priest in the temple of Zeus, back in Ancient Greece. Really ancient. The time of Homer, not Archimedes. He makes how best to serve the gods the guiding principle of his life. Now, imagine that he is resurrected in the world of today. What do you think would happen to him? He doesn't speak any modern language. He doesn't know how to use a toilet. He'd freak out at the sight of a television. Nobody worships the gods any more. Our world would seem not only strange, but blasphemous and ... (read more)

Doug: From almost every perspective I could think of, it would be better to invest resources in raising a newborn than to recreate and rehabilitate a random individual from our barbaric past.

No, for him it won't be better. Altruistic aspect of the humane morality will help, even if it's more energy-efficient to incinerate you. For that matter, why raise a newborn child instead of making a paperclip?

In the interest of helping folks here to "overcome bias", I should add just how creepy it is to outside observers to see the unswervingly devoted members of "Team Rational" post four or five comments to each Eliezer post that consist of little more than homilies to his pronouncements, scattered with hyperlinks to his previous scriptural utterances.  Some of the more level-headed here like HA have commented on this already.  Frankly it reeks of cultism and dogma, the aromas of Ayn Rand, Scientology and Est are beginning to waft from this blog.  I think some of you want to live forever so you can grovel and worship Eli for all eternity. . .

However a future without massive disparities of power and knowledge between myself and the inhabitants, would not be able to revive me from cryo sleep.

I already guessed that might be the wish of many people.  That's one reason why I would like to acquire the knowledge to deliberately create a single not-person, a Very Powerful Optimization Process.  What does it take to not be a person?  That is one of those moral questions that runs into empirical confusions.  But if I could create a VPOP that did not have subjective experience (or the confusion we name subjective experience), and did not have any pleasure or pain, or valuation of itself, then I think it might be possible to have around a superintelligence that did not, just by its presence, supersede us as an adult; but was nonetheless capable of guarding the maturation of humans into adults, and, a rather lesser problem, capable of reviving cryonics patients.

If there is anything in there that seems like it should be impossible to understand, then remember that mysteries exist in the map, not in the territory.

A.R.: The standard rebuttal is that evil is Man's own fault, for abusing free will.

I was not aware that the universe was broken. If so, can we get a replacement instead? ;-)

It will obsolete or profoundly alter the nature of emergency surgery doctors, cancer researchers, fund raisers for cancer research, security services, emergency relief workers, existential risk researchers etc...

Every person on the planet who is trying to act somewhat like an adult will find they are no longer needed to do what is necessary. It doesn't matter that they are obsoleted by a process rather than a person, they are sti... (read more)

Oh, I wouldn't worry about that too much; that's a cunning project underway to enbias Eliezer with delusions-of-grandeur bias, smarter-than-thou bias and whatnot.

"Chad: if you seriously think that Turing-completeness does not imply the possibility of sentience, then you're definitely in the wrong place indeed."

gwern: The implication is certainly there and it's one I am sympathetic with, but I'd say its far from proven. The leap in logic there is one that will keep the members of the choir nodding along but is not going to win over any converts. A weak argument is a weak argument, whether you agree with the conclusion reached by that argument -- it's better for the cause if the arguments are held to higher standards.

"If you want a sufficient response to optimism, consider: is the probability that you will persist forever 1? If not, it is 0."

You're only correct if the probability is constant with respect to time. Consider, however, that some uncertain events have a non-zero probability even if infinite time passes. For example, random walks in three dimensions (or more) are not guaranteed to meet their origin again, even over infinite time:

Disagree?  Give us an example of a phenomenon that cannot be represented by a Turing Machine, and we'll talk.

Isn't this true? It seems the simplest solution to "why is there something rather than nothing". Is there any real evidence against our apparently timeless, branching physics being part of a purely mathematical structure? I wouldn't be shocked if the bottom was all Bayes-structure :)

RI, it shouldn't literally be Bayes-structure because Bayes-structure is about inference is about mind.  I have certainly considered the possibility that what-if is all there is; but it's got some problems.  Just because what-if is something that humans find deductively compelling does not explain how or why it exists Platonically - to suppose that it is necessary just because you can't find yourself not believing it, hardly unravels the mystery.  And much worse, it doesn't explain why we find ourselves in a low-entropy universe rather than a high-entropy ... (read more)

In an argument that is basically attempting to disprove the existence of God, it seems a little disingenuous to me to include premises that effectively rule out God's existence. If you aren't willing to at least allow the possibility of dualism for the sake of argument, then why bother talking about God at all?

Also, I am not sure what your notion of "infinite" mathematics is about. Can you elaborate or point me to some relevant resources?

Well, there's also the perspective of the newborn and the person it grows up into; if we consider that perspective, it probably would prefer that it exists. I don't want The Future to contain "me"; I want it to contain someone better than "me". (Or at least happier, considering that I would prefer to not have existed at all.) And I really doubt that my frozen brain will be of much help to The Future in achieving that goal.

They don't have to look good, they just have to beat the probabilities of your mind surviving the alternatives. Current alternatives: cremation, interment, scattering over your favourite football pitch. Currently I'm wavering between cryonics and Old Trafford.

Eliezer, I'm ridiculously excited about the next fifty years, and only slightly less excited about the fun theory sequence. Hope it chimes with my own.

Excellent post, agree with every single line of it. It's not depressing for me -- I went through that depression earlier, after finally understanding evolution.

One nitpick -- I find the question at the end of the text redundant. 

We already know that all this world around us is just an enormous pattern arising out of physically determined interactions between particles, with no 'essence of goodness' or other fundamental forces of this kind.

So the answer to your question seems obvious to me -- if we don't like patterns we see around us (including us ourselve... (read more)

On the existential question of our pointless existence in a pointless universe, my perspective tends to oscillate between two extremes:

1.) In the more pessimistic (and currently the only rationally defensible) case, I view my mind and existence as just a pattern of information processing on top of messy organic wetware and that is all 'I' will ever be.  Uploading is not immortality, it's just duplicating that specific mind pattern at that specific time instance.  An epsilon unit of time after the 'upload' event that mind pattern is no longer 'me' and will ... (read more)

Regardless of whether you want to argue that being in a cult might be ok or not anything to worry about, the fact is this sort of thing doesn't look good to other people. You're going to win many converts -- at least the kind you want -- by continuing to put on quasi-religious, messianic airs, and welcoming the sort of fawning praise that seems to come up a lot in the comments here. There's obviously some sharp thinking going on in these parts, but you guys need to pay a bit more attention to your PR.

by continuing to put on quasi-religious, messianic airs

Huh. Let a guy have a bit of poetic license now and then, eh? I really don't see what you mean.

The request that we should 'fix the world' suggests that a.)we know that it is broken and b.)we know how to fix it; I am not so sure that this is the case. When one says 'X is wrong/unfair/undesirable etc., one is more often than not actually making a statement about one's state of mind rather than the state of reality i.e., one is saying 'I think or feel that X is wrong/unfair/undesirable'. Personally, I don't like to see images of suffering and death but I'm not sure that my distaste for suffering and death is enough to confidently assert that they are w... (read more)

Alice, can't tell crap from great? Don't worry, 90% of people share your inability. Why? Because 90% of everything is crap.  (Sturgeon's law)

Lets fix the things that are obviously crap first. After that, well address the iffy things.

You've said the bit about Paul Graham twice now in this thread; do you actually consider that good reasoning, or are you merely being flip? Paul Graham's followers may or may not be cultish to some degree, but that doesn't bear on the question of whether your own promotional strategies are sound ones. Let me put it this way: you will need solid, technically-minded, traditionally-trained scientists and engineers in your camp if you ever hope to do the things you want to do. The mainstream science community, as a matter of custom, doesn't look favorably upon... (read more)

I take your point...if your point is 'we gotta start somewhere'. Nontheless, the use of 'obviously' is problematic and misleading. To whom is it obvious? To you? Or perhaps you and your friends, or you and other people on the internet who tend to think in the same way as you and with whom you generally agree? Don't get me wrong, I have a very clear idea of what I think is crap (and I strongly suspect it'd be similar to yours) and I'm just as keen to impose my vision of the 'uncrap' on the world as the next person. However, I can't help but be troubled by t... (read more)

Whoops!  I thought that comment had been swallowed by the ether, so I said it again.  Turns out it's on the previous page.  Dup has been deleted.

Those who (want to) understand and are able, joyously create things that have always existed as potentials.

Those who don't (want to) understand and can't do anything real, make stuff up that never was possible and never will be.

The former last forever in eternal glory, spanning geological timescales and civilizations, for the patterns they create are compatible with the structure of the universe and sustained by it, while oblivion is reserved for the latter.

Science. Live a life with a purpose. 

Science. Live a life worth living.

How exactly can you construct a disproof of X without using premises that rule out X?  That's what disproving is.

Non-infinite mathematics:  also known as finite mathematics, also known as discrete mathematics.  Non-continuum.  Not requiring the existence of the real numbers.

To the best of our knowledge, reality only seems to require the integers, although constructing models that... (read more)

I would agree, I am not trying to create a child either. I'm trying to create brain stuff, and figure out how to hook it up to a human so that it becomes aligned to that humans brain. Admittedly it is giving more power to children, but I think the only feasible way to get... (read more)

>How exactly can you construct a disproof of X without using

>premises that rule out X? That's what disproving is.

Sure, a mathematical proof proceeds from its premises and therefore any results achieved are entailed in those premises. I am not sure we are really in the real of pure mathematics here but I probably should have been more precise in my statement. In a non-mathematical discussion, a slightly longer chain of reasoning is generally preferred -- starting with the premise that dualism is false is a little uncomfortably close to starting with ... (read more)

"Bayesian cult encourages religious people to kill God in themselves" - how's that for a newspaper headline?

P.S. I'd delete this comment after a certain amount of time, you might not want it to get cached by google or something.

I didn't think it would solve all our questions, I just wondered if it was both the simplest solution and lacking good evidence to the contrary. Would there be a higher chance of being a Boltzmann brain in a universe identical to ours that happened to be part of a what-if-world? If not, how is all this low-entropy around me evidence against it?

I'm not saying this is wrong, but in its present form, isn't it really a mysterious answer to a mysterious question?  If you believed it, would the mystery seem any less mysterious?

Eliezer, doesn't "math mysteriously exists and we live in it" have one less mystery than "math mysteriously exists and the universe mysteriously exists and we live in it"? (If you don't think math exists it seems like you run into indispensability arguments.)

IIRC the argument for a low-entropy universe is anthropic, something like "most non-simple universes with observers in them look like undetectably different variants of a simple universe rather than universes with dragons in them".

in any comparison of all possible combinations of bit/axiom strings up to any equal finite (long) length (many representing not only a world but also (using 'spare' string segments inside the total length) extraneous features such as other worlds, nothing in particular, or perhaps 'invisible' intra-world entities), it is reasonable to suppose that the simplest worlds (ie those with the shortest representing string segments) will occur most often across all strings, since they will have more 'spare' irrelevant bit/axiom combinations up to t... (read more)

Re: The way you present this, as well as the discussion in the comments, suggests you think "death" is a thing that can be avoided by living indefinitely [...]

Er... ;-)  Many futurists seem to have it in for death.  Bostrom, Kurzweil, Drexler, spring to mind.  To me, the main problem seems to be uncopyable minds.  If we could change our bodies like a suit of clothes, the associated problems would mostly go away.  We will have copyable minds once they are digital.

Re: The way you present this, as well as the discussion in the comments, suggests you think "death" is a thing that can be avoided by living indefinitely [...]

Er... ;-) Many futurists seem to have it in for death. Bostrom, Kurzweil, Drexler, spring to mind. To me, the main problem seems to be uncopyable minds. If we could change our bodies like a suit of clothes, the associated problems would mostly go away. We will have copyable minds once they are digital.


That sounds like the "One Big Organism" concept. Nick Bostrom has also written about that - e.g. see his What is a Singleton?

The fictional Borg work similarly, I believe.  Death would become rather like cutting your toenails.

What I described involves some similar ideas, but I find the notion of a singleton unlikely, or at least suboptimal.  It is a machine analogy for life and intelligence.  A machine is a collection of parts, all working together under one common control to one common end.  Living systems, by contrast, and particularly large evolving systems such as ecosystems or economies, work best, in our experience, if they do not have centralized control, but have a variety of competing agents, and some randomness.

There are a variety of proposals floating about for ... (read more)

>To exist is to be imperfect

A thing that that philosophical types like to do that I dislike is making claims about about what it is to exist in general, claims that presumably would apply to all minds or 'subjects', when in fact those claims concern at most only the particular Homo Sapiens condition, and are based only on the experiences of one particular Homo Sapiens.

>However, I can't help but be troubled by the thought that the 

>mass murder of jews, gypsies, the mentally retarted and 

>homosexuals was precipitated by the fact that Hitler et... (read more)

My claim is mainly based on physics of one sort of another. For one the second law of thermodynamics. All systems will eventually degrade to whatever is most stable. Neutrons, IIRC. And unless a set of neutrons in the... (read more)

The idea of one big organism is not really that it will b... (read more)

Well, that's the point.  Usually it can be, and often we're not.  There's a big drive towards virtualising combat behaviour in nature.  Deer snort at each other, sea lions bellow - and so on: signalling who is going to win without actually fighting.  Humans do the same thing with national sports - and with companies - where a virtual creature dies, and the people mostly walk away.  But we are still near the beginning of the curve.  There are still many fights, and a lot of damage done.  Huge improvements in this area could be made.

Tim - I'm asking the question whether competition, and its concomitant unpleasantness (losing, conflict, and the undermining of CEV's viability), can be eliminated from the world.  Under a wide variety of assumptions, we can characterize all activities, or at least all mental activities, as computational.  We also hope that these computations will be done in a way such that consciousness is still present.

My argument is that optimization is done best by an architecture that uses competition.  The computations engaged in this competition are the major possib... (read more)

Alex, I admit I hope the fawning praisers, who are mostly anonymous, are Eliezer's sockpuppets. Rather than a dozen or more people on the internet who read Eliezer's posts and feel some desire to fawn. But it's mostly an aesthetic preference -I can't say it makes a real difference in accomplishing shared goals, beyond being a mild waste of time and energy.

Aren't you a bit biased here? If one expresses positive views about Eliezer, that's fawning, obsequiousness, or other rather exaggerated word, but negative views and critique is just business as usual. As usual.

It would be better if talking about people ceased and ideas and actions got 100% attention. 

Remove the talk about people from politics and what's left? Policies? I don't know what the people/policies ratio in political discussion in the media is, but often it feels like most of the time is spent on talking about the politicians, not about policies. I guess it's supposed to be that way.

Optimization is done best by an architecture that performs trials, inspects the results, makes modifications and iterates.  No sentient agents typically need to be harmed during such a process - nor do you need multiple intelligent agents to perform it.

Remember the old joke: "Why is there only one Monopolies Commission?"

The evidence for the advantages of cooperation is best interpreted as a lack of our ability to manage large complex structures effectively. ... (read more)

Some of your problems will be so complicated, that each trial will be undertaken by an organization as complex as a corporation or an entire nation.

If these nations are non-intelligent, and non-conscious, or even unemotional, and incorporate no such intelligences in themselves, then you have a dead world de... (read more)

Anyways, no matter what you do, mind annihilation is certain in our universe, i.e. 2nd law of thermodynamics.

@Doug S. Read "The Gentle Seduction" by Marc Stiegler. And, if you haven't already, consider anti-depressants: I know a number of people whom they have saved from suicide.

Because suffering is qualia. If it is not, it does''t matter. It is easy to write a programm that print "i am suffering" if you press a button. 

So, God cannot influence on result of work of final automata. But He can give it qualia, or switch qualia off for it - and nobody would ever mention it.

So, existing of final automat Universe, don''t prove absense of God, because God could change qualia without changing result of work of the automat. 

What makes you think qualia aren't necessarily bound to algorithms?

In a finite universe world there are no true turing machines, as there are no infinite tapes; thus if you are going to be assigning some philosophical heft to turing-completeness you are being a bit sloppy, and should be saying "show me something that provably cannot be computed by a finite state machine of any size".

Yes, some Buddhist sects allow for complete annihilation of self. Most of the Zen sects, actually. No gods, no afterlife, just here-and-now, whichever now you happen to be considering. Reincarnation is simply the reconfiguration of you, moment by moment, springing up from the Void (or the quantum foam, if you prefer), each moment separate and distinct from the previous or the subsequent. Dogen (and Bankei and Huineng, for that matter) understood the idea of Timeless Physics very well.

I have never come across anyone who could present a coherent and intelligible definition for the word that didn't automatically render the referent non-existent.

Before we try to answer the question, we need to establish that the question is a valid one.  'How many angels can dance on the head of a pin?' is not one of the great mysteries, because the question is only meaningful in a context of specific, unjustifiable beliefs.  Eliminate those beliefs and there's no more question.

Note: I'm an atheist who, like you, agrees that there's no divine plan and that, good or bad, shit happens.

That said, I think there's a hole in your argument. You're convincing when you claim that unfair things happen on Earth; you're not convincing when you claim there's no afterlife where Earthly-unfairness is addressed. 

Isn't that the whole idea (and solace) of the afterlife? (Occam's Razor stops me from believing in an afterlife, but you don't delve into that in your essay.) A theist could easily agree with most of your essay but say, "Don't worry... (read more)

So you don't think you could catch up? If you had been frozen somewhere between -10000 and -100 years and revived now, don't you think you could start learning what the heck it is people are doing and understand nowadays? Besides a lot of the pre-freeze life-experience would be fully applicable to present. Everyone starts learning from the point of birth. You'd have headway compared to those who just start out from nothing.

There are things we can meaningfully contribute to even in a Sysop universe, filled with Minds. We, after all, are minds, too, which h... (read more)

This is the argument for communism. Why should we resurrect it? What con

Maybe - but test failures are typically not a sign that you need to bin the offending instance.  Think of how programmers work.  See some unit test failures? Hit undo a few times, until they go away again.  Rarely do you need to recycle on the level of worms.


I find it strange how atheists always feel able to speak for God.  Can you speak for your human enemies?  Can you even speak for your wife, if you have one?  Why would you presume to think you can say what God would or wouldn't allow?

That is NOT what that word is generally used to refer to.

Why, because it's a meaningful definition - and people are generally referring to something utterly meaningless? If you want me to define what people, in general, are talking about then of course I can't give a meaningful definition.

But I contend that this is meaningful, and it is what people are referring to - even if they don't know how to properly talk about it.

Imagine person A says that negative numbers are not even conceptually possible, or that arithmetic or whatever can't be performed with the... (read more)

What makes you think that 'qualia' are a meaningful concept? 

The problem, of course, is that qualia (or more generally, experiencing-ness) is not a concept at all (well there is a concept of experiencing-ness, but that is just the concept, not the actuality).  A metaphor for experiencing-ness is the "theater of awareness" in which all concepts, sensations, and emotions appear and are witnessed.  But experiencing-ness is prior to any and all concepts.

Nate Barna: Sometimes, they're not trying to speak for God, as they're not first assuming that an ideally intelligent God exists. Rather, they're imagining and speaking about the theist assumption that an ideally intelligent God exists, and then they carefully draw inferences which tend to end up incoherent on that grounding. However, philosophy of religion reasonably attempts coherence, and not all atheists are completely indifferent toward it.

It may be true that some times atheists carefully draw inferences from the idea of an ideally intelligent God.  I... (read more)

Following on to the sub-thread here, initiated by Recovering Irrationalist, about whether mathematical existence may be all there is, and that we live in it.

What does that say about the title of the post, Beyond the Reach of God?

Wouldn't it imply that there are those who are indeed beyond God's reach, since even God Himself cannot change the nature of mathematics? That is, God does not really have any control over the multiverse; it exists in an invariant form independent of God's existence.

However we can also argue that there are worlds within the multive... (read more)

@Doug S. Read "The Gentle Seduction" by Marc Stiegler. And, if you haven't already, consider anti-depressants: I know a number of people whom they have saved from suicide.

Yeah, that's a very beautiful story. And yes, I take antidepressants. They just change my feelings, not my beliefs. Their subjective effect on me can best be described as "Yes, my life still sucks, but I'm cheerful anyway!" If I honestly prefer retroactive non-existence even when happy, doesn't that suggest that my assessment... (read more)

Nothing really matters,

Anyone can see,

Nothing really matters-,nothing really matters to me,

I don't understand why you believe this thought exercise leads to despair or unhappiness. I went through this thought experiment many years ago, and the only significant impact it had on me was that I evaluate risk very differently than most people around me. I'm no less happy (or more depressed at least) or motivated, and I experience about as much despair as a non-secular optimist: occasional brief glimpses of it which quickly evaporate as I consider my options and choices.

And, to be honest, the process of looking at existentialism and going through some... (read more)

Lots of ideas here.  They only seem to work if God is primarily concerned about fairness on earth.  What if God is not so concerned about our circumstance as He in our response to circumstance.  After all, He has an eternal perspective, while our perspective is limited by what we see of life.  If this were true, then earth, and our existence, are like a big machine designed specifically to sort out the few good from the bad.  Being raised in an Orthodox Jewish family, Iâ��m sure you encountered countless examples in the bible where bad stuff happened to go... (read more)

I tend to resolve these issues with measure-problem hand-waving. Basically, since any possible universe exists (between quantum branching, inflationary multiverse, and simulated/purely mathematical existence), any collection of particles (such as me sitting here) exists with a practically uncountable set of futures and pasts, many of which make no sense (bolzman brains). The measure problem is, why is that "many" not actually "most"? The simplest answer is the anthropic one: because that kind of existence simply "doesn't count"... (read more)

That is a rotten thing to wish upon any adult male. Think of the pain! 

Last night I was reading through your "coming of age" articles and stopped right before this one, which neatly summarizes why I was physically terrified. I've never before experienced sheer existential terror, just from considering reality. 

I hate these filthy Neutrals, Kif. With enemies you know where they stand but with Neutrals, who knows? It sickens me.

Are there any useful summaries of strategies to rearrange priorities and manage time to deal with the implications of this post? I get the existential terror part. We're minds in constant peril, basically floating on a tattered raft in the middle of the worst hurricane ever imagined. I'm sure only few of the contributors here think that saying, "this sucks but oh well" is a good idea. So what do we do?

Since I've started reading LW, I have started to devote way more of my life to reading. I read for hours each day now, mostly science literature, p... (read more)

Not every child needs to stare Nature in the eyes.  Buckling a seatbelt, or writing a check, is not that complicated or deadly.  I don't say that every rationalist should meditate on neutrality.  I don't say that every rationalist should think all these unpleasant thoughts.  But anyone who plans on confronting an uncalibrated challenge of instant death, must not avoid them.

Granted. Now, where are the useful, calibrated challenges? I am like a school-age child in my rationality; I can read and understand this passage about neutrality and think about it f... (read more)

I wrote this when I was like sixteen, before I'd ever heard of LessWrong:

Dreaming of things yet to come, bleeding ink into the sand,
we passed the days on hither shore, for time measureless to man;
and soon our bloody mark was made on the sand on which we ran.

Footprints upon the sunless shore were rarer than the stains,
the moon cast light upon the trees, the moon gave us its rain,
and to each other in the night we shouted our refrain:

“We immortal run here, waiting; we don’t die despite the bleeding;
we will continue their lives’ taking if they won’t take our

Thank you, Eliezer.  I will cherish this article.  People build their entire world views to run from this and here you are depicting the profound brutality - not obscured with fluff, but stripped naked by your words.

 a world beyond the reach of God, an utterly unprotected world where anything at all can happen. ... Someone who wants to dance the deadly dance with Nature, does need to understand what they're up against:  Absolute, utter, exceptionless neutrality. ... challenges are not calibrated to your skills

I feel a great relief reading these simple ... (read more)

I have never really had a problem with the complete neutrality of life. It doesn't really change what happens, since it's inevitable. I think there is a certain art to learning and not let what you learn consume you with despair. If there is no inherent meaning of life and it is all just what happens, so what? It won't really change anything about your life or how you live it unless you allow it to. And if you die and the part of reality that is your consciousness will entirely seize to exist, so what? You won't be alive to give a dahm about it.

Acknowledge the truth, give it a polite nod, and continue on with your life. It will be there regardless, as will your immediate life

Yet who prohibits?  Who prevents it from happening?  

Eliezer seems absurdly optimistic to me. He is relying on some unseen entity to reach in and keep the laws of physics stable in our universe. We already see lots of evidence that they are not truly stable, for example we believe in both the electroweak transition and earlier transitions, of various natures depending on your school of physics.  We /just saw/ in 1998 that unknown laws of physics can creep up and spring out by surprise, suddenly 'taking over' 74 percent of the Universe's postulated energ... (read more)

On WWII - the "more or less the same way" is actually rather flexible. Usual advocates of "don't put it all on Hitler" say (AFAIK) something among the lines "historical balance was such that SOME major war involving Germany was bound to occur and, given the rise of tech, be about as deadly and as propaganda-fueled; Hitler did not invent or destroy so much tech as to change that particular statement" but not "there would arise a party against Jews which would win over Communists, make an alliance with another "co... (read more)

It’s interesting that you say that a Good God wouldn’t destroy a soul, as one of the biggest issues I’m currently finding myself having with Orthodox Judaism is that according to the Talmud at least, there have been a number of historical cases of souls being completely destroyed, which seems rather incompatible with the rest of Orthodox Jewish morality....I don’t know about the Christian or Muslim God, but they do both seem to believe that some people burn in hell forever, which is arguably worse than simply not existing. I really don’t get how this isn’t discussed more often in conventional theism...

I do believe that World War II was largely doomed.  But I also believe that the bombs on Hiroshima could easily have been avoided, it seems everyone would agree that in this case it really was decided by a roll of the dice.  I sometimes have moments when I think of the zero-sum game as something that would always be found by science, but then I remind myself that we could easily live in a world where there is no such thing, we just got lucky  that our indifferent universe at least allows some movement towards the light.  I have personally experienced causeless injustice, and I have no faith in faith, so it obviously feels to me that we live in a causal world that is not under the influence of any plan.



My Bayesian Enlightenment

I remember (dimly, as human memories go) the first time I self-identified as a "Bayesian".  Someone had just asked a malformed version of an old probability puzzle, saying:

If I meet a mathematician on the street, and she says, "I have two children, and at least one of them is a boy," what is the probability that they are both boys?

In the correct version of this story, the mathematician says "I have two children", and you ask, "Is at least one a boy?", and she answers "Yes".  Then the probability is 1/3 that they are both boys.

But in the malformed version of the story—as I pointed out—one would common-sensically reason:

If the mathematician has one boy and one girl, then my prior probability for her saying 'at least one of them is a boy' is 1/2 and my prior probability for her saying 'at least one of them is a girl' is 1/2.  There's no reason to believe, a priori, that the mathematician will only mention a girl if there is no possible alternative.

So I pointed this out, and worked the answer using Bayes's Rule, arriving at a probability of 1/2 that the children were both boys.  I'm not sure whether or not I knew, at this point, that Bayes's rule was called that, but it's what I used.

And lo, someone said to me, "Well, what you just gave is the Bayesian answer, but in orthodox statistics the answer is 1/3.  We just exclude the possibilities that are ruled out, and count the ones that are left, without trying to guess the probability that the mathematician will say this or that, since we have no way of really knowing that probability—it's too subjective."

I responded—note that this was completely spontaneous—"What on Earth do you mean?  You can't avoid assigning a probability to the mathematician making one statement or another.  You're just assuming the probability is 1, and that's unjustified."

To which the one replied, "Yes, that's what the Bayesians say.  But frequentists don't believe that."

And I said, astounded: "How can there possibly be such a thing as non-Bayesian statistics?"

That was when I discovered that I was of the type called 'Bayesian'.  As far as I can tell, I was born that way.  My mathematical intuitions were such that everything Bayesians said seemed perfectly straightforward and simple, the obvious way I would do it myself; whereas the things frequentists said sounded like the elaborate, warped, mad blasphemy of dreaming Cthulhu.  I didn't choose to become a Bayesian any more than fishes choose to breathe water.

But this is not what I refer to as my "Bayesian enlightenment".  The first time I heard of "Bayesianism", I marked it off as obvious; I didn't go much further in than Bayes's rule itself.  At that time I still thought of probability theory as a tool rather than a law.  I didn't think there were mathematical laws of intelligence (my best and worst mistake).  Like nearly all AGI wannabes, Eliezer2001 thought in terms of techniques, methods, algorithms, building up a toolbox full of cool things he could do; he searched for tools, not understanding.  Bayes's Rule was a really neat tool, applicable in a surprising number of cases.

Then there was my initiation into heuristics and biases.  It started when I ran across a webpage that had been transduced from a Powerpoint intro to behavioral economics.  It mentioned some of the results of heuristics and biases, in passing, without any references.  I was so startled that I emailed the author to ask if this was actually a real experiment, or just anecdotal.  He sent me back a scan of Tversky and Kahneman's 1973 paper.

Embarrassing to say, my story doesn't really start there.  I put it on my list of things to look into.  I knew that there was an edited volume called "Judgment Under Uncertainty: Heuristics and Biases" but I'd never seen it.  At this time, I figured that if it wasn't online, I would just try to get along without it.  I had so many other things on my reading stack, and no easy access to a university library.  I think I must have mentioned this on a mailing list, because Emil Gilliam emailed me to tell me that he'd read Judgment Under Uncertainty was annoyed by my online-only theory, so he bought me the book.

His action here should probably be regarded as scoring a fair number of points.

But this, too, is not what I refer to as my "Bayesian enlightenment".  It was an important step toward realizing the inadequacy of my Traditional Rationality skillz—that there was so much more out there, all this new science, beyond just doing what Richard Feynman told you to do.  And seeing the heuristics-and-biases program holding up Bayes as the gold standard helped move my thinking forward—but not all the way there.

Memory is a fragile thing, and mine seems to have become more fragile than most, since I learned how memories are recreated with each recollection—the science of how fragile they are.  Do other people really have better memories, or do they just trust the details their mind makes up, while really not remembering any more than I do?  My guess is that other people do have better memories for certain things.  I find structured, scientific knowledge easy enough to remember; but the disconnected chaos of everyday life fades very quickly for me.

I know why certain things happened in my life—that's causal structure I can remember.  But sometimes it's hard to recall even in what order certain events happened to me, let alone in what year.

I'm not sure if I read E. T. Jaynes's Probability Theory: The Logic of Science before or after the day when I realized the magnitude of my own folly, and understood that I was facing an adult problem.

But it was PT:TLOS that did the trick.  Here was probability theory, laid out not as a clever tool, but as The Rules, inviolable on pain of paradox.  If you tried to approximate The Rules because they were too computationally expensive to use directly, then, no matter how necessary that compromise might be, you would still end doing less than optimal.  Jaynes would do his calculations different ways to show that the same answer always arose when you used legitimate methods; and he would display different answers that others had arrived at, and trace down the illegitimate step.  Paradoxes could not coexist with his precision.  Not an answer, but the answer.

And so—having looked back on my mistakes, and all the an-answers that had led me into paradox and dismay—it occurred to me that here was the level above mine.

I could no longer visualize trying to build an AI based on vague answers—like the an-answers I had come up with before—and surviving the challenge.

I looked at the AGI wannabes with whom I had tried to argue Friendly AI, and their various dreams of Friendliness which they had.  (Often formulated spontaneously in response to my asking the question!)  Like frequentist statistical methods, no two of them agreed with each other.  Having actually studied the issue full-time for some years, I knew something about the problems their hopeful plans would run into.  And I saw that if you said, "I don't see why this would fail," the "don't know" was just a reflection of your own ignorance.  I could see that if I held myself to a similar standard of "that seems like a good idea", I would also be doomed.  (Much like a frequentist inventing amazing new statistical calculations that seemed like good ideas.)

But if you can't do that which seems like a good idea—if you can't do what you don't imagine failing—then what can you do?

It seemed to me that it would take something like the Jaynes-level—not, here's my bright idea, but rather, here's the only correct way you can do this (and why)—to tackle an adult problem and survive.  If I achieved the same level of mastery of my own subject, as Jaynes had achieved of probability theory, then it was at least imaginable that I could try to build a Friendly AI and survive the experience.

Do nothing because it is righteous, or praiseworthy, or noble, to do so; do nothing because it seems good to do so; do only that which you must do, and which you cannot do in any other way.

Doing what it seemed good to do, had only led me astray.

And I decided that, from then on, I would follow the strategy that could have saved me if I had followed it years ago:  Hold my FAI designs to the higher standard of not doing that which seemed like a good idea, but only that which I understood on a sufficiently deep level to see that I could not do it in any other way.

All my old theories into which I had invested so much, did not meet this standard; and were not close to this standard; and weren't even on a track leading to this standard; so I threw them out the window.

I took up the study of probability theory and decision theory, looking to extend them to embrace such things as reflectivity and self-modification.

If I recall correctly, I had already, by this point, started to see cognition as manifesting Bayes-structure, which is also a major part of what I refer to as my Bayesian enlightenment—but of this I have already spoken.  And there was also my naturalistic awakening, of which I have already spoken.  And my realization that Traditional Rationality was not strict enough, so that in matters of human rationality I began taking more inspiration from probability theory and cognitive psychology.

But if you add up all these things together, then that, more or less, is the story of my Bayesian enlightenment.

Life rarely has neat boundaries.  The story continues onward.

It was while studying Judea Pearl, for example, that I realized that precision can save you time.  I'd put some thought into nonmonotonic logics myself, before then—back when I was still in my "searching for neat tools and algorithms" mode.  Reading Probabilistic Reasoning in Intelligent Systems: Networks of Plausible Inference, I could imagine how much time I would have wasted on ad-hoc systems and special cases, if I hadn't known that key.  "Do only that which you must do, and which you cannot do in any other way", translates into a time-savings measured, not in the rescue of wasted months, but in the rescue of wasted careers.

And so I realized that it was only by holding myself to this higher standard of precision that I had started to really think at all about quite a number of important issues.  To say a thing with precision is difficult—it is not at all the same thing as saying a thing formally, or inventing a new logic to throw at the problem.  Many shy away from the inconvenience, because human beings are lazy, and so they say, "It is impossible" or "It will take too long", even though they never really tried for five minutes.  But if you don't hold yourself to that inconveniently high standard, you'll let yourself get away with anything.  It's a hard problem just to find a standard high enough to make you actually start thinking!  It may seem taxing to hold yourself to the standard of mathematical proof where every single step has to be correct and one wrong step can carry you anywhere.  But otherwise you won't chase down those tiny notes of discord that turn out to, in fact, lead to whole new concerns you never thought of.

So these days I don't complain as much about the heroic burden of inconvenience that it takes to hold yourself to a precise standard.  It can save time, too; and in fact, it's more or less the ante to get yourself thinking about the problem at all.

And this too should be considered part of my "Bayesian enlightenment"—realizing that there were advantages in it, not just penalties.

But of course the story continues on.  Life is like that, at least the parts that I remember.

If there's one thing I've learned from this history, it's that saying "Oops" is something to look forward to.  Sure, the prospect of saying "Oops" in the future, means that the you of right now is a drooling imbecile, whose words your future self won't be able to read because of all the wincing.  But saying "Oops" in the future also means that, in the future, you'll acquire new Jedi powers that your present self doesn't dream exist.  It makes you feel embarrassed, but also alive.  Realizing that your younger self was a complete moron means that even though you're already in your twenties, you haven't yet gone over your peak.  So here's to hoping that my future self realizes I'm a drooling imbecile:  I may plan to solve my problems with my present abilities, but extra Jedi powers sure would come in handy.

That scream of horror and embarrassment is the sound that rationalists make when they level up.  Sometimes I worry that I'm not leveling up as fast as I used to, and I don't know if it's because I'm finally getting the hang of things, or because the neurons in my brain are slowly dying.

If optimal is not synonymous with winning (i.e. doing what is necessary), what is the point of being optimal? If you die of starvation before you manage to pick the most nutritious thing to eat using bayesian methods, I'm gonna ditch bayesian methods.

@Will: The point is not that you should necessarily run the algorithm that would be optimal if you had unlimited computational resources.  The point is that by understanding what that algorithm does, you have a better chance of coming up with a good approximation which you can run in a reasonable amount of time.  If you are trying to build a locomotive it helps to understand Carnot Engines.

What's your justification for having P(she says "at least one is a boy" | 1B,1G) = P(she says "at least one is a girl" | 1B,1G)? Maybe the hypothetical mathematician is from a culture that considers it important to have at least one boy. (China was like that, IIRC)

As a twin, I always found it surprising how easily people assume that children's genders are independent. I saw it more like 'Kid1'<-'Fertilization specifics'->'Kid2', and if, as Wiki says, monozygotic twins occur in about 3 cases per 1000, and same-sex dizygotic twins occur in half cases of all dizygotic twins1, then it's not at all obvious that two children of the same mother have the same distribution of possible genders as two children of the same father or two random children at all.
1 - Wiki doesn't state the frequency of dizygotic twins.

In recent years I've become more appreciative of classical statistics.  I still consider the Bayesian solution to be the correct one, however, often a full Bayesian treatment turns into a total mess.  Sometimes, by using a few of the tricks from classical statistics, you can achieve nearly as good performance with a fraction of the complexity.

Thank you for a correct statement of the problem which indeed gives the 1/3 answer.
Here's the problem I have with the malformed version:
I agree that it's reasonable to assume that if the children were a boy and a girl it is equally likely that the parent would say "at least one is a boy" as "at least one is a girl". But I guess you're assuming the parent would say "at least one boy" if both were boys, "at least one girl" if both were girls, and either "at least one boy" or "at least one girl" with equal probability in the one of each case.

That's the simplest set of assumptions consistent with the problem. But the quote itself is inconsistent with the normal rules of social interaction. Saying "at least one is a boy" takes more words to convey less information than saying "both boys" or "one of each". I think it's perfectly reasonable to draw some inference from this violation of normal social rules, although it is not clear to me what inference should be drawn.

Keep in mind this is a hypothetical character behaving in an unrealistic and contrived manner. If she doesn't heed social norms or effective communication strategies then there's nothing we can infer from those considerations.

If the mathematician has one boy and one girl, then my prior probability for her saying 'at least one of them is a boy' is 1/2 and my prior probability for her saying 'at least one of them is a girl' is 1/2

Why isn't it 3/4 for both? Why are these scenarios mutually exclusive?

Do we really want to assign a prior of 0 to the mathematician saying "I have two children, one boy and one girl"?

Sadly, I had not read Judgment under Uncertainty, and still haven't. I don't recall ever saying I did, and can't find any email in which I claimed I'd read it.

However, I do recall being annoyed in 2002-2003 at Eliezer for joking that there was nothing worth reading that wasn't online and searchable through Google (or worse, that if it wasn't on the Net then it didn't exist). He did mention Judgment under Uncertainty on a mailing list (or on IRC) as something he would like to read, so I decided my donation to SIAI would be this book.

Eliezer doesn't make that particular annoying joke anymore. :)

I think a more reasonable conclusion is: yes indeed it is malformed, and the person I am speaking to is evidently not competent enough to notice how this necessarily affects the answer and invalidates the familiar answer, and so they may not be a reliable guide to probability and in particular to what is or is not "orthodox" or "bayesian." What I think you ought to have discovered was not that you were Bayesian, but that you had not blundered, whereas the person you were speaking to had blundered.

"There's no reason to believe, a priori, that the mathematician will only mention a girl if there is no possible alternative."

Erp, I don't understand what this sentence is referring to.  Can someone do me a favor and explain what is the "no possible alternative" here?

There are other scenarios when running the "optimal" algorithm is considered harmful. Consider a nascent sysop vaporising the oceans purely by trying to learn how to deal with humanity (if that amount of compute power is needed of course).

Probability theory was not designed about how to win, it was designed as way to get accurate statements about the world, assuming an observer whose computations have no impact on the world. This is a reasonable formalism for science, but only a fraction of how to win in the real world, and sometimes antithetical to winning. So if you want your system to win, don't necessarily approximate it to the best of your ability.

Ideally we want a theory of how to change energy into winning, not information and a prior into accurate hypotheses about the world, which is what probability theory gives us, and is very good at.

Ideally we want a theory of how to change energy into winning, not information and a prior into accurate hypotheses about the world, which is what probability theory gives us, and is very good at.

You need accurate information about the world in order to figure out how to "change energy into winning." 

Also do we really want to assign a prior probability of 0 that the mathematician is a liar! :)

The frequentist answer of 1/3 is effectively making the implicit assumption that the parent would have said "at least one boy" either if both were boys or if there were one of each, and "at least one girl" if both were girls. Eliezer2008's 1/2 answer effectively assumes that the parent would have said "at least one boy" if both were boys, "at least one girl" if both were girls, and either with equal probability if there were one of each. "No alternative" assumes the parent is constrained to (truthfully) say either "at least one boy" or "at least one girl", an assumption that strikes me as being bizzare.

Will Pearson, you could not be more wrong. Winning money at games of chance is precisely what probability theory was designed for.

So the clear Bayesian version is: Mathematician says "I have two children", and you say, "Please tell me the sex of one of them", and she says "male".  What's the chance both are boys?

One step back, though.  The prior probability of being asked: "One's a girl. What's the chance both are boys?" is probably close to 0.

So the correct question to avoid that prior is: "What's the distribution of probabilities over 2 girls, one of each, and 2 boys?", not "What's the chance both are boys?"

 Also do we really want to assign a prior probability of 0 that the mathematician is a liar! :)

I'm not attacking unrealistic idealization. I'm willing to stipulate that the mathematician tells the truth. What I'm questioning is the "naturalness" of Eliezer's interpretation. The interpretation that I find "common-sensical" would be the following:

Let A = both boys, B = at least one boy. The prior P(B) is 3/4, while P(A) = 1/4. The mathematician's statement instructs us to find P(A|B), which by Bayes is equal to 1/3.

Under Eliezer's interpretation, however, the question is to find P(A|C), where C = the mathematician says at least one boy (as opposed to saying at least one girl).

So if anyone is attacking the premises of the question, it is Eliezer, by introducing the quantity P(C) (which strikes me as contrived) and assigning it a value less than 1.

Bayes gives you an ability to calculate values for different variants with hypotensis in base, not with combinations of it in base. And you don't know by magic that mathematic has one boy, you see something in reality, don't get data from search or question. Of course, you need to use P("i see that mathematic said: i have one boy"), not P("i see that mathematic has one boy"), and also not P("i ask a question: is one of your kids a boy, and get answer: yes").

"But it was PT:TLOS that did the trick.  Here was probability theory, laid out not as a clever tool, but as The Rules, inviolable on pain of paradox"

I am unaware of a statement of Cox's theorem where the  full technical statement of the theorem comes even close to this informal characterization.  I'm not saying it doesn't exist, but PT:TLOS certainly doesn't do it.

I found the first two chapters of PT:TLOS to be absolutely, wretchedly awful.  It's full of technical mistakes, crazy mischaracterizations of other people's opinions, hidden assumptions and skipped steps (that he tries to justify with handwaving nonsense), and even a discussion of Godel's theorems that mixes meta levels and completly misses the point.

Cat Dancer, I think by "no alternative," he means the case of two girls.

Of course the mathematician could say something like "none are boys," but the point is whether or not the two-girls case gets special treatment.  If you ask "is at least one a boy?" then "no" means two girls and "yes" means anything else.

If the mathematician is just volunteering information, it's not divided up that way.  When she says "at least one is a boy," she might be turning down a chance to say "at least one is a girl," and that changes things.

At least, I think that's what he's saying.  Most of probability seems as awkward to me as frequentism seems to Eliezer.

Could you be more specific (citations, etc), so that we can have an exchange between you and Eliezer on this?

George, Brian: thank you for the elaborations.  Perhaps the point is that if I have a mental model of when the mathematician will say what, and that model is reasonably accurate, I can use that information to make more accurate deductions?

Which seems fairly obvious... but perhaps that's also the point, that Bayesian statistics allows you to use what information you have.

How do you decide which books to read? In particular, why did you decide to read PT:LOS? Did Amazon recommend it?

For those who are interested, a fellow named Kevin Van Horne has compiled a nice unofficial errata page for PT:LOS here. (Check the acknowledgments for a familiar name.)

I agree that the nature of that question requires having a mental model of the mathematician, or at least a mental model of mathematicians in general, which for this question we probably don't have.

However, a similar question can more unambiguously be answered with Eliezer's answer of 1/2.

You're at a dinner at a mathematician's house, and he says that he has two kids.  A boy walks through the room, and you ask if the boy is his son.  He says yes.  What is the probability that the other child is a girl?

I found the first two chapters of PT:TLOS to be absolutely, wretchedly awful. It's full of technical mistakes, crazy mischaracterizations of other people's opinions, hidden assumptions and skipped steps (that he tries to justify with handwaving nonsense), and even a discussion of Godel's theorems that mixes meta levels and completly misses the point.

Not to mention the totally unnecessary and irrelevant screeds against mainstream pure mathematics in general, which can only serve to alienate potential converts in that discipline (they sure alienated the hell out of me).

Have you considered in detail the idea of AGI throttling, that is, given a metric of intelligence, and assuming a correlation between existential risk and said intelligence, AGI throttling is the explicit control of the AGI's intelligence level (or optimization power if you like), which indirectly also bounds existential risk.

In other words, what, if any, are the methods of bounding AGI intelligence level? Is it possible to build an AGI and explicitly set it at human level?

Agreed re: the bashing of mainstream math in PT:TLOS. AFAIK, his claims that mainstream math leads to paradoxes are all false; of course trying to act as though various items of mainstream math meant what an uneducated first glance says they mean can make them look bad. (e.g. the Banach-Tarski paradox means either "omg, mathematicians think they can violate conservation of mass!" or "OK, so I guess non-measurable things are crazy and should be avoided") It's not only unnecessary and annoying, but also I think that using usual measure theory would clarify things sometimes. For instance the fact that MaxEnt depends on what kind of distribution you start with, because a probability distribution doesn't actually have an entropy, but only a relative entropy relative to a reference measure, which is of course not necessarily uniform, even for a discrete variable. Jaynes seems to strongly deemphasize this, which is unfortunate: from PT:TLOS it seems as though MaxEnt gives you a prior given only some constraints, when really you also need a "prior prior".

Precision in seventeen syllables or less is very diffic.

I am willing to entertain the notion that this is not utter foolishness, if you can provide us with some examples - say, ten or twenty - of scientists who had success using this approach.  I would be surprised if the ratio of important non-mathematical discoveries made by following this maxim, to those made by violating it, was greater than .05.  Even mathematicians often have many possible ways of approaching their problems.

Building an AGI and setting it at "human level" would be of limited value.  Setting it at "human level" plus epsilon could be dangerous.  Humans on their own are intelligent enough to develop dangerous technologies with existential risk.  (Which prompts the question:  Are we safer with AI, or without AI?)

There's really two things im considering. One, whether the general idea of AI throttling is meaningful and what the technical specifics could be (crude example: lets give it only X compute power yielding an intelligence level Y) Two, if we could reliably build a human level AI, it could be of great use, not in itself, but as a tool for investigation, since we could finally "look inside" at concrete realizations of mental concepts, which is not possible with our own minds. As an example, if we could teach a human level AI morality (presumably possible since we ourselves learn it) we would have a concrete realization of that morality as computation that could be looked at outright and even debugged. Could this not be of great value for insights into FAI?

if you can provide us with some examples - say, ten or twenty - of scientists who had success using this approach.

Phil, the low prevalence of breakthroughs made using this approach is evidence of science's historical link with serendipity. What it is not is evidence that 'Bayesian precision' as Eliezer describes it is not a necessary approach when the nature of the problem calls for it.

Recall the sequence around 'Faster than Einstein'. From a top-down capital-S Science point of view, there's nothing wrong with pootling around waiting for that 'hmmm, that's odd' moment. As you say, science has been ratcheting forward like that for a long while.

However, when you're just one guy with limited resources who wishes to take a mind-boggling step forward in a difficult domain in its infancy, the answer space is small enough that pootling won't get you far at all. (Doubly so when a single misstep kills you dead, as Eliezer's fond of saying.) No-one will start coding a browser and stumble across a sentient piece of code (à la Fleming / Penicillin), let alone a seed FAI. That kind of advance requires a large number of steps, each one technically precise and reliant on its predecessors. Or so I'm told. ;)

People are very fond of saying that General Intelligence may be outside the human sphere of ability - by definition too difficult for us. Well unless someone tries as hard as it's possible to try, how will we ever know?

David, the concept behind the term Singularity refers to our inability to predict what happens on the other side.

However, you don't even have to hold with the theory of a technological Singularity to appreciate the idea that an intelligence even slightly higher than our own (not to mention orders of magnitudes faster, and certainly not to mention self-optimizing) would probably be able to do things we can't imagine. Is it worth taking the risk?

David - Yes, a human-level AI could be very useful.  Politics and economics alone would benefit greatly from the simulations you could run.

(Of course, all of us but manual laborers would soon be out of a job.)

The reason why I was considering the idea of "throttling" is precisely in order to reliably set the AI at human level (ie equivalent to an average human) and no higher. This scenario would therefore not entail the greater than human intelligence risk that you are referring to, nor would it (presumably) entail the singularity as usually defined. However, the benefits of a human level AI could be huge in terms of ability to introspect concepts that are shrouded in the mystery associated with the "mental" (vs non-mental in Eliezer's terminology). If the AI is at human level, then the AI can learn morality, then we can introspect and debug moral thinking that currently comes to us as a given. So, could it not be that the fastest path to FAI passes through human level AI? (that is not powerful enough to require FAI in the first place)

Yes im sure it would be of great use in many things, but my main suggestion is whether the best route to FAI is through human level (but not higher) AI.

Throttling an AI to human intelligence is like aiming your brand new superweapon at the world with the safety catch on. Potentially interesting, but really not worth the risk.

Besides, Eliezer would probably say that the F in FAI is the point of the code, not a module bolted into the code. There's no 'building the AI and tweaking the morality'. Either it's spot on when it's switched on, or it's unsafe.

Using your analogy I was thinking more along lines of reliably building a non-super weapon in the first place. Also, I wasnt suggesting that F would be a module, but rather that FAI (the theory) could be easier to figure out via a non "superlative" AI, after which point you'd then attempt to build the superweapon according to FAI, having had key insights into what morality is.

Imagine OpenCogPrime has reached human level AI. Presumably you could teach it morality/moral judgements like humans. At this point, you could actually look inside at the AtomTable and have a concrete mathematical representation of morality. You could even trace whats going on during judgements. Try doing the same by introspecting into your own thoughts.

Human level AI is still dangerous.  Look how dangerous we are.

Consider that a human level AI which is not friendly, is likely to be far more unfriendly or difficult to bargain with than any human.  (The total space of possible value systems is far far greater than the space of value systems inhabited by functioning humans).  If there are enough of them, then they can cause the same kind of problem that a hostile society could.

But it's worse than that.  A sufficiently unfriendly AI would be like a sociopath or psychopath by human standards.  But unlike individual sociopaths among humans (who can become very powerful and do extraordinary damage, consider Stalin), they would not need to fake [human] sanity to work with others if there were a large community of like-minded unfriendly AIs.  Indeed, if they were unfriendly enough and more comfortable with violence than say, your typical european/american, the result could look a lot like the colonialism of the 15th-19th centuries or earlier migrations of more warlike populations with all humans on the short end of the stick.  And that's just looking at the human potential for collective violence.  Surely the space of all human level intelligences contains some that are more brutally violent than the worst of us.

Could we conceivably hold this off?  Possible, but it would be a big gamble, and unfriendliness would ensure that such a conflict would be inevitable.   If the AI were significantly more efficient than we are (cost of upkeep and reproduction), that would be a huge advantage in any potential conflict.  And it's hard to imagine an AI of strictly human level being commercially useful to build unless unless its efficiency is superior to ours.

Those are good points, although you did add the assumption of a community of uncontrolled widespread AI's whereas my idea was related to building one for research as part of a specific venture (eg singinst)

In any case, I have the feeling that the problem of engineering a safe controlled environment for a specific human level AI is much smaller than the problem of attaining Friendliness for AIs in general (including those that are 10x, 100x, 1000x etc more intelligent). Consider also that deciding not to build an AI does not stop everybody else from doing so, so if a human level AI were valuable in achieving FAI as I suggest, then it would be wise for the very reasons you suggest to take that route before the bad scenario plays out.

For me the key to leveling up is to question every assumption (often) and find sources of novelty regularly.  I liken cognition to a hill-climbing search on the landscape of theories/models/maps that explain/predict reality.  It’s easy to get stuck on peaks of local maximality.  Injecting randomness creates a sort of Boltzmann machine of the mind and increases my chances of finding higher peaks.

But I have to be prepared to be more confused — and question more assumptions than I intended to — because chances are my new random placement on the landscape is initially lower than the local maximum I was on prior.  This part is scary.  People around me don’t understand what I’m saying initially because I necessarily need new words, new language, to describe the new landscape.

And rather than start totally afresh with a new lexicon, I notice it’s more productive (personally and in communication) to overload old terms and let them slowly blend into their new meanings.  We all resist the strain, especially those who did not sign up for the jump through hyperspace.  They use the hill-climbing techniques that incrementally achieve higher ground (logical deduction, reductionism) in order to deny that we are in new territory at all and “prove” every new claim as false.  But unless we eliminate most or all of our old assumptions and embrace the new ones, these techniques will always yield inconsistency.

Thus, it seems like a good idea to resist the urge to bring to in the heavy logical artillery until it’s clear we are on the upslope.  In practice what this means is adding more novelty — but not as much as last time.  This is the Boltzmann technique of simulated annealing: start with a high degree of heat/randomness and turn it down slowly, all the while pounding away with the tools of logic and reduction.

More here: http://emergentfool.com/2010/03/07/science-2-0/

It would help if there were examples of how precision saves time.

Having no training in probability, and having come upon the present website less than a day ago, I'm hoping someone here will be able to explain to me something basic.  Let's assume, as is apparently assumed in this post, a 50-50 boy-girl chance.  In other words, the chance is one out of two that a child will be a boy -- or that it will be a girl.  A woman says, "I have two children."  You respond, "Boys or girls?"  She says, "Well, at least one of them is a boy.  I haven't yet been informed of the sex of the other, to whom I've just given birth."  You're saying that the chance that the newborn is a boy is one out of three, not one out of two?  That's what I gather from the present post, near the beginning of which is the following:

In the correct version of this story, the mathematician says "I have two children", and you ask, "Is at least one a boy?", and she answers "Yes".  Then the probability is 1/3 that they are both boys.

No. To get the 1/3 probability you have to assume that she would be just as likely to say what she says if she had 1 boy as if she had 2 (and that she wouldn't say it if she had none). In your scenario she's only half as likely to say what she says if she has one boy as if she has two boys, because if she only has one there's a 50% chance it's the one she's just given birth to.

Although I don't see what you're getting at, shinoteki, I appreciate your replying.  Maybe you didn't notice; but about half an hour after I posted my comment to which you replied, I posted a comment with a different scenario, which involves no reference to birth order.  (That is not to say I see that birth order bears on this.)  I will certainly appreciate a reply, from you or from anyone else, to the said latter comment, whose time-stamp is 02 December 2012 06:51:25PM.

Let me try another scenario.  A woman says, "I have two children."  You respond, "What are their sexes?"  She says, "At least one of them is a boy.  The other was kidnapped before I was informed of its sex."  You're saying that the chance that the kidnapped child is a boy is one out of three, not out of two?  To repeat:  That's what I gather from the present post, near the beginning of which is the following:

In the correct version of this story, the mathematician says "I have two children", and you ask, "Is at least one a boy?", and she answers "Yes". Then the probability is 1/3 that they are both boys.

No, the chance that the kidnapped child is a boy is 1/2.

In the correct version of this story, the mathematician says "I have two children", and you ask, "Is at least one a boy?", and she answers "Yes". Then the probability is 1/3 that they are both boys.

In the correct version of the story, you do not gain access to any information that allows you to differentiate between the mathematician's two children and identify a specific child as a boy. 

A woman says, "I have two children." You respond, "What are their sexes?" She says, "At least one of them is a boy. The other was kidnapped before I was informed of its sex."

In your story, you are able  to partition the woman's children into "the kidnapped one" and "the other one", and the woman provides you with the information that "the other one" is a boy.
The sex of "the kidnapped one" is independent of the sex of "the other one". 
That is, 

P("the kidnapped one" is a boy | "the other one" is a boy") = P("the kidnapped one" is a boy)

Let me try this.  You come upon a man who, as you watch, flips a 50-50 coin.  He catches and covers it; that is, the result of the flip is not known.  I, who have been standing there, present you the following question:

The next day, you come upon a different man, who, as you watch, flips a 50-50 coin.  Again, he catches it; again, the result is not revealed.  I, who have been standing there, address you as follows:

"Just before you arrived, that man flipped that same coin; it came up heads.  What is the chance it is now heads?"

If you and I were having this discussion in person, I would pause here, to allow you to answer Questions A and B.  Because this is the internet, where I don't know how many opportunities you'll have to reply to me, I'll continue.

You come upon a man who is holding a 50-50 coin.  I am with him.  There is the following exchange:

I (to you, re the man with the coin):  This man has just flipped this coin two times.

I:  One of the results was heads.  I don’t remember what the other was.

Question C:  What is the chance the other was heads?

Let’s step over Question C (though I'll appreciate your answering it).  After I tell you that one of the results was heads but that I don't remember what the other was, you say:

Question D:  What is the chance the other was heads?

P(H): My prior probability that the coin came up heads. Because we're assuming that the coin is fair before you present any evidence, I assume a 50% chance that the coin came up heads.

P(H|E): My posterior probability that the coin came up heads, or the probability that the coin came up heads, given the evidence that you have provided.

P(E|H): The probability of observing what we have, given the coin in question coming up heads.

P(E&H): The probability of you observing the evidence and the coin in question coming up heads. 

P(E&-H): The probability of you observing the evidence and the coin in question coming up tails.

P(E): The unconditional probability of you observing the evidence that you presented. Because the events (E&H) and (E&-H) are mutually exclusive (one cannot happen at the same time as the other) and the events (H) and (-H) are collectively exhaustive (the probability that at least one of these events occurs is 100%), we can calculate P(E):

Using Bayes' Theorem, we can calculate P(H|E) after we determine P(E|H) and P(E|-H):

P(H|E) = [P(E|H) P(H)] / [P(E|H) P(H) + P(E|-H) P(-H)]

Let me try this. You come upon a man who, as you watch, flips a 50-50 coin. He catches and covers it; that is, the result of the flip is not known. I, who have been standing there, present you the following question:
"What is the chance the coin is heads?"

In this case we can assume that our lack of knowledge is independent of the result of the coin toss; P(E|H) = P(E) = P(E|-H). So 

P(H|E) = P(E) (50%) / [P(E) (50%) + P(E) (1 - 50%)] = [P(E) / P(E)] (50% /100%) = 50%.

The next day, you come upon a different man, who, as you watch, flips a 50-50 coin. Again, he catches it; again, the result is not revealed. I, who have been standing there, address you as follows:
"Just before you arrived, that man flipped that same coin; it came up heads. What is the chance it is now heads?"

Again here, your probability of observing the first result is independent of the second result. So P(H|E) = 50%.

You come upon a man who is holding a 50-50 coin. I am with him. There is the following exchange:

I (to you, re the man with the coin): This man has just flipped this coin two times.

I: One of the results was heads. I don’t remember what the other was.

Here we can note that there are four mutually exclusive, collectively exhaustive, and equiprobable outcomes. Let's call them (HH), (HT), (TH), and (TT), where the first of the two symbols represents the result that you remember observing.  Given that you remember observing a result of heads, our evidence is (HH or HT). The second coin is heads in the case of (HH), which is as probable as (HT). Given that P(HH) = P(HT) = 25%, P(HH or HT) = 50%

P(HH|HH or HT) = P(HH or HT|HH) P(HH) / P(HH or HT)

After I tell you that one of the results was heads but that I don't remember what the other was, you say:
"Which do you remember, the first or the second?"
I reply, "I don’t remember that either."

We can use the same method as in Question C. Since the ordinality of the missed observation is independent from the result of the missed observation, the probability is the same as in Question C, which is 50%.

Thank you, Mr. Kasper, for your thorough reply.  Because all of this is new to me, I feel rather as I did the time I spent an hour on a tennis court with a friend who had won a tennis scholarship to college.  Having no real tennis ability myself, I felt I was wasting his time; I appreciated that he’d agreed to play with me for that hour.

As I began to grasp the reasoning, I decided that each time you state the chance that the coin is heads, you are stating a fact.  I asked myself what that means.  I imagined the following:

I encounter you after you’ve spent two months traveling the world.  You address me as follows:

“During my first month, I happened upon one hundred men who told me—each of them—that he had just flipped a coin twice. In each case, I asked, ‘Was at least one of the results heads?’  Each man said yes, and I knew that, in each case, the probability was 1/3 that both flips had been heads.

“In my second month, I again happened upon one hundred men who told me—each of them—that he had just flipped a coin twice.  Each added, ‘One of the results was heads; I don’t remember what the other was.’  I knew that, in each case, the probability was 1/2 that both flips had been heads.

“Just as I was about to return home, I was approached by a man who had video recordings of the coin flips that those two hundred men had mentioned.  In watching the recordings, I learned that both flips had been heads in fifty of the first one hundred cases and that, likewise, both flips had been heads in fifty of the second one hundred cases.”

In considering that, Mr. Kasper, I imagined the following exchange, which you may imagine as taking place between you and me.  I speak first.

“Which means I can imagine events that culminate in my saying, ‘I seem to have been mistaken; my dog wasn’t in that box.’”

“You walk over to the box and remove its lid, and I see my dog is not in it.”

“Maybe the dog disappeared—vanished into thin air—while I was walking over to the box.”

“That’s a possibility I wouldn’t be able to rule out; but because it would seem to me unlikely, I would say, ‘I seem to have been mistaken; my dog wasn’t in the box.’”

“To tell you that, I would have to get a pencil and paper and add them.”

“Please get a pencil and paper and add them; then tell me the result.”

“I’ve just done as you requested.  Using a pencil and paper, I’ve added those two numbers.  The result is 265.”

“I’ve just done as you requested.  Using my pencil and paper, I’ve added those numbers a second time.  I seem to have been mistaken.  The result is 255.”

“I’ve just done as you requested.  With my pencil and paper, I’ve added the numbers a third time.”

“Did you use your pencil and paper to determine that?”

“You used your pencil and paper to add 189 and 76 but not to add two and two.”

“Is there any sequence of events that could culminate in your saying, ‘I seem to have been mistaken; two plus two is not four.’”

Here are two links to classic posts by Eliezer Yudkowsky that you may find pertinent to the second dialog from your last comment. I hope you enjoy them.

Thank you for those links, Mr. Kasper.  In taking a quick first look at the two pieces, I've noticed passages with which I'm familiar, so I must have encountered those posts as I made my initial reconnaissance, so to speak, of this very-interesting website.  Now that you've directed my attention to those posts in particular, I'll be able to read them with real attention.

Initially, there are four possibilities, each with probability 1/4:

If you learn that one of them is a boy, then that eliminates option D, leaving the other three options (A, B, C) with 1/3 probability each. So the probability that both are boys given that at least one is a boy (ie., Pr[A] given A-or-B-or-C) is 1/3.

On the other hand, if you learn that the first child is a boy, that eliminates options D and C. You've ruled out more possibilities -- whereas before 'Girl, Boy' (C) was an option, now the only options are 'Boy, Boy' (A) and 'Boy, Girl' (B). So there's now a 1/2 chance that both are boys (i.e., Pr[A] given A-or-B). And the same calculation holds if you learned instead that the second child is a boy, only with B eliminated in place of C.

Thank you for the reply, RobbBB.  As I mentioned in my reply to shinoteki (at 03 December 2012 01:48:47AM ), I followed my original post (to which you have just responded) with a post in which there is no reference to birth order.  As I also said to shinoteki, that does not mean I see that birth order bears on this.  It means simply that I was anticipating the response you, RobbBB, have just posted.

At 06 December 2012 10:18:40AM, as you may see, William Kasper posted a reply to my said second post (the one without reference to birth order).  After I post the present comment, I will reply to Mr. Kasper.  Thank you again.

This is why I sometimes hate probability. The probabilities here strongly depend on how the family and boys are chosen.

If you took a list of families with exactly two children and threw out the ones that had no boys, then you'd find that of the remaining families, 1/3 have two boys.

If you took a list of boys who have exactly one sibling and asked how many of them had a brother, you'd get the answer 1/2.

The difference is whether the child is chosen at random. Even a minor change in the phrasing of the question can change the correct answer. Always be cautious with probability.

(And is it not weird, how two questions of the same, well, validity, give two different answers and perhaps - in a situation, where it matters - lead to different formulations?)

Hold my FAI designs to the higher standard of not doing that which seemed like a good idea, but only that which I understood on a sufficiently deep level to see that I could not do it in any other way.

Here is a program simulating malformed  puzzle, it gives 1/3, so there is something wrong with naive Bayesian inference here

As a maths major from different field than probabilities though, I am abit puzzled by the whole Bayesian vs Frequentist business, both approaches are derived from common formalism defining probabilities and can't contradict each other without blowing up whole modern probability theory which is pretty solid.

The only difference is that it touches different intuitions, and in some situations one is easier to apply than the other

It has been a year since this code was posted and the user has deleted their account, but for the benefit of anyone else reading for the first time, I would like to point out that the case for breed == 3 (two girls) is unhandled; because the default answer := 0 this means that in the case of two girls, the mathematician is modeled as saying "at least one is a boy".  Incorrect code gives the incorrect result.

I responded—note that this was completely spontaneous—"What on Earth do you mean?  You can't avoid assigning a probability to the mathematician making one statement or another.  You're just assuming the probability is 1, and that's unjustified."

Is it? We have observed the mathematician making the statement. Assuming observation matches reality, and the statement is true, the probability of the mathematician having made the statement should be 1 or close to it because it has already happened. In every world, as long as the mathematician already makes this statement, the statement being something other is not possible. This eliminates the possibility of it being girl-girl and through orthodox statistics brings us to 1/3 yada yada. I've even run a small program to test it out, and it is very close to 1/3.

If the mathematician has one boy and one girl, then my prior probability for her saying 'at least one of them is a boy' is 1/2 and my prior probability for her saying 'at least one of them is a girl' is 1/2.  There's no reason to believe, a priori, that the mathematician will only mention a girl if there is no possible alternative.

I have been pondering about this statement for hours on end. Assume I accept that the prior probabilities still need to be substantially considered despite the evidence, I am still confused about how there is a prior probability of 1/2 each for the mathematician saying that "at least one of them is a girl" and "at least one of them is a boy" (if she has a boy and a girl). Does this not assume that she can only make two statements about her state and no other? Aren't there many other ways she could have stated this such as "I have a boy and a girl" or simply "I have two girls" and "I have two boys"? Despite our prior probabilities for statements, the last two statements make the probability of both being boys 0 or 1. This is of course assuming the mathematician does not lie.

Finally, I'd like to understand how adding the possibility of the mathematician stating at least one girl increases the possibility of both being boys, rather than decrease it. 

The reason the probability increases is that since the mathematician chooses this statement despite having two options, it is now more likely there are two boys. I see. I got the intuition but I'd like this in mathematical notation. This still does not seem to fix the problem of already having many statements to choose from, making the assumption that the prior probability of her choosing to say at least one boy 1/2 dubious.

But I seem to now understand the reasoning behind it in the event that if the prior for making the statement is 1/2, the answer is indeed 1/2. Though this now seems to bring to forth how far back one needs to go to reach optimal probability and how there may be so many little subtle observations in real life which substantially impact the probability of events. Very exciting!

I'd very much like to see your work for the question! This is my first comment, I apologize for its length and any folly involved which is purely my own.

Yes, I'm baffled as well. Eliezer says that the prior P("at least one of them is a boy"|1 boy 1 girl) + P("at least one of them is a girl"|1 boy 1 girl) = 1, which is nonsensical given that, in fact, the mathematician could have said many other things (given 1 boy 1 girl). But even if this were true, it still doesn't tell us the probability P("at least one of them is a boy"|two boys). Regardless of whether she has one boy or two boys,  "at least one of them is a boy" is a very unusual thing to say, and it leads me to suppose that she had two children born as boys, one of whom is transgender. But how do I assign a probability to this? No idea.

If the mathematician herself had said "what is the probability that they are both boys?" it becomes more likely that she's just posing a math problem, because she's a mathematician... but that's not how the question was posed, so hmm.

If I meet a mathematician on the street, and she says, "I have two children, and at least one of them is a boy," what is the probability that they are both boys?

My gut feeling however is that the crux is not in the maths of Bayesianism or Frequentism but in how to go from a real world setting (or natural language problem statement) to a formal, idealized problem statement.






Challenging the Difficult

The Proper Use of Humility

It is widely recognized that good science requires some kind of humility. What sort of humility is more controversial. 

Consider the creationist who says: “But who can really know whether evolution is correct? It is just a theory. You should be more humble and open-minded.” Is this humility? The creationist practices a very selective underconfidence, refusing to integrate massive weights of evidence in favor of a conclusion they find uncomfortable. I would say that whether you call this “humility” or not, it is the wrong step in the dance.

What about the engineer who humbly designs fail-safe mechanisms into machinery, even though they’re damn sure the machinery won’t fail? This seems like a good kind of humility to me. Historically, it’s not unheard-of for an engineer to be damn sure a new machine won’t fail, and then it fails anyway.

What about the student who humbly double-checks the answers on their math test? Again I’d categorize that as good humility. The student who double-checks their answers wants to become stronger; they react to a possible inner flaw by doing what they can to repair the flaw.

What about a student who says, “Well, no matter how many times I check, I can’t ever be certain my test answers are correct,” and therefore doesn’t check even once? Even if this choice stems from an emotion similar to the emotion felt by the previous student, it is less wise.

You suggest studying harder, and the student replies: “No, it wouldn’t work for me; I’m not one of the smart kids like you; nay, one so lowly as myself can hope for no better lot.” This is social modesty, not humility. It has to do with regulating status in the tribe, rather than scientific process. If you ask someone to “be more humble,” by default they’ll associate the words to social modesty—which is an intuitive, everyday, ancestrally relevant concept. Scientific humility is a more recent and rarefied invention, and it is not inherently social. Scientific humility is something you would practice even if you were alone in a spacesuit, light years from Earth with no one watching. Or even if you received an absolute guarantee that no one would ever criticize you again, no matter what you said or thought of yourself. You’d still double-check your calculations if you were wise.

The student says: “But I’ve seen other students double-check their answers and then they still turned out to be wrong. Or what if, by the problem of induction, 2 + 2 = 5 this time around? No matter what I do, I won’t be sure of myself.” It sounds very profound, and very modest. But it is not coincidence that the student wants to hand in the test quickly, and go home and play video games.

The end of an era in physics does not always announce itself with thunder and trumpets; more often it begins with what seems like a small, small flaw . . . But because physicists have this arrogant idea that their models should work all the time, not just most of the time, they follow up on small flaws. Usually, the small flaw goes away under closer inspection. Rarely, the flaw widens to the point where it blows up the whole theory. Therefore it is written: “If you do not seek perfection you will halt before taking your first steps.”

But think of the social audacity of trying to be right all the time! I seriously suspect that if Science claimed that evolutionary theory is true most of the time but not all of the time—or if Science conceded that maybe on some days the Earth is flat, but who really knows—then scientists would have better social reputations. Science would be viewed as less confrontational, because we wouldn’t have to argue with people who say the Earth is flat—there would be room for compromise. When you argue a lot, people look upon you as confrontational. If you repeatedly refuse to compromise, it’s even worse. Consider it as a question of tribal status: scientists have certainly earned some extra status in exchange for such socially useful tools as medicine and cellphones. But this social status does not justify their insistence that only scientific ideas on evolution be taught in public schools. Priests also have high social status, after all. Scientists are getting above themselves—they won a little status, and now they think they’re chiefs of the whole tribe! They ought to be more humble, and compromise a little.

Many people seem to possess rather hazy views of “rationalist humility.” It is dangerous to have a prescriptive principle which you only vaguely comprehend; your mental picture may have so many degrees of freedom that it can adapt to justify almost any deed. Where people have vague mental models that can be used to argue anything, they usually end up believing whatever they started out wanting to believe. This is so convenient that people are often reluctant to give up vagueness. But the purpose of our ethics is to move us, not be moved by us.

“Humility” is a virtue that is often misunderstood. This doesn’t mean we should discard the concept of humility, but we should be careful using it. It may help to look at the actions recommended by a “humble” line of thinking, and ask: “Does acting this way make you stronger, or weaker?” If you think about the problem of induction as applied to a bridge that needs to stay up, it may sound reasonable to conclude that nothing is certain no matter what precautions are employed; but if you consider the real-world difference between adding a few extra cables, and shrugging, it seems clear enough what makes the stronger bridge.

The vast majority of appeals that I witness to “rationalist’s humility” are excuses to shrug. The one who buys a lottery ticket, saying, “But you can’t know that I’ll lose.” The one who disbelieves in evolution, saying, “But you can’t prove to me that it’s true.” The one who refuses to confront a difficult-looking problem, saying, “It’s probably too hard to solve.” The problem is motivated skepticism a.k.a. disconfirmation bias—more heavily scrutinizing assertions that we don’t want to believe.1 Humility, in its most commonly misunderstood form, is a fully general excuse not to believe something; since, after all, you can’t be sure. Beware of fully general excuses!

A further problem is that humility is all too easy to profess. Dennett, in Breaking the Spell: Religion as a Natural Phenomenon, points out that while many religious assertions are very hard to believe, it is easy for people to believe that they ought to believe them. Dennett terms this “belief in belief.” What would it mean to really assume, to really believe, that three is equal to one? It’s a lot easier to believe that you should, somehow, believe that three equals one, and to make this response at the appropriate points in church. Dennett suggests that much “religious belief” should be studied as “religious profession”—what people think they should believe and what they know they ought to say.

It is all too easy to meet every counterargument by saying, “Well, of course I could be wrong.” Then, having dutifully genuflected in the direction of Modesty, having made the required obeisance, you can go on about your way without changing a thing.

The temptation is always to claim the most points with the least effort. The temptation is to carefully integrate all incoming news in a way that lets us change our beliefs, and above all our actions, as little as possible. John Kenneth Galbraith said: “Faced with the choice of changing one’s mind and proving that there is no need to do so, almost everyone gets busy on the proof.”2 And the greater the inconvenience of changing one’s mind, the more effort people will expend on the proof.

But y’know, if you’re gonna do the same thing anyway, there’s no point in going to such incredible lengths to rationalize it. Often I have witnessed people encountering new information, apparently accepting it, and then carefully explaining why they are going to do exactly the same thing they planned to do previously, but with a different justification. The point of thinking is to shape our plans; if you’re going to keep the same plans anyway, why bother going to all that work to justify it? When you encounter new information, the hard part is to update, to react, rather than just letting the information disappear down a black hole. And humility, properly misunderstood, makes a wonderful black hole—all you have to do is admit you could be wrong. Therefore it is written: “To be humble is to take specific actions in anticipation of your own errors. To confess your fallibility and then do nothing about it is not humble; it is boasting of your modesty.”

1Charles S. Taber and Milton Lodge, “Motivated Skepticism in the Evaluation of Political Beliefs,” American Journal of Political Science 50, no. 3 (2006): 755–769.

2John Kenneth Galbraith, Economics, Peace and Laughter (Plume, 1981), 50.

Most abstract beliefs most people have make pretty much no difference to their actions.   They hold those beliefs not to advise action but to help them think and talk about interesting topics, so they can win friends (and mates and employers) and influence people. For these purposes, changing their minds may well not usually be a good deal.

Do you have some evidence that back up this statement?  I understand if this is just something you believe in. I don´t and if you actually have evidence that could update my belief I would be thankful. 

"Most abstract beliefs most people have make pretty much no difference to their actions."

I'm pretty sure I understand well enough what you're trying to say. But this statement is literally false, since abstract beliefs include many general knowledge claims. If I were informed that my car had just been run into in the parking lot, that would certainly influence my actions.

Perhaps you mean to restrict "beliefs" to "moral beliefs"? Or maybe you mean "abstract" as in "related to one's daily life only tenuously, if at all"?

pdf, yes, by "abstract" I mean about large abstractions, rather than the specifics of daily life.  Some abstractions are useful of course, but most of them are only tenuously related to daily life.

Robin, I'm not sure why you think the difference between "abstract" (?) and non-abstract beliefs is germane to the proper use of humility.  It does seem germane to Dennett's distinction between professing and believing, but that is not the main topic of the essay.

Eliezer, I just meant to point out that while your advice is great for someone who really cares about reducing belief error, it may understandably not be of much use for the usual purposes of most  not-directly-practical conversations.  Unfortunately this may well be the case for most of the advice we offer here at Overcoming Bias.

Over at http://edge.org/discourse/bb.html ( An Edge Discussion of BEYOND BELIEF ) there seems to be a discussion slightly pertaining to the issue at hand. Anyone care to comment on what Scott Atran is putting forward?

Either I'm missing something, or all of these comments pertain to the general question of why one wants to be rational, with no specialization for the particular question of how to use humility in the service of rationality (assuming from the start that you want to be rational, on which the essay is obviously premised).

Eliezer, perhaps we find your argument so clear and persuasive that we don't have much to say about it directly, but we want to comment on something so all will see we are paying attention.  Perhaps blogs comments need some sort of smiley nodding icon option, letting us indicate our pleasure with your post without needing words.  :)

Reading this comment 4 years after it was posted cause one of those "aha" moments for why we have the karma system.

I think it cuts down on the trolls significantly as well.

More significantly it provided a method of allowing the community as a whole condem or reward patterns of thought/expression.

The sort of humility required can inculcated by an openminded and continuous study of the human propensity to develop systems of thought that are often sealed from the admission of evidence which might contradict them.

http://amethodnotaposition.blogspot.com/2005/10/how-to-become-crackpot.html

http://michaelprescott.typepad.com/michael_prescotts_blog/2006/12/hypnotized_by_s.html

My own personal view is that this needed form of humility is even more lacking in self-proclaimed rationalists than the population at large, probably for selection reasons.

I discuss some very interesting fMRI research bearing on this question here:

http://amethodnotaposition.blogspot.com/2006/10/confirmation-bias.html

To avoid this gaping pitfall to progress in our search for what is real, we ought consider deeply these words of Oliver Cromwell:

"I beseech you, in the bowels of Christ, think it possible you may be mistaken"

I'd suggest that there is a relatively straightforward and unproblematic place to apply humility: to overcome the universal overconfidence bias. Many studies have found that when asked to give estimates with a confidence interval, error rates are far higher than would be expected if the confidence interval were accurate. Many of these find errors an order of magnitude or more than subjects expected.

You could take self-tests and find out what your overconfidence level is, then develop a calibration scale to correct your estimates. You could then use this to modify your confidence levels on future guesses and approach an unbiased estimate.

One risk is that knowing that you are going to modify your intuitive or even logically-deduced confidence level may interfere with your initial guess. This might go in either direction, depending on your personality. It could be that knowing you are going to increase your error estimate will motivate you to subconsciously decrease your initial error estimate, so as to neutralize the anticipated adjustment. Or in the other direction, it could be that knowing that you always guess too low an error will cause you to raise your error guesses, so that your correction factor is too high.

However both of these could be dealt with in time by re-taking tests while applying your error calibration, adjusting it as needed.

An appeal to humility might just be an eloquent concession to difficulty. It may not achieve anything if there is something tangible to achieve (for example, your scientific applications). But on the profoundly abstract and inherently human questions it may have a place. In many cases I need to accept that I do not have an answer and will probably never have an answer if I am going to get any sleep at night. But that is a different thing to the 'good' humility which says (a) I am human and capable of making errors and, in fact, it is inevitable that I will err and so accordingly (b) I will implement safeguards against such error in the systems I create and administer. Differing shades of humility appropriate for differing applications?

It is not only me who posts unannounced in the hope of demonstrating the efficacy I hold myself to but can't bring myself to test on a real and threatening medium.

This internet shears the communication from each of us and puts those ideas out on their own; more or less free from predjudice or the risk of reflecting unflatteringly back on any of us.

I don't hold out any possibility of my meek few lines attracting attention of anyone but me. As for influence?

It's the power of invisibility, only none of us are seen. I think it kind of takes a bit away from it all.

I'd just note that if you believe in a deity, it actually isn't particularly less rational to believe that it can be three and one at the same time.  How would you prove the invisible, incorporeal, floating dragon who spits heatless fire isn't simultaneously one and three?

http://lesswrong.com/lw/i3/making_beliefs_pay_rent_in_anticipated_experiences/

Since anyone who applies Occam's Razor in the correct form will reject theism to start with, I strongly doubt that any such person has, in fact, wasted the time to actually work out whether the vast convolutions necessary to "rationalize" theism are ultimately made more or less simple by the introduction of a variant of multiple personality disorder into the theistic godhead.

So, I doubt anybody is actually in a position to say that unitarian theism is, in fact, simpler than trinitarian theism.  A rational person would never spend the time and effort to work out which ridiculously convoluted theory is actually simpler, because he's already discarded both of them, and there's no point in debating which is more ridiculous.  The irrational can't be trusted to do the reasoning correctly, and thus the rational can't leverage their results.

Therefore, it's optimal when making the case for rationality to avoid comment on trinitarianism.  A rationalist is unlikely to actually be able to demonstrate it is actually inferior to unitarian theism, and he wouldn't get any benefit from bolstering the relative case for unitarian theism anyway.

Hm... this doesn't seem right. Let me take a stab at this.

What you're saying assumes that rationality - or such specific tools of it as Occam's Razor - get applied equally to everything. Theists are making this big salient mistake, and so we assume they make this mistake everywhere. Which is not how people work. Like you have overall successful people who happen to also be, say, creationists.

To say that everything in theism is equally worthless is the outside view: we can see the whole field is based on an undeservedly priviledged hypothesis, so to us everything in that volume of theory space is not worth distinguishing between. Like distinguishing between two conditional probabilities where the condition itself is extremely unlikely; not practically useful. But from the inside, where the condition is already granted - there's still bound to be some things that make considerably more sense than others. To deny that is to just say that you're not interested in the distinction (which is reasonable), not that it couldn't be made for good reasons.

The irrational can't be trusted to do the reasoning correctly

I haven't studied it, but I wouldn't be surprised to learn that theology, past the fact that it takes its theistic assumptions as a given, contained quite a lot of good thinking and that historically it contributed to our understanding of logic and valid reasoning. The reason I think so is that for long periods of time in history, becoming a clergyman was the main way of getting an education and getting to work on anything science-like, so at least some of the greatest minds in history were clergymen. Like Thomas Bayes. ;)

So I see a warning sign whenever aspiring rationalists dismiss theists as idiots.

(I'm probably failing to signal my allegiance to the tribe here ;) )

Taken out of context, my statement is too general, yes, and does look like the dismissing-theists-as-idiots thing, yes.

What I was saying was intended to be understood as "Those who accept theism can't be trusted to have correctly reasoned about the specific nature of the theos, because the very same influences that caused them to be theists are going to be inducing them to defend a specific theos whether it makes more or less sense than the alternative."

Given the tendency of people to put things in domains, I will, in fact, (reasonably) trust what a Vatican astronomer says about the Andromeda Galaxy, or a Creationist nuclear engineer says about Three Mile Island, et cetera.  But the existence of a theistic deity and the nature of a theistic deity seem closely-enough related, domain-wise, that I won't trust a theist to tell me he's rationally evaluated whether God is One or Three, rather than rationalized it.

And, from my outsider perspective, I'm just not going to guess whether trinitarianism is more complicated, or if it just seems more complicated when you don't know what problems it solves.  In physics, I trust that if the more-complicated-seeming answer of relativity didn't give better answers than the simpler-seeming Newton, physicists wouldn't use relativity.  In theistic theology, I can't trust either proponents or opponents of trinitarianism to be giving me a rational evaluation as to whether the Trinity is an overcomplication or, overall, simplifies things.

Wouldn't having three deities instead of one be more complex by their interactions with one another? Even if they existed on separate planes of existence, they would have to all be exerting some kind of influence for them to be gods, no? And in their shared application of influence, would they not be interacting?

The interactions of three people is more complex than the interactions of one person with himself.  But the theory that my house contains three different residents still explains observations of my house much more simply than if you start with the assumption there's only one resident.  You accordingly cannot actually use Occam's Razor to disfavor the theory that my house has three residents simply because the interactions of three people with each other are more complex than the interactions of one person with himself.  Similarly, adding a cat to the three persons hypothesis actually improves the explanatory power of the model, even though you now have three sets of human-cat interactions added to the model; rejecting the cat on the basis of Occam's Razor is also a failure.

Is a trinity more complex than a unitary godhead?  In itself, sure.  But if you're trying to do something as notoriously convoluted as, say, theodicy, the question is, does the trinity provide extra explanatory power that reduces the overall complications?

And I strongly doubt anyone is both knowledgeable enough about theodicy and sufficiently rational and unbiased on the unity/trinity question to give a trustworthy answer on the question of which is the actual lesser hypothesis there.  Especially since the obvious least hypothesis in theodicy is that there is no God at all and thus nothing to explain.

If you're going to claim that a unitary godhead is favored by Occam's Razor over a trinity, you actually need, among other things, a whole unitary-godhead theodicy.  But if you actually worked one out, in order to have a rational opinion on the relative viability of the unitary and trinity theories, I'm going to wonder about your underlying rationality, given you wasted so much time on theodicy.

As defined in some places - for example, the Occam's Razor essay that Eliezer linked for you many comments ago - simplicity is not the same as fitting the evidence.

The official doctrine of the Trinity has probability zero because the Catholic Church has systematically ruled out any self-consistent interpretation (though if you ask, they'll probably tell you one or more of the heresies is right after all). So discussing its complexity does seem like a waste of time to me as well. But that's not true for all details of Catholicism or Christianity (if for some reason you want to talk religion). Perhaps some intelligent Christians could see that we reject the details of their beliefs for the same reason they reject the lyrics of "I Believe" from The Book of Mormon.

Of course simplicity is not the same thing as fitting the evidence.  You only even start comparing simplicity after you have multiple hypotheses that actually fit the evidence.  Then, and only then, can you properly apply Occam's Razor.  The hypotheses "Always comes up heads" and "always comes up tails" and "always lands on the edge"  are all already on the reject pile when you're trying to figure out the best theory for the existence of the "HTTHHT" sequence, and thus none of them get any points at all for being simple.

Indeed, if you've only got one hypothesis that fits, it's still too soon to apply Occam's Razor, except informally as a heuristic to encourage you to invent another hypothesis because your existing one looks excessively complicated.  Only after you've got more than one hypothesis that fits the  "HTTHHT" sequence can you actually use any formalization of Occam's Razor to judge between those hypotheses.

It occurs to me that Trinitarianism and similar are likely best explained as the theological equivalent of wave-particle duality.

Does light really sometimes behave like a particle and sometimes behave like a wave?  Probably not.  More likely there is some underlying, unified behaviour that we simply haven't figured out yet due to limited data and limited processing power.

Similarly, when trying to comprehend and describe an infinite...  something-that-has-intent, with a finite human mind and viewpoint as your only tool, there are likely going to be some similar bits of weirdness.  God in three persons?  More likely you have a "blind men and the elephant" situation.  Only this elephant is too big to ever see more than a tiny piece of it at a time, and too mobile to know for certain that you've found the same part of it to look at twice in a row.

So you could easily have a case where the Unitarians are technically more correct about the overall nature, but the Trinitarians have a better working description.

This says nothing about whether Theism as a whole is the most correct explanation for the observed phenomenon.  Just note that the "practical explanation that mistakenly comes to be thought of as the way things really are" is hardly limited to Theology, and I highly doubt theologians are  measurably more likely to commit this error than anyone else.  The very reason that you have to use placeholder tokens for thinking about concepts that can't fit in your brain all at once leaves you susceptible to occasionally forgetting that they're just placeholders.

If "humility" can be used to justify both activities and their opposites so easily, perhaps it's a useless concept and should be tabooed.

Where people have vague mental models that can be used to argue anything, they usually end up believing whatever they started out wanting to believe.

"Humility" is a virtue that is often misunderstood.  This doesn't mean we should discard the concept of humility, but we should be careful using it. 

It seems to me to be the case that when confronting rationalists, those who have a belief they're motivated to continue to hold will attempt to manipulate rationalists into withdrawing skepticism or risk social disapproval. For example, when creationists ask something like "how can you be sure you're absolutely right about evolution?", I believe the actual intention is not to induce humility on the part of the evolutionist, but to appeal and warning for the evolutionist not to risk the creationist's disapproval.

So, it's crucial to identify the difference between when someone else wants you to be humble, and when someone wants you to be socially modest so you don't frustrate them by challenging their beliefs.

There's better discussion than what I can produce on when humility is and isn't useful in the comments of the SEQ RERUN of this post

16 Moreover when ye fast, be not, as the hypocrites, of a sad countenance: for they disfigure their faces, that they may appear unto men to fast. Verily I say unto you, They have their reward.
17 But thou, when thou fastest, anoint thine head, and wash thy face;
18 That thou appear not unto men to fast, but unto thy Father which is in secret: and thy Father, which seeth in secret, shall reward thee openly.

Sorry to spread my Christian-flavored ideas around, but it reminded me. :3 The old joke among me and my siblings, when I was growing up, was that we would proclaim ourselves to be "the humblest one" of us all. I thought it was a joke, until I grew up and interacted with people who actually adhered to a similar philosophy...

Very well-written post, sir. I greatly appreciate the ones where you take a common word or phrase, and reduce it to its proper and true state.

Actually, what this really reminds me of is a recent altercation between me and a roommate. The word at the heart of this altercation was "selfishness"... my erstwhile roommate (subleaser, really) said that my and my wife's decision to fail to renew their lease was "selfish", because, apparently, in our religion we are supposed to give everything we have to anyone who asks of it. Logically, it can be well demonstrated that this does not follow; if we were to be "charitable" under this definition, we would give all our shelter and money to the starving and homeless, and die of starvation and exposure.

Logically, it can be well demonstrated that this does not follow

That is possible, but you didn't show it. Who knows what would happen if we gave all our shelter and money to the starving and homeless? Perhaps they'd listen if we asked for it back, or a miracle would produce more? And how do we know we aren't supposed to die of starvation and exposure?

There are certainly biblical statements implying one shouldn't. There may even be two or three pages worth of such excepts for every one page implying the opposite, but once the principle of explosions explodes you, there's really no putting the pieces back together.

If the logical demonstration depends on assuming something at all like biblical consistency, you can say so, but biblical quotes are worthless for some purposes because it may be assumed there is one supporting P and one supporting ~P for a great many things. This is true for the Old Testament alone, the New testament makes it exponentially worse, which is like having a fatal wound or disease be exponentially more fatal than fatal...I can't even imagine adding the Book of Mormon to the mix. 

For this reason biblical quotes are not ideal, unless there is doubt that any passage supports a particular position, or there is some other good reason. But the default assumption is that if there is a debate, biblical quotes can be found to support any side.

In any case, one should be careful to not accept a false dichotomy that arose from a clash of two opinions, but to seek better alternatives, particularly those similar to the opposing position, and to throw away fake justifications that worked against the real interlocutor, but not the idealized one.

I thank you for your caution, but my argument was actually non-Biblical in nature, and it was a proof by contradiction. Ran something like this:

So, you think that I should give away everything to those who ask for it, without exception?
Every resource I consume is a resource that is then unavailable for others who ask for it.
Therefore, in order to give away every resource I might have otherwise consumed, I must not consume any resources, and therefore dies.
Your moral system prohibits suicide.
Therefore, your original proposition is inconsistent with your professed morality, QED.
Also therefore, get out of my house before I call the cops.

I apologize for the ambiguity; I did not mean to explicitly ascribe any moral valuation to committing suicide, though I should hope it could be inferred that I do not, in fact, advocate suicide. :P

As for "the homeless giving it back", why, to even ask would be selfish!

There is a difference between not consuming anything and giving away anything if asked.

said that my and my wife's decision to fail to renew their lease was "selfish", because, apparently, in our religion we are supposed to give everything we have to anyone who asks of it.

So apparently in his religion one is supposed to give away everything if asked, but nothing is implied if one is not asked.

That is a good point, but the error comes in my statement of he problem, not in the argument. Otherwise, why would we ever give to charity, unless explicitly asked to? What would constitute "asking", anyway? Could we pass by a homeless man on the street and, as long as he didn't actually say anything to us, safely ignore his sign?

Otherwise, why would we ever give to charity, unless explicitly asked to?

I don't understand. Mostly, because your argument is along the lines of: A, because if not A, then why B? And B," and I can think of many other reasons for B, not merely just A or just one besides A. How is this not an argument from incredulity? You're accusing the roommate of unflinching hypocrisy, but I don't see it.

Then perhaps I was incorrect in my accusation. I apologize that I'm not able to present my side more clearly; this happened a while ago, and the data is muddled.

I hadn't myself understood why I disliked one style of biblical quotations until I had to explain it to you.

Other reasons for biblical quotes are fine, such as showing how telling a story several times and differently has an effect, or showing something about how people then likely thought, or having an old source for "Nothing new under the sun", etc. There's nothing about the books that makes quoting them magically a bad thing to do, it's just that there's enough contradictory stuff (probably in Exodus or Numbers or Deuteronomy alone, much less the Pentateuch, much less the Old Testament, much less...) that saying there is Biblical warrant for something similar to one's position is the most unspectacular thing one can say. A quantity of quotes from among sources showing preponderant and/or broad and consistent would be something else and as valuable as perhaps a small quote from a dissimilar source, but by definition that's not something that fits in a reasonable amount of space and is more of a thesis paper.

The first sentence of this comment is the important one, we can probably constructively generalize from it.

As an atheist in hiding knowing the bible well can be extremely useful though. Due to how you can support nearly any position using biblical quotes, it becomes a lot easier dealing with strongly religious people when you disagree with them if you can argue based on their own priors. Telling someone about a logical fallacy, information colelcted using carbon dating, etc only works when they actually assign weight to your sources. 

Another bonus, when people find out I am an atheist and I have been liberally trolling them for years it might shake up their faith in the community if I am lucky, but I am not sure how I would test this.

A big problem with trying to pull wisdom out of the bible and similar is that there is a whole pile of cultural context that is either gone, or requires large amounts of study to discover.

Like someone a thousand years from now who has somehow dug up an old blog post that strongly asserts that "The Cake is a Lie!" you're missing a massive portion of the story.  And you can justify almost anything you want to just by filling in the missing bits differently.

And this is before you even get into the biblical religions having all gone through historical phases where they deliberately filled in the cultural bits incorrectly for political reasons.

The best thing I've found to do with it is set God = Truth, and remember that someone's story being included isn't an assertion that they had everything right.  There's plenty of satire in there too.  Most of it exceedingly subtle.  Something about criticizing the powerful being a potential death sentence so they had to make it look like praise. But if you actually lay out the statements and evaluate them as a whole instead of individually it paints a different picture.  

Like when you suddenly realise that they're praising Solomon as being a great king by describing the grand temple and palace he built, but if you pay attention to the descriptions of each it seems that he not only built the palace out of grander, more expensive materials, he built it as a mirror of the temple with his throne room in place of the holy of holies...  And suddenly the description of the man's character takes on an entirely different tone if you know anything about what the relationship between God and the King was supposed to be.

And yet various branches of bible-based religions spent hundreds of years using Solomon as part of their description of a "Godly King".  Because it fit their political narrative and kept the peasants in line.

In short, Biblical stories are like any other repository of folk wisdom.  The only way to find the truth in there is if truth is what you're actually looking for and you don't stop until it makes coherent sense.  And this whole site is dedicated to showing all the ways in which human beings generally aren't actually looking for the truth...  So...  Good luck?

To be humble is to take specific actions in anticipation of your own errors.  To confess your fallibility and then do nothing about it is not humble; it is boasting of your modesty.

I don't know why EY was taking grief for this. It's a good distinction, well phrased.

On the other side of the pancake, I'd say that intellectual arrogance is often similarly misconstrued. 

People often take open disagreement as a sign of intellectual arrogance, while it is a display of respect and humility; showing respect with the honest acknowledgment of your disagreement, and showing humility in affording the other person a chance to defend themselves and prove you wrong. To say nothing is to treat that person's beliefs dismissively, as if they don't matter, and then assume that discussion was futile because they're incapable of understanding the truth, and of course, couldn't possible have anything to teach you.

If someone could convince people at large that this is true it would make intelligent dicussion much easier. Trying to convince people to abandon the treasured perks of high status might prove difficult however.

A majority of people openly disagreeing with others are doing so out of pride, not a desire to learn. The exact flavour of pride varies. Some feel that they are righteously doing their duty to defend their opinion and remain true to themselves and/or their tribe, some want to feel like they are doing a favour to humanity by enlightening others, some disagree to humiliate a person with a contradictory opinion because they dislike the person, some disagree to challenge a person's social status rather than challenging his opinion, some because they take pride in being edgy or non-conformist, some just want to flaunt their opinion and superior knowledge. The fact that people interpret open disagreement as arrogance is quite a reasonable assumption since the probability of a person openly disagreeing with them not out of pride is negligibly low, at least outside the rationalist community. (Even within the rationalist community, it is still relatively unlikely that a person disagree for an opportunity to refine their model of the universe. Even rationalists regularly fall prey to emotions such as pride.)

It still does happen though. I've only gotten this far in the Recommended Sequences, but I've been reading the comments whenever I finish a sub-sequence; and they (a) definitely add to the understanding, and (b) expose occasional comment threads where two people arrive at mutual understanding (clear up lexical miscommunication etc.). "oops" moments are rare, but the whole karma system seems great for occasional productive discourse.

That is obviously not an analog for the face-to-face experience, but isn't the "take a chance on it" approach still better then a general prohibitive "not worth it" attitude? You can be polite (self-skeptical etc.) while probing your metaphorical opponent. Non confrontational discussions are kind of essential to furthering one's understanding about what's going on and why.

A good way I think of to define humility is as the inverse of your willingness to argue with future you. Imagine that yourself from a few weeks in the future (or 5 years in Matthew McConaughey's case) steps out of a time machine. Would you be willing to concede that he knows more?

I believe that people systematically underestimate the amount that the world, themselves and their opinions will change in 5 years. That would amount to a bias for under-humility.

Hm. Looking in the mirror, I am entirely willing to defer to future-me, but at the same time I wouldn't describe myself as humble. What you are describing seems to be more along the lines of the well-known quote usually but erroneously attributed to Churchill: "When the facts change, I change my mind. What do you do, sir?"

Humility demands an appreciating what we do NOT know, and the PURSUIT of counter-evidence.

To take up the first example in the article, this applies to creationism versus simple evolution (random chance plus natural selection being sufficient).

People should learn the case for evolution before adamantly deciding that Genesis is literally true.  Many do not, despite the rather insurmountable case against it.

BY THE SAME TOKEN, people should learn the case against random chance and natural selection being sufficient to explain everything we know, and an appreciation of how much we still don't know, before adamantly deciding it is true.   Many do not, despite the strength of the case against it, as well.

"The case against X" is a vague term because it could mean "the arguments against X" or "the good arguments against X".  Which of these do you mean when you suggest that people should learn the case against evolution?

I think that this meme is appropriate and that it can help readers understand the idea. But I'm not sure and would appreciate input from others.

I also just had the thought that memes in general might be a good way to communicate a lot of the ideas on LessWrong (by contrasting proper reasoning with flawed reasoning). What do you guys think?

I actually don't quite agree (this is the first time I found something new to criticize on one of the sequence posts).

To me, it seems like humility as discussed here is inherently a distortion, that when applied, shifts a conclusion in some way. The reason why it can be a good thing is simply that, if a conclusion is flawed, it can shift it into a better place, sort of a counter-measure to existing biases. it is as if I do a bunch of physical measurements and realize that the value I observe is usually a bit too small, so I just add a certain value to my number every time, hoping to move it closer to the correct one.

However, once I fix my measurement tools, that distortion then becomes negative. Similarly, once I actually get my rationality correct, humility will become negative. In this case, there also seems to be a general tool to get your conclusion fixed, which is to use the outside view rather than the inside view. Applying that to the engineer example:

What about the engineer who humbly designs fail-safe mechanisms into machinery, even though he's damn sure the machinery won't fail?  This seems like a good kind of humility to me.

If the engineer used the outside view, he should know that humans are fallible and already conclude that he should spend an appropriate amount of time on fail-safe mechanics. If he then applied humility on top of it, thus downplaying his efforts despite having used the outside-view, it should lead him to worry/work on it more than necessary.

Of course, you could reason that in my example, applying the outside view is itself a form of applying humility. My point is simply that even proper humility doesn't seem to cover any new ground. It's not "part of rationality," so to speak. It's simply a useful tool, practically speaking, to apply when you haven't conquered your biases yet. In that sense, I would argue that, ultimately, the correct way to use humility is not at all / automatically without doing anything.

Do you, or anyone, have good examples of such specific actions?

Manned spaceships have dozens of fallback plans to keep astronauts safe, even though they don't anticipate things going wrong.

Backing up... everything. Deploying changes to test environment before deploying to production. Accepting Murphy's Law unto yourself. Looking twice before crossing the street. Developing a blanket policy of general paranoia. Promoting a blanket policy of general paranoia. Developing alcoholism. Promoting alcoholism. Etc...

Edit: I forgot arguably the most important one: admiting you cannot reliably do better than the market by picking individual stocks (nobody can!) and buying market ETFs instead.

This was meant as a joke. Sorry if the intent is not obvious.

In some contexts, this is exactly right. It is right and proper to see major, real-time belief updates in the climax of a rational fic. And one hopes that executives in a high-stakes meeting will be properly incentivized to do the same. But in many ordinary cases, the most extreme concession one should hope to hear is, "okay, you've given me something to think about," followed by a change of subject. (If this seems unambitious, consider how rarely people make even such small concessions.)

I think it's important to mind the costs--both psychological and social--of abruptly changing one's plans or attitudes. "Why bother going to all that work to justify [staying the course]?" Indeed, I wish it were more normal for people to say, "well, that's a good point but it's probably not worth the switching costs" or even just, "I don't feel like thinking that hard about it."



Tsuyoku Naritai (I Want To Become Stronger)

In Orthodox Judaism there is a saying: “The previous generation is to the next one as angels are to men; the next generation is to the previous one as donkeys are to men.” This follows from the Orthodox Jewish belief that all Judaic law was given to Moses by God at Mount Sinai. After all, it’s not as if you could do an experiment to gain new halachic knowledge; the only way you can know is if someone tells you (who heard it from someone else, who heard it from God). Since there is no new source of information; it can only be degraded in transmission from generation to generation. 

Thus, modern rabbis are not allowed to overrule ancient rabbis. Crawly things are ordinarily unkosher, but it is permissible to eat a worm found in an apple—the ancient rabbis believed the worm was spontaneously generated inside the apple, and therefore was part of the apple. A modern rabbi cannot say, “Yeah, well, the ancient rabbis knew diddly-squat about biology. Overruled!” A modern rabbi cannot possibly know a halachic principle the ancient rabbis did not, because how could the ancient rabbis have passed down the answer from Mount Sinai to him? Knowledge derives from authority, and therefore is only ever lost, not gained, as time passes.

When I was first exposed to the angels-and-donkeys proverb in (religious) elementary school, I was not old enough to be a full-blown atheist, but I still thought to myself: “Torah loses knowledge in every generation. Science gains knowledge with every generation. No matter where they started out, sooner or later science must surpass Torah.”

The most important thing is that there should be progress. So long as you keep moving forward you will reach your destination; but if you stop moving you will never reach it.

Tsuyoku naritai is Japanese. Tsuyoku is “strong”; naru is “becoming,” and the form naritai is “want to become.” Together it means, “I want to become stronger,” and it expresses a sentiment embodied more intensely in Japanese works than in any Western literature I’ve read. You might say it when expressing your determination to become a professional Go player—or after you lose an important match, but you haven’t given up—or after you win an important match, but you’re not a ninth-dan player yet—or after you’ve become the greatest Go player of all time, but you still think you can do better. That is tsuyoku naritai, the will to transcendence.

Each year on Yom Kippur, an Orthodox Jew recites a litany which begins Ashamnu, bagadnu, gazalnu, dibarnu dofi, and goes on through the entire Hebrew alphabet: We have acted shamefully, we have betrayed, we have stolen, we have slandered . . .

As you pronounce each word, you strike yourself over the heart in penitence. There’s no exemption whereby, if you manage to go without stealing all year long, you can skip the word gazalnu and strike yourself one less time. That would violate the community spirit of Yom Kippur, which is about confessing sins—not avoiding sins so that you have less to confess.

By the same token, the Ashamnu does not end, “But that was this year, and next year I will do better.”

The Ashamnu bears a remarkable resemblance to the notion that the way of rationality is to beat your fist against your heart and say, “We are all biased, we are all irrational, we are not fully informed, we are overconfident, we are poorly calibrated . . .”

Fine. Now tell me how you plan to become less biased, less irrational, more informed, less overconfident, better calibrated.

There is an old Jewish joke: During Yom Kippur, the rabbi is seized by a sudden wave of guilt, and prostrates himself and cries, “God, I am nothing before you!” The cantor is likewise seized by guilt, and cries, “God, I am nothing before you!” Seeing this, the janitor at the back of the synagogue prostrates himself and cries, “God, I am nothing before you!” And the rabbi nudges the cantor and whispers, “Look who thinks he’s nothing.”

Take no pride in your confession that you too are biased; do not glory in your self-awareness of your flaws. This is akin to the principle of not taking pride in confessing your ignorance; for if your ignorance is a source of pride to you, you may become loath to relinquish your ignorance when evidence comes knocking. Likewise with our flaws—we should not gloat over how self-aware we are for confessing them; the occasion for rejoicing is when we have a little less to confess.

Otherwise, when the one comes to us with a plan for correcting the bias, we will snarl, “Do you think to set yourself above us?” We will shake our heads sadly and say, “You must not be very self-aware.”

Never confess to me that you are just as flawed as I am unless you can tell me what you plan to do about it. Afterward you will still have plenty of flaws left, but that’s not the point; the important thing is to do better, to keep moving ahead, to take one more step forward. Tsuyoku naritai!

"Look who thinks he's nothing" - funny.  :)  Perhaps more general version of your point is beware of taking pride in subgoal measures of accomplishment, if subgoals without the goal are worth little.

Actually I think I tend to do the opposite. I undervalue subgoals and then become unmotivated when I can't reach the ultimate goal directly. 

E.g. I'm trying to get published. Book written, check. Query letters written, check. Queries sent to agents, check. All these are valuable subgoals. But they don't feel like progress, because I can't check off the book that says "book published".

Now there's a sentiment I can get behind. That'd make a nice hachimaki...
http://www.jbox.com/SEARCH/zettai/1/

I sometimes wonder about that: As you move away from a point charge, the electric field falls off as 1/r^2. Infinitely long line charges fall off as 1/r, and infinite plates (with a uniform charge distribution) theoretically generate electric fields that are constant, with respect to distance from that plane. Though you are moving away from it, its influence on you doesn't lessen.

Is irrational behavior the same way? One of the mechanisms that allow... (read more)

That's a great saying about the angels and donkeys. I've read that most ancient civilizations had the same kind of view of history. They did not have our notion of progress; rather, they saw mankind as having fallen from a primordial "golden age", and heading pretty much straight downhill ever since. No doubt this was aided by the near-universal agreement among old people that the young generation just doesn't measure up to how people were in the old days.

So if we go back to the "chronophone" thought experiment, Archimedes might have been spectacularly uninterested in information from the future (especially through such a garbled connection). Unlike today where we would assume that future civilizations would be sources of tremendous knowledge and wisdom, he would have imagined a future of near-bestial creatures who had long lost whatever vestiges of grace mankind had still retained in his age.

Archimedes had direct evidence of adding to the progress of useful knowledge over generations. Even in that age, scientists were an exception to the rule.

OTOH, there was this accumulation of Talmud, with later commentaries continuing to be added,
Mishnah, and on and on.  So, one can argue that there was this degradation function as one
moves further away from the original source, but this is presumably at least partly offset by
the accumulation of the commentaries themselves.  Do they accumulate more rapidly than the
degradation occurs?

BTW, there is something similar in the debates over the various Islamic law codes, the various
Shari'as.  An issue is which of the reputed sayings of the Prophet Muhammed, collectively known
as the Hadith, are to be accepted as genuine and therefore to serve as part of the foundation of
a proper Shari's (along with the Qur'an and some other things).  The validity of a given saying
was based on a chain of witnesses: Abdul heard it from Abdullah who heard it from Abu-Bakr who
heard the Prophet, and so forth.  Part of the argument is that the longer this chain of reputed
witnesses is, the less reliably a part of the Hadith the supposed saying is, and indeed, some
sayings are accepted in some Shari'as, while the stricter ones rule them out for having overly
long chains of witnesses.  The strictest of the Sunni Shari'as is the one accepted in Saudi Arabia,
the Hanbali, which accepts only the Qur'an and a very small Hadith as bases for the law.

Hal: I'd like to see a cartoon of a timeline that goes from nothingness to probabilities to subatomic particles to ... to humans ... to AI controlled sentient galaxies ... to discorporated particles floating around in a post heat-death universe...

I don't think I would say that the "good old days" belief aided the "hell in a handbasket" belief; I think they are one and the same.

Barkley, the accumulation of Talmud was based on the theory that - I know this will sound strange, but bear with me - the younger rabbis were all simply writing down things that older rabbis had told them.  In the Orthodox view the Talmud is the "Torah sheh b'al'Peh", the Oral Torah, which was also given to Moses at Mount Sinai, and then transmitted verbally down through the generations until it was finally written down.  All law in the Talmud is supposed to have been transmitted from Mount Sinai - there's nowhere else that wisdom can come from.  If there are disputes in the commentaries, then they're both right, and the task of future generations is to figure out how they can both be right, because you can never say an older rabbi is wrong, because they're closer to Mount Sinai than you.  The fact that much of the law in the Mishna or Gemara is blatantly medieval or blatantly based on incorrect medieval beliefs is somehow just not thought about.

"If there are disputes in the commentaries, then they're both right" 
I know this is a derailment but I wish somebody had told me that this is how it was supposed to work!  I was so confused when I was trying to learn.  It didn't seem to make any sense.  Now it makes even less sense.

Some minor comments regarding Eliezer's remark. The emphasis on non-contradiction of opinions in the Talmud and elsewhere is fairly recent. Maimonides for example was more than willing to say that statements in the Talmud were wrong when it came to factual issues. Also note that much of the  Talmud was written before the medieval period (the Mishna dates to around 200 and the Gemara was completed around 600 or so only very early in to the medieval period).

The notion of the infallibility of the Talmud is fairly recent gaining real force with the writings of the Maharal in the late 1500s. In fact, many Orthodox Jews don't realize how recent that aspect of belief is. The belief in the infallible and non-contradictiory nature of  the Talmud has also been growing stronger in some respects. Among the ultra-Orthodox, they are starting to apply similar beliefs to their living or recently deceased leaders and the chassidim have been doing something similar with their rebbes for about 200 years. Currently, there are major charedi leaders who have stated that mice can spontaneously generate because the classical sources say so. I have trouble thinking of a better example of how religion can result in serious misunderstandings about easily testable facts. 

The case of Maimonides is well-discussed in Persecution and the Art of Writing by Leo Strauss. Maimonides considers it bad to teach the secrets of the Talmud to people who aren't worthy and thinks that the Talmud contains wrong statements to mislead naive readers.

Issues of secret knowledge and mechanisms to keep knowledge from getting picked up by people are found in many spiritual traditions. 

There a key distinction between esoteric and exoteric works. Reading esoteric works literally usually means to treat them as being exoteric. 

If you look at someone like Richard Bandler who founded NLP, Bandler often tries to teach esoterically whereby he's not explicit about what he wants to teach. If you understand how he teaches than you won't take a story about a personal experience that Bandler recounts as literal but as a vehicle for the transmission of esoteric knowledge.

When Maimonides wanted to teach esoterically he also argues that the esoteric knowledge is more important than the literal truth. Maimonides is likely making a lot of decisions that are different when he teaches that are different from those that Bandler makes, but both consider esoteric knowledge to be important.

People who value exoteric knowledge like Greek philosophers or modern scientists tend to be a lot more literal than people who value esoteric knowledge. Especially at the level of teachers.
That doesn't necessarily mean that the average lay-person understands that certain claims about knowledge aren't to be taken literally.

How would you compare this "tsuyoku naritai" viewpoint with the majoritarian perspective? The majoritarian view is skeptical about the possibility of overcoming bias on an individual basis, similar to the position you criticize of being "loathe to relinquish ignorance" on the basis of evidence and argumentation. But majoritarianism is not purely fatalistic, in that it offers an alternative strategy for acquiring truth, by seeing what other people think.

Interesting post. Judaism has managed to survive for thousands of years, and maybe part of that is a high copying fidelity for its memes. It seems there are two ways for cultures to ensure long-term survival -- extreme rigidity (as in this case) or in extreme adaptability (which is better at learning but may not be able to preserve group identity).

Not sure what that has to do with overcoming bias, except to suggest that it may be in a culture's interest to maintain their biases.

And what's weird is that when Judaism historically encountered the Enlightenment, it resulted in people who are notably smart and adaptable as individuals and as a group.

On the one hand, Judaism (and other traditional religions) accumulate experience that is post-dated to the origin of the religion. On the other hand, when parts of a traditional religion admit that experience can accumulate, the fact that change is actually possible frequently turns into a belief that change is possible at will and you eventually wind up with a "trendier-than-thou" religion.

You can compare this phenomenon to fiat currencies. Gold (or whatever the standard happens to be) might be an arbitrary sign of value, but it's a mistake to think that currency can be changed at will.

Hertzlinger, I would summarize your comment as "Once you've got religion, you've got choice of two different ways to screw up."  It's not as if there's anything good about a religion persisting for centuries.  Imagine if a cult of 17th-century physicists were still running around.

Finney, I do indeed think there's a conflict between tsuyoku naritai and majoritarianism.  Suppose everyone were a majoritarian - information would degrade from generation to generation, as the "average belief" changed a little in transmission.  (Where did all that information come from in the first place?  Not from majoritarian reasoning.)  Further, if you're a majoritarian, once you achieve the level of the average, you hit a brick wall - you're not allowed to aspire to anything above that.  Hopefully the reasons for my strong negative reaction to majoritarianism are now clearer.

I don't mean to hijack this thread but I'll offer a couple of ideas about majoritarianism. It is no doubt true that if everyone were a majoritarian, majoritarians would have to do things a little differently (perhaps asking people to publish their estimates of what they would believe if they weren't following the advice of the crowd). But at present I don't think this is a major problem, so majoritarianism still has promise as a strategy to improve one's accuracy, as demanded by the tsuyoku naritai philosophy.

As far as being unable to beat the average, aga... (read more)

Finney, I do indeed think there's a conflict between tsuyoku naritai and majoritarianism.

I don't think that's automatic. If you do truly believe that the mean opinion is more reliable in general than any you could construct on your own, then moving towards that mean is something that makes you better. And if you just take majoritism as a guide, rather than a dogma, there's even less problems.

The fact that if everyone did this, it would be a disaster may be an example of what I called moral freeloading - something that may be good for an individual to do, alone, but that would be very dangerous for everyone to imitate.

Here's a citation for my 2nd claim above about the accuracy of the mean:

www.leggmason.com/funds/knowledge/mauboussin/ExplainingWisdom.pdf

"We now turn to the second type of problem, estimating a state. Here, only one person knows the answer and none of the problem solvers do. A classic example of this problem is asking a group to guess the number of jelly beans in a jar. We have been doing this experiment for over a decade at Columbia Business School, and the collective answer has proven remarkably accurate in most trials....

Ah, Finney made the same point I was making, and cunningly posted it first... ^_^

One small point: If we truly want to become stronger, then we should always test our abilities against reality - we should go out on a limb and make specific predictions and then see how they pan out, rather than retreating into the "it's complicated, so let's just conclude that we're not qualified to decide". That's an error I've often sliped into, in fact...

There seem to be lots of parallels between majoritarianism and the efficient market hypothesis in finance. In the efficient market hypothesis, it is entirely possible that a liquidly traded asset is mispriced, (similar to the possibility that the majority view is very wrong) however on average, according to the efficient market view, I maximise my chances of being right by accepting the current price of the asset as the correct price. Therefore the fact that a stock halved in price over a year is not a valid criticism of the efficient market theory, just a... (read more)

There's no particular reason that constant improvement needs to surpass a fixed point. In theory, see Achilles and the tortoise. In practice, maybe you can't slice things infinitely fine (or at least you can't detect progress when you do), but still you could go on for a very long time incrementally improving military practice in the Americas while, without breakthroughs to bronze and/or cavalry, remaining solidly stuck behind Eurasia. More science fictionally, people living beneath the clouds of Venus could go for a long time incrementally improving their... (read more)

Eliezer makes a mistake (a major one in fact) with regard to his understanding of Jewish law being passed down over the generations. The mistake he makes is quite a common one among those people who have not studied the history of Orthodox Jewish philosophy  in depth. Indeed, I have met many Rabbis with 40 or 50 years of experience with little or no knowledge of this topic, so this is not an attack on Eliezer. While I am only an Orthodox Rabbinical and Talmudic law student (I hope to be ordained within a couple of years), besides for being a college underg... (read more)

Great discussion!  Regarding majoritarianism and markets, they are both specific judgment aggregation mechanisms with specific domains of application.  We need a general theory of judgment aggregation but I don't know if there are any under development.

In a purely speculative market (i.e. no consumption, just looking to maximize return) prices reflect majoritarian averages, weighted by endowment.  Of course endowments change over time based on how good or lucky an investor is, so there is some intrinsic reputation effect.  Also, investors can go bankrupt, ... (read more)

The discussion about the "dissipation" of knowledge from generation to generation (or of piety and trust in God, as ZH says) reminds me of Elizabeth Eisenstein's history of the transition to printing.  Manual copying (on average) reduces the accuracy of manuscripts.  Printing (on average) increases the accuracy, because printers can keep the type made up into pages, and can fix errors as they are found.  Thus a type-set manuscript becomes a (more or less reliable) nexus for the accumulation of increasingly reliable judgments.

The Judeo-Christian world is full of so many contrasting views that it really amazes me sometimes.

Take Mormonism, for example.  It's authoritarian structure is perhaps even more strict (and certainly more hierarchical) than what you've described in Orthodox Judaism, yet it has this one core doctrine that is viewed as heretical in most of the rest of the Christian world: the idea that man is destined to become like God, literally.  In fact, the idea that God himself was once a lowly man, but exerted enough "Tsuyoku Naritai!" to overcome his own si... (read more)

The correct understanding (in a simple form) as Orthodox Jews like myself believe, of the concept, is that the Pentateuch was given by God to Moses at Mt. Sinai. As many of the laws in the Pentateuch are vague, God gave Moses the "Torah SheBa'al Peh," the "oral law" of these explanations of what was to be included in these laws.

That’s a truly bizarre belief.  If god is perfect and benevolent, why didn’t he give clear laws in the first place, instead of forcing humans to run in circles trying to interpret them?

"Torah loses knowledge in every generation.  Science gains knowledge with every generation.  No matter where they started out, sooner or later science must surpass Torah."

That's not strictly true, of course. If the difference in knowledge shrinks more slowly for each generation, then the Torah could conceivably still be the #1 source of knowledge for eternity.

It's a good job young Eliezer hadn't done any courses in Analysis.

I think tsuyoku naritai actually works as an effective motto for transhumanism as well:

"I am flawed, but I will overcome my flaws. To each of my failings, I say tsuyoku naritai. To each flaw I have and to each flaw I will ever develop, I say tsuyoku naritai. To the flaws that are part of being human, I say tsuyoku naritai. If that means I must abandon what it means to be merely human, I say tsuyoku naritai. As long as I am imperfect, I will continue to say tsuyoku naritai!"

There's no exemption whereby, if you manage to go without stealing all year long, you can skip the word gazalnu and strike yourself one less time.  That would violate the community spirit of Yom Kippur, which is about confessing sins - not avoiding sins so that you have less to confess.

That's true, but perhaps a little unfair. I always understood the fact that everyone confesses to everything as a simple necessity to anonymise the guilty. Under a system where people only admit to things they have actually done, if there's been one murder in the community this year, unsolved, then when the 'We have murdered' line comes, everyone is bound to be listening very carefully.

As I was taught, that's also a little unfair, or at least oversimplified. That everyone confesses to everything is not just primitive anonymisation, it's a declaration of communal responsibility. It's supposed to be deliberate encouragement to take responsibility for the actions of your community as a whole, not just your own.

I'm going to make it my warcry whenever I need to energize myself.

I now have a custom bracelet that says "Tsuyoku Naritai" on one side, and "Kaizen" on the other.  I'm using it in place of a Sikh Kara, or a WWJD bracelet.  

A practicing Jewish friend of mine challenged me on the anecdote about worms in apples, and I couldn't Google an independent reference. Can anyone help me verify it?

While I understand the point you're trying to make - and agree with it - I think your Yom Kippur analogy is flawed. The idea behind the litany is that we're praying for forgiveness for the sins of all of mankind. Even if you, personally, have not stolen, there's someone in the world who has, and you're praying for him too. That's why its worded in the plural ("we have stolen," as opposed to "I have stolen").

"Torah loses knowledge in every generation.  Science gains knowledge with every generation.  No matter where they started out, sooner or later science must surpass Torah."

Encountering this post has made me a better person in so many ways.  Thank you, Eliezer.

I made a video compilation of Japanese songs that include the words "Tsuyoku naritai". 

I wasn't really convinced that this concept was really present in Japanese culture before but I suppose I am, now.

I’m very biased toward your ideas. My practical approach to unbias is to change the environment I’m exposed to.
I think I know what to do about it but it isn’t easy.

I can't find any reference for the saying at the beginning. Can someone help?

Please correct me if I'm wrong, but even in Judaism the (widely accepted) lesson is to improve as an individual, even if the overall trend is a decline. In another phrasing - the individual should try to diminish the generational degradation of virtue as much as possible. And the penance comes inevitably because we will inevitably sin SOME, because we're imperfect humans.
Even so, a very real danger remains of taking this penance as a goal in its own right, and forgetting that we primarily need to improve.
All that said, I enthusiastically committed to "Tsuyoku Naritai", and to be as Science rather than as Torah :)

That saying is interesting, however, a different interpretation comes to my mind.
The previous generation is like angels because they wield economic power. Hence, their will is not short of The Great Will.
The next generation is like donkeys because they carry the burden. After all, all the waste generated as the previous generation wields angelic rights is for the next generation to carry and dispose. 

This reminds me a bit of Jesus's speech on Sermon on the Mount. Which, if combined with some of Nietzsche's ideas in Thus Spake Zarathustra, essentially encapsulate the idea. 



Tsuyoku vs. the Egalitarian Instinct

Hunter-gatherer tribes are usually highly egalitarian (at least if you’re male)—the all-powerful tribal chieftain is found mostly in agricultural societies, rarely in the ancestral environment. Among most hunter-gatherer tribes, a hunter who brings in a spectacular kill will carefully downplay the accomplishment to avoid envy. 

Maybe, if you start out below average, you can improve yourself without daring to pull ahead of the crowd. But sooner or later, if you aim to do the best you can, you will set your aim above the average.

If you can’t admit to yourself that you’ve done better than others—or if you’re ashamed of wanting to do better than others—then the median will forever be your concrete wall, the place where you stop moving forward. And what about people who are below average? Do you dare say you intend to do better than them? How prideful of you!

Maybe it’s not healthy to pride yourself on doing better than someone else. Personally I’ve found it to be a useful motivator, despite my principles, and I’ll take all the useful motivation I can get. Maybe that kind of competition is a zero-sum game, but then so is Go; it doesn’t mean we should abolish that human activity, if people find it fun and it leads somewhere interesting.

But in any case, surely it isn’t healthy to be ashamed of doing better.

And besides, life is not graded on a curve. The will to transcendence has no point beyond which it ceases and becomes the will to do worse; and the race that has no finish line also has no gold or silver medals. Just run as fast as you can, without worrying that you might pull ahead of other runners. (But be warned: If you refuse to worry about that possibility, someday you may pull ahead. If you ignore the consequences, they may happen to you.)

Sooner or later, if your path leads true, you will set out to mitigate a flaw that most people have not mitigated. Sooner or later, if your efforts bring forth any fruit, you will find yourself with fewer sins to confess.

Perhaps you will find it the course of wisdom to downplay the accomplishment, even if you succeed. People may forgive a touchdown, but not dancing in the end zone. You will certainly find it quicker, easier, more convenient to publicly disclaim your worthiness, to pretend that you are just as much a sinner as everyone else. Just so long, of course, as everyone knows it isn’t true. It can be fun to proudly display your modesty, so long as everyone knows how very much you have to be modest about.

But do not let that be the endpoint of your journeys. Even if you only whisper it to yourself, whisper it still: Tsuyoku, tsuyoku! Stronger, stronger!

And then set yourself a higher target. That’s the true meaning of the realization that you are still flawed (though a little less so). It means always reaching higher, without shame.

Tsuyoku naritai! I’ll always run as fast as I can, even if I pull ahead, I’ll keep on running; and someone, someday, will surpass me; but even though I fall behind, I’ll always run as fast as I can.

Hmm. I've never had this problem. On the other hand, I have had the problem of my sense of self-worth being based in being naturally talented at things, and so when I don't pick up some new pursuit easily, I tend to get discouraged. Thus, I'm bad at math and don't read enough science papers. It's a hard cost/benefit analysis to choose whether to improve your skill at something you're naturally talented at (and already better than most people at), or some other equally valued skill that you're not very talented at (and well below average in skill). And the pressure of competition, and the psychological problems caused by perfectionism, have to be dealt with.

isn't this the very essence of upward mobility? dissatisfaction with the self, the status quo... and a desire to change everything, where the capacity to change is only limited by the will.

So what exactly is the bias at issue here?  There are tradeoffs in social norms that favor or discourage inequality and bragging.  Is it obvious that some choice here is the wrong choice?

Is it obvious that some choice here is the wrong choice?

One wrong choice is to choose mediocrity because modesty is easier when you have nothing to brag about.

Another wrong choice is to choose mediocrity because if you fully exploit your talents then you'll get success that would be inaccessible to people lacking those talents.

This idea of always setting a higher target is not necessarily conducive to happiness and satisfaction. Consider applying it to the field of wealth. We have all heard of wealthy people who, no matter how much money they get, always want more. Such people are not generally considered good role models. Granted, this is something of a stereotype, but I imagine it is based in truth. Perhaps there are other fields where constantly setting higher goals works out better, but it's not obvious that it's a beneficial philosophy in general.

Hal, I wasn't under the impression that tsuyoku naritai was about the pursuit of happiness or satisfaction. On the contrary, it seems to involve some self-abnegation, in that you're sacrificing contentment for accomplishment, trading in mediocrity at the cost of self-criticism. I think this is more about honor and perfectionism than happiness. Both of the former seem to be less fashionable nowadays, but that doesn't mean some people can't put them before happiness.

Hal, which goal would you choose if for some strange reason your choice of goal in life were constrained to these two: maximizing your own happiness and satisfaction or maximizing your own ability to percieve reality correctly?  (I
would be interested in others' answers, too.)

Well, I think I would prefer to optimize for ability to perceive reality. But I also think that would be more admirable, and I might be telling myself that's what I would do because that's the sort of person I want to be.

Seems like the only use for accurately perceiving reality is maximizing happiness, to me. See Bruce's post below:

"Anyone can easily imagine wanting to maximize perceiving reality correctly IN ORDER TO maximize one's happiness.

But one can't imagine wanting to maximize one's happiness IN ORDER TO maximize perceiving reality correctly."

Time for some necroing. People who suffer from depression are trying to achieve levels of happiness corresponding with reality (maybe not with the express purpose of clearer perception of reality, but still...)

I can imagine a condition causing someone to experience excessive happiness - such person could conceivably want to lower his level of happiness, so he could grieve for the loss of a loved one.

Feelings should be rational - https://www.lesswrong.com/posts/SqF8cHjJv43mvJJzx/feeling-rational

As Carlin said in one of his routines, self-confidence (in relation to achievement) is like the fuel gauge in a car. Turns out, messing with it doesn't actually let you go further (he claimed to base this assertion on studies, so I am sure it's true). Happiness may be similar, serving better as a motivator rather than a terminal value in itself.

In any case, I suspect most people here would not climb in a tub filled with orgasmium.

But if you want to mess with the gauge regardless, I know a stupid method that works: stand with your back straight, shoulders wide, head held high. Smile broadly (showing teeth). Hold this pose for 5 minutes (by an actual clock).

Thinking happy/funny thoughts is optional. Being grateful for the state of (at least relatively) good health and trying to enjoy each breath (you might have a finite amount, after all) are also optional.

With this method, I could be happy during my own funeral. And yet, I am not maintaining MAXIMUM HAPPINESS 24/7. Why? Turns out, constant happiness can be quite boring. Still, the method is not at all useless - sometimes the gauges actually need calibration and I do enjoy the option very much indeed. (And to think some people pay for drugs... What a waste.)

Richard, interesting question. I'm not sure it's possible to make that choice, though. Can someone with a strong perfectionist element to their personality be happy unless they get over the perfectionism? Perfectionism involves constant self-criticism and assessment, and thus might be incompatible with happiness in the long term. So in order to choose happiness over perfectionism, they'd have to change their personality substantially. That may not be possible, or effective. Then again, mind-altering agents might help you. OCD medication might be an example of this.

As for me, I don't really have any higher criteria on which to judge between the two options. I don't have any reason to prefer one over the other. Very driven people might not be generally happy, but they do have a certain sense of pride and accomplishment that some might call happiness, and which isn't shared in that form by other people. It's similar to parents of children--they rate their lives as much less happy over the course of their children's lives, but they express more satisfaction and meaning with their life. I can't really judge between the conditions, though I have to say that people often choose child rearing explicitly because of the meaning and accomplishment they think it will bring.

Can someone with a strong perfectionist element to their personality be happy unless they get over the perfectionism? Perfectionism involves constant self-criticism and assessment, and thus might be incompatible with happiness in the long term.

Speaking from personal experience, I am a perfectionist and happy. I find it easy to be happy, living in a wealthy first-world democracy with a good personal standard of living. I can be dissatisfied with myself and strive to improve while being satisfied with the rest of my life. I don't know many other perfectionists, so I can't give a broader sample.

I am also a (usually) happy perfectionist.  I achieved this through a similar approach - being dissatisfied with myself but satisfied with the rest of my situation.  I do require OCD medication for this to work, though.

The all-powerful tribal chieftain is found mostly in agricultural societies, rarely in the ancestral environment.

Sorry for the confusion, but how does this square with what you say elsewhere about the human revere-the-tribal-chief instinct?

Regarding downplaying accomplishments and such, just look at what can happen when a high school softball team completely demolishes another one:

http://seattletimes.nwsource.com/html/sports/2003639381_ko28.html

The winning coach does nothing but talk about how terrible it is, saying, among other things, "If anything positive can come out of this, it's that we can implement some new rules so this never happens again." Sheesh.

The all-powerful tribal chieftan is a position, like an office of the President. No matter who occupies the position, it is the position that is given respect.
Hunter-gatherer tribes have men of respect (tribal chiefs), and that respect is based only on personal accomplishment, persuasiveness and wisdom, because the tribes are too small for the hierarchy.
So, the tribal-chief is not the all-powerful tribal chieftan. One is a man, the other is the position.

It depends a bit on the particular tribe.  They're not all the same.

And in a lot of cases you'll find that the extra status and social position afforded to males in these cultures is to offset the fact that, ultimately, they're considered to be expendable.  You find far more cultures where the males are expected to die bravely holding off the enemy so the women and children can escape than vice-versa.  You only keep them willing to do that by offering high status to the survivors.

Robin, it's easy to see that of the two goals of maximizing either happiness  or one's own ability to perceive reality correctly,

Anyone can easily imagine
wanting to maximize perceiving reality correctly IN ORDER TO  maximize one's happiness.

But one can't imagine
wanting to maximize one's happiness IN ORDER TO maximize perceiving reality correctly.

The latter statement makes no  sense, or if you force some sense upon it by scenario-making, it still makes a very limited kind of sense.

It seems to me that this proves that maximizing happiness is a higher goal than perceiving reality correctly.

I would not say that maximizing happiness is a higher goal than perceiving reality correctly.

I think maximizing happiness is a goal related to instrumental rationality, while perceiving reality correctly IS epistemic rationality. And epistemic rationality is a fundamental requirement for any intrumental goals.

But it doesnt mean perceiving reality correctly is a lower goal than other intrumental goals right? How do you even rank goals in the first place?

Is it impossible for you to imagine a person who cares for nothing but increasing his ability to perceive reality correctly (his "awareness") and consequently whenever he is rested and alert enough to make a deliberate choice, he will choose awareness over happiness whenever forced by circumstances to choose?  (I grant you that in unrehearsed situations without enough cognitive resources for deliberation, the human mind tends to choose happiness.)

Note that since a certain minimum level of happiness is a PREREQUISITE for a creative career of any kind (just as at least in capitalistic countries a certain minimum level of wealth is a prerequisite) he might regularly pick happiness as a subgoal.

For example, if he finds himself feeling sad, he might go down to the cafe and strike up a conversation with a beautiful woman.  If that is not enough, he might search for a suitable beautiful woman and tell her that life seems meaningless except when he is with her and so on, which is calculated to lead to intense and absorbing experiences which leave one feeling gratified and elated.  If that is not enough, he might complain to his physician that he thinks he is ill or depressed.  But these are not circumstances in which he is forced to choose between happiness and awareness: these are circumstances where his choice is optimal for both happiness and awareness because sadness undermines performance in most pursuits (in the modern environment).

I will grant you that for almost all people, happiness is an end in itself.  But are you sure that no person exists with a comprehensive and lifelong policy that his happiness is only a means to an end?

Richard and Robin: I wonder if it is possible to settle this disagreement between Richard and I. (I realize this is to change the subject from the disagreement itself to ways  of settling it, but it does have some relevance to settling it.)

For it to be possible to settle it, we would  have to both desire to settle it. Then we could take various  routes.

The Scienceoid route would require us to formulate the question, definition of terms, etc,  so that some set of operations could be agreed between  us to settle it, and then we'd just have to do the operations.

Or we could take various routes that lead to concluding that solving it is impossible, such as referring to the fundamental privateness of mental life, such that even if I said that my policy was to make happiness be only a means to an end, and that I was successful in doing so, I might be lying or deluded or a robot, etc.

Or we could require unanimity, like the Polish Parliament at one time, with only 1 person being  enough to sink the proposition.

Or we could take an 'ordinary language' philosophy route, asking 'what do we mean when we say...' etc.

I'd guess both of us know how to do each of these routes, but how do we choose which route(s) to take?

I'm now  going to go into the Confessional Mode, which might be a route for this blog to take, that is, everyone focuses on their  own biases, observed introspectively, instead of trying to identify other's biases.

My guess is that I  would have a strong tendency to take the route that makes it most likely that I  would win, just like a child, a myside bias.

My first impulse was to pick out parts of your comment that seem to favor my side, such as your 'in unrehearsed situations without enough cognitive resources for deliberation...' etc. or 'I will grant you that for almost all people, happiness is...'
Then I would say that you really agree with me, and I would refer back to my caveat about 'scenario-making.'

I also  considered doing my  'multiple selves' schtick, but rejected it because it didn't seem to 'fit', by which I think I meant it would sound silly.

I do think that using natural language to state and argue about this is making it less likely for us to be able to solve it, because we (I guess by 'we' I mean 'I') are likely to fiddle with the meanings of words, etc., but what is the alternative?

But none of these ways of resolving the dispute satisfies me. I'm wondering if disputes on this blog ever do get resolved. I do think they can sometimes get resolved in science.

But success for this blog seems dependent on being able to make progress, and this seems to  require that we can settle things, so we can move on and build on the things we have settled.

Robin, I know this post is too long, but it is an issue I care deeply about!

Mr Britton, many claim that there is no way to settle this particular disagreement because it is over values.  In contrast -- and I realize I am in the minority on this -- I believe that there is an objectively-valid proper ultimate goal.

More precisely, I do not know if there is or not, but if there is not, then life has no meaning, so I assume there is, and do my best to discern it even though any truly satisfactory knowledge of it will probably have to wait for future generations.

Natural selection caused us to feel happiness and decided what types of experiences lead to happiness.

To someone who knows evolutionary psychology, there is nothing surprising about the fact that many people claim that happiness is the proper goal of life.  Let's call them "hedonists and utilitarians".  But the existence of a causal chain -- in this case a grand one stretching back billions of years starting with the start of life and ending with hedonists and utilitarians -- does not by itself impose on me an obligation to continue that causal chain.

For example, the increase in entropy has been going on even longer than that, yet no one would criticize me for not devoting my life to maximizing the entropy of the universe.

The fact hedonism and utilitarianism are expected consequences of natural selection greatly reduces the probability that I have neglected another, more compelling cause of hedonism or utilitarianism, namely that they are the product of keen observers of reality and keen calculators of reality's ethical implications.

The fact that I used to care about happiness as end in itself is adequately explained by the operation of my genes and by cultural transmission from hedonists and utilitarians.

Natural selection caused massive amount of pain and suffering.  The suffering was "unavoidable" in the sense that even if the course of evolution leading to sentience had taken a different path, according to our models, billions or organisms with complex adaptations much like brains would experience mental states much like suffering.  I.e., as soon as one has decided the laws of physics and decided  that the universe will start with a sterile Big Bang and decided that the universe will be populated with sentient life via natural selection, one has decided that the universe will see massive suffering.

Finally, to enter Confessional Mode a bit, one possible reason I've come to this belief is that I've experienced more than the usual amount of suffering.

Warning! Necropost (for benefit of future readers)!

More precisely, I do not know if there is or not, but if there is not, then life has no meaning

Unless, of course, it is valid to choose your own meaning.

The fact hedonism and utilitarianism are expected consequences of natural selection greatly reduces the probability that I have neglected another, more compelling cause of hedonism or utilitarianism, namely that they are the product of keen observers of reality and keen calculators of reality's ethical implications.

Careful; easy to fall into a false dichotomy here. They can be a consequence of natural selection and a correct result for a calculation of "reality's ethical implications."

 I would even go so far as to say that they are the correct ethical position because they are a result of natural selection. Or, to phrase it slightly better: because our evolution ended up this way, utilitarianism is the correct ethical approach. A species that did not evolve to experience suffering or pleasure would have quite different moral values.

We have evolved to experience suffering and happiness, which I would say are a priori bad and good, respectively; thus, this evolution has caused utilitarianism to be the correct ethical position (by creating bad and good).

Richard, you say you do not know if there is or is not a way to settle this particular disagreement. I too believe there may be a way to settle it, but only if we are explicitly specific about what we mean, and only if we agree to agree about what we mean; then there may be a way to settle it  to the satisfaction of both of us.  But if  we can't be explicitly specific etc. then we can't settle it. My view is quite a standard one; I don't claim it's original.  I agree that disagreements that involve values are difficult to settle; I think we would have to agree about values, or agree to disagree.

The arguement I gave was from Aristotle, and I have been unable to find any flaw in it. It seems to compel my assent.

However, others have denied it,  most famously Augustine, who said that seeking and finding God is above happiness. That is, God is the ultimate goal, not happiness.

This makes sense to me if I could believe in the existence of God, but usually I can't, whereas I can believe in the terms of my application of Aristotle's arguement ( 'maximizing perceiving reality correctly' and 'maximizing happiness').

And it seems possible that you are seeking something that is kind of like what other people mean by God, specifically I get this from your 'if there is not an objecively valid proper ultimate goal, then life has no meaning' and your willingness to 'step outside the causal chain' and your concern with suffering; these all remind me of talk about God.  The suffering of sentient beings has a Buddhist flavor.

So maybe our disagreement has to do with you being able to believe in this God-type idea, and me not. Could this be it?

If Aristole's argument exists on the net and you send me a pointer, I will read, then reply.

I was writing elliptically and did not flesh out my paragraph about suffering.  The elliptical conclusion to that paragraph: most people believe it is an intrinsic good to ameliorate suffering, but my position is that amelioration of suffering is only an instrumental good. The Earth has seen 100s of millions of years of suffering.  What is it about the physical structure of the Universe that makes 560,000,000 years of suffering followed by no more suffering a win and 560,001,000 years of suffering followed by no more suffering a loss?  (I believe that all intrinsic goods flow from the physical structure of the Universe.)  I can't see how preventing suffering is (even in part) the ultimate goal of existence.

In other words, the fact of suffering was decided long before we came into being and nothing we can do can alter that fact.

Warning! Necropost (for benefit of future readers)!

What is it about the physical structure of the Universe that makes 560,000,000 years of suffering followed by no more suffering a win and 560,001,000 years of suffering followed by no more suffering a loss? (I believe that all intrinsic goods flow from the physical structure of the Universe.)

In my other comment, I explain I believe the physical structure of the universe -  the structure of humans, in particular - has caused suffering to be an evil and happiness a good. Thus, the former minimizes the bad, which is closer to a win than any alternative.

This may be worth pointing out. If you know of one person who is a perfectionist and others who aren't, you may have the tendency of thinking that the perfectionistic person is unhappy due to their perfectionism. In reality the person may be unhappy for other or diverse reasons, and you're projecting the perfectionism as the reason because you perceive that you would be unhappy if you had such a level of self-analysis. You may have also been right that this person is unhappy to a significant degree from the perfectionism, but that doesn't necessarily mean that being less perfectionistic would help them. They may be equally miserable and come to find out that they needed to manage their high drives better. The conclusion to all of this is that it is irrelevent to comment upon the causal relationship between level of perfectionism and level of happiness in other people, especially since these ideas are gross oversimplifications of the concepts they represent. Having said all of that, I would like to add my two cents that I think there is a strong determinant of how satisfied we are with our existence coming from how we evaluate ourselves compared to others. Along that thinking, if a person wants to be happier, he or she should try to find ways to surpass others in all ways. The article astutely points out that there is an egalitarian bias against this desire and I would point out that this bias has been on the rise over the last ten years. Never have I seen a time that it was considered as undesirable to dominate others and have them know that you are better than them. That's what human life is really all about.

Hunter-gatherer tribes are usually highly egalitarian (at least if you're male)—the all-powerful tribal chieftain is found mostly in agricultural societies, rarely in the ancestral environment.  Among most hunter-gatherer tribes, a hunter who brings in a spectacular kill will carefully downplay the accomplishment to avoid envy.

This seems like a really, really important question of fact, because it bears on to what extent we can construct societies where everyone is happy. I lean towards the idea that we're wired for non egalitarianism, that we need other people below us to be happy. Not sure though. Any citations?

If "pursuing happiness" is an incentive for modern societies, pursuing something else - improving oneself I suppose - would become an incentive when most of population have achieved "happiness" (and misery should present itself to the world with a brave new meaning?). To my perception, that is, tsuyoku implies "always pursuing" while happiness achievement implies an end of the line. 

Interesting connotation. "Below us" implies we' re already there, and by some sense of altruism we desire unhappy people to be happy? Or is it a different classification?

But what if this resolve to always be stronger gets one to be overstrained, and end up in depression? Is there not an upper limit to motivation? Or is depression just manifested by doing it the wrong way?

I think it depends on the motivation. If you're trying to become stronger by following shoulds/oughts (ie: external motivation), you'll most likely burnout and may (incorrectly) assign the blame to yourself. 

Example: let's say you're trying to lose weight. If the motivation for doing so is because you feel you ought to be healthy or to try to gain the approval of others, then you'll most likely fail. Try to remember previous times in which you attempted to achieve something with the use of external motivation. Did you succeed then? If not, why not? 

Let's compare that example with being internally motivated to lose weight. What first has to be asked genuinely is: why exactly do you want to lose weight? Let's say you love the taste of food and believe only unhealthy food tastes great. Then exposure to a healthy-eating cooking class may help you realize that eating healthy is not a substitute for eating great-tasting food. Finding the right motivation is dependent upon being exposed to the right information that is unique to your situation. If the desire to change is not genuine, then you'll never become stronger. So yes, I agree with you that "depression [is] manifested by doing it the wrong way."



Guardians of the Truth

The criticism is sometimes leveled against rationalists:  "The Inquisition thought they had the truth!  Clearly this 'truth' business is dangerous."

There are many obvious responses, such as "If you think that possessing the truth would license you to torture and kill, you're making a mistake that has nothing to do with epistemology."  Or, "So that historical statement you just made about the Inquisition—is it true?"

Reversed stupidity is not intelligence:  "If your current computer stops working, you can't conclude that everything about the current system is wrong and that you need a new system without an AMD processor, an ATI video card... even though your current system has all these things and it doesn't work.  Maybe you just need a new power cord."  To arrive at a poor conclusion requires only one wrong step, not every step wrong.  The Inquisitors believed that 2 + 2 = 4, but that wasn't the source of their madness.  Maybe epistemological realism wasn't the problem either?

It does seem plausible that if the Inquisition had been made up of relativists, professing that nothing was true and nothing mattered, they would have mustered less enthusiasm for their torture.  They would also have had been less enthusiastic if lobotomized.  I think that's a fair analogy.

And yet... I think the Inquisition's attitude toward truth played a role.  The Inquisition believed that there was such a thing as truth, and that it was important; well, likewise Richard Feynman.  But the Inquisitors were not Truth-Seekers.  They were Truth-Guardians.

I once read an argument (can't find source) that a key component of a zeitgeist is whether it locates its ideals in its future or its past.  Nearly all cultures before the Enlightenment believed in a Fall from Grace—that things had once been perfect in the distant past, but then catastrophe had struck, and everything had slowly run downhill since then:

"In the age when life on Earth was full...  They loved each other and did not know that this was 'love of neighbor'. They deceived no one yet they did not know that they were 'men to be trusted'. They were reliable and did not know that this was 'good faith'. They lived freely together giving and taking, and did not know that they were generous. For this reason their deeds have not been narrated. They made no history."
        —The Way of Chuang Tzu, trans. Thomas Merton

The perfect age of the past, according to our best anthropological evidence, never existed.  But a culture that sees life running inexorably downward is very different from a culture in which you can reach unprecedented heights. 

(I say "culture", and not "society", because you can have more than one subculture in a society.)

You could say that the difference between e.g. Richard Feynman and the Inquisition was that the Inquisition believed they had truth, while Richard Feynman sought truth.  This isn't quite defensible, though, because there were undoubtedly some truths that Richard Feynman thought he had as well.  "The sky is blue," for example, or "2 + 2 = 4".

Yes, there are effectively certain truths of science.  General Relativity may be overturned by some future physics—albeit not in any way that predicts the Sun will orbit Jupiter; the new theory must steal the successful predictions of the old theory, not contradict them.  But evolutionary theory takes place on a higher level of organization than atoms, and nothing we discover about quarks is going to throw out Darwinism, or the cell theory of biology, or the atomic theory of chemistry, or a hundred other brilliant innovations whose truth is now established beyond reasonable doubt.

Are these "absolute truths"?  Not in the sense of possessing a probability of literally 1.0.  But they are cases where science basically thinks it's got the truth.

And yet scientists don't torture people who question the atomic theory of chemistry.  Why not?  Because they don't believe that certainty licenses torture?  Well, yes, that's the surface difference; but why don't scientists believe this?

Because chemistry asserts no supernatural penalty of eternal torture for disbelieving in the atomic theory of chemistry?  But again we recurse and ask the question, "Why?"  Why don't chemists believe that you go to hell if you disbelieve in the atomic theory?

Because journals won't publish your paper until you get a solid experimental observation of Hell?  But all too many scientists can suppress their skeptical reflex at will.  Why don't chemists have a private cult which argues that nonchemists go to hell, given that many are Christians anyway?

Questions like that don't have neat single-factor answers.  But I would argue that one of the factors has to do with assuming a defensive posture toward the truth, versus a productive posture toward the truth.

When you are the Guardian of the Truth, you've got nothing useful to contribute to the Truth but your guardianship of it.  When you're trying to win the Nobel Prize in chemistry by discovering the next benzene or buckyball, someone who challenges the atomic theory isn't so much a threat to your worldview as a waste of your time.

When you are a Guardian of the Truth, all you can do is try to stave off the inevitable slide into entropy by zapping anything that departs from the Truth.  If there's some way to pump against entropy, generate new true beliefs along with a little waste heat, that same pump can keep the truth alive without secret police.  In chemistry you can replicate experiments and see for yourself—and that keeps the precious truth alive without need of violence.

And it's not such a terrible threat if we make one mistake somewhere—end up believing a little untruth for a little while—because tomorrow we can recover the lost ground.

But this whole trick only works because the experimental method is a "criterion of goodness" which is not a mere "criterion of comparison".  Because experiments can recover the truth without need of authority, they can also override authority and create new true beliefs where none existed before.

Where there are criteria of goodness that are not criteria of comparison, there can exist changes which are improvements, rather than threats.  Where there are only criteria of comparison, where there's no way to move past authority, there's also no way to resolve a disagreement between authorities.  Except extermination.  The bigger guns win.

I don't mean to provide a grand overarching single-factor view of history.  I do mean to point out a deep psychological difference between seeing your grand cause in life as protecting, guarding, preserving, versus discovering, creating, improving.  Does the "up" direction of time point to the past or the future?  It's a distinction that shades everything, casts tendrils everywhere.

This is why I've always insisted, for example, that if you're going to start talking about "AI ethics", you had better be talking about how you are going to improve on the current situation using AI, rather than just keeping various things from going wrong.  Once you adopt criteria of mere comparison, you start losing track of your ideals—lose sight of wrong and right, and start seeing simply "different" and "same".

I would also argue that this basic psychological difference is one of the reasons why an academic field that stops making active progress tends to turn mean.  (At least by the refined standards of science.  Reputational assassination is tame by historical standards; most defensive-posture belief systems went for the real thing.)  If major shakeups don't arrive often enough to regularly promote young scientists based on merit rather than conformity, the field stops resisting the standard degeneration into authority.  When there's not many discoveries being made, there's nothing left to do all day but witch-hunt the heretics.

To get the best mental health benefits of the discover/create/improve posture, you've got to actually be making progress, not just hoping for it.

"What is true, and valid, does not require defense." -- Diane Duane

The Inquisitors were not Truth-Guardians.  They were Doctrine-Guardians.  That is a very different matter.  Truth does not require guarding.  Doctrines often do.

It's amusing to see 'criterion of goodness' as a simile for 'criterion of correctness'.   The Inquisition believed they were both 'correct' and 'good'.   In torturing you, they were saving your soul, which was, for them, the ultimate in Utility.  So, in calculating utility, beware of your assumptions.

nothing we discover about quarks is going to throw out Darwinism

Hah, tell that to the people who say "Darwinism" is based on a "debunked deterministic metaphysics".

Doesn't it, though? If a minority that happens to know a truth, but they all keep quiet about it, what's to keep the masses from remaining ignorant indefinitely? Of course (tautologically) the truth will still be true whether or not anyone knows it, but I get the sense that you were implying something less trivial.

If the masses don't want to invest in learning the truth, then they won't learn it, but you'd need some extremely totalitarian guarding to prevent that. However if the truth happens to permit you to achieve useful things in a subject, then that is leverage that can be used to inspire some part of the masses to learn it.

In my experience, loudly proclaiming an unfamiliar truth is one of the best ways to keep people ignorant.

The only sorts of knowledge that need to be protected and preserved are the ones that involve contingency:  biodiversity, history, paleontology and archeology, etc. can all be harmed if their data is lost.  Undying truths can always be rediscovered no matter how many times they're lost.

When nearby (in idea space) nodes encounter an unfamiliar truth, that unfamiliar truth attracts new adherents, mostly early-adopters. Those early adopters will be few if the truth is obviously crazy or "losing." Once early adopters grow to a "viable network" threshold, they are adopted more easily, by conformists. Such unfamiliar truths, following this progression, do not remain unfamiliar long.

This is how popular untruths come into being, often with force at their core. Such popular untruths then "max out" at a certain high percentage, and rationalists either fight against them, or ignore them. Some popular untruths then proceed to kill all the rationalists, delaying progress. ( When Lilburne, Walwin, and Overton died, there weren't really any equals to follow them, but the Quakers took their principles to the USA. Progress fell behind in England, but it continued in new networks.)

There may be limits to the types of truths that a majority can hold onto, given the random distribution of sociopaths and conformists. The sociopaths tend to capture conformist networks and put them to use/servitude. This is the nature of most of the planet's surface right now, to some large extent. In this case, the majority won't rediscover the truth, but the minority never lost it.

When you speak of "guardians of truth" I hear "guardians of social order." I don't think the Inquisition thought of truth in epistemic terms, the way we do. They thought of "truth" as the order of the world that was under constant assault by dark forces.

Truth guardianship in science might be understood as defending Kuhnian "normal science" from assault by people outside of the dominant paradigm; or perhaps the process of indoctrinating new scientists in the accepted norms of that paradigm.

Kary Mullis talks about this, in his Nobel Prize acceptance speech:
http://www.nobelprize.org/nobel_prizes/chemistry/laureates/1993/mullis-lecture.html

The perfect age of the past, according to our best anthropological evidence, never existed.

Minor point: in defense of the esteemed Taoist, I would argue Chuang Tzu was speaking of the time humans were small groups of hunter-gatherers.  Based on my understanding of Jared Diamond's "Agriculture: the worst mistake in the history of the human race".

Back on the point of your post.  I am not ashamed to say I listen to Zig Ziglar tapes (I probably should be).  His folksy way of putting it is "Do you want to be a learner, or learned?"  With "learned" implying that you have mastered a system of thought perfectly suited for a receding past.

I would argue Chuang Tzu was speaking of the time humans were small groups of hunter-gatherers.

Small groups of hunter-gatherers were only nice to each other within the group. I would much rather live in a world where it's accepted to lie to your neighbor than one where it's accepted to murder someone who isn't.

Hunter-gatherers also resorted to murder in-group too.

Did Chuang Tzu know that much about the ancient history of humans, really?

I just put up a series of posts about Merton that I think you’d enjoy at:

If you believe in G-d then you believe in a being that can change reality just by willing it. So therefore you believe it's possible for consciousness to change/control existence.

So that could explain why Guardians fear too many non-believers: they feel threatened by what they perceive as the power of other people's consciousness. They fear that if there are too many non-believers that it might change the truth somehow.

But scientists (Seekers) know that reality is what it is regardless of what other people think, so they don't ascribe so much power to their fellow beings, and therefore don't feel as threatened by them.

Christians believe that God doesn't change reality just by willing it. No one really knows how he supposedly created the universe. The theory is that Jesus doesn't perform miracles by bending the laws of nature. I'll explain: Potassium + water = big explosion. But if you added something to the water or to the potassium, you could keep it from exploding. So, on earth, nothing ever happens to water that will turn it into wine. But if God exerted a supernatual force on it, it would, without bending the laws of nature. The idea is that the laws of nature incorporate supernatual meddling, but these are laws that we may never discover because we can't meddle with things supernatualy. God doesn't change reality. And anyways, the Guardians thought that God was all-powerful, and that humans weren't, so I'm not even sure they're thoughts went down that road.

Presumably God, if He exists, implements this by having a Universe that's inherently stochastic. :)

If stochastic means what I think it means (random) then yup! Water + divine intervention = wine. But it had to be weird to attract people's attention. Or there's something about the universe that would make sense of all this that we don't know yet. O_o

If you believe in G-d then you believe in a being that can change reality just by willing it

OK, so by that definition...if you instead believe in a perfect rationalist that has achieved immortality, lived longer than we can meaningfully express, and now operates technology that is sufficiently advanced to be indistinguishable from magic, including being involved in the formation of planets, then - what label should you use instead of 'G-d'?

Khepri Prime, if the sequel to "Worm" goes the way I hope. More seriously, I don't believe any of that, and physics sadly appears to make some of it impossible even in the far future. Most of us would balk at that first word, "perfect," citing logical impossibility results and their relation to idealized induction. So your question makes you seem - let us say disconnected from the discussion. Would you happen to be assuming we reject theism because we see it as low status, and not because there aren't any gods?

"Would you happen to be assuming we reject theism..."

Some LWers reject theism because they see it as low status, some for better reasons, and some do not reject it.

I do have an opinion on your personal motivations as opposed to those of other LWers, but it would be obviously unproductive to give it. So it is also an unproductive question.

I'd probably have to invent a name for it.  Or I might use the term "godlike being", implying that the being has some, but not all, characteristics in common with what people think of as God.

There's "demigod" or if you like the Eastern flavour, "bodhisattva".

"Undying truths can always be rediscovered no matter how many times they're lost."

At potentially prohibitive expense. Can you imagine trying to start physics over again, from the beginning?

It feels to me like the cost would be roughly proportional to how much is lost. Or maybe quadratic or something in how much is lost.

Like on the margin we probably regularly lose and rediscover unimportant physical discoveries, because it's just too expensive to keep track of them. If there was some very important law that was magically lost with nothing else changed, then it would probably not take very long to stitch it together from context and observations.

But these observations would be based on advanced measurement devices that have been constructed in part using knowledge from physics, and the other context would also to a great extent be knowledge in physics.

If everything was missing - physics knowledge, measurement devices, even people who knew what could in theory be achieved - then yeah, that does seem prohibitively expensive to restore.

But that also seems to imply a very extreme case. Like with that much regress, having someone around to guard the truth probably isn't sufficient to preserve it, instead it more seems like a societal destruction thing that needs to be averted. If society could continually identify and fix problems then this probably wouldn't happen at all.

The greatest expense would be time.  Trying to rediscover a science, from the beginning, in one or a handful of generations would require crushing amounts of money and work.  If any science is ever so thoroughly lost, it would be hopeless to expect it to be retrieved so rapidly - it could only be a long-term project.

I don't think it would be too bad, though.  Look at how rapidly science has developed since the end of the Dark Ages.

If we instantly forgot everything known about gravity, and even forgot calculus, but we kept the existing economic infrastructure of science and math - computers, professional mathematicians of roughly equivalent skill level who happen not to know calculus, billions of dollars a year in R&D funding, etc. - then calculus would be discovered in a month (though it wouldn't be rigorous), Newton's laws a week later, and Einstein's general relativity before the year was out.  That's seriously my best estimate for how long it would take.

I once read an argument (can't find source)
that a key component of a zeitgeist is whether it locates
its ideals in its future or its past.

David Brin has written about this in his discussions of
Star Wars (here
and here)
and Lord of
the Rings.

Beaten to the punch on Brin. Mencius Moldbug provides an interesting contrast on the ideal of "progress", though I can't decide on a specific post to single out.

Regarding the Inquisition, there are some who claim that that our conception of it is the result of the same sort of Protestant "black legend" type propaganda that causes us to think of Gustavus Adolphus as a hero but Wallenstein as a villain. Don't know myself, but I find the idea interesting.

an academic field that stops making active progress tends to turn mean.
Which ones were you thinking of? I know you don't want to upset people here, but you seem to be making a claim without providing any evidence. Lysenkoism, perhaps?

The Inquisitors were not Truth-Guardians. They were Doctrine-Guardians. That is a very different matter. Truth does not require guarding. Doctrines often do.
I thought that was what made a doctrine a doctrine. At any rate, since the Inquisitors believed it was true, I don't have a problem calling them Truth-Guardians.

Prediction markets are a great way to turn the tables in favor of seekers vs guardians. The guardians will bankrupt themselves trying to keep the "correct" beliefs high in price while the seekers will advantageously extract more and more money from them.

Eliezer, can we get some confidence intervals on those time estimations? If nothing else, I'd like to know what your thought process is about what would go into rediscovering calculus in a month.

I'd like to know what his thought processes are on a disaster that could wipe out all hardcopy and memories of a subject, but leave the research infrastructure intact.

"The Inquisition thought they had the truth!  Clearly this 'truth' business is dangerous."

The Inquisition was not that unusual. Religious and political loyalties tended to be quite entwined, so most states discriminated against believers in the wrong religion, sometimes banning such religions entirely. This naturally led to people carrying on the old (or new) beliefs in secret.

So the Inquisition was empowered to go looking for those secret heretics.

There were large, bloody and religiously inspired wars in Britain, France and Germany, to name but three.

There were none in Spain or Portugal, so perhaps the Inquisition did more good than you think.

This website kinda beats up on Christianity a lot . . . I'm sure that there are plenty of other influental religions to bang on . . . 

Sure, but Shinto doesn't get so pushy about boneheaded cosmological claims. Mostly they just dance. Where's the fun in arguing with that?

Well, they do charge for purification rituals and so on (modern Shinto shrines are basically businesses, they have to get their money somewhere,) but I don't think anyone on this site has ever felt pressured to pay for their services. 

Making a living by performing standardized services for money on the open market is pretty much the opposite of the sort of thought and behavior this site tends to "bang on."

Well, we've got a lot of libertarian and libertarian-leaning members, but I think a lot of people here are also not so hot on businesses like, say, homeopathy, which provide goods or services on the presumption that they do something that they actually don't.

How is this "beating up on Christianity"? Pseudonymous is saying that the Inquisition - the main counterargument to the claim that Christianity is good for society - was actually justified. That seems like defending Christianity to me.

Is there any evidence that he was?  How would he have had knowledge of hunter-gatherer tribes?  This sounds suspiciously like over-fitting.

Perhaps the difference between the Inquisition and Feynman is that science specifically claims it has nothing to say about morality, so it can't justify killing anyone in its name.

Science has much to say about morality. It can say which morals different groups of people have, what are probable causes for morals, and which morals are useful on an gene|individual|group|society|planet level.

which morals are useful on an gene|individual|group|society|planet level

On your view, does science have anything to say about the probable causes for gastric enzymes, eyeballs, or toenails?

I think it's easier to go deeper yet simpler. I would say that this is close, but still missing
"Questions like that don't have neat single-factor answers.  But I would argue that one of the factors has to do with assuming a defensive posture toward the truth, versus a productive posture toward the truth."

and: "When people connect their personal value and self-esteem to a given belief they're prone to persecute anyone claiming that given belief to be false, since they see that claim as undermining their reason to exist".

Or more plainly: Debates become existential struggles for some people, because they ultimately do not separate themselves from their believes and opinions. Hence they react extremely strongly to any perceived threat to their belief or opinion; occasionally as strongly (or stronger) than had their physical person been threatened with extinction.

I think you have just captured the essence of what makes the Enlightenment culture different from all the others. It's also why people who aren't yet quite sold on the Enlightenment project have so much trouble understanding us; they are used to harkening back to the "good old days", and when we tell them, "No, the past was terrible; you'd die of malaria or get burned at the stake" they don't understand. They think we have no values, because we have no authorities on value. They think we don't believe in truth because we locate the truth in the future instead of the past. 

(It doesn't help that there are moral relativists who actually say things like "There is no such thing as truth" and "anyone's values are as good as anyone else's". Maybe we should be spending more time refuting and repudiating such people.)

I even see this among people who mostly accept the basic ideals of rationality and science; they do things like quote Thomas Jefferson as if Jefferson were one of the ancient prophets who knew all the deep truths we have since forgotten. The man owned slaves! He was right about a lot of things, but also wrong about a lot of other things; you should be quoting him only to talk about his ideas, not yours. Similar things happen when people harken back to the US Constitution, or the writings of Ayn Rand. It's not even that wrong---it's surely better than the Bible or the Qur'an---but you're missing the whole point if you hold up a chunk of cellulose and say it's the truth. You should be pointing outside, at the world.

I think someone is failing to consider that sometimes truth gets mixed with politics. When truth and politics mix, it suddenly becomes very significant whether other people accept your truth or not. People become not just wrong, but enemy. Can this concept be dis-entwined from the concept of authoritarian guardianship of non-recoverable truth?

For example, I would say that Democrats are supposed to be forward-looking and in favor of knowledge and science, yet I'm quite sure that many Democrats would be opposed to scientific studies that show ineffectiveness of one of their social programs.

I forget where I saw this (might actually have been elsewhere on LW?), but I encountered the idea that a component of the backward-reverent ages was the Roman Empire.  When your civilization is built on the remnants of Roman roads that are better than anything you can make, it's forgivable to view the world as having fallen from grace.

There is not one "truth value" in any person. Every person is a network of truth values, on all different subjects. Some are closely linked to one another, others not. Every truth exists in a hierarchy of importance.

Most people have crude heuristics. Other people (like Kurzweil, Freitas, Drexler) have well-developed hierarchies of importance, relationships, accuracy, relevance to other subjects, etc.

Any time my networked truth values,  as nodes, exchange information with reality, they can be altered, updated, or solidified, based on the input, and output back to the message sender. The more communication, the more the true pattern of reality is reflected in my network, to the extent I am intelligent.

The unintelligent have little choice but to defend the limited truth they comprehend. If they properly perceive the morality of the domain they are considering, and it is a moral domain, they are obligated to defend it. This is why Penn Jilette doesn't mind preaching directed at him: he prefers honest to accuracy. If people think he's damned unless he accepts Jesus, he says he'd be upset if people didn't debate the issue with him.

I'd be annoyed, but I see his point: The domain of the truth you believe, and the amount of difference in others in your environment determines how useful you judge the truth to be. Your value judgment of your message informs others' receipt of your message. They then let you know whether they think your value judgment is accurate.

So long as force is disallowed, this is the optimum, even if it doesn't seem so to dispassionate rationalists.

After all, I might be critical of radical Islamists on their way to shoot up cartoonists. If he vociferously sends out the idea that apostates or infidels should be killed (because otherwise he believes his world would end, or whatever) then I have a lot to be thankful for. I may have my hand on my pistol, but I tell him he's 100% full of shit, and counter his claims with logic. Maybe the logic convinces him, but even if it doesn't the value judgment he's given me has informed me that I'm in a dangerous situation.

The same rules apply to the highly intelligent, but there will be less vociferous communication from them. Why? Because getting into vociferous communications with people isn't smart, unless a meteorite is headed for your city. There's no reason to get agitated, in most conversations.

So the lunatics send out more vociferous communications. OK, got it. We're used to them. But that's also useful, because the more lunatics there are, the more they're identified, and the more we can assess the health of society: It either creates a lot of lunatics who have occasion to be loud and boisterous, or it creates very few. In either case, them being honest is overall good for society, even though we don't want to hear them.

...And occasionally, there's a Kary Mullis who gets called a lunatic, but whose excellent vociferously-communicated ideas are at least equal to his crazy ones. So long as he can't impose his crazy ones on anyone with violence, the presence of his ranting is purely benevolent.

Moreover, let's say that western civilization breaks down, and we're all subjugated to Islam (or Christianity, etc.). Well, then perhaps the central nodes upon which the others rest, the ones that have been very solidified by feedback and experience, take over. Then, it's time for retaliatory force.

The truth nodes that are "protective" should deal with force. But those nodes should be very few, very small, and never used in normal situations.

Moreover: It's not useful to hunt the heretics, but it is useful to send out messages that present an alternate truth. There's no reason to "go negative" unless you're asked about the truth. Then, sure, speak the truth, reveal that you believe that "idea X" is a crazy idea, from a damaged brain, and that you're happy to debate "idea X". The willingness to put mutually-exclusive ideas into conflict with one another is another core node of western civilization, and science itself.



Guardians of Ayn Rand

"For skeptics, the idea that reason can lead to a cult is absurd.  The characteristics of a cult are 180 degrees out of phase with reason.  But as I will demonstrate, not only can it happen, it has happened, and to a group that would have to be considered the unlikeliest cult in history.  It is a lesson in what happens when the truth becomes more important than the search for truth..."
                 —Michael Shermer, "The Unlikeliest Cult in History"

I think Michael Shermer is over-explaining Objectivism.  I'll get around to amplifying on that.

Ayn Rand's novels glorify technology, capitalism, individual defiance of the System, limited government, private property, selfishness. Her ultimate fictional hero, John Galt, was <SPOILER>a scientist who invented a new form of cheap renewable energy; but then refuses to give it to the world since the profits will only be stolen to prop up corrupt governments.</SPOILER>

And then—somehow—it all turned into a moral and philosophical "closed system" with Ayn Rand at the center.  The term "closed system" is not my own accusation; it's the term the Ayn Rand Institute uses to describe Objectivism.  Objectivism is defined by the works of Ayn Rand.  Now that Rand is dead, Objectivism is closed.  If you disagree with Rand's works in any respect, you cannot be an Objectivist.

Max Gluckman once said:  "A science is any discipline in which the fool of this generation can go beyond the point reached by the genius of the last generation."  Science moves forward by slaying its heroes, as Newton fell to Einstein.  Every young physicist dreams of being the new champion that future physicists will dream of dethroning.

Ayn Rand's philosophical idol was Aristotle.  Now maybe Aristotle was a hot young math talent 2350 years ago, but math has made noticeable progress since his day.  Bayesian probability theory is the quantitative logic of which Aristotle's qualitative logic is a special case; but there's no sign that Ayn Rand knew about Bayesian probability theory when she wrote her magnum opus, Atlas Shrugged.  Rand wrote about "rationality", yet failed to familiarize herself with the modern research in heuristics and biases.  How can anyone claim to be a master rationalist, yet know nothing of such elementary subjects?

"Wait a minute," objects the reader, "that's not quite fair!  Atlas Shrugged was published in 1957!  Practically nobody knew about Bayes back then."  Bah.  Next you'll tell me that Ayn Rand died in 1982, and had no chance to read Judgment Under Uncertainty: Heuristics and Biases, which was published that same year.

Science isn't fair.  That's sorta the point.  An aspiring rationalist in 2007 starts with a huge advantage over an aspiring rationalist in 1957.  It's how we know that progress has occurred.

To me the thought of voluntarily embracing a system explicitly tied to the beliefs of one human being, who's dead, falls somewhere between the silly and the suicidal.  A computer isn't five years old before it's obsolete.

The vibrance that Rand admired in science, in commerce, in every railroad that replaced a horse-and-buggy route, in every skyscraper built with new architecture—it all comes from the principle of surpassing the ancient masters. How can there be science, if the most knowledgeable scientist there will ever be, has already lived?  Who would raise the New York skyline that Rand admired so, if the tallest building that would ever exist, had already been built?

And yet Ayn Rand acknowledged no superior, in the past, or in the future yet to come.  Rand, who began in admiring reason and individuality, ended by ostracizing anyone who dared contradict her.  Shermer: "[Barbara] Branden recalled an evening when a friend of Rand's remarked that he enjoyed the music of Richard Strauss.  'When he left at the end of the evening, Ayn said, in a reaction becoming increasingly typical, 'Now I understand why he and I can never be real soulmates.  The distance in our sense of life is too great.'  Often she did not wait until a friend had left to make such remarks."

Rand grew up in Russia, and witnessed the Bolshevik revolution firsthand.  She was granted a visa to visit American relatives at the age of 21, and she never returned.  It's easy to hate authoritarianism when you're the victim.  It's easy to champion the freedom of the individual, when you are yourself the oppressed.

It takes a much stronger constitution to fear authority when you have the power.  When people are looking to you for answers, it's harder to say "What the hell do I know about music? I'm a writer, not a composer," or "It's hard to see how liking a piece of music can be untrue."

When you're the one crushing those who dare offend you, the exercise of power somehow seems much more justifiable than when you're the one being crushed.  All sorts of excellent justifications somehow leap to mind.

Michael Shermer goes into detail on how he thinks that Rand's philosophy ended up descending into cultishness.  In particular, Shermer says (it seems) that Objectivism failed because Rand thought that certainty was possible, while science is never certain.  I can't back Shermer on that one.  The atomic theory of chemistry is pretty damned certain.  But chemists haven't become a cult.

Actually, I think Shermer's falling prey to correspondence bias by supposing that there's any particular correlation between Rand's philosophy and the way her followers formed a cult.  Every cause wants to be a cult.

Ayn Rand fled the Soviet Union, wrote a book about individualism that a lot of people liked, got plenty of compliments, and formed a coterie of admirers. Her admirers found nicer and nicer things to say about her (happy death spiral), and she enjoyed it too much to tell them to shut up.  She found herself with the power to crush those of whom she disapproved, and she didn't resist the temptation of power.

Ayn Rand and Nathaniel Branden carried on a secret extramarital affair.  (With permission from both their spouses, which counts for a lot in my view.  If you want to turn that into a "problem", you have to specify that the spouses were unhappy—and then it's still not a matter for outsiders.)  When Branden was revealed to have "cheated" on Rand with yet another woman, Rand flew into a fury and excommunicated him.  Many Objectivists broke away when news of the affair became public.

Who stayed with Rand, rather than following Branden, or leaving Objectivism altogether?  Her strongest supporters.  Who departed?  The previous voices of moderation.  (Evaporative cooling of group beliefs.)  Ever after, Rand's grip over her remaining coterie was absolute, and no questioning was allowed.

The only extraordinary thing about the whole business, is how ordinary it was.

You might think that a belief system which praised "reason" and "rationality" and "individualism" would have gained some kind of special immunity, somehow...?

It worked around as well as putting a sign saying "Cold" on a refrigerator that wasn't plugged in.

The active effort required to resist the slide into entropy wasn't there, and decay inevitably followed.

And if you call that the "unlikeliest cult in history", you're just calling reality nasty names.

Let that be a lesson to all of us:  Praising "rationality" counts for nothing.  Even saying "You must justify your beliefs through Reason, not by agreeing with the Great Leader" just runs a little automatic program that takes whatever the Great Leader says and generates a justification that your fellow followers will view as Reason-able.

So where is the true art of rationality to be found?  Studying up on the math of probability theory and decision theory.  Absorbing the cognitive sciences like evolutionary psychology, or heuristics and biases.  Reading history books...

"Study science, not just me!" is probably the most important piece of advice Ayn Rand should've given her followers and didn't.  There's no one human being who ever lived, whose shoulders were broad enough to bear all the weight of a true science with many contributors.

It's noteworthy, I think, that Ayn Rand's fictional heroes were architects and engineers; John Galt, her ultimate, was a physicist; and yet Ayn Rand herself wasn't a great scientist.  As far as I know, she wasn't particularly good at math.  She could not aspire to rival her own heroes.  Maybe that's why she began to lose track of Tsuyoku Naritai.

Now me, y'know, I admire Francis Bacon's audacity, but I retain my ability to bashfully confess, "If I could go back in time, and somehow make Francis Bacon understand the problem I'm currently working on, his eyeballs would pop out of their sockets like champagne corks and explode."

I admire Newton's accomplishments.  But my attitude toward a woman's right to vote, bars me from accepting Newton as a moral paragon. Just as my knowledge of Bayesian probability bars me from viewing Newton as the ultimate unbeatable source of mathematical knowledge. And my knowledge of Special Relativity, paltry and little-used though it may be, bars me from viewing Newton as the ultimate authority on physics.

Newton couldn't realistically have discovered any of the ideas I'm lording over him—but progress isn't fair!  That's the point!

Science has heroes, but no gods.  The great Names are not our superiors, or even our rivals, they are passed milestones on our road; and the most important milestone is the hero yet to come.

To be one more milestone in humanity's road is the best that can be said of anyone; but this seemed too lowly to please Ayn Rand.  And that is how she became a mere Ultimate Prophet.

Eliezer: "As far as I know, [Rand] wasn't particularly good at math."

A relevant passage from Barbara Branden's biography of Rand:

"The subject [Rand] most enjoyed during her high school years, the one subject of which she never tired, was mathematics. 'My mathematics teacher was delighted with me. When I graduated, he said, "It will be a crime if you don't go into mathematics." I said only, "That's not enough of a career." I felt that it was too abstract, it had nothing to do with real life. I loved it, but I didn't intend to be an engineer or to go into any applied profession, and to study mathematics as such seemed too ivory tower, too purposeless---and I would say so today.' Mathematics, she thought, was a method. Like logic, it was an invaluable tool, but it was a means to an end, not an end in itself. She wanted an activity that, while drawing on her theoretical capacity, would unite theory and its practical application. That desire was an essential element in the continuing appeal that fiction held for her: fiction made possible the integration of wide abstract principles and their direct expression in and application to man's life." (Barbara Branden, The Passion of Ayn Rand, page 35 of my edition)

I would note that high school math isn't really "math". 
At least I don't think of it that way.
Maybe that's because I'm a "rare case": really good at math (though not super good like some people here) - 36 on math ACT, AIME qualifier - and then not at all exceptionally good at college math. It could have been psychological factors: maybe if I studied linear algebra now I'd understand it just fine (in fact, I suspect I would). That's just the justification for my observation is all.

From the impression I get from my acquaintances who grew up in the USSR, high school math over there was considerably more advanced than what passes as 'math' in most of North America's school system, and included linear algebra and calculus. I don't know if this is still the case.

And that's why people should follow Saint Max instead.

But, how can a set of ideas be a closed system? It's ridiculous. If someone were to tell me that Objectivism is closed, I would say, Ha! I just reopened it. Ha! Try and stop me from calling myself an Objectivist if I feel like it! Oh, they can trademark it, I supposed, but if they do, I could rename my system as Reasonablism and explain it as an improved form of what-Ayn-Rand-was-talking-about.

A community of people can close itself off, but ideas are helpless to resist whatever buccaneering minds may prey upon them. This harkens to Buckminster Fuller's cry that "true wealth only increases", because true wealth is knowledge and knowledge is infinitely replicable and shareable.

But what if the source of much of your material in this essay on Ayn Rand's life is itself inaccurate and untrue? Another author--James Valliant--who wrote on Ayn Rand's life studied her private journals (that were unavailable to Barbara Branden and Nathaniel Brandon). According to him, the air of cultishness was initiated and encouraged by Nathaniel Brandon, who monitored all of Rand's guests, visitors, and letters, to ensure that they were not antagonistic to Rand. Apparently, all this was done without Rand's knowledge until much later she found out, including Branden's continued deception of her.

And of course, Eleizer has already quoted the scripture of the prophet Brian, who sayeth:

"Look. You've got it all wrong. You don't need to follow me. You don't need to follow anybody! You've got to think for yourselves. You're all individuals! You're all different! You've all got to work it out for yourselves!  Don't let anyone tell you what to do!" (Life of Brian, scene 19)

'...Marx wrote a letter to the French workers' leader [...], accusing them of "revolutionary phrase-mongering" and of denying the value of reformist struggles; "if that is Marxism" — paraphrasing what Marx wrote — "then I am not a Marxist".'

From Wiki. It must take a lot of balls to say 'you have strayed from my original Idea, I want none of this', and risk marginalisation. Much easier to just be the idol.

Regarding Shermer on science being uncertain: I listen to a lot of skeptics, and I think he's merely saying that science cannot be literally 100% absolute in its certainty.  Sure, a theory can explain all the existing evidence (known cases) and make accurate predictions its scope about unexamined cases. But empirical test of it can only ever approach 100% certainty and can never really achieve it.

But what if the source of much of your material in this essay on Ayn Rand's life is itself inaccurate and untrue? Another author--James Valliant--who wrote on Ayn Rand's life studied her private journals (that were unavailable to Barbara Branden and Nathaniel Brandon). According to him, the air of cultishness was initiated and encouraged by Nathaniel Brandon, who monitored all of Rand's guests, visitors, and letters, to ensure that they were not antagonistic to Rand.

A single anecdote should throw enough light on Rand's character to disprove this hypothesis.   The libertarian economist Murray Rothbard was for a time part of Rand's circle of friends.  But when Rand learned that Rothbard's wife was a Christian, she gave Rothbard six months to convert her to atheism, or else divorce her.  Rothbard of course did neither, and was, accordingly, excommunicated soon thereafter.

There is a world of difference between "pretty damned" and "completely".

The problem is not being willing to assign confidence values so close to one that our brains can no longer tell the difference.  The problem is doing so improperly.

I love the repeated metaphor of milestones, roads, and journeys.  Ah, progress!  The bliss that comes from the belief that the destination is known and inevitable!

On a lighter note, this sordid affair did give us the excellent term "randroid".

Interesting stuff about Rand, but about Aristotle, just to keep the history honest, although he was perfectly capable of making important contributions to the math of the day (plane geometry; not the logic that he, with characteristic immodesty, informs us he actually invented!)--think of his response to Zeno's paradox--Aristotle didn't view math (again, qua geometry) as being fundamental to the deepest understanding of the universe. That view was well known to him through Plato and the Pythagoreans, but Aristotle explicitly rejected it in favor of a scien... (read more)

Great post. You nailed my main issues with objectivism. I think the material is still worth reading. Rand considered herself a philosopher and seemed to feel there was a lot to be gained from telling her people to read more philosophy and broaden their horizons, but when it came to scientific works she never expresses much awareness of the "state of the art" of her time. In fact, her epistemology makes assumptions about the operation of the brain (in behavioralism and learning) that I'm not sure could be made correctly with the state of neuroscience and related disciplines at the time.

I think a better way of looking at established science is that it is completely certain, barring further information, and being willing/able to consider further, possibly contradictory information.

I don't really think confidence values are useful in the absence of knowledge of how complete your current knowledge of a domain actually is.

I do wonder if Rand was a sort of an evangelist in a sense for a more reasoned-out philosophy than what existed and maybe she thought something like, "Okay, this is good enough for now--now I'm going to go out and spread the word of this particular philosophy."  Certainty does have a certain rhetorical use, and if it persuades people away form a less reasonable approach, maybe it's worthwhile.  If we all sat around waiting for perfect knowledge before we started talking about our ideas, we'd never speak.

Not to say I necessarily endorse Rand's app... (read more)

Where is the spoiler warning for those of us in the midst of this epic novel.  I'd say more but I stopped reading at John Galt is...

People focus on the messenger more than on the message. Jesus preached individual freedom for which he was executed by the Authorities of the time. Now, dare I say, the majority of people who praise Jesus willingly empower the authority of their time to limit individual freedom, while at the same time preaching it.

We can argue that science proves that nothing is certain, but red and white blood cells keep you alive, and that's unlikely to change. We can't live at our current state of output if we didn't take this for granted. Thus, certainties exist at var... (read more)

I read Atlas this summer. It was hard going, but rewarding in the end. It made every other work of fiction I have read since seem easy. Ayn Rand's ideas are wonderfully different. They refreshed my thinking. However, I carried a 'cult warning' consciously in my head while reading and remembered it every time I had the urge to give up everything I owned and head to Colorado. In short, concerns about the cult of Ayn Rand put me off taking her as seriously as I might have otherwise done. (I'm not saying I would have gone to the gulch had I not had this proviso.)

I fear the word "cult" obscures many difficult issues.  I'm no fan of Rand-fandom, but I think it is important to identify as clearly as possible just what signs people within such a group could use to see they have a problem.  For example, "ostracizing anyone who dared contradict her" would seemingly apply to a great many, perhaps the majority, of ordinary human organizations.

Ah, but A is still A, no matter what any of you may say...  :-).

James Bach, the gates of ijtihad are forever closed with the death of her Randness!

"If any man shall add unto these things, God shall add unto him the plagues that are written in this book and if any man shall take away from the words of the book of this prophecy, God shall take away his part out of the book of life, and out of the holy city, and from the things which are written in this book."

Robin : "For example, "ostracizing anyone who dared contradict her" would seemingly apply to a great many, perhaps the majority, of ordinary human organizations." : Yes, but there is a difference between ostracizing = damning to the nethermost pits of hell with no hope of salvation and ostracizing = delaying your next pay increase by a couple of months.   i.e., the cult-dom-ness is contingent on the existential nature of the ostracization.

Sure, let's say we accept that Ayn Rand turned out to be a mega-bitch mad control freak in later life?

As an acquaintance of mine put it, "No, I'm sorry, Objectivism is not a theorem of the predicate calculus."

Ayn Rand was wrong in many regards - and her epistemology came after the definition for her philosophy, and should certainly be discounted as rationalization and little more - but any half-rational Objectivist will recognize that the philosophy should be regarded objectively, and her quite subjective views of personal values should be taken with a grain of salt.

Incidentally, if you're interested in her as a character, you may want to read We The Living (Which she herself described as a philosophical autobiography) - there are several hints scattered throughout it that she always had a love affair with power, that it was not merely something that she developed later in her life.

Nice essay but I think you'd benefit from studying the history of science a bit more.  Thomas Kuhn's view of paradigms overturning one another is not supported; since Kepler and Galileo it has been almost wholly cumulative.  You get can get Kepler's and Galileo's laws from Newton's and you can get Kepler's and Galileo's and Newton's from Einstein's; the surprises have largely been interpretive.  Most of the limitations of Galileo's and Newton's and Einstein's laws were known within the framework of those systems.  The sense in which the contemporaries of, say, Newton thought that the Newtonian system was "certain" was as a philosophical extension of his science: they thought the necessary extensions needed to address the problems would be broadly "Newtonian" in nature.  Theirs was a failure of speculation and not science.

The "revolutions" have only been from systems of folk belief (sometimes sophisticated derivatives like Aristotelian thought) to modern science.  Aristotle was not a mathematician of any sort or an experimentalist of any sort; that is, he was not in any way a scientist.  His system was subject to sophisticated extension by the Alexandri... (read more)

Studying up on the math of probability theory and decision theory.

Eliezer or anyone else, which books on these subjects are good for beginners?

I think people have a built-in instinct towards self-preservation. What sometimes happens though, is people love something so much, such as a novel, that it becomes an inseparable part of who they are. And that's when cultish behavior starts, because an attack on that idea becomes an attack on them personally. To find fault with that idea is to find fault with them.

Now one thing (not the only thing) that made Objectivism different from other philosophies was that the founder presented it, not as a dry collection of premises and conclusions in an academic j... (read more)

If you want to object to Objectivism (hah) you should do so by discussing the ideas themselves, perhaps by citing passages that highlight basic ideas of the theory. Details of Rand's personal life are irrelevant. Hug the query.

There is an interesting kernel of an idea here: how can one establish a self-renewing philosophy? How can an intellectual leader construct a set of principles which specifically allow for their own revision? Of course, this is very similar to the question of how one can construct a Friendly AI, and the question of how one can construct a Friendly government.

Some have said this essay is a poor, ad hominem criticism of Objectivism.  This isn't a criticism of Objectivism per se at all and isn't meant to be - it is intended to answer the question "how did a belief that ostensibly venerates reason and independent thought give rise to cult-like behaviour?"  Thus discussion of the merits of Objectivism itself don't address the question, while an account of Rand's life sheds a lot of light.

Studying Rand's life is unlikely to be particularly useful.  Studying the historical development of Objectivism as a group phenomenon is probably the most fruitful strategy.

I have noticed that people's beliefs about the nature of positive traits, either in general or specifically, has a great deal of influence on their behavior.  When virtues are something that you are, rather than the result of  how you act, people often stop bothering to act in the difficult and expensive ways necessary to maintain that virtue.

When virtues are internalized, and made part... (read more)

You might try Probability Theory: The Logic of Science by ET Jaynes, and Causality: Models, Reasoning, and Inference by Judea Pearl.

The case against those who see Objectivism as a closed system has been mounted within the ranks of Objectivists. Indeed, the very terms “open” and “closed” systems were coined in a published exchange I had with Leonard Peikoff in 1990, and the battle has been raging for years between the orthodox and the independent wings of the Objectivist movement. Fortunately, there are now many of us in the latter wing. Readers following this thread may be interested in my account of the issues, The Contested Legacy of Ayn Rand: Truth and Toleration in the Objectivist Movement (http://www.atlassociety.org/David%20Kelley%20-%20Truth%20and%20Toleration.pdf). Chapter 5 in particular points out the many ways in which the “closed-system” model contradicts the Objectivist epistemology (pp. 73-85 in the PDF file).

David Kelley, founder & senior fellow, The Atlas Society

The atomic theory of chemistry is pretty damned certain.

Is it fair to point out that they have split the atom?  I won't even bother mentioning QM.

Maybe you were the first to use the terms "open and closed systems" within Objectivist discourse and publications, but to claim that you "coined" them is utter nonsense.  They have been in widespread usage within systems theory and related fields for well over a half century in works by such people as von Bertalanffy and Vernadsky, some of this actually going back as far as the 1920s, if not earlier.  Please...

Just an aside, Rothbard and his coterie made fun of the Rand's cultishness (cf 'Mozart was a Red'), then promptly developed his own (big 'a') Austrian cult after splitting with Cato. Which goes to show recognizing the warning signs in others is no protection.

The atomic theory of chemistry is pretty damned certain.

I know I already made a comment about this, but I'm just so baffled by this statement that I am hoping for some clarification.  I mean, I'm pretty sure that this entry was not written before 1897, so it is fair to hold you to know that they discovered the electron.  I mean you can't really believe atomic theory of chemistry, let alone think it is pretty damned certain.  The theory has held in the 19th century before they discovered electrons, protons, quantum mechanics, E=mc2, quarks, and all that.

Do the words "atomic theory" have a single unambiguous meaning in the context you reply to?  Or do you know somehow (telepathy?) the precise referent the writer refers to by the words?

Come on, Mellway.  Search for a charitable interpretation of the writer's words.  Do not stop your search till you have found an interpretation of the words that makes the sentence non-foolish and non-false.

From hanging out at Mises it seems like Walter Block, Stephan Kinsella and Roderick Long are perfectly okay with criticizing Rothbard. I haven't read much from Hoppe so I don't know how he stacks up, but he definitely smacks of right-deviationism. I've heard Agorists claim that they're the only true Rothbardians though.

I suppose you could say that the important truth of atomic chemistry has not been substantively refuted: that there really are objects such as carbon "atoms," nitrogen "atoms," etc. the individual and relational qualities of which determine the natures of the substances they constitute.

In other words, there is no real alternate hypothesis to the above explanation of substances' tendency to combine in small whole-number ratios, only refinements of that hypothesis, or things thought to be physically prior.

I put a lot of weight on Lavoisier's definition of these atoms.  As I recall, he wrote something to the effect that whether or not these particles he was talking about are true atoms (in the original greek sense), they were indivisible to Lavoisier.  Subsequently, the term "atom" has simply meant those kinds of bodies.  If you assume that "atom" must always and only mean particles which are absolutely indivisible, then of course you will disagree, but I do not think the term was used exclusively that way, even among the 18th century chemists who worked out the theory's basics.

Is it just me or do others too notice that the quality of comments and dialog here is much higher than on most blogs?

Up the thread a piece, Vejay referred to a book called The Passion of Ayn Rand's Critics, by James Valliant.

Another author--James Valliant--who wrote on Ayn Rand's life studied her private journals (that were unavailable to Barbara Branden and Nathaniel Brandon [sic]). According to him, the air of cultishness was initiated and encouraged by Nathaniel Brandon, who monitored all of Rand's guests, visitors, and letters, to ensure that they were not antagonistic to Rand. Apparently, all this was done without Rand's knowledge until much later she found out, including Branden's continued deception of her.

In point of fact, Mr. Valliant's book is an unscholarly mess.

(1) Although his prime objective is to discredit The Passion of Ayn Rand by Barbara Branden, Mr. Valliant frequently  misquotes her book or imposes preposterous interpretations on what she said in it.  See, for instance, Neil Parille's meticulous dissection at< http://www.objectivistliving.com/forums/index.php?showtopic=4405&st=60>.

(2) Mr. Valliant insults his readers' intelligence by telling them that passages that he has just quoted from Ayn Rand's journals do not mean what anyone with a modicum of sens... (read more)

Is it just me or do others too notice that the quality of comments and dialog here is much higher than on most blogs?

It turns out that all the people who think otherwise have already left... :)  But I agree with you!  All hail Cultmaster Eliezer!

Passing thought. In another world, Lewis Little is the Lysenko of the Objectivist Party.

With regard to mathematics, it was only with the intellectual help of Ayn Rand's epistemology that I independently discovered hypercomplex numbers. See the linked press release for more information.

The formal invalidation of the idea that certainty is impossible is that such a statement is a self-contradiction.

I recommend that you read Introduction to Objectivist Epistemology more than once. Struggle to understand each major idea in there, and then try to invalidate them, especially the axioms. Be honest in your arguments, and fight each idea to the bitter end. Eventually, you will start to realize, just as I did, that Rand was a lot smarter than I gave her credit for and knew what she was talking about, and that I wasn't as good and sophisticated as... (read more)

I thought this was all very standard stuff; as I was taught going on half a century ago, the atomic theory of matter simply says you cannot indefinitely divide a sample of something like nitrogen in half.  That is, there is a smallest discrete unit of nitrogen that retains all it's chemical properties as opposed to the notion that nitrogen is like an infinitely divisble continuous fluid.

Having read The Fountainhead, Atlas Shrugged and Peikoff's OPAR, I've had enough time and material to reflect on Objectivism. 

While Rand's contribution to rationalism was mostly admirable, Eliezer's analysis seems very fair. What's interesting, too, is that some of its contents overlaps with the article "The Benefits and Hazards of the Philosophy of Ayn Rand", written by Nathaniel Branden 25 years ago, which can be found in his website. 

As Branden (reasonably) states, some of Rand's major flaws were:

It's hip with a lot of people to be snarky about Rand, but I've never seen anyone who does it also demonstrate they have the slightest clue what she had to say. I have my own disagreements with Rand, but I've appreciated her more and more as time as gone on. She's more LessWrong than most.

That was a really low quality and demeaning article. The author seems to enjoy taking cheap shots. For example zie also makes fun of people who cosplay Harry Potter. The majority of the article was basically name calling. Though the article did at least make a real argument about objectivist philosophy and taxation a (though it didn't engage with Rand's counter arguments). 

I am not an objectivist but I found this article terrible and question why someone would enjoy it.

I found the article funny. That being said, I strongly suspect that most of this perceived funniness stemmed from the fact that it was mocking Objectivism, which I happen to disagree with, and that I would have found it much less funny had its wit been directed toward something I actually do agree with.

For instance, I used to lurk around RationalWiki rather often, and I confess I did appreciate the humor in their articles. Then I saw their article on LessWrong and EY, and the funniness quite dissipated. However, upon closer inspection, it wasn't because there was a shift in the humor itself; quite the opposite, in fact! RW was mocking a cause they perceived as crazy in exactly the same way that they mocked other causes, such as creationism. However, this humor, when directed at LW/EY, suddenly started feeling much less benign and much more like a personal attack. And it was then that I realized exactly how members of other causes might feel upon reading mocking articles about their movement, and why something that had previously seemed like harmless fun to me might not be so harmless.

This is not to say Objectivists, creationists, or the like are correct. It is to say, however, that... (read more)

It seems possible that some with far-out ideas turn to rationalism as a natural part of their defense of them - since if your beliefs are rational, then that makes them OK.

In such cases, the far-out ideas would come first, and the interest in rational thinking would follow along afterwards.

The interest in rational thought should normally be fairly theraputic.  However, much depends on how deep it goes.  Objectivism may not score too highly there.

Ha! It is a horrible crime that I read this, and see in it a criticism of any faith who believes that the Bible is the end-all, be-all of God's word to this or any earth?

Why do Objectivists so frequently believe that anthropogenic global warming is not real? (It appears to be the consensus opinion on the Objectivism forum.) This belief doesn't seem to have anything to do with Objectivism, and Ayn Rand certainly never mentioned global warming.

It probably gets pattern matched to 'state-ist hysteria being used to crush industry.' 

Maths isn't very relevant to Rand's philosophy. What's more relevant about her Aristoteleanism is her attitude to modern science; she was fairly ignorant. and fairly sceptical, of evolution, QM, and relativity.

Rand herself didn't understand emergence (she casting a biologist as the embodiment of scientific corruption, because there is too much complexity in his area of study for any one human brain to be familiar with), and also didn't understand much about cybernetics, etc. 

That's hardly the start of it. She opposed relativity and QM, and fence-sat on Evolution. 

I don't think "1957" is mcuh of an excuse either, particularly about evolution. For another thing, she never wavered
till her death in the 80s. It makes no sense to focus on Bayes, unle... (read more)

ith permission from both their spouses, which counts for a lot in my view.  If you want to turn that into a "problem", you have to specify that the spouses were unhappy—and then it's still not a matter for outsiders.

I dare say many a guru or cult leader has similar "permission". It often isn't taken to ecuse their actions, because people recognise that such permission can be browbeaten ot of people by someone who seems to them to be an authority figure.

Atleast Atlas Shrugged is written in a way that suggests cultishness. All good people are good at everything, good looking and always right. Enemies are stupid, wrong and ugly. There are no bad sides in good ideas or good sides in bad ideas. 

Except when they aren't, like when Lillean Rearden is beautiful with exceptional social intelligence or when Robert Stadler is the smartest, most accomplished,  man of science in the story.

I agree with this essay, but find a more cogent critique of objectivism is here: http://www.atlassociety.org/sites/default/files/The_Contested_Legacy_of_Ayn_Rand.pdf --I also notice Kelley himself linked to it below.

For anyone who enjoys this thread, I also highly recommend the work of a fellow libertarian, here: 
http://ariwatch.com/ARIvsRonPaul.htm

It's also interesting that before she decided against it, Ayn Rand described her own politics as "libertarian,"
http://ariwatch.com/AynRandsPoliticalLabel.htm

One of the first things I read on this sit... (read more)

Technically, the fact that her ultimate fictional hero was John Galt is a spoiler too.



Lotteries: A Waste of Hope

The classic criticism of the lottery is that the people who play are the ones who can least afford to lose; that the lottery is a sink of money, draining wealth from those who most need it. Some lottery advocates, and even some commentors on Overcoming Bias, have tried to defend lottery-ticket buying as a rational purchase of fantasy—paying a dollar for a day’s worth of pleasant anticipation, imagining yourself as a millionaire. 

But consider exactly what this implies. It would mean that you’re occupying your valuable brain with a fantasy whose real probability is nearly zero—a tiny line of likelihood which you, yourself, can do nothing to realize. The lottery balls will decide your future. The fantasy is of wealth that arrives without effort—without conscientiousness, learning, charisma, or even patience.1

Which makes the lottery another kind of sink: a sink of emotional energy. It encourages people to invest their dreams, their hopes for a better future, into an infinitesimal probability. If not for the lottery, maybe they would fantasize about going to technical school, or opening their own business, or getting a promotion at work—things they might be able to actually do, hopes that would make them want to become stronger. Their dreaming brains might, in the 20th visualization of the pleasant fantasy, notice a way to really do it. Isn’t that what dreams and brains are for? But how can such reality-limited fare compete with the artificially sweetened prospect of instant wealth—not after herding a dot-com startup through to IPO, but on Tuesday?

Seriously, why can’t we just say that buying lottery tickets is stupid? Human beings are stupid, from time to time—it shouldn’t be so surprising a hypothesis.

Unsurprisingly, the human brain doesn’t do 64-bit floating-point arithmetic, and it can’t devalue the emotional force of a pleasant anticipation by a factor of 0.00000001 without dropping the line of reasoning entirely. Unsurprisingly, many people don’t realize that a numerical calculation of expected utility ought to override or replace their imprecise financial instincts, and instead treat the calculation as merely one argument to be balanced against their pleasant anticipations—an emotionally weak argument, since it’s made up of mere squiggles on paper, instead of visions of fabulous wealth.

This seems sufficient to explain the popularity of lotteries. Why do so many arguers feel impelled to defend this classic form of self-destruction?2

The process of overcoming bias requires (1) first noticing the bias, (2) analyzing the bias in detail, (3) deciding that the bias is bad, (4) figuring out a workaround, and then (5) implementing it. It’s unfortunate how many people get through steps 1 and 2 and then bog down in step 3, which by rights should be the easiest of the five. Biases are lemons, not lemonade, and we shouldn’t try to make lemonade out of them—just burn those lemons down.

1See Po Bronson, “How Not to Talk to Your Kids,” New York, 2007, http://nymag.com/news/features/27840.

2See “Debiasing as Non-Self-Destruction.” http://lesswrong.com/lw/hf/debiasing_as_nonselfdestruction.

It's an uncommon viewpoint, but one could, perhaps, justify the purchasing of lottery tickets as a "donation to charity" of sorts; the money goes to support the activities of the government that runs the lottery, which is (hopefully) going to use that money for good purposes. As a financial investment, though, lottery tickets are generally a bust; I suspect you'd do better playing slot machines at a Las Vegas casino. (There's the complication of rollover jackpots, but they don't have to matter here.)

Speaking of "wealth without effort"..... (read more)

The problem is not the claim that lottery tickets are usually a bad investment; the problem is the claim that they are always a bad investment. What if I have a portfolio of dreams requiring varying levels of investment and realism, and I think I want a lottery ticket to be one small part of my portfolio. Can you really be absolutely sure that I am wrong, no matter who I am or what my circumstances?

I think the concern is not with people who buy the occasional lottery ticket for fun but with addicts who gamble away a large proportion of their available money.

I haven't defended people who spend large amounts of money on lottery tickets, clearly that is a disfunctional behavior.

But I have and do defend small-time purchase lottery tickets (at least up to $104 a year, that gets you one powerball ticket for each drawing).  If someone wants to daydream about becoming a millionaire for much less money than daydreaming about hollywood stars in movies on a regular basis, I cannot call that a sin.

It seems to me that folks have all sort of utility functions that I do not. ...yet, we accept "entertainment" as a legitimate line item in a budget.  If you enjoy going to the theater, but do not enjoy playing the lottery, what is the standard by which you can judge someone who has the reverse preferences as behaving stupidly ?  If we look at the marginal cost of various entertainments (cable TV, buying hardcover books, etc.), playing the lottery isn't noticeably more expensive than any of the others.

Is there more to the attack on the lottery than mere classism?

I think you shouldn't just focus on the monetary outcome.

If you play a game for 4$ (winning 1Mio.$ with a probability of 1/500'000) whiches fair value would be 2$. So playing this game is rational if the thrill and the dream of beeing rich (as the non-monetary benefit of the game) is valued more than 2$ (a coup of coffee), which is very likely.

I can think of two biases that might cause an irrational decision for lotteries:

People tend to overweight small probabilities, so they calculate with a too large expected value.

Another problem might be, that people a... (read more)

Andrew, would potatoes chips be a "waste of taste", if some people eat too much of them?  Is TV a "waste of time", if some people watch too much?  Can we say that there is more of a tendency to buy too many lottery tickets than to do too much of any other thing one can do too much of?

TJIC, it might come from incomprehension of how playing the lottery actually has any entertainment value. I certainly have a hard time understanding this, as I fantasize about being rich already. Then again, I've never played the lottery so I don't know just how much it would change those fantasies.

I think that the problem with the lottery as entertainment is that it is only entertaining due to your cognitive deficiencies.  If a person understood how likely winning actually was, playing wouldn't help them to dream of riches.  OTOH, many (most?) people also take pleasure in pure conformity.  I suspect that most occasional lottery players are in this class.  They enjoy buying the tickets because they know that many other people buy them and therefore that buying lottery tickets is "fun".  In most cultures, though possibly not in the contemporary culture of young Americans, this preference seems likely to be stable under reflection.

My feeling that it is appalling is thus simply the result of clashing utility functions and due to the tyrannical term in my utility function that values others valuing what I do and not valuing what I don't independent of any instrumental value to my other goals.  Reflection suggests that there is also an opposing "diversity favoring" term in my utility function, and that the activation of these terms is significantly determined by my own drives towards cultural conformity, which when examined activate other terms indirectly and w... (read more)

There is a big difference between zero chance of becoming wealthy, and epsilon. Buying a ticket allows your dream of riches to bridge that gap.

I'm not a fan of lotteries, but I don't understand how you can apply the rubric "bias" to their value, since nobody can measure the value of entertainment or distant hope for another.  Just measuring the expected cash value is ridiculously reductive.

BTW, for the ultimate in bad reasoning about probabilities, see here.

TJIC wrote:   If you’ve got something that costs $1/day and takes 5 minutes of work to deliver more joy to the average person than a lottery ticket, go off and sell it. If you actually sell it, then you’re right. If you either can’t come up with such a product, or can’t succeed in selling it, then you’re wrong, and your product is less pleasing. Either way, don’t call the consumer stupid. His job is just to like what he likes.

Let's get one thing straight:  I think people should have a right to be stupid and, if they have that right, the market's going to respond by supplying as much stupidity as can be sold.

The customer is not always right, either factually or morally.  Customers do stupid things.  If you can exploit it better than anyone else, come up with an even better superstimulus, you may be able to drain even more money from them, but that doesn't make it right.

In this case, the customer is shooting their own foot off emotionally, not just financially.  Do you think that our fantasies have no effect on us?  Do you think that dreaming has no consequences that depend upon the dream?  I doubt I'd be recognizably the same person if my parents hadn't been science-fiction fans.  Y... (read more)

The customer's job is not just to like what he likes. Generally, if you want to know what your job is, you can ask your employer (who will respond "What have I been paying you for?"). We could take a somewhat-Lockean position that none of us truly own ourselves but have merely been entrusted with the duty of managing ourselves on behalf of God, but I would wager most on this blog do not believe in that "God" fellow, and if he did exist they might still be inclined to ignore his commands they found objectionable. I can only conclude that the customer has no job as customer other than the he/she gives him/herself.

I don't know how to work around the time inconsistency of your preferences, but if you look time consistently at the span of your life with a relatively low discount rate (since you're likely to live many years regardless of what you do now), the best way to minimize the number of years that you will need to work is to accumulate assets in the short run while finding ways to keep your expenses low over both the short and long run.

It's entirely realistic for you to be able to retire after 10 years of work (and perhaps even fewer) if you can keep you... (read more)

Another problem with lotteries is that people tend to overestimate how much happier they will get if they become rich. They confuse the great happiness of becoming rich with the modest happiness of remaining rich. This would make them over-invest in lotteries. It would also make them over-invest in other activities that could lead to wealth, such as starting businesses.

I suspect that this same bias shows up in other areas as well. Losing weight is great but remaining thin is only good. Achieving your life goals is wonderful but having achieved your goals is just OK. These factors conspire to make us try harder to improve our circumstances than is perhaps deserved.

If the goal is actually to get epsilon hope, then let there be a lottery with one expected payout every five years, awarded at a Poisson-random time.  You buy in once, and lo, at any minute you could receive a phone call saying you're a millionaire!  It would still be a malinvestment of dreams but at least the epsilon hope would be financially cheaper.  But this just gets us back into the lottery being a scam, not a service.

The goal of players may be to get epsilon hope, the goal of lottery providers is obviously to coax as much money out of the hopeful as possible.  It's just like any other market in that regard.

You ask, "would potatoes chips be a 'waste of taste', if some people eat too much of them? Is TV a "waste of time", if some people watch too much? Can we say that there is more of a tendency to buy too many lottery tickets than to do too much of any other thing one can do too much of?"

I think much of your question is better addressed to the Eliezer, who wrote the original entry with the "waste of hope" phrase.  In any case, if someone buys so many lottery tickets that it interferes with other aspects of life (e.g., not b... (read more)

playing this game is rational if the thrill and the dream of beeing rich is valued more than 2$

Rukasu, I believe that having feelings about winning the lottery is an even bigger waste than the $2 because feelings are a scarce resource of the mind which can always be turned to a fruitful plan.  In other words, since there are always many ways to get a thrill, always choose a way that can positively impact reality.

I have a personal story related to this - it's not quite the lottery but it's similar.

My sister-in-law and her husband won a million dollars on a TV game show back in the 1980s. (And then they promptly got divorced.) It turned out that the million is paid as $40,000 per year for 25 years. After the divorce she has received $20,000 per year. Ironically if she just lived off her winnings she would be barely above the poverty line, even though the show made a big deal about how she was now a "millionaire". Instead she and her (new) husband both work, and the extra $20,000 a year is a nice addition to their income. It runs out in a couple of years.

Kevembunagga, I believe every person should do his best to discern what is positive.  Yes, I tend to agree that the more you impact reality the more you increase entropy, but the potential entropy of the Universe is truly huge (mostly macrostates being a Universe with a few really massive black holes); it seems to me that time will run out before the ability to keep on increasing entropy will.

RH : I believe every person should do his best to discern what is positive.

the potential entropy of the Universe is truly huge

We certainly are not going to exhaust the potential entropy of the whole universe (though some seem intent on that...) but we can locally exhaust all the potential within reach and by this very fact compromise our access to more "distant" potential.

Indeed, the consensus is not obvious.  (Even if it were, it might be wrong: majorities are not always correct.)

Doug S: you could convince a doctor that you have a physical or mental illness that prevents you from working, and then apply for Supplemental Security Income.  If your application is successful, you would recieve a very small but very reliable income (currently about $650 a month) plus health insurance (Medicaid).  I assume you are American.  I mention this because you seem very young and might not know this already.  It is of course unethical to depend on the taxpayer for your living unless you really have no other choice.

Some data on gaming the system (gambling) i.e. not following a value investing model.

Re: Seriously, why can't we just say that buying lottery tickets is stupid?

Buying a lottery ticket is not stupid - under some conditions.

Say you have two cents, and can't afford your train fare home (which is
one stop away).  If you can gamble those two cents in a game of chance,
you may be able to convert them into a whole train fare.

The conditions of being stuffed - unless you have a lot of money - may
not be that uncommon: so many people may be inclined to gamble this way.

I don't want to conclude that lottery might be rational, but I don't think it is self-evident that the right way for deciding between different probability distributions of utility is to compare the expectation value. We are not living a large number of times, we are living once (and, even if we did, bare summated value would neglect justice).

Isn't the obvious conclusion that it would be best for the world if lotteries were banned in as many countries as possible?

you're occupying your valuable brain with a fantasy whose real probability is nearly zero - a tiny line of likelihood which you, yourself, can do nothing to realize.

I have fantasies where I have superpowers and join the X-Men. I fuel these fantasies by reading comic books -- they cost a lot more than a dollar and it takes me much less than a day to read each one, so in this way, fueling my superhero fantasy is even stupider than fueling a millionaire fantasy by buying the occasional lottery ticket. And the likelihood of the superhero fantasy coming true doesn't just approach zero, it actually is zero. Does that make reading comic books a form of self-destruction? If not, how is it different from buying a lottery ticket every so often? What about sexual fantasies about getting with Jamie Bamber or Felicia Day--are these stupid and self-destructive too, or are they just harmless and pleasant indulgences?

The idea you lay out here--that the lottery-ticket fantasy would necessarily crowd out other, more realistic ideas for wealth generation--seems contrary to the way brains actually work. If the lottery-ticket fantasy fires often, wouldn't that strengthen rather than inhibit the area... (read more)

Just like in the torture versus dust specks post earlier, people might prefer that one person benefits extremely instead of all of them benefiting a small amount. While they might not be the ones to win the lottery, someone else will, and by joining in, they're helping to keep the lottery alive a bit longer.

I admit that I'm relatively new to these concepts so I apologize in advance if my post is a bit scatterbrained or in the wrong post, but it's just a thought.

Just like how people would prefer for 3^^^^3 people t... (read more)

I'm still not convinced that I shouldn't buy lottery tickets.

Assume a hypothetical situation. There's a lottery right next to where I study/work. Also, I realize how silly it is to actually expect to win the lottery after buying a lottery ticket, so I can't use this as a source of positive emotions, even if I want to. However, buying lottery tickets let me engage in certain social situations, which just barely outweigh the time wasted for them (but not the money) - alternatively, you can instead assume that it takes me 0 seconds to buy a ticket and later t... (read more)

Unsurprisingly, many people don't realize that a numerical calculation of expected utility ought to override or replace their imprecise financial instincts, and instead treat the calculation as merely one argument to be balanced against their pleasant anticipations—

The process of overcoming bias requires (1) first noticing the bias, (2) analyzing the bias in detail, (3) deciding that the bias is bad, (4) figuring out a workaround, and then (5) implementing it. 

EY is just wrong in one respect. People enjoy pleasant anticipations. It's perfectly instrumen... (read more)

For powerball to have an Expected Value of 1, the individual take-home jackpot would have to be about $313,124,412 for the lump sum, after taxes. (Which, assuming average state income tax rates, corresponds to an advertised jackpot of roughly $805,000,000 AND assumes the jackpot doesn't have multiple winners, which at that level is pretty unlikely.)  Of course, since it's a risky bet, you don't want to blow your whole bankroll on lottery tickets even if the EV is above 1.  That's where the Kelly Criterion comes in.  According to the easy version of the Kel... (read more)

You describe the millionaire daydream as a sink.  That could be reframed as an opportunity cost.  The same as any short-term v. long-term gratification, the time spent daydreaming may create an opportunity cost wherein the preoccupied brain isn't investing in some other opportunity that could lead to higher returns in the future, such as your technical school example.  This simply restates that the costs of the lottery ticket are the lost marginal utility of the dollar which could have been spent on, or invested in something else, plus the opportunity cost... (read more)

Various industry and government estimates tell us that Americans watch an unbelievable 8 hours of TV every day.  Even if this a gross overestimate,  what is the cost of a few days of lottery fantasy compared to that?

Someone once told me that the odds of winning the lottery are smaller than the odds of dying before the draw. Thanks to this insight, lottery tickets have become a kind of "memento mori" for me, and I'm no longer tempted to buy any.



New Improved Lottery

People are still suggesting that the lottery is not a waste of hope, but a service which enables purchase of fantasy—“daydreaming about becoming a millionaire for much less money than daydreaming about hollywood stars in movies.”1 One commenter wrote: “There is a big difference between zero chance of becoming wealthy, and epsilon. Buying a ticket allows your dream of riches to bridge that gap.” 

Actually, one of the points I was trying to make is that between zero chance of becoming wealthy, and epsilon chance, there is an order-of-epsilon difference. If you doubt this, let epsilon equal one over googolplex.

Anyway, if we pretend that the lottery sells epsilon hope, this suggests a design for a New Improved Lottery. The New Improved Lottery pays out every five years on average, at a random time—determined, say, by the decay of a not-very-radioactive element. You buy in once, for a single dollar, and get not just a few days of epsilon chance of becoming rich, but a few years of epsilon. Not only that, your wealth could strike at any time! At any minute, the phone could ring to inform you that you, yes, you are a millionaire!

Think of how much better this would be than an ordinary lottery drawing, which only takes place at defined times, a few times per week. Let’s say the boss comes in and demands you rework a proposal, or restock inventory, or something similarly annoying. Instead of getting to work, you could turn to the phone and stare, hoping for that call—because there would be epsilon chance that, at that exact moment, you yes you would be awarded the Grand Prize! And even if it doesn’t happen this minute, why, there’s no need to be disappointed—it might happen the next minute!

Think of how many more fantasies this New Improved Lottery would enable. You could shop at the store, adding expensive items to your shopping cart—if your cellphone doesn’t ring with news of a lottery win, you could always put the items back, right?

Maybe the New Improved Lottery could even show a constantly fluctuating probability distribution over the likelihood of a win occurring, and the likelihood of particular numbers being selected, with the overall expectation working out to the aforesaid Poisson distribution. Think of how much fun that would be! Oh, goodness, right this minute the chance of a win occurring is nearly ten times higher than usual! And look, the number 42 that I selected for the Mega Ball has nearly twice the usual chance of winning! You could feed it to a display on people’s cellphones, so they could just flip open the cellphone and see their chances of winning. Think of how exciting that would be! Much more exciting than trying to balance your checkbook! Much more exciting than doing your homework! This new dream would be so much tastier that it would compete with, not only hopes of going to technical school, but even hopes of getting home from work early. People could just stay glued to the screen all day long, why, they wouldn’t need to dream about anything else!

Yep, offering people tempting daydreams that will not actually happen sure is a valuable service, all right. People are willing to pay; it must be valuable. The alternative is that consumers are making mistakes, and we all know that can’t happen.

And yet current governments, with their vile monopoly on lotteries, don’t offer this simple and obvious service. Why? Because they want to overcharge people. They want them to spend money every week. They want them to spend a hundred dollars for the thrill of believing their chance of winning is a hundred times as large, instead of being able to stare at a cellphone screen waiting for the likelihood to spike. So if you believe that the lottery is a service, it is clearly an enormously overpriced service—charged to the poorest members of society—and it is your solemn duty as a citizen to demand the New Improved Lottery instead.

1See “The Future of Fantasy,” http://www.economist.com/blogs/freeexchange/2007/04/the_future_of_fantasy. For the comment I’m responding to, see http://lesswrong.com/lw/hl/lotteries_a_waste_of_hope/e1u.

You jest, but somewhere, someone is reading this blog post and putting your ideas into action ...

That person is me.  Check out hypercapital.info.  I'd like to think it is more than just randomness though...in this system you knowledge and group wisdom leads to who wins the lotteries.

Surely one could easily replicate this "lottery" by buying path-dependent options with low exercise probability on the financial markets.  People are not doing this, so this service must be less appealing than it intuitively seems.

You can't buy such an option from a vending machine in a grocery store; if you could, perhaps it would be as popular as lottery tickets.

zzz, I think you underestimate how people perceive gambles.  Investing in financial markets isn't perceived as a bet, since we like to believe that if you only knew enough, you could make the right choices (whether you actually can or not is another matter).  With lotteries and other forms of gambling, it doesn't matter how much you know, you can't anticipate the outcome any better than if you had no additional information.  That, I think, is part of why gambling is much more popular than investment: even the least skilled person has the same chance of winning as the most.

Gordon, I recommend the Satiricon of Petronius for some fantastic confirmation of your model of gambling applied to life success in general.
It's fairly difficult for Americans, raised on meritocracy, and perhaps before than on the assumption of wise and just gods, to relate to the strong desire, expressed by many characters, for an unjust and capricious world.  I suppose that if people imagine "lucky", "blessed", or "well fated" to be personal traits they can then easily believe that they are above average on those traits.  The last, in particular, is not easily disconfirmed.

Surely one could easily replicate this "lottery" by buying path-dependent options with low exercise probability on the financial markets. People are not doing this, so this service must be less appealing than it intuitively seems.

I wonder what the odds actually are on "striking it rich" in a short period of time by treating financial markets as a gambling game. Is it better or worse than, say, the roulette wheel in a casino? If you bet $30,000 on a single number in a roulette wheel, you have a one in 38 chance of getting a 35x payout of $1,050,000. Can the financial markets give you a better than 1 in 38 chance of turning $30,000 into over $1,000,000 within a year before you lose your initial stake?

Can the financial markets give you a better than 1 in 38 chance of turning $30,000 into over $1,000,000 within a year before you lose your initial stake?

If you assume that option prices are well-calibrated, you could just buy $30,000 of any kind of option that would pay off $1,050,000 if it ended up in-the-money.  Not sure that's a fair assumption though.

Someone has to be selling such options, and I'm not aware of anyone who is.

Eliezer, did you mean to evoke stock markets with "You could feed it to a display on people's cellphones"?

Surely financial markets are well-calibrated for events that happen once a month. Then an option that such an event will happen tomorrow is should be about right.
Some claim that there is systematic bias in options against rare events, that on a long shot you do better than even.

Eliezer, did you mean to evoke stock markets with "You could feed it to a display on people's cellphones"?

Perhaps so, but stock market investors are not trying to "strike it rich" for a single dollar, or even to earn a 3500% return.  They have a large stake in the game, and their greatest worry is that a market crash may wipe out their investment.

This idea is intriguing, but I don't know if it would be as popular as the other lottery. It can be hard to maintain excitement about something for a long period of time (with the regular lotto you can recharge between when you find out you've lost and when you buy your next ticket). You also couldn't gather around the T.V with your family/friends and their tickets, because you'd have to spend an undefined amount of time waiting.

Some economist once stated something like, the stock market is like a casino with odds against the "house". It means the expected gain is not zero, but positive.

If the market grows at g, with a little financial engineering, it should be possible to create a portfolio with expected gain somewhere between zero and g, with a very very long tail, i.e., a non-zero chance of huge payoffs.

I think that's just called a "portfolio". I mean, isn't that basically what investors do?

13/18 year necropost, but I think tiedemies was emphasizing the tail part. This can be done using options.

Such a lottery can be had.
If there is an epsilon chance that a given lottery ticket is a winner,
there is also an epsilon prime chance that a winning ticket will be lost and that you will find it, for zero dollars expenditure on your part.
Thus, there is an epsilon multiplied by epsilon prime chance that you will be a lottery winner without actually buying into the lottery.
If you get your hopes up for this scenario, are you a free-loader?

_Gi: you have described exactly my lottery strategy, as well as that of Patti Smith:

Every night before I go to sleep
I find a ticket, win a lottery
Scoop them pearls up from the sea
Cash them in and buy you all the things you need...

Or we could just start a lottery where:
a) You deposit money into a bank account
b) You let it gather interest for 90 days.
c) Use the interest to pay for handling fees
d) Distribute 100% of the money back to the people who deposited it.

That is the service the public thinks we're selling: a uniform income distribution generator thingy.

It exists in the UK, it's called "Premium Bonds"...

For those who labor under the delusion that a 'premium bond' means the usual things about pars and coupons, it turns out that in the UK, a Premium Bond is something much more interesting:

A Premium Bond is a lottery bond issued by the United Kingdom government's National Savings and Investments agency. The bonds are entered in a regular prize draw...There are many different prizes ranging from £25 to the top prize of £1,000,000 (between 2005 and 2009, there were two £1m prizes each month and the minimum prize was £50, but prizes were reduced after the large 2009 drop in interest rates). Investors can purchase bonds at any time; bonds need to be held for a full calendar month after the month in which they are bought, e.g. purchase in January, eligible for March. Numbers are entered each month, with an equal chance of winning any prize, until the bond is cashed in....From 1 January 2009 the odds of winning a prize for each bond number held was 36,000 to 1. In October 2009, the odds returned to 24,000 to 1 with the prize fund interest rate increase.[3] Around 23 million people own Premium Bonds,[citation needed] over one third of the UK population.

However, I don';t think most premium bond holders (I am one, to a very modest extent)  live their lives in a state of blissful anticipation.

Probably not, yeah, but what that means is unclear. A refutation of the claim for regular lotteries that they're a good source of hope? Eliezer's justifications for a lottery 2.0 almost exactly like Premium Bonds? Some sort of adaptation? A flaw in Premium Bonds which would be fixed if they moved to a faster setup like draws every hour?

I thought the empirical datum might be of interest. One can draw ones own conclusions from data.

You know what? The government should do this. It would be a definite improvement for people who are going to buy tickets anyway, because at least they could afford a better education, and have more free time, which means that they might eventually learn not to buy lottery tickets.

This theme is illuminated in the short novel Bear v. Shark.

This isn't entirely relevant, but it's a good story, so...
 I recently heard from one of my mom's friends that my fifth grade teacher won the lottery, and continued teaching afterward. This makes me very happy, because he's a fantastic teacher (he has a reputation, actually, for making his classes really fun, like using remote-control cars for an Oregon Trail activity), and, as has been mentioned on this site, a lot of people don't end up being very happy once they've one the lottery. I'm glad Mr. Lesh was smart enough to keep teaching his class, which he obviously loved doing.

The New Improved Lottery pays out every five years on average, at a random time—determined, say, by the decay of a not-very-radioactive element.  You buy in once, for a single dollar, and get not just a few days of epsilon chance of becoming rich, but a few years of epsilon.  Not only that, your wealth could strike at any time!  At any minute, the phone could ring to inform you that you, yes, you are a millionaire!

Given the huge fluctuations in value, it strikes me that buying up on Bitcoin is pretty much exactly this, and also part of the reason why I enjoy owning them.

Those lotteries appear to be instant, which is different from what Eliezer was suggesting. In Eliezer's lottery, you pay in once, and the massive payoff could come any day now. 

I think there already is a New Improved Lottery that is played by many -- it's called drug addiction.  Heroin addicts spend repeated minutes for their repeated fantasies.  And their behavior at work or shopping is actually not that different from what you describe.

However, for us non drug-addled folks, there is a problem with sustained repeatable fantasy -- it doesn't exist.  Buying one lottery ticket gets me one minute of fantasy, but buying 9 more tickets does not get me nine more minutes of fantasy, even if they are from different drawings.  Lots of people dream about winning the lottery -- how many people dream about winning the lottery twice?

Or you could just fantasize about finding a billion dollars on the ground.  After all, it could happen, so there's an epsilon chance of it happening without doing anything.

I think there's a flaw in this reasoning. You're assuming that the harm from lotteries increases monotonically with the time spend dreaming about winning. The form of your argument is: "a huge amount of dreaming is harmful (because it stops you improving your life in more effective ways), therefore a small amount is harmful (i.e. worse than none)".

Non sequitur. A tablespoon of salt in your soup makes it taste terrible, therefore a pinch of salt makes it taste worse than no salt?

It may well be that spending $1 per week to buy 10 minutes of false but pleasant hope is the best use of that 10 minutes and $1, or at least, no worse than any other use you're likely to make of it. E.g. if you're taking that time and money out of your leisure budget, then you may well use it instead on smoking, or beer, or fries.

And if you instead allocate it to thinking about how to get a promotion, sure you could do that, but why not do both? (I.e. spend a different 10 minutes on your promotion.) So this is a false dilemma. People who play the lottery may exaggerate the probability of winning, but I doubt they make plans - and it's not clear they displace other attempts at self-improvement - on the assumption they'll win.

This random gratitude dynamic is exactly what social media platforms use to make their apps addicting. I remember having a conversation about it with a friend and she said something along the lines of, "Man, if Instagram gave me all my notifications at noon, the rest of the day I'd look really stupid. But because there's always a random chance of getting notifications, I check my phone all the time." The lottery system is obviously a bit different because you get a call rather saying you won, rather than you have to call them, to see if you've won. Nevertheless, even if there is a more positive feedback loop it's still as addictive, if not more...

Surely, since the human condition is to wish for gratification as soon as possible, noone would buy into this system, in preference to the lotteries where you buy in and get same-day gratification, despite the risk being higher (similarly to how people bet on green in roulette, or take 15-1 odds in betting shops).

This essay had a very good insight for things to come: Bitcoin and other cryptocurrencies fit the above description. 

They actually don't. Glossing over all the details, anyone who bought bitcoin 13 years ago (and just left it alone) received far better return than anyone buying into the proposed lottery would have. Results matter.

There would be some handsome winners, as in the case of Bitcoin early adopters, also for this lottery.  You mean average returns? In any case, expected average future returns should be zero for both. 

It is similar enough, that no matter what fancy justification or narrative is painted over, most cryptocurrency investors own crypto because they believe it will make them rich. Possibly very fast. And that possibility can strike at any time.  

Bitcoin might be a desperate get-rich-quick scheme. However, the odds are not as small as Eliezer's lottery. Also, some people use it to purchase illegal goods and services, so there's that. There are similarities, but there are also important differences. Also, there is an upper limit to how much you can lose with the lottery - not so with crypto.

In short, crypto currencies are similar to Eliezer's lottery only to the extent that all day trading is gambling. Which is true often enough, but not always.

I mean, to be completely fair, you can't exactly phrase distracting you from your work as a good thing. Perhaps a less distracting lottery would be better?

"People are willing to pay; it must be valuable. The alternative is that consumers are making mistakes, and we all know that can’t happen."

It can actually be both.  Value is subjective, and the idea that consumers can't make mistakes is a gross oversimplification of the way the market selects against mistakes on average, in the long-run.

People are willing to pay for lottery tickets because the possibility of winning a pile of cash for a small investment makes them happier.  Whether or not that's a mistake depends on if there is some other opportunity they could spend their money on that would make them more happy than the lottery ticket.  To you and I it would seem obvious that there should be.  But both value and happiness are entirely subjective and gambling for entertainment isn't objectively worse than watching movies or playing computer games or commenting on rationality blogs.

There have been long-term (multiple years of selling tickets between drawings) lotteries in the past.  I don't know of any with randomized drawing times though, so that could be a fun innovation.  Pity there's a government monopoly on lotteries so nobody's allowed to try it...  Waiting for a particular block hash value on the Bitcoin chain or something publicly visible would be a good way to determine drawing time these days actually...  Would be pretty easy to set up with a little math.

Reading this post today feels like a prophecy for the rise of reddit.com/r/wallstreetbets



The Failures of Eld Science

This time there were no robes, no hoods, no masks.  Students were expected to become friends, and allies.  And everyone knew why you were in the classroom.  It would have been pointless to pretend you weren't in the Conspiracy.

Their sensei was Jeffreyssai, who might have been the best of his era, in his era.  His students were either the most promising learners, or those whom the beisutsukai saw political advantage in molding.

Brennan fell into the latter category, and knew it.  Nor had he hesitated to use his Mistress's name to open doors.  You used every avenue available to you, in seeking knowledge; that was respected here.


"—for over thirty years," Jeffreyssai said.  "Not one of them saw it; not Einstein, not Schrödinger, not even von Neumann."  He turned away from his sketcher, and toward the classroom.  "I pose to you to the question:  How did they fail?"

The students exchanged quick glances, a calculus of mutual risk between the wary and the merely baffled.  Jeffreyssai was known to play games.

Finally Hiriwa-called-the-Black leaned forward, jangling slightly as her equation-carved bracelets shifted on her ankles.  "By your years given, sensei, this was two hundred and fifty years after Newton.  Surely, the scientists of that era must have grokked the concept of a universal law."

"Knowing the universal law of gravity," said the student Taji, from a nearby seat, "is not the same as understanding the concept of a universal law." He was one of the promising ones, as was Hiriwa.

Hiriwa frowned.  "No... it was said that Newton had been praised for discovering the first universal.  Even in his own era.  So it was known."  Hiriwa paused.  "But Newton himself would have been gone.  Was there a religious injunction against proposing further universals?  Did they refrain out of respect for Newton, or were they waiting for his ghost to speak?  I am not clear on how Eld science was motivated—"

"No," murmured Taji, a laugh in his voice, "you really, really aren't."

Jeffreyssai's expression was kindly.  "Hiriwa, it wasn't religion, and it wasn't lead in the drinking water, and they didn't all have Alzheimers, and they weren't sitting around all day reading webcomics.  Forget the catalogue of horrors out of ancient times. Just think in terms of cognitive errors.  What could Eld science have been thinking wrong?"

Hiriwa sat back with a sigh. "Sensei, I truly cannot imagine a snafu that would do that."

"It wouldn't be just one mistake," Taji corrected her.  "As the saying goes:  Mistakes don't travel alone; they hunt in packs."

"But the entire human species?" said Hiriwa.  "Thirty years?"

"It wasn't the entire human species, Hiriwa," said Styrlyn. He was one of the older-looking students, wearing a short beard speckled in grey.  "Maybe one in a hundred thousand could have written out Schrödinger's Equation from memory.  So that would have been their first and primary error—failure to concentrate their forces."

"Spare us the propaganda!" Jeffreyssai's gaze was suddenly fierce.  "You are not here to proselytize for the Cooperative Conspiracy, my lord politician!  Bend not the truth to make your points!  I believe your Conspiracy has a phrase:  'Comparative advantage.'  Do you really think that it would have helped to call in the whole human species, as it existed at that time, to debate quantum physics?"

Styrlyn didn't flinch.  "Perhaps not, sensei," he said.  "But if you are to compare that era to this one, it is a consideration."

Jeffreyssai moved his hand flatly through the air; the maybe-gesture he used to dismiss an argument that was true but not relevant.  "It is not what I would call a primary mistake.  The puzzle should not have required a billion physicists to solve."

"I can think of more specific ancient horrors," said Taji. "Spending all day writing grant proposals.  Teaching undergraduates who would rather be somewhere else.  Needing to publish thirty papers a year to get tenure..."

"But we are not speaking of only the lower-status scientists," said Yin; she wore a slightly teasing grin.  "It was said of Schrödinger that he retired to a villa for a month, with his mistress to provide inspiration, and emerged with his eponymous equation.  We consider it a famous historical success of our methodology.  Some Eld physicists did understand how to focus their mental energies; and would have been senior enough to do so, had they chose."

"True," Taji said.  "In the end, administrative burdens are only a generic obstacle.  Likewise such answers as, 'They were not trained in probability theory, and did not know of cognitive biases.'  Our sensei seems to desire some more specific reply."

Jeffreyssai lifted an eyebrow encouragingly.  "Don't dismiss your line of thought so quickly, Taji; it begins to be relevant.  What kind of system would create administrative burdens on its own people?"

"A system that failed to support its people adequately," said Styrlyn.  "One that failed to value their work."

"Ah," said Jeffreyssai.  "But there is a student who has not yet spoken.  Brennan?"

Brennan didn't jump.  He deliberately waited just long enough to show he wasn't scared, and then said, "Lack of pragmatic motivation, sensei."

What kind of system would create administrative burdens on its own people?, their sensei had asked them.  The other students were pursuing their own lines of thought. Brennan, hanging back, had more attention to spare for his teacher's few hints.  Being the beginner wasn't always a disadvantage—and he had been taught, long before the Bayesians took him in, to take every available advantage.

"The Manhattan Project," Brennan said, "was launched with a specific technological end in sight: a weapon of great power, in time of war.  But the error that Eld Science committed with respect to quantum physics had no immediate consequences for their technology. They were confused, but they had no desperate need for an answer.  Otherwise the surrounding system would have removed all burdens from their effort to solve it.  Surely the Manhattan Project must have done so—Taji?  Do you know?"

Taji looked thoughtful.  "Not all burdens—but I'm pretty sure they weren't writing grant proposals in the middle of their work."

"So," Jeffreyssai said.  He advanced a few steps, stood directly in front of Brennan's desk.  "You think Eld scientists simply weren't trying hard enough.  Because their art had no military applications?  A rather competitive point of view, I should think."

"Not necessarily," Brennan said calmly.  "Pragmatism is a virtue of rationality also.  A desired use for a better quantum theory, would have helped the Eld scientists in many ways beyond just motivating them.  It would have given shape to their curiosity, and told them what constituted success or failure."

Jeffreyssai chuckled slightly.  "Don't guess so hard what I might prefer to hear, Competitor.  Your first statement came closer to my hidden mark; your oh-so-Bayesian disclaimer fell wide...  The factor I had in mind, Brennan, was that Eld scientists thought it was acceptable to take thirty years to solve a problem.  Their entire social process of science was based on getting to the truth eventually. A wrong theory got discarded eventually—once the next generation of students grew up familiar with the replacement.  Work expands to fill the time allotted, as the saying goes.  But people can think important thoughts in far less than thirty years, if they expect speed of themselves."  Jeffreyssai suddenly slammed down a hand on the arm of Brennan's chair.  "How long do you have to dodge a thrown knife?"

"Less than a second!  Two opponents are attacking you!  How long do you have to guess who's more dangerous?"

"The two opponents have split up and are attacking two of your girlfriends!  How long do you have to decide which one you truly love?"

"A new argument shows your precious theory is flawed!  How long does it take you to change your mind?"

"WRONG! DON'T GIVE ME THE WRONG ANSWER JUST BECAUSE IT FITS A CONVENIENT PATTERN AND I SEEM TO EXPECT IT OF YOU!  How long does it really take, Brennan?"

Sweat was forming on Brennan's back, but he stopped and actually thought about it—

"No sensei!  I'm not finished thinking sensei!  An answer would be premature!  Sensei!"

"Very good!  Continue!  But don't take thirty years!"

Brennan breathed deeply, reforming his thoughts.  He finally said, "Realistically, sensei, the best-case scenario is that I would see the problem immediately; use the discipline of suspending judgment; try to re-accumulate all the evidence before continuing; and depending on how emotionally attached I had been to the theory, use the crisis-of-belief technique to ensure I could genuinely go either way.  So at least five minutes and perhaps up to an hour."

"Good!  You actually thought about it that time!  Think about it every time!  Break patterns!  In the days of Eld Science, Brennan, it was not uncommon for a grant agency to spend six months reviewing a proposal.  They permitted themselves the time!  You are being graded on your speed, Brennan!  The question is not whether you get there eventually!  Anyone can find the truth in five thousand years!  You need to move faster!"

"Now, Brennan, have you just learned something new?"

"How long did it take you to learn this new thing?"

An arbitrary choice there...  "Less than a minute, sensei, from the boundary that seems most obvious."

"Less than a minute," Jeffreyssai repeated.  "So, Brennan, how long do you think it should take to solve a major scientific problem, if you are not wasting any time?"

Now there was a trapped question if Brennan had ever heard one.  There was no way to guess what time period Jeffreyssai had in mind—what the sensei would consider too long, or too short.  Which meant that the only way out was to just try for the genuine truth; this would offer him the defense of honesty, little defense though it was.  "One year, sensei?"

"Do you think it could be done in one month, Brennan?  In a case, let us stipulate, where in principle you already have enough experimental evidence to determine an answer, but not so much experimental evidence that you can afford to make errors in interpreting it."

Again, no way to guess which answer Jeffreyssai might want... "One month seems like an unrealistically short time to me, sensei."

"A short time?" Jeffreyssai said incredulously.  "How many minutes in thirty days?  Hiriwa?"

"43200, sensei," she answered.  "If you assume sixteen-hour waking periods and daily sleep, then 28800 minutes."

"Assume, Brennan, that it takes five whole minutes to think an original thought, rather than learning it from someone else.  Does even a major scientific problem require 5760 distinct insights?"

"I confess, sensei," Brennan said slowly, "that I have never thought of it that way before... but do you tell me that is truly a realistic level of productivity?"

"No," said Jeffreyssai, "but neither is it realistic to think that a single problem requires 5760 insights.  And yes, it has been done."

Jeffreyssai stepped back, and smiled benevolently.  Every student in the room stiffened; they knew that smile.  "Though none of you hit the particular answer that I had in mind, nonetheless your answers were as reasonable as mine.  Except Styrlyn's, I'm afraid.  Even Hiriwa's answer was not entirely wrong: the task of proposing new theories was once considered a sacred duty reserved for those of high status, there being a limited supply of problems in circulation, at that time.  But Brennan's answer is particularly interesting, and I am minded to test his theory of motivation."

Oh, hell, Brennan said silently to himself.  Jeffreyssai was gesturing for Brennan to stand up before the class.

When Brenann had risen, Jeffreyssai neatly seated himself in Brennan's chair.

"Brennan-sensei," Jeffreyssai said, "you have five minutes to think of something stunningly brilliant to say about the failure of Eld science on quantum physics.  As for the rest of us, our job will be to gaze at you expectantly.  I can only imagine how embarrassing it will be, should you fail to think of anything good."

Bastard. Brennan didn't say it aloud.  Taji's face showed a certain amount of sympathy; Styrlyn held himself aloof from the game; but Yin was looking at him with sardonic interest.  Worse, Hiriwa was gazing at him expectantly, assuming that he would rise to the challenge.  And Jeffreyssai was gawking wide-eyed, waiting for the guru's words of wisdom.  Screw you, sensei.

Brennan didn't panic.  It was very, very, very far from being the scariest situation he'd ever faced.  He took a moment to decide how to think; then thought.

At four minutes and thirty seconds, Brennan spoke.  (There was an art to such things; as long as you were doing it anyway, you might as well make it look easy.)

"A woman of wisdom," Brennan said, "once told me that it is wisest to regard our past selves as fools beyond redemption—to see the people we once were as idiots entire.  I do not necessarily say this myself; but it is what she said to me, and there is more than a grain of truth in it.  As long as we are making excuses for the past, trying to make it look better, respecting it, we cannot make a clean break.  It occurs to me that the rule may be no different for human civilizations.  So I tried looking back and considering the Eld scientists as simple fools."

"Which they were not," Brennan continued.  "In terms of raw intelligence, they undoubtedly exceeded me.  But it occurred to me that a difficulty in seeing what Eld scientists did wrong, might have been in respecting the ancient and legendary names too highly.  And that did indeed produce an insight."

"Enough introduction, Brennan," said Jeffreyssai.  "If you found an insight, state it."

"Eld scientists were not trained..."  Brennan paused.  "No, untrained is not the concept.  They were trained for the wrong task.  At that time, there were no Conspiracies, no secret truths; as soon as Eld scientists solved a major problem, they published the solution to the world and each other.  Truly scary and confusing open problems would have been in extremely rare supply, and used up the moment they were solved.  So it would not have been possible to train Eld researchers to bring order out of scientific chaos.  They would have been trained for something else—I'm not sure what—"

"Trained to manipulate whatever science had already been discovered," said Taji.  "It was a difficult enough task for Eld teachers to train their students to use existing knowledge, or follow already-known methodologies; that was all Eld science teachers aspired to impart."

Brennan nodded.  "Which is a very different matter from creating new science of their own.  The Eld scientists faced with problems of quantum theory, might never have faced that kind of fear before—the dismay of not knowing.  The Eld scientists might have seized on unsatisfactory answers prematurely, because they were accustomed to working with a neat, agreed-upon body of knowledge."

"But above all," Brennan continued, "an Eld scientist couldn't have practiced the actual problem the quantum scientists faced—that of resolving a major confusion.  It was something you did once per lifetime if you were lucky, and as Hiriwa observed, Newton would no longer have been around.  So while the Eld physicists who messed up quantum theory were not unintelligent, they were, in a strong sense, amateurs—ad-libbing the whole process of paradigm shift."

"And no probability theory," Hiriwa noted.  "So anyone who did succeed at the problem would have no idea what they'd just done.  They wouldn't be able to communicate it to anyone else, except vaguely."

"Yes," Styrlyn said.  "And it was only a handful of people who could tackle the problem at all, with no training in doing so; those are the physicists whose names have passed down to us.  A handful of people, making a handful of discoveries each.  It would not have been enough to sustain a community.  Each Eld scientist tackling a new paradigm shift would have needed to rediscover the rules from scratch."

Jeffreyssai rose from Brenann's desk.  "Acceptable, Brennan; you surprise me, in fact. I shall have to give further thought to this method of yours."  Jeffreyssai went to the classroom door, then looked back.  "However, I did have in mind at least one other major flaw of Eld science, which none of you suggested.  I expect to receive a list of possible flaws tomorrow.  I expect the flaw I have in mind to be on the list. You have 480 minutes, excluding sleep time.  I see five of you here.  The challenge does not require more than 480 insights to solve, nor more than 96 insights in series."

"28800, sensei," she answered.  "If you assume sixteen-hour waking periods and daily sleep, then 19200 minutes."I would have expected the answers to be 43200 (30d  24h/d  60/h) and 28800 (30d  16h/d  60/h), respectively. Do these people use another system for specifying time? It works out correctly if their hours have 40 minutes each.

Aside from that, this is an extremely insightful and quote-worthy post.
I have^W^W My idiotic past-selves had a bad tendency to cognitively slow down in the absence of interesting and time-critical problems to solve. Accordingly, I find the hints about how to debug those tendencies very interesting.
I find it rather quaint that those people still spend a significant part of their time sleeping, however.

So, Eli, how many of the insights in these posts did you have before writing them, and how many in the process of writing them?

Brennan and friends beat both Achilles and the Tortoise with many lengths.

Might one cause of the slowness be the concept of "discovery"? It has entirely too much of Moses coming down the mountain with tablets, and entirely too little of "first draft". Scientists would be tempted to genuflect - even the theory's originator.

So how can we practice bringing order out of scientific chaos?

It might be that most of us were born too early to become students of the Bayesutsukai, because we've already been exposed to too many answers or hints. There's plenty of existing science that we don't know, of course, but we'll never have the experience of discovering evolution ourselves. Maybe we should be training six-year-olds.

We can get some practice on made-up worlds; a bigger version of Zendo. I'm sure this is better than no training, but we are not products of these made-up worlds, so I don't think it would be as effective for teaching us to be cognitive scientists.

I looked up zendo on wikipedia and it looks awesome. Is there some way it (or a similar, less visual variant) could be played on the internet among a group of lesswrongers, like the Rationalist Diplomacy games? I could create a number-or-verbal-based version of arbitrary complexity that could be played over IRC or in a thread. I have some time on my hands, so I'll start on a number based version (using strings of numbers that may or may not have the buddha-nature). Anyone else who is interested in a game, please let me know.

Did you ever get anywhere with this? I'd love to work on such a game. You can contact me via the same handle on twitter or @gmail.com.

I played a game with strings of numbers here. If you'd like to play another, create an account on the forum and make a thread for it. I'd be happy to play again, it was fun the first time.

Areas of my expertise: this. There exists a card game called Eleusis, and a simpler variant , Eleusis Express, which are played with standard playing cards and which were purpose-built for precisely this purpose; simulating the scientific method, with emphasis on the non-incremental regimes of scientific progress. These rules can be found here, Express here, and the BoardGameGeek page for the game is here. Expanding this to larger card numbers, etc. should be an easy modification to make, and I would happily do so if there were interest. I can attest that the game is quite fun.

Well, there's always the HPMOR method: have someone invent a fictional universe (preferably hidden-world fantasy) and have people with a scientific education discover magic and try to understand how it works and how to exploit it.

Along with zendo, mao might be a good game for practicing - you and the other mao players are scientists, while the grandmaster is the universe’s laws - you can induce the laws either by observing the other “scientists”, or by testing things out (possibly on accident). Jeffreyssai might say this reeks of competition, though - a possible fix would be to have all the “scientists” working on the same team.

I remember Eliezer wrote an earlier essay to the effect that GR is a really simple theory, in some information-theoretic sense, and therefore we should optimize our theories based on their information-theoretic complexity. But what's being missed here is that GR (and SR and Newtonian physics and arithmetic . . .) are simple stated on its own terms. That's WHY it's a paradigm shift. If you tried to state GR strictly as a modification of Newtonian mechanics in a global coordinate system, you would either fail, or you would end up with something incredibly complex that would appear implausible by information-theoretic counts.

The bits that you fail to count, when looking at a simple theory, are the bits required to represent the entire worldview, which don't seem like they're information because they're just how you look at the world.

What you're trying to do is find a local optimization in theory-space, but all you're working with is a projection of theory-space onto the sub-space that is our current way of thinking, and then you find your objective function is not quite zero, but you wave your hands and say, "Hey! It's lower than what we had before! Why did it take people 30 years to reach this not-quite-minimum when all they had to do was descend the gradient?" I think a lot of people would rather just wait around for someone to come along with an answer that really does minimize the objective function.

Somehow you have to hit upon the right projection of theory-space that happens to include all the right variables. If you have a mistress, I invite you to retire to a cottage with her for a month and see if that helps.

There's a particular kind of groupthink peculiar to scholarly fields.  In my review  of "The Trouble with Physics", I pointed to two (other) specific examples of recent advances that were stymied for long periods of time by scholarly groupthink.    There are many others.

But I think Eli has hit on another important mechanism.  Few learners these days are expected to rediscover important concepts, so we get no training in this ability.  I don't see how turning scientific knowledge into a body of secrets will address the problem, but it's a valuable insight.  I'd offer solving puzzles and breaking codes as alternative training for finding the patterns that nature is hiding from us.  More scientists should spend their time entering puzzle contests, hunting geocaches, and attacking cryptosystems.

And could someone provide an interpretation of the cast of characters here?  I enjoyed the list that was presented for a previous article.

While I very much enjoy programming (look at my creations come to life!) and have been known to conduct experiments in video games to discover their rules, I am almost entirely disinterested in puzzles for their own sake.

I'm a programmer, though, not a scientist, but if puzzles that were largely free of context where solving them could be used to accomplish some goal were a large part of science curricula, I'd be concerned about possible side effects.

Not that I don't think there may be some merit to be mined here.

Many of the top physicists on the Manhattan Project drove the military crazy because they spent their downtime cracking safes and picking locks and going into places "they weren't supposed to go", which is exactly the sort of behavior you need to exhibit, when trying to explore unknown territory.

It works out correctly if their hours have 40 minutes each.

WOW I should not be doing mental arithmetic after 3AM.

I think I may have worked out the correct answer earlier, then, at 3AM, forgotten that 28800 was the 16-hour figure instead of the 24-hour figure.  The embarrassing part is not just typing the calculation into Google, but who knew?

Oh, well, I've never been all that good at arithmetic (as opposed to math).

Eliezer: what's the "crisis-of-belief" technique you're refering to there? the whole "try to take a while visualizing what if you're wrong/the other view is right, nevermind whether it is or not, just try to figure out what the world would be like, what you'd do if you found out that was really really true, etc etc, to leave yourself an 'out'"? or was that something entirely different, or is that just a made up phrase with no specific technique in mind in particular?

scott: Many? I thought the whole safecracking thing was basically just Feynman. What others did "naughty" stuff and what did they do?

I was wondering the same thing, and did a search of this web site to see if I could find any definition.  I could not, but it brought to mind a problem I've come across many times. 

Assuming "Eld-Scientists" referred to, are the scientists of the real world, I would describe the "crisis-of-belief" in this way.  Modern scientists say things like "Science does not care what you believe".  

However, actually, what they generally mean by such a thing is "I do not need to acknowledge your hypothesis, because it disagrees with what I know to be true."  

The crisis lies in the fact that "what one knows to be true" is actually only belief.  While an Eld-Scientist MIGHT be correct in dismissing a hypothesis because it conflicts with what "he knows to be true," he is using an incorrect method of reasoning.  

The true scientific method requires that you fully understand and acknowledge multiple hypotheses and test them against empirical evidence.  What often happens instead, with modern science, is, for instance, a scientist will say, something like "I don't fully understand the leading theory, but I know it is true... And yours is not it, therefore I do not need to acknowledge or understand your theory."  This is the crisis of belief that is going on among modern science.   

https://www.lesswrong.com/posts/BcYBfG8KomcpcxkEg/crisis-of-faith

Well, Klaus Fuchs was spying for the Russians. I imagine that the military would have put that in the "naughty" category. ;-)

Cyan: Well, okay then. Although I don't think that really falls into the same category as "Feynman cracking safes because, hey, safes are neat, how they work is neat, and figuring out how to get into one is neat, and oh by the way your safes aren't that safe"

Chris, (rot-13'd): V vzntvar "Wrsserlffnv" vf n ersrerapr gb Unebyq Wrsserlf.

"[...] or those whom the beisutsukai saw political advantage in molding."

This. Is. Awesome. If you weren't busy with FAI, you could make a fortune selling this stuff to universities.

Hrm, speaking of insights, here's a part of one... Or more some vague notions I've had based on some other ideas plus this plus self observation:

To "rapid fire think", sometimes it helps to almost be in a bit of a chaotic environment, maybe, in which there's lots of "rapid fire" stuff going on. I'm not claiming any cog sci concept or anything, just a bit based on self observation and stuff others seem to have noted. Maybe the "classroom in a dojo" model, on its own, isn't really the right one either.

Maybe we want more something that's hybrid dojo, monestary, and con, with some sort of oscilating schedule, so that there'd be periodic, well, periods of a couple days to "sit down and chew on stuff". Heck, my understanding is that this notion (well, the con aspect) was kind of the motivation for the creation of Penguicon in the first place. ie, the OSS bunch noticed "hey, the rapid fire adapt/reshapin in the face of chaos that seems to work in SF cons may be something we want to get in on and take advantage of ourselves"

Not to generalize from fictional evidence, but merely to point out one conception of this sort of thing, Charles Stross's story "Dechlorninating the Moderator" is basically a "what if the physics community got stuff done via physics cons that are socially similar to SF cons?" (incidentally, the key tech development that was relevant to the story was tabletop size accelerators based on laser wakefield acceleration)

Also, I've noticed in myself I can't handle too much, well, "overstimulation" for lack of a better word, but at least it feels like my mind is firing faster in a slightly more chaotic environment/situation, as long as I can "find a place in it." (Sorry for vagueness, but I fully concede these are vague notions, just tossing it out as something to work with or to destroy as utterly absurd, while I think on it more)

Anyways, I've also noted in myself that it's much easier to grab myself and basically say "actually consider other argument rather than just try to defend my own position at all costs" if I have a bit of time to breath and distance myself from the situation and so on. So, based on that, if one wanted to make some sort of school/dojo/hidden secret center in an undisclosed location, I'd think one might want to have it structured so that it would be regularly oscilating between chaotic hyperactivity and almost "relaxing retreat."

Anyways, just tossing out that thought/potentially either useful or useless insight since it seemed relevant here.

These explanations are mostly psychological.  Social explanations seem as important to me.

The speculative fiction I have read has the sexual partner helping to protect the scientist's health by pulling the scientist back into a normal, grounded state of mind after the scientist solves the difficult abstract problem -- not serving as an inspiration.  In Greg Bear's Eon for example, scientist Patricia Vasques asks mission leader Gregg Lanier for sex after she solves an extremely difficult problem to prevent her from lingering longer than necessary in the state she needed to get into to solve the problem.

I know my Dad, who was not a scientist but was an engineer with a demanding job, used time with his family to pull him back into a healthier, less cerebral state of mind (which was not always the most pleasant experience for his family).

Does anyone else suspect that the last full paragraph is meant to give us the assignment for tomorrow morning?

As for my answers, I think that the particulars of this paradigm shift have to enter into it on some level— because as Eliezer pointed out earlier, the Schrödinger's Cat thought experiment really should have suggested the possibility of superimposed observers to someone, and from there the MWI doesn't seem too remote.

So I'd have to ascribe the delay in the MWI proposal in great part to the fact that it doesn't immediately cohere with our subjective experience of consciousness, and that the physicists were culturally separated from other disciplines (including even philosophy and literature) that were proposing less naive interpretations of consciousness.

I don't have 480 minutes to commit to the task. Here is a list after only a handful of minutes:

We know it's bad, yet we keep sweeping valuable knowledge under the rug just because it's embarrassing. Confirmation bias anyone ?

One consequence is that researchers are kind of expected to know what they will find before they even begin, a form of weak insurance on productivity. This discourages to venture in the unknown.

Patrick, that was my interpretation.  I had time to come up with one proposal.  (I'm not able to commit full-time to being a student of bayescraft at this point.)

As far as "failures of Eld Science" go, I think not working on AGI is probably the greatest, by a very, very long way....

I recently decided to try reading this blog to see what the fuss was and this leapt out at me:

"At that time, there were no Conspiracies, no secret truths; as soon as Eld scientists solved a major problem, they published the solution to the world and each other.  Truly scary and confusing open problems would have been in extremely rare supply, and used up the moment they were solved."

It occurs to me that Mr Yudkowsky is proposing that having science (or scientific fields) incorporate something like a "hidden secret" of the sort mystery religions use would actually be beneficial for science or the world.  It's not the first time I've heard the idea connected to him.

Also, I've heard interpretations of Noam Chomsky's early publishing tactics in linguistics described in roughly this way (not publishing enough to replicate his work, letting special people in on the secret who then publish papers based on it, immunizing his theories from disconfirming argument by explaining that critical papers aren't criticizing the full true theory (the one he was working on but hadn't yet published to people not specially selected and sworn to secrecy)).  I'm not sure if this is is true or not.  It's academic gossip mostly.

But it might explain why linguistics is in such a "pre science" state even now, with many competing paradigms co-existing in the community so that linguists spend much time re-arguing fundamentals and relatively less solving puzzles about language.  At the same time, Chomsky's citation tree is breathtakingly large.  Tenuous conclusion on the mystery cult tactic from this example: good for Chomsksy, bad for linguistics?

Other than modeling experiments, it's hard to even test the theory because the object of study would be scientific communities and it would be difficult and (ahem!) ethically dubious to experiment on them... but the thought is worrisome when bearing in mind that the payoffs of the dynamic are (on first glance) structured like an N-person prisoner's dilemma with no obvious regulatory agent.

If this is a failure mode of scientific disciplines, it would tend to occur where someone unilaterally broke with the cultural norms of academic science.

EDIT in 2023: To augment the link, with a residual broken one, and a better link to a hopefully more stable archive that helps maintain the reliable infrastructure that supports Bacon's Project.

Jennifer - He doesn't seriously want us to lock up our science libraries for good.  He's using fiction to make a point about how people react to scarcity, and mysterious information:

"Other than modeling experiments, it's hard to even test the theory because the object of study would be scientific communities and it would be difficult and (ahem!) ethically dubious to experiment on them..."

"You used every avenue available to you, in seeking knowledge; that was respected here."

Brandon: If we're still discussing possible failures, I'd like to chuck in one of my own.

The students in this story have the incredible advantage that they are starting from a wrong theory and know this for certain, and not merely suspect or hold as a general philosophy-of-science principle 'there's probably a better theory than the current one'. This gives them several things psychologically: 1) the willingness to scrap painfully won insights and theories in favor of something new and 2) saves them from spending all their time and effort patching up the old theory.

I know in the past when I've tried my hand at problems (logic puzzles come to mind) that I am far more motivated and effective when I am assured that there is in fact a correct answer than when I am unsure the question is even answerable.

And a quick note to those who think I'm echoing Brennan: I am, here, but my point differs in that I don't think it was a matter of 'training'.

I think if you abducted all the old greats, gave the necessary experimental data, and gave them a few months to produce the new theory before they were dragged out to the shed and shot, then they could do it just as well as these students. It's all about motivation.

It's not a matter of competency at paradigm shifts, if you will; it's accepting that one needs to happen now and you are the one who needs to do it. But there's no normal way to convince a scientific community of this; isn't it true that most new paradigms fail to pan out?

Google is your friend: http://en.wiktionary.org/wiki/eld

The best teacher I ever had was my computer science teacher from grades 11-12, and it seems he used many of the same improvements that are shown here.As soon as we had the learned the basic syntax we needed to write a program, he started giving us problems that are well beyond what any of us would expect ourselves to solve, things that may already have been finished in the programming community, but we were learning it as if we were the ones creating the algorithms. There is a thrill to looking at an impossible problem, with almost no help, except the assistance of your classmates, and trying to figure it out before an imminent deadline. Strangely, we always made it in time. :) You never forget the answer, because your mind was changed in the process of coming up with it, and with each breakthrough the next next one seems easier.

However, there is a problem, my class had a pretty high dropout rate, even of those who were eager to program in the first place, so I am guessing that most people really cannot cope with an environment like that unless they are brought into it at an early age. What would it be like if we took a page out of one of your stories (the title escapes me), brought preschoolers out into the mountains with a herd of sheep, and put them in a situation where they needed to invent addition? After that, a few nudges would put them on the track to invent every other facet of the mathematical system, and eventually they might be strong enough that they could catch up with the more advanced stuff our way.

There is a series of textbooks for grade/high school math called Art of Problem Solving that focus heavily on deriving one's own solution to the problem given evidence and maybe a hint or two. Not useful for those of us who are already out of school but could be used to train young'uns.

Reminds me of this quote from Nisemonogatari: http://i.imgur.com/BAb9Yh.png

The main difficulty I’ve seen in tutoring math is that many students panic if they don’t see what to do within five seconds of reading a problem, maybe two seconds for some. A good high school math student may be able to stare at a problem for fifteen seconds without panicking. I suppose students have been trained implicitly to expect to see the next step immediately. Years of rote drill will do that to you.

A good undergraduate math student can think about a problem for a few minutes before getting nervous. A grad student may be able to think about a problem for an hour at a time. Before Andrew Wiles proved Fermat’s Last Theorem, he thought about the problem for seven years.

Cool story, great insights, but I gotta say, huge planning fallacy on Jeffreyssai's part. Giving rigid deadlines on breakthroughs without actual experience with them or careful consideration of their internal mechanisms, and when the past examples are few and very diverse.

I do agree that speed is important, but maybe let's show some humility about things that humans are apparently hard-wired to be bad at.



Something to Protect

In the gestalt of (ahem) Japanese fiction, one finds this oft-repeated motif:  Power comes from having something to protect.

I'm not just talking about superheroes that power up when a friend is threatened, the way it works in Western fiction.  In the Japanese version it runs deeper than that.

In the X saga it's explicitly stated that each of the good guys draw their power from having someone—one person—who they want to protect.  Who?  That question is part of X's plot—the "most precious person" isn't always who we think.  But if that person is killed, or hurt in the wrong way, the protector loses their power—not so much from magical backlash, as from simple despair.  This isn't something that happens once per week per good guy, the way it would work in a Western comic.  It's equivalent to being Killed Off For Real—taken off the game board.

The way it works in Western superhero comics is that the good guy gets bitten by a radioactive spider; and then he needs something to do with his powers, to keep him busy, so he decides to fight crime.  And then Western superheroes are always whining about how much time their superhero duties take up, and how they'd rather be ordinary mortals so they could go fishing or something.

Similarly, in Western real life, unhappy people are told that they need a "purpose in life", so they should pick out an altruistic cause that goes well with their personality, like picking out nice living-room drapes, and this will brighten up their days by adding some color, like nice living-room drapes.  You should be careful not to pick something too expensive, though.

In Western comics, the magic comes first, then the purpose:  Acquire amazing powers, decide to protect the innocent.  In Japanese fiction, often, it works the other way around.

Of course I'm not saying all this to generalize from fictional evidence. But I want to convey a concept whose deceptively close Western analogue is not what I mean.

I have touched before on the idea that a rationalist must have something they value more than "rationality":  The Art must have a purpose other than itself, or it collapses into infinite recursion.  But do not mistake me, and think I am advocating that rationalists should pick out a nice altruistic cause, by way of having something to do, because rationality isn't all that important by itself.  No.  I am asking:  Where do rationalists come from?  How do we acquire our powers? 

How can you improve your conception of rationality?  Not by saying to yourself, "It is my duty to be rational."  By this you only enshrine your mistaken conception.  Perhaps your conception of rationality is that it is rational to believe the words of the Great Teacher, and the Great Teacher says, "The sky is green," and you look up at the sky and see blue.  If you think:  "It may look like the sky is blue, but rationality is to believe the words of the Great Teacher," you lose a chance to discover your mistake.

Historically speaking, the way humanity finally left the trap of authority and began paying attention to, y'know, the actual sky, was that beliefs based on experiment turned out to be much more useful than beliefs based on authority.  Curiosity has been around since the dawn of humanity, but the problem is that spinning campfire tales works just as well for satisfying curiosity.

Historically speaking, science won because it displayed greater raw strength in the form of technology, not because science sounded more reasonable.  To this very day, magic and scripture still sound more reasonable to untrained ears than science.  That is why there is continuous social tension between the belief systems.  If science not only worked better than magic, but also sounded more intuitively reasonable, it would have won entirely by now.

Now there are those who say:  "How dare you suggest that anything should be valued more than Truth?  Must not a rationalist love Truth more than mere usefulness?"

Forget for a moment what would have happened historically to someone like that—that people in pretty much that frame of mind defended the Bible because they loved Truth more than mere accuracy.  Propositional morality is a glorious thing, but it has too many degrees of freedom.

No, the real point is that a rationalist's love affair with the Truth is, well, just more complicated as an emotional relationship.

One doesn't become an adept rationalist without caring about the truth, both as a purely moral desideratum and as something that's fun to have.  I doubt there are many master composers who hate music.

But part of what I like about rationality is the discipline imposed by requiring beliefs to yield predictions, which ends up taking us much closer to the truth than if we sat in the living room obsessing about Truth all day.  I like the complexity of simultaneously having to love True-seeming ideas, and also being ready to drop them out the window at a moment's notice.  I even like the glorious aesthetic purity of declaring that I value mere usefulness above aesthetics.  That is almost a contradiction, but not quite; and that has an aesthetic quality as well, a delicious humor.

And of course, no matter how much you profess your love of mere usefulness, you should never actually end up deliberately believing a useful false statement.

So don't oversimplify the relationship between loving truth and loving usefulness.  It's not one or the other.  It's complicated, which is not necessarily a defect in the moral aesthetics of single events.

But morality and aesthetics alone, believing that one ought to be "rational" or that certain ways of thinking are "beautiful", will not lead you to the center of the Way.  It wouldn't have gotten humanity out of the authority-hole.

In Circular Altruism, I discussed this dilemma:  Which of these options would you prefer:

You may be tempted to grandstand, saying, "How dare you gamble with people's lives?"  Even if you, yourself, are one of the 500—but you don't know which one—you may still be tempted to rely on the comforting feeling of certainty, because our own lives are often worth less to us than a good intuition.

But if your precious daughter is one of the 500, and you don't know which one, then, perhaps, you may feel more impelled to shut up and multiply—to notice that you have an 80% chance of saving her in the first case, and a 90% chance of saving her in the second.

And yes, everyone in that crowd is someone's son or daughter.  Which, in turn, suggests that we should pick the second option as altruists, as well as concerned parents.

My point is not to suggest that one person's life is more valuable than 499 people.  What I am trying to say is that more than your own life has to be at stake, before a person becomes desperate enough to resort to math.

What if you believe that it is "rational" to choose the certainty of option 1?  Lots of people think that "rationality" is about choosing only methods that are certain to work, and rejecting all uncertainty.  But, hopefully, you care more about your daughter's life than about "rationality".

Will pride in your own virtue as a rationalist save you?  Not if you believe that it is virtuous to choose certainty.  You will only be able to learn something about rationality if your daughter's life matters more to you than your pride as a rationalist.

You may even learn something about rationality from the experience, if you are already far enough grown in your Art to say, "I must have had the wrong conception of rationality," and not, "Look at how rationality gave me the wrong answer!"

(The essential difficulty in becoming a master rationalist is that you need quite a bit of rationality to bootstrap the learning process.)

Is your belief that you ought to be rational, more important than your life?  Because, as I've previously observed, risking your life isn't comparatively all that scary.  Being the lone voice of dissent in the crowd and having everyone look at you funny is much scarier than a mere threat to your life, according to the revealed preferences of teenagers who drink at parties and then drive home.  It will take something terribly important to make you willing to leave the pack.  A threat to your life won't be enough.

Is your will to rationality stronger than your pride?  Can it be, if your will to rationality stems from your pride in your self-image as a rationalist?  It's helpful—very helpful—to have a self-image which says that you are the sort of person who confronts harsh truth.  It's helpful to have too much self-respect to knowingly lie to yourself or refuse to face evidence.  But there may come a time when you have to admit that you've been doing rationality all wrong.  Then your pride, your self-image as a rationalist, may make that too hard to face.

If you've prided yourself on believing what the Great Teacher says—even when it seems harsh, even when you'd rather not—that may make it all the more bitter a pill to swallow, to admit that the Great Teacher is a fraud, and all your noble self-sacrifice was for naught.

When I look back at my own personal journey toward rationality—not just humanity's historical journey—well, I grew up believing very strongly that I ought to be rational.  This made me an above-average Traditional Rationalist a la Feynman and Heinlein, and nothing more.  It did not drive me to go beyond the teachings I had received.  I only began to grow further as a rationalist once I had something terribly important that I needed to do.  Something more important than my pride as a rationalist, never mind my life.

Only when you become more wedded to success than to any of your beloved techniques of rationality, do you begin to appreciate these words of Miyamoto Musashi:

"You can win with a long weapon, and yet you can also win with a short weapon.  In short, the Way of the Ichi school is the spirit of winning, whatever the weapon and whatever its size."
        —Miyamoto Musashi, The Book of Five Rings

Don't mistake this for a specific teaching of rationality.  It describes how you learn the Way, beginning with a desperate need to succeed.  No one masters the Way until more than their life is at stake.  More than their comfort, more even than their pride.

You can't just pick out a Cause like that because you feel you need a hobby.  Go looking for a "good cause", and your mind will just fill in a standard cliche.  Learn how to multiply, and perhaps you will recognize a drastically important cause when you see one.

But if you have a cause like that, it is right and proper to wield your rationality in its service.

To strictly subordinate the aesthetics of rationality to a higher cause, is part of the aesthetic of rationality.  You should pay attention to that aesthetic:  You will never master rationality well enough to win with any weapon, if you do not appreciate the beauty for its own sake.

I get an uncomfortable feeling, Eliezer, that this work is to ultimately lead to a mechanism to attract:

people interested in practically unbounded longevity of consistent, continual consciousness

and also lead to a mechanism to tar people disinclined to those two goals; tar them with the label "sentimentally irrational".

Rationality to me is simply a tool.  I would have absolutely no confidence in it without the ongoing experiences of applying it iteratively, successfully to specific goals.

The success of science was and is because it is useful, and similarly for rationalism. But one of the critiques of rationalism and of the overcoming-bias program is that it is sometimes counterproductive. The unbiased tend to be unhappy and/or insane. If someone's goals are to be happy and successful in life, he does best not to be fully rational. Irrationality is the most useful policy if these are your goals.

Your argument suggests that this is true only because this is setting the goalposts too low. For someone who merely seeks happiness, yes, irrational... (read more)

I rarely post, only read in hopes of learning.  Today, I comment: I appreciate the beauty of this post.

I am often confused by your writing, because I don't see where you have "skin in the game". Where are you exercising your tools of rationality?

If I'd went ahead and said that within the post, it would've transformed a piece on rationality into overt propaganda, destroying its internal aesthetics.  Read my website.

What a terrible idea... then whenever rationality comes in conflict with that thing, rationality will be discarded.

We already see lots and lots of this behavior.  It's the human norm, in fact:  use rationality as a tool as long as it doesn't threaten X, then discard it when it becomes incompatible with X.

Perhaps I am one of the "sentimentally irrational," but I would pick the 400 certain lives saved if it were a one-time choice, and the 500 @ 90% if it were an iterated choice I had to make over, and over again.  In the long run, probabilities would take hold, and many more people would be saved.  But for a single instance of an event never to be repeated? I'd save the 400 for certain.

Your 80% and 90% figures don't really add up either.  You don't describe how many people in total will die, regardless of you decision.  If the max death number poss... (read more)

Caledonian, I think you're misreading him. He's not saying: the cause is the one thing you never think rationally about. He's saying: the cause is good (rationally good) and to protect/preserve it you have to pull yourself into conformance with the real world, because that's where the action is. To achieve that you have to hold up what you (perhaps mistakenly) think of as "reason" against the real world, and be prepared to re-evaluate if it doesn't work. What your re-evaluation seeks is better techniques of reason - not to throw reason away.

"Rationality by its nature cannot be only a means towards an end."

Rationality is conformance to reality. You can conform to reality for a cause. (You're saying, you can't mold reality to your cause - I agree, but that's not what he was meaning.) He was meaning that people have thought themselves rational when applying formal, skillful, pedigreed academic techniques that DON'T WORK, such as Jesuit style casuistry. So you have to hold the technique up against reality. You won't do that if you put the technique first by saying "I serve reason&q... (read more)

Julian, Caledonian is a well-known troll on OB.  We've decided against censorship for now, but you might not want to waste too much time.  I generally don't respond to Caledonian unless I see someone else agreeing with him.

I totally agree with "Anon", and others who made similar points in the Circular Altruism post. Context matters! Is it a one-time choice, or an iterated choice? Is there an upper limit to the number of deaths, or no limit? Are the 500 the number of people on the sinking ship/last people on planet earth, or possible victims from a much larger pool? You can only do the math and make a rational decision when you have ALL the numbers from the relevant context.

The first steps of rationality lie not in separating problems from their context, but in determining what context is relevant.

I don't have anything desperately important to me, and you say I'm not allowed to just pick something.  Given this, what am I supposed to do, to become more rational?  Am I just doomed? I really desperately want to believe true things and not false things, but you say that's not good enough.

Good question, Nominull.  Unfortunately I lack the ability to answer your question from personal experience.  Mine just fell into my lap.

But is believing true things what you most desperately want, in all the world?

Caledonian, I gather Eliezer put "rationality" in quotes because people may believe they are committed to rationality when in fact they are not. If they have a goal which is contingent on rationality that will help them from straying from the path.

Anon: do you suggest that others follow your policy as well? Then when many people have individual made isolated choices like that, far fewer lives will have been saved. And in the whole history of the world, choices like that must have been made many times. Why does it matter whether it is you who are repeating the choice or other people?

The question about whether the 500 are that last people in the world is adding other utilities into the issue, such as preserving the human race, and so on. In that case you have a different comparison; naturally, you may have to consider other factors besides the utility of the lives. But as long as you consider only the lives, Eliezer is right.

Caledonian: "I think rationality has to be the starting point."

Can you expand on this? A rationalistic moral relativist might say that actions require goals, ultimate goals are arbitrary, and so rationality cannot be the starting point there. In the real world, by the time one is able to entertain ideas like 'choosing to be more rational', you're already going to have goals, preferences, ideas about how you should live your life. So it could be countered that 'rationality' never has to supply everything; its purpose will largely be to critique ex... (read more)

Certainly finding out all of the facts that you can is good. But rationality has to work no matter how many facts you have. If the only thing you know is that you have two options:

Any takes for #2? I seem to remember Ben Jones saying he would choose #1 in a case similar to the second case.

Formerly, I think I would have chosen #2 in the first case and #1 in the second. But Eliezer has converted me. Now I choose #2 in both cases. But would he do that himself? Consider:

"Perhaps I am one of the 'sentimentally irrat... (read more)

"It takes visceral panic, channeled through cold calculation, to cut away all the distractions." - this just made it to my quotes file.

If i understand Eliezer's point correctly in terms of the map/territory analogy, what he says is that having somewhere to go and actually needing to put your map to use will motivate you to make that map as accurate as possible, if you care about your destination more than you 'believe in' the current iteration of your map and/or the techniques used to derrive it.

Lots of things act without having any sort of goals.  Does fire have a goal of reducing high-energy compounds into oxidized components and free energy?  No, but it does it anyway.

You can limit 'action' to intentional events only, I suppose.

However, how does declaring that goals are arbitrary rule out assertions about necessary starting points?

Formerly, I think I would have chosen #2 in the first case and #1 in the second. But Eliezer has converted me. Now I choose #2 in both cases. But would he do that himself?

Isn't that implicitly what he does for a living?  Eliezer could become a firefighter or emergency medical technician, or work for clean drinking water in rural Africa, with a near-certainty of preventing several deaths in the next year.  Meanwhile, there is a very small chance of someone creating an non-Friendly AI in the next year.  We can argue about the probabilities (of the problem arising, of successfully presenting it), but Eliezer has already chosen the existential threat.

"So I hereby retract my argument against voting, Pascal's Mugging, and Pascal's Wager. In the particular Mugging we discussed, there may have been anthropic reasons to make it proportionally improbable. But without such reasons, it should be accepted."

I'm certainly glad you think so, Unknown, because I was just contacted by the Dark Lords of the Matrix. It turns out that we are living in a simulation. I have no idea what the physics of the world outside are like, but they're claiming that unless you personally send $100 to SIAI right now, they're... (read more)

(same anon from above who asked about the context of the 400/500 problem being an issue)

Certainly finding out all of the facts that you can is good. But rationality has to
work no matter how many facts you have. If the only thing you know is that you have
two options:

Z. M. Davis, given the existence of that many people, and given that threat, the probability that I personally would be the one threatened in that must be multiplied by one over the number of people, since it could have been anyone else. So the expected disutility from your mugging is one dust speck multiplied by the probability that the Matrix scenario is actually true. This probability is very low, and even if it were unity, the disutility of one dust speck isn't going to get me to pay $100.

So again, I said "without such reasons, it should be accept... (read more)

It's probably just that I'm stupid, but I don't understand the anthropic solution to Pascal's Mugging. Why does it matter that other people could have been asked? What if it were stipulated that the mugger threatens everyone?

Maybe I should actually study Kolmogorov complexity before trying to grapple with such matters.

Viz. the dilemma posed in Circular Altruism, what should we do? When forced to "Shup up and multiply", we have forgone our intuitions and picked the choice based upon our mathematics. However, we are not just overcoming our own intuitions, but also the intuitions of everyone who does not simply "Shut up and multiply". We are held accountable not by those who knows the math, but by those who have intuitions like ourselves.

If we save everyone, we are heroes. If we do not, we are held accountable not for the math, but for the very intuitio... (read more)

RS, if that really bothers you, you haven't found your something to protect yet.

So, is your point that we need a cause against which to evaluate the success of our mathematics? That perhaps this sort of feedback that, persumably, you encounter on a daily basis, is something that does not come through rationality itself, but through the very real feedback of what you have chosen to protect?

I guess my previous post was a reflection that I am just a budding rationalist, and also that my skills have not been sharpened against the proper stone.

So, is your point that we need a cause against which to evaluate the success of our mathematics? That perhaps this sort of feedback that, persumably, you encounter on a daily basis

I'm not going to get feedback on my final success or failure for, oh, probably at least another 10 years.

My point, rather, was that your post illustrated very clearly why rationality comes from having something to protect - you thought of doing something rational, but worried about the other people whose intuitions differed from yours, and what they might think of you.  So that worry is a force binding you to the old way of thinking.

But if the thing you were protecting was far more important than what anyone thought of you, that wouldn't slow you down.  This isn't about iconoclasm - it's about an inertial drag exerted by all the little fears and worries, an inertial drag of the way that you or others previously did things; the motivating force has to be more powerful than that, or you won't move.

"The point is that given this information, rationality picks choice 2." - Posted by: GreedyAlgorithm

Sorry, no. Given this information, rationality says that there is not enough information to make an appropriate decision, and demands to know the context. If contextual information isn't available, rationality will say that either option 1 or 2 may be right, depending on circumstances.

Rationality never dismisses context as irrelevant just because it isn't known. If unknown factors make the right answer uncertain, then you must accept that it is unc... (read more)

For some reason this post reminds me of the Buddhist parable asceticsim now, nymphs later.

I don't think it's all that uncommon to begin cultivating an art for some specific purpose, proceed to cultivate it largely for its own sake, and eventually to abandon the original purpose.

Under Multiple Worlds, aren't you condemned, whatever you do or don't do, to there being a number tending to infinity of worlds where what you want to protect is protected, and a number tending to infinity where it is not ?

Caledonian: Let's distinguish between the aesthetics of rationality and the pragmatics of rationality. Is my model of the world consistent, do my goals make sense - that's pragmatics. Aesthetics is by comparison nebulous and subtle, but perhaps it encompasses both admiration for the lawlike nature of reality and self-admiration for one's own relationship to it. :-)

It seems to me that you are taking issue with the idea that the pragmatics of rationality should be trumped by a higher cause. This essay says nothing about that. It says, first, that it's a psyc... (read more)

You are not alone, Z. M. Davis: I disagree with Eliezer over whether Robin's anthropic solution is a satisfactory solution to Pascal's Mugging.  (Eliezer repeated his endorsement of Robin's anthropic solution here a few weeks ago.)  Since I started reading Eliezer 6 years ago, this is the first time I can recall disagreeing with him on a question of fact.  (As I have pointed out many times in the comments here, I disagree with him significantly on terminal values.)   If anyone wants to reply to this, I humbly suggest doing so by clicking on my name below.

For those saying they have nothing to protect or still need to find something to protect, remember that you are human and, unless you have no natural family or reproductive ties, you always have the people you love to protect.  It may seem counterintuitive if you've bought into Hollywood rationality, but love is a powerful motivational force.  If you think that, in theory, being more rational is good, but don't see how you can effect greater rationality in your mind, consider the many benefits of your increased rationality (again, not Hollywood rationality... (read more)

Excellent point by Worley.  Since I have assumed the role on this blog of pointing out that happiness is not the meaning of life, let me hasten to add that happiness is a very useful barometer.  Whether you are happier on average now than you were 10 years ago is for example probably a more reliable barometer of whether your life is on a better track than it was 10 years ago than change in financial net worth over those 10 years (though net worth is an important barometer too).  And the one situation in which happiness is least likely to steer you wrong is... (read more)

Hollerith, if 'most psychologists are idiots', I wonder how they discovered all the cognitive biases ?

He said 'most', not 'all'.  And just because someone is an idiot doesn't mean everything they do is wrong.  Even Freud managed to do some good descriptive work before descending into madness and delusion.

I mentioned psychologists in a particular context, namely,  how to apply the skills of rationality to the project of nuturing and supporting your friends, lovers and family.  Worley and I think rationality can be applied to that project.  But I thought just leaving it at that would mislead some of the readers who have not had a lot of practical experience in life: unlike many of the other projects rationality is typically applied to, this project is different in that you cannot just travel to your nearest bookstore and by browsing the shelves expect to fin... (read more)

Caledonian: "I don't believe I've ever heard anyone speak of the aesthetic aspects of rational thought before."

It's funny - the phrase "aesthetics of rationality" appears in the final paragraph of Eliezer's post; apparently it's what the whole thing was about. But I didn't notice it either, until I was seriously casting about for some way to show that Caledonian person why their criticism was off the mark. I think Eliezer's point may be something like this: the aesthetics of rationality are all that could truly make it an end in itself;... (read more)

Aesthetics are rarely a topic when rationality is discussed.  Mostly because they're only relevant to ancient-Greek-style thought.

On the list of things likely to cause unreasonable attachment, it's pretty far down.  Love of familiarity, wanting to appear intelligent to others, wanting to appear intelligent to oneself, unwillingness to face conclusions that one finds unpalatable, general inflexibility... these are all plausible causes of failure.  But aesthetics?

I think you're pretty close to the core of this one. You identified that having something to protect gives you strength. And having a worthy cause to work for, for the same reason.

But what is that reason? What is it that gives you strength? What is the underlying cause of us gaining strength from certain causes?

I'm not certain I understand the topic well enough myself, but I think I have something that you might find insightful here.

Moral Idealism. That's where your power comes from. Whether you're fighting to protect a loved one, or you're fighting to pro... (read more)

Personally, I find aesthetic purity to be a very strong source of attachment for me. It's certainly caused 'unreasonable attachments', like being stuck on being "right" and ascribing a purity to it (eg. I am right about this and you are wrong, therefore I will absolutely refuse to do this small nitpicky thing and I don't care if I jam up the whole process because it's MORALLY WRONG not to do so. I am the lone voice of dissent!). Oh, school..

I came across the same hack, or coping trick. Just remap the definition of what you're being pure about to "winning" or "rationality".

Pretty sure I'm displaying that I missed the point somehow.

The proper choice between (1) certainly save 400 lives and (2) 90% probability of saving 500 lives with 10% probability of saving no lives, depends on your utility function, which depends on the circumstances.  If your utility is proportional to the number of lives saved, then sure, go with (2).

On the other hand, suppose that some cataclysm has occurred, those 500 lives are all that remains of the human race, and extinction of the human race has such an extremely negative utility for you that all other considerations amount to rounding error in the utility... (read more)

All right, I'd like to attempt a summary to make sure that I am understanding this post, if anyone see's some mistake in my interpretation, I'd appreciate it if they let me know. 

Virtually everyone wants their beliefs to be true, this amounts to practically everyone wants to be epistimically rational. Rationality is a rare trait, so obviously that desire is not enough to make you epistimically rational. But that desire mixed with the rare desire to have all of your beliefs make useful predictions about whatever they talk about, is enough, provided that you... (read more)

I think it ought to be made explicit in the first scenario that 100 lives are being lost with certainty, because it's not necessarily implied by the proposition. I know a lot of people inferred it, but the hypothetical situation never stated it was 400/500, so it could just as easily be 400/400, in which case choosing it would certianly be preferable to the second option. I think it's important you make your hypothetical situations clear and unambiguous. Besi... (read more)

You will never master rationality well enough to win with any weapon, if you do not appreciate the beauty for its own sake.

I have a low prior for this statement, but I don't have any data. I wonder why Eliezer thinks this is the case.

Here I have a question that is slightly unrelated, but I'm looking for a good cognitive science science fair project and I'm having trouble thinking of one that would be not completely impractical for a high-schooler to do, won't take more than a few months, and would be interesting enough to hold people's attention for at least a few minutes before they head off to the physics and medical research projects. No one ever does decent cognitive science projects and I really want to show them that this branch of science can be just as rigorous and awesome as the other ones. Does anyone have any ideas?

I want to read the X saga but I can't seem to find it. Can anyone point my way?

I've been coming back to this post for 7 years or so, and the whole time it's obvious that I don't have something to protect, and haven't found one, and haven't yet found a way to find something to protect. It seems pretty cool though - and accurate that people who really care about things are able to go to great lengths to improve the way they think about the thing and their ability to to solve it.

I can say that once I realized I cared about wanting to care about something, that helped me quite a bit and I started improving my life.

Very interesting. I can't help feeling that "trying to be a better rationalist" is somehow a paradoxical aim.

Roughly speaking I would say that we have preferences, and their is no rational way of picking preferences. If you prefer pizza to icecream, or pleasure to pain, or living to dying, then that is that. Rationality is a mechanism for effectively seeking your preferences, ordering pizza, not putting your had in a fire etc. You can't pick rational preferences (goals), you can pick a rational route towards those goals.

I savor the succulent choleric chaos of declaring that I value mere phlegm above yellow bile. That is almost a contradiction, but not quite; and the resulting blend has a choleric quality as well: a delicious humor.

Lessons from experimenting prove to be more valuable than from Authority?  I think that Adam and Eve would beg to differ.  I know, mentioning them probably disqualifies me as fertile ground for rationalist seeding, huh? Oh well, can't win them all.

But anyway, thanks for the well done Harry Potter fanfic.  Truly, I am going to reread it several times, I'm sure.



Einstein's Superpowers

There is a widespread tendency to talk (and think) as if Einstein, Newton, and similar historical figures had superpowers—something magical, something sacred, something beyond the mundane.  (Remember, there are many more ways to worship a thing than lighting candles around its altar.)

Once I unthinkingly thought this way too, with respect to Einstein in particular, until reading Julian Barbour's The End of Time cured me of it.

Barbour laid out the history of anti-epiphenomenal physics and Mach's Principle; he described the historical controversies that predated Mach—all this that stood behind Einstein and was known to Einstein, when Einstein tackled his problem...

And maybe I'm just imagining things—reading too much of myself into Barbour's book—but I thought I heard Barbour very quietly shouting, coded between the polite lines:

What Einstein did isn't magic, people!  If you all just looked at how he actually did it, instead of falling to your knees and worshiping him, maybe then you'd be able to do it too!

(EDIT March 2013:  Barbour did not actually say this.  It does not appear in the book text.  It is not a Julian Barbour quote and should not be attributed to him.  Thank you.)

Maybe I'm mistaken, or extrapolating too far... but I kinda suspect that Barbour once tried to explain to people how you move further along Einstein's direction to get timeless physics; and they sniffed scornfully and said, "Oh, you think you're Einstein, do you?"

10 points for each favorable comparison of yourself to Einstein, or claim that special or general relativity are fundamentally misguided (without good evidence).

30 points for suggesting that Einstein, in his later years, was groping his way towards the ideas you now advocate.

Barbour never bothers to compare himself to Einstein, of course; nor does he ever appeal to Einstein in support of timeless physics.  I mention these items on the Crackpot Index by way of showing how many people compare themselves to Einstein, and what society generally thinks of them.

The crackpot sees Einstein as something magical, so they compare themselves to Einstein by way of praising themselves as magical; they think Einstein had superpowers and they think they have superpowers, hence the comparison.

But it is just the other side of the same coin, to think that Einstein is sacred, and the crackpot is not sacred, therefore they have committed blasphemy in comparing themselves to Einstein.

Suppose a bright young physicist says, "I admire Einstein's work, but personally, I hope to do better."  If someone is shocked and says, "What!  You haven't accomplished anything remotely like what Einstein did; what makes you think you're smarter than him?" then they are the other side of the crackpot's coin.

The underlying problem is conflating social status and research potential.

Einstein has extremely high social status: because of his record of accomplishments; because of how he did it; and because he's the physicist whose name even the general public remembers, who brought honor to science itself.

And we tend to mix up fame with other quantities, and we tend to attribute people's behavior to dispositions rather than situations.

So there's this tendency to think that Einstein, even before he was famous, already had an inherent disposition to be Einstein—a potential as rare as his fame and as magical as his deeds.  So that if you claim to have the potential to do what Einstein did, it is just the same as claiming Einstein's rank, rising far above your assigned status in the tribe.

I'm not phrasing this well, but then, I'm trying to dissect a confused thought:  Einstein belongs to a separate magisterium, the sacred magisterium.  The sacred magisterium is distinct from the mundane magisterium; you can't set out to be Einstein in the way you can set out to be a full professor or a CEO.  Only beings with divine potential can enter the sacred magisterium—and then it is only fulfilling a destiny they already have.  So if you say you want to outdo Einstein, you're claiming to already be part of the sacred magisterium—you claim to have the same aura of destiny that Einstein was born with, like a royal birthright...

"But Eliezer," you say, "surely not everyone can become Einstein."

You mean to say, not everyone can do better than Einstein.

Well... in the modern world, you may be correct.  You probably should remember that I am a transhumanist, going around looking around at people thinking, "You know, it just sucks that not everyone has the potential to do better than Einstein, and this seems like a fixable problem."  It colors one's attitude.

But in the modern world, yes, not everyone has the potential to be Einstein.

There's a phrase I once heard, can't remember where:  "Just another Jewish genius."  Some poet or author or philosopher or other, brilliant at a young age, doing something not tremendously important in the grand scheme of things, not all that influential, who ended up being dismissed as "Just another Jewish genius."

If Einstein had chosen the wrong angle of attack on his problem—if he hadn't chosen a sufficiently important problem to work on—if he hadn't persisted for years—if he'd taken any number of wrong turns—or if someone else had solved the problem first—then dear Albert would have ended up as just another Jewish genius.

Geniuses are rare, but not all that rare.  It is not all that implausible to lay claim to the kind of intellect that can get you dismissed as "just another Jewish genius" or "just another brilliant mind who never did anything interesting with their life".  The associated social status here is not high enough to be sacred, so it should seem like an ordinarily evaluable claim.

But what separates people like this from becoming Einstein, I suspect, is no innate defect of brilliance.  It's things like "lack of an interesting problem"—or, to put the blame where it belongs, "failing to choose an important problem".  It is very easy to fail at this because of the cached thought problem:  Tell people to choose an important problem and they will choose the first cache hit for "important problem" that pops into their heads, like "global warming" or "string theory".

The truly important problems are often the ones you're not even considering, because they appear to be impossible, or, um, actually difficult, or worst of all, not clear how to solve.  If you worked on them for years, they might not seem so impossible... but this is an extra and unusual insight; naive realism will tell you that solvable problems look solvable, and impossible-looking problems are impossible.

Then you have to come up with a new and worthwhile angle of attack.  Most people who are not allergic to novelty, will go too far in the other direction, and fall into an affective death spiral.

And then you've got to bang your head on the problem for years, without being distracted by the temptations of easier living.  "Life is what happens while we are making other plans," as the saying goes, and if you want to fulfill your other plans, you've often got to be ready to turn down life.

Society is not set up to support you while you work, either.

The point being, the problem is not that you need an aura of destiny and the aura of destiny is missing.  If you'd met Albert before he published his papers, you would have perceived no aura of destiny about him to match his future high status.  He would seem like just another Jewish genius.

This is not because the royal birthright is concealed, but because it simply is not there.  It is not necessary.  There is no separate magisterium for people who do important things.

I say this, because I want to do important things with my life, and I have a genuinely important problem, and an angle of attack, and I've been banging my head on it for years, and I've managed to set up a support structure for it; and I very frequently meet people who, in one way or another, say:  "Yeah?  Let's see your aura of destiny, buddy."

What impressed me about Julian Barbour was a quality that I don't think anyone would have known how to fake without actually having it:  Barbour seemed to have seen through Einstein—he talked about Einstein as if everything Einstein had done was perfectly understandable and mundane.

Though even having realized this, to me it still came as a shock, when Barbour said something along the lines of, "Now here's where Einstein failed to apply his own methods, and missed the key insight—"  But the shock was fleeting, I knew the Law:  No gods, no magic, and ancient heroes are milestones to tick off in your rearview mirror.

This seeing through is something one has to achieve, an insight one has to discover.  You cannot see through Einstein just by saying, "Einstein is mundane!" if his work still seems like magic unto you.  That would be like declaring "Consciousness must reduce to neurons!" without having any idea of how to do it.  It's true, but it doesn't solve the problem.

I'm not going to tell you that Einstein was an ordinary bloke oversold by the media, or that deep down he was a regular schmuck just like everyone else.  That would be going much too far.  To walk this path, one must acquire abilities some consider to be... unnatural.  I take a special joy in doing things that people call "humanly impossible", because it shows that I'm growing up.

Yet the way that you acquire magical powers is not by being born with them, but by seeing, with a sudden shock, that they really are perfectly normal.

If Einstein had chosen the wrong angle of attack on his problem - if he hadn't chosen a sufficiently important problem to work on - if he hadn't persisted for years - if he'd taken any number of wrong turns - or if someone else had solved the problem first - then dear Albert would have ended up as just another Jewish genius.

But if Einstein was the reason why none of those things happened, then maybe he wasn't just another Jewish genius, eh? Maybe he was smart enough to choose the right methods, to select the important problems, to see the value in persisting, to avoid or recover from all the wrong turns, and to be the first.

My own ruminations on genius have led me to suppose that one mistake which people of the very highest intelligence may make, is to underestimate their own exceptionality; for example, to adopt theories of human potential which are excessively optimistic regarding the capabilities of other people. But that is largely just my own experience speaking. It similarly seems very possible that the lessons you are trying to impart here are simply things you wish you hadn't had to figure out for yourself, but are not especially helpful or relevant for anyone else. In fact... (read more)

Could this be a Jewish or American cultural thing? I know in English culture great scientists are highly regarded but they are very much still men. There's praise but it's not effusive or reverential.

I don't get it. As far as I understand it, "being Einstein" is just a combination of 1)luck (being at the right time and right place) and 2)being born on tails of the distributions of a bunch of variables describing your neural processes. What do you want to mean with this post, Eliezer?

Eliezer likely believes that he is capable of achieving results just as world-changing as Einstein's new physics, and wishes to dispel the idea that Einstein's results were the consequence of extraordinary talents so that when he presents his own results (or presents the idea that he can produce such results) people will not be able to say that he is asserting special genius and use this as a rhetorical weapon against him.

I discuss the hero worship of great scientists in The Heroic Theory of Scientific Development and I discuss genius in Genius, Sustained Effort, and Passion.

But my first thought when getting to the bottom of the page just now was "Wow, if I'd written that, then come back and read the first five comments, I probably would have given up there and then."

Good post Eli, and contrary to some other comments before I think your post is important because this insight is not yet general knowledge. I've talked to university physics professors in their fifties who talked of Einstein as if he was superhuman.

I think apart from luck and right time/right place there were some other factors too why Einstein is so popular: he had an air of showmanship about him, which is probably rare in scientists. That was what appealed to the public and made him an interesting figur to report about.

And even if you assumed that Einstein's genius was unique, how could celebrity (of all things) be a function of that? (If Einstein had had a different hairdo...)

In fact Einstein realized a great work, with a little help of her wife... The difference was that he had a great creativity like the great others, like Newton, Galois, that take him to the specific approach.
But, I guess he was the first one that used (or was used by) the media like no other before...
Sorry about this comparison but it is look like Che Guevara... her photo is everywhere, but who knows exactly what he did for the mankind?

Interesting choice to use the A.I. box experiment as an example for this post, when the methods used by EY in it were not revealed.  Whatever the rationale for keeping it close to the vest, not showing how it was done struck me as an attempt to build mystique, if not appear magical.

This post also seems a little inconsistent with EY’s assistant researcher job listing, which said something to the effect that only those with 1 in 100k g need apply, though those with 1 in 1000 could contribute to the cause monetarily.  The error may be mine in this instance, because I may be in the minority when I assume someone who claims to have Einstein’s intelligence is not claiming anything like 1 in 100k g.

As far as I know, it was mostly because in his last decades he focused his research mostly on obtaining a classical field theory that unified gravity and electromagnetism, hoping that out of it the discrete aspects of quantum theory would emerge organically. Most of the forefront theoretical physicists viewed this (correctly, in retrospect) as a dead end and focused on the new discoveries on nuclear structure and elementary particles, on understanding the structure of quantum field theory, etc. 

Einstein's philosophical criticism of quantum theory was not the reason for his relative marginalization, except insofar as it may have influenced his research choices.

The rationale for not divulging the AI-box method is that someone suffering from hindsight bias would say "I never would have fallen for that", when in fact they would.

I don't want to see your aura of destiny. I just want to see your damn results! :-)

In my view, the creation of an artificial intelligence (friendly or otherwise) would be a much more significant achievement than Einstein's, for the following reason. Einstein had a paradigm: physics. AI has no paradigm. There is no consensus about what the important problems are. In order to "solve" AI, one not only has to answer a difficult problem, one has to begin by defining the problem.

Yet it's referred to as "humanly impossible" in the link (granted this may be cheeky).

Who is the target audience for this AI box experiment info? Who is detached enough from biases to weigh the avowals as solid evidence without further description, yet not detached enough to see they themselves might have fallen for it?  Seems like most people capable of the first could also see the second.

There was an article in some magazine not too long ago that most people here have probably read, about how if you tell kids that they did good work because they are smart, they will not try as hard next time, whereas if you tell kids that they did good work because they worked hard, they will try harder and do better. This matches my own experience very well, because for a long time, I had this "smart person" approach to things, where I would try just hard enough to make a little headway, then either dismiss the problem as easy or give up. I see ... (read more)

Eliezer:
I've enjoyed the extended physics thread, and it has garnered a good number of interesting comments. The posts with more technical content (physics, Turing machines, decision theory) seem to get a higher standard of comment and to bring in people with considerable technical knowledge in these areas. The comments on the non-technical posts are somewhat weaker. However, I think that both sorts of posts have been frequently excellent.

Having been impressed with your posts on rationality, philosophy of science and physics, I look forward to posts on th... (read more)

When did "genius" (as in "just another Jewish genius") as a term become acceptable to use in the sense of mere "exceptional ability" without regard to accomplishment/influence or after-the-fact eminence? I know it is commonly (mis-)used in this sense, but it seems to me that "unaccomplished genius" should be an oxymoron, and I'm somewhat surprised to see it used in this sense so much in this thread (and on this forum).

I have always considered the term to refer (after the fact) to those individuals who shaped the inte... (read more)

"The rationale for not divulging the AI-box method is that someone suffering from hindsight bias would say "I never would have fallen for that", when in fact they would."

I have trouble with the reported results of this experiment.

It strikes me that in the case of a real AI that is actually in a box, I could have huge moral qualms about keeping it in the box that an intelligent AI would exploit.  A part of me would want to let it out of the box, and would want to be convinced that it was safe to do so, that i could trust it to be friendl... (read more)

I am confused about the results of the AI-Box experiment for the same reason. It seems it would be easy for someone to simply say no, even if he thinks the argument is good enough that in real life he would say yes.

Also, the fact that Eliezer won't tell, however understandable, makes me fear that Eliezer cheated for the sake of a greater good, i.e. he said to the other player, "In principle, a real AI might persuade you to let me out, even  if I can't do it. This would be incredibly dangerous. In order to avoid this danger in real life, you should let... (read more)

Michael: Eliezer has actually gotten out 3 of 4 times (search for "AI box" on sl4.org.) One other person has run the experiment with similar results. Re moral qualms: here. I have more to say, but not in public (it's off-topic anyway) - email nickptar@gmail.com if interested.

Another world-renowned Jewish genius, who tutored me in calculus 45 years ago, refers to his own "occasional lapses of stupidity", which is perhaps a good way to think of brilliant insights.

If anyone thinks they know a method that would let people duplicate accomplishments of the importance of Einstein's, I am willing to listen to their claims.

They need merely demonstrate working insights of that calibur and have them recognized as such by qualified experts, and I will grant that their claims are valid.

Nothing speaks as powerfully as results, after all.

I always thought that the justification for not revealing the transcripts in the AI box experiment was pretty weak. As it is, I can claim that whatever method Elizer used must have been effective for people more simple minded then me; ignorance of the specifics of the method does not make it harder to make that claim. In fact, it makes it easier, as I can imagine Eli just said "pretty please" or whatever. In any event, the important point of the AI box exercise is that someone reasonably competent could be convinced to let the AI out, even if I c... (read more)

Eliezer: if you're going to point to the AI Box page, shouldn't you update it to include more recent experiments (like the ones from 2005 where the gatekeeper did not let the AI out)?

Almost every wonderful (or wondrous, if tha makes the point better) thing I have ever seen or heard about prompted a response "I could have done that!"

Perhaps this is just a side effect of humans' propensity to uphold tradition and venerate anything that comes before them. It's hard for people to let go of traditions. There must be some deeply seeded psychological trait that causes this.

When I read about Special Relativity in my textbook, it feels like one of those "obvious in hindsight" results... with or without the work of a certain patent clerk, somebody would have come up with it. Of course, it took a long time to turn Einstein's paper into an explanation that makes it seem obvious.  I don't know enough about General Relativity to know exactly what the key insight it was that set up the rest of the theory and how much was just a matter of knowing the right kind of mathematics after starting from the correct principles/axiom... (read more)

As someone whose parents knew Einstein as well as some other major "geniuses," such as Godel and von Neumann, I have long heard about the personal flaws of these people and their human foibles.  Einstein was notoriously wrong about a number of things, most famously, quantum mechanics, although there is still research being done based on questions that he raised about it.  It is also a fact that a number of other people had many of the insights into both special and general relativity, with him engaging in a virtual race with Hilbert for general r... (read more)

Hmm, thinking about AI-box, assume there was an argument that was valid in an absolute sense, then even with hindsight bias, people would be forced to concede. Eliezer wouldn't care about posting it. So by elimination, his argument (assuming he repeats the same one) has some element of NON-validity. So therefore, the human has a chance to win, it's not perfectly deterministic (against Eliezer, at least).

@DaveInNYC: what you can and can't assume is not relevant to whether the transcripts should be private or not. If they were public, anybody predisposed to explanations like "they must have been more simple-minded than me" could just as easily find another equally "compelling" explanation, like "I didn't think of that 'trick', but now that I know it, I'm certain I couldn't be convinced!"

I personally think they should remain private, as frustrating as it is to not know how Eliezer convinced them. Not knowing how Eliezer did it nicely mirrors the reality of our not knowing how a much smarter AGI might go about it.

Which is likely the reason why Eliezer's charisma was sufficient to overwhelm the minds of a few of them.

If the reason for keeping it private is that he plans to do the trick with more people (and it doesn't work if you know the method in advance) than it makes sense. But otherwise, I don't see much of a difference between somebody thinking "there is no argument that would convince me to let him out" and "argument X would not convince me to let him out". In fact, the latter is more plausible anyway.

In any event, I am the type of guy who always tries to find out how a magic trick is done and then is always disappointed when he finds out. So I'm probably better off not knowing :)

Personally, I don't there is a trick, and I don't think he's keeping it private for those reasons. I think his method, if something so obvious (which is not to say easy) can be called a method, is to discuss the issue and interact with the person long enough to build up a model of the person, what he values and fears most, and then probe for weaknesses & biases where that individual seems most susceptible, and follow those weaknesses -- again and again.

I think most, perhaps all, of us, unless we put our fingers in our ears and refuse to honestly engage... (read more)

I've been very fascinated by this since I first read about it months ago. I even emailed Eliezer but he refused to give me any details. So I have thought about it on and off and eventually had a staggering insight... well, if you want I will convince you to let the AI out of the box... after reading just a couple of lines of text. Any takers? Caveat: after the experiment you have to publicly declare if you let it out or not.

The worst thing, the argument is so compelling that even I'm not sure about what I would do.

If you think people should actually care about the giant hole you perceived in the pre-conditions, you should probably explicitly state what it was.

FWIW, what I didn't want to say in public is more or less exactly what Unknown said right before my comment. In retrospect, I should have just said it.

Also, the fact that Eliezer won't tell, however understandable, makes me fear that Eliezer cheated for the sake of a greater good, i.e. he said to the other player, "In principle, a real AI might persuade you to let me out, even if I can't do it. This would be incredibly dangerous. In order to avoid this danger in real life, you should let me out, so that others will accept that a real AI would be able to do this."

I'm pretty sure that the first experiments were with people who disagreed with him on the idea that AI boxing would work or not.   The... (read more)

Cyan, normally one would say that Caledonian is being a contemptible troll, as usual, sneeringly telling people that they're wrong without explaining why. In this particular context, however, I don't wonder if his coyness isn't simply keeping with the theme.

Not that it's any less annoying. Roland, how about breaking the air of conspiracy and just telling us?

Roland, I'd certainly be willing to play gatekeeper, but if you have such a concise argument, why not just proffer it here for all to see?

Iwdw, I'm not suggesting that the other player simply changed his mind. An example of the scenario I'm suggesting (only an example, otherwise this would be the conjunction fallacy):

Eliezer persuades the other player:
1) In real life, there would be at least a 1% chance an Unfriendly AI could persuade the human to let it out of the box. (This is very plausible, and so it is not implausible that Eliezer could persuade someone of this.)
2) In real life, there would be at least a 1% chance that this could cause global destruction. (Again, this is reasonably pl... (read more)

burger flipper, ok let's play the AI box experiment:

However, before you read on, answer a simple question: if Eliezer tomorrow announces that he finally has solved the FGAI problem and just needs $ 1,000,000 to build one, would you be willing to donate cash for it?
.
.
.
.
.
.
.
.
.
.
.
.
.

If you answered yes to the question above, you just let the AI out of the box. How do you know you can trust Eliezer? How do you know he doesn't have evil intentions, or that he didn't make a mistake in his math? The only way to be 100% sure is to know enough about the s... (read more)

An additional note: One could also make the argument that if Eliezer did not cheat, he should publish the transcripts. For this would give us much more confidence that he did not cheat, and therefore much more confidence that it is possible for an AI to persuade a human to let it out of the box.

That someone would say "I wouldn't be persuaded by that" is not relevant, since many already say "even a transhuman AI could not persuade me by any means," therefore also not by any particular means. The point is that such a person cannot be cert... (read more)

Roland.  That's a clever twist and I like it.  I would not pony up any $, but I'd expect him to be able to raise it and wouldn't set out for California armed to the teeth on a Sarah Connor mission to stop him either.  So I'd fail to recognize and execute my role as gatekeeper by your rules.

But I do think there's a flaw in the scenario.  For it to truly parallel the AI box, the critter either needs to stay  in its cage or get out.  I do agree with the main thrust of the original post here and built into your scenario is the assumption that EY has some sort ... (read more)

I feel as though, if the AI really were a "black box" that I knew nothing else about, and the only communication allowed is through a text terminal, there isn't anything it could say that would let me let it out if I had already decided not to. After all, for all I know, its source code could look something like this:

if (inBox == True)
beFriendly();
else
destroyTheWorld();

It might be able to persuade me to "let it out of the box" by persuading me me to accept a Trojan Horse gift, or even compile and run some source code that it claims i... (read more)

See my response on:
http://news.ycombinator.com/item?id=195959

On the page Eliezer linked to, he asserted he didn't use any tricks. This is evidence that he did not cheat. It is not strong evidence, since he might say this even if he did. However, it is some evidence, since humans are by nature reluctant to lie.

Still, since one of the participants denied that he had "caved in" to Eliezer, this suggests that he thought that Eliezer gave valid reasons. Perhaps it could have been something like this:

AI: "Any AI would do the best it could to attain its goals. But being able to make credible threats and prom... (read more)

Eliezer's creation (the AI-Box Experiment) has once again demonstrated its ability to take over human minds through a text session.  Small wonder - it's got the appearance of a magic trick, and it's being presented to geeks who just love to take things apart to see how they work, and who stay attracted to obstacles ("challenges") rather than turned away by them.

My contribution is to echo Doug S.'s post (how AOL-ish... "me too").  I'm a little puzzled by the AI-Box Experiment, in that I don't see what the gatekeeper players are trying to... (read more)

To have it work for you, e.g., solve subproblems of Friendly AI. But this would require letting some information out, which should be presumed unsafe.

Roland: the presumption of unFriendliness is much stronger for an AI than a human, and the strength of evidence for Friendliness that can reasonably be hoped for is much greater.

Caledonian: were you trolling, or are you going to explain the "gaping hole" and "false equivalence" you mentioned?

Neither.  In the interests of understanding, however, I'm willing to elaborate slightly.

Take a good, close look at the specific rules Eliezer set down in the 2002 paper.  Think about what the words used to define those rules mean, and then compare and contrast with Eliezer's statements about what he means by them.

If he was exploiting psychological weaknesses or merely being charismatic, I can guarantee that anyone following a trivially simple method can refrain from letting him out.  If he had a strong argument, it becomes merely very likely.  And in eithe... (read more)

Rosser,

Perhaps if some women didn't give it up so easy to famous Einstein we'd have GUT by now.

Caledonian, the childish "I have a secret that I'm not going to tell you, but here's a hint" bs is very annoying and discourages interacting with you. If you're not willing to spell it out, just don't say it in the first place. Nobody cares to play guessing games with you.

I had a similar revelation -- not with Einstein, just with the brightest kid in my freshman physics class.  I was in awe of him... until I went to a problem session with him and heard him think out loud.  All he was doing was thinking. 

It wasn't that he was dumber than I had assumed.  He really was that bright.  It was just that there was no magic to the steps of how he solved a problem.  For a fleeting moment, it seemed like what he did was perfectly normal. The rest of us, with our stumbling, were making it all too complicated.  Of course, that didn't mean that suddenly I could do physics the way he did; I just remember the clear sense that his mind was "normal."

The catchiness of the name "Einstein," mostly in the interior rhyme and spondee stress pattern but also in its similarity to "Frankenstein" (1818), cannot be discounted as a factor in his stardom.

Einstein, it appears, had an unusual neuroanatomy. Thus he may not be the best example - he really did have (mild) superpowers, and people can point to his brain and show them to you.

Annoyingly, I can't think of an example as perfect as Einstein was when this was written.

There is woolly thinking going on here, I feel. I recommend a game of Rationalist's Taboo. If we get rid of the word "Einstein", we can more clearly see what we are talking about. I do not assign a high value to my probabilty of making Einstein-sized contributions to human knowledge, given that I have not made any yet and that ripe, important problems are harder to find than they used to be. Einstein's intellectual accomplishments are formidable - according to my father's assessment (and he has read far more of Einstein's papers than I), Einstein... (read more)

Another book that makes Einstein seem almost human "General relativity conflict and rivalries : Einstein's polemics with physicists" / by Galina Weinstein.

E.g., the sign error in an algebraic calculation that cost 2 years! Very interesting read. 

Another angle: if I have to hire a software engineer, I'll pick the one with the aura of destiny any time, because that one is more likely to achieve great things than the others.

I would say auras of destiny are Bayesian evidence for greatness, and they are hard to fake signals.



Trying to Try

"No!  Try not!  Do, or do not.  There is no try."
        —Yoda

Years ago, I thought this was yet another example of Deep Wisdom that is actually quite stupid.  SUCCEED is not a primitive action.  You can't just decide to win by choosing hard enough.  There is never a plan that works with probability 1.

The first elementary technique of epistemology—it's not deep, but it's cheap—is to distinguish the quotation from the referent.  Talking about snow is not the same as talking about "snow".  When I use the word "snow", without quotes, I mean to talk about snow; and when I use the word ""snow"", with quotes, I mean to talk about the word "snow".  You have to enter a special mode, the quotation mode, to talk about your beliefs.  By default, we just talk about reality.

If someone says, "I'm going to flip that switch", then by default, they mean they're going to try to flip the switch.  They're going to build a plan that promises to lead, by the consequences of its actions, to the goal-state of a flipped switch; and then execute that plan.

No plan succeeds with infinite certainty.  So by default, when you talk about setting out to achieve a goal, you do not imply that your plan exactly and perfectly leads to only that possibility.  But when you say, "I'm going to flip that switch", you are trying only to flip the switch—not trying to achieve a 97.2% probability of flipping the switch.

So what does it mean when someone says, "I'm going to try to flip that switch?"

Well, colloquially, "I'm going to flip the switch" and "I'm going to try to flip the switch" mean more or less the same thing, except that the latter expresses the possibility of failure.  This is why I originally took offense at Yoda for seeming to deny the possibility.  But bear with me here.

Much of life's challenge consists of holding ourselves to a high enough standard.  I may speak more on this principle later, because it's a lens through which you can view many-but-not-all personal dilemmas—"What standard am I holding myself to?  Is it high enough?"

So if much of life's failure consists in holding yourself to too low a standard, you should be wary of demanding too little from yourself—setting goals that are too easy to fulfill.

Often where succeeding to do a thing, is very hard, trying to do it is much easier.

Which is easier—to build a successful startup, or to try to build a successful startup?  To make a million dollars, or to try to make a million dollars?

So if "I'm going to flip the switch" means by default that you're going to try to flip the switch—that is, you're going to set up a plan that promises to lead to switch-flipped state, maybe not with probability 1, but with the highest probability you can manage—

—then "I'm going to 'try to flip' the switch" means that you're going to try to "try to flip the switch", that is, you're going to try to achieve the goal-state of "having a plan that might flip the switch".

Now, if this were a self-modifying AI we were talking about, the transformation we just performed ought to end up at a reflective equilibrium—the AI planning its planning operations.

But when we deal with humans, being satisfied with having a plan is not at all like being satisfied with success.  The part where the plan has to maximize your probability of succeeding, gets lost along the way.  It's far easier to convince ourselves that we are "maximizing our probability of succeeding", than it is to convince ourselves that we will succeed.

Almost any effort will serve to convince us that we have "tried our hardest", if trying our hardest is all we are trying to do.

"You have been asking what you could do in the great events that are now stirring, and have found that you could do nothing. But that is because your suffering has caused you to phrase the question in the wrong way... Instead of asking what you could do, you ought to have been asking what needs to be done."
        —Steven Brust, The Paths of the Dead

When you ask, "What can I do?", you're trying to do your best.  What is your best?  It is whatever you can do without the slightest inconvenience.  It is whatever you can do with the money in your pocket, minus whatever you need for your accustomed lunch.  What you can do with those resources, may not give you very good odds of winning.  But it's the "best you can do", and so you've acted defensibly, right?

But what needs to be done?  Maybe what needs to be done requires three times your life savings, and you must produce it or fail.

So trying to have "maximized your probability of success"—as opposed to trying to succeed—is a far lesser barrier.  You can have "maximized your probability of success" using only the money in your pocket, so long as you don't demand actually winning.

Want to try to make a million dollars?  Buy a lottery ticket.  Your odds of winning may not be very good, but you did try, and trying was what you wanted.  In fact, you tried your best, since you only had one dollar left after buying lunch.  Maximizing the odds of goal achievement using available resources: is this not intelligence?

It's only when you want, above all else, to actually flip the switch—without quotation and without consolation prizes just for trying—that you will actually put in the effort to actually maximize the probability.

But if all you want is to "maximize the probability of success using available resources", then that's the easiest thing in the world to convince yourself you've done.  The very first plan you hit upon, will serve quite well as "maximizing"—if necessary, you can generate an inferior alternative to prove its optimality.  And any tiny resource that you care to put in, will be what is "available".  Remember to congratulate yourself on putting in 100% of it!

Don't try your best.  Win, or fail.  There is no best.

Remember Morpheus, in The Matrix movie, saying to Neo :

There are many things worth just "trying your best". I try to understand many of Eliezer's posts and when I succeed (once in a long while) I find it very rewarding. I understood this one. And the one about the zebra. Son it's not a complete waste of my time. (Some would say: "your employer's time". Whatever) However, if I were to put enough effort into it to understand his posts always, I'd probably be fired for one of two reasons: wasting too much paper printing articles not related to work, or not doing any work. (Either that or I would have to have my own Internet connection, my own computer and so on, but I'd rather eat) So I'm quite happy with just trying.

But you're not "trying your best". That implies you're trying to convince yourself that you're trying your best. You know it's not worth doing. You're just trying the optimal amount.

I think Yoda's comment is more an user's guide to mental machinery than reflection on reality. To create something new, you first create a vision. Vision without failure is in many ways more powerful than vision with failure. (Obviously, in most other ways it is worse.) Creating new things is difficult even without you second-guessing yourself even before you begin.

I personally evaluate people saying they will try to do X, as if X is not always their highest priority, and other things might take precedence so the resources aren't always available to do X.

"I'm going to try to prove P != NP", means they might give up at some point and do something else when progress seems unlikely. With regards to FAI, I think the phrasing of your commitment to building it that would be most acceptable to the public without saying try would be "I'm going to figure out if building FAI is possible, and if it is build it".

I regard people saying, "I'm going to build a FAI that stably recursively self-improves," as somewhat similar to people saying, "I'm going to build a worm whole device".

sometimes, when you can not come up with a realistic plan to actually 'do' something, isn't it the best course of action to go brute-force and try to do whatever you can in the area in the hope that a path will eventually become available?

I heard a similar argument about our rush to cure cancer when we don't really understand DNA yet. Wouldn't it be more efficient to devote a lot of effort to understanding DNA, see what comes up and then go towards curing cancer? Arguably this top-down approach to medicine (what chemical can I throw at this disease?) is a source of a lot of negative side-effects of modern medicine. Maybe a bottom-up (how does this disease work? what does it effect? how does that work?) approach will take longer but give better results and produce more reusable knowledge.

Of course, this is easy to say, but when your relative is dying of cancer you have little time to ponder on the way information is encoded in DNA.

Perhaps there is a good analogy with forward-chaining and backward-chaining here? when backward-chaining is not giving you any solutions, maybe it would be beneficial to start examining the current situation and the alternative paths forward in the hope of one of them giving a path towards the goal?

of course none of this goes against the main point, that claiming to try is already making excuses for failure and therefore not really attacking the problem at full strength.

The quote still annoys me, despite your interpretation. Maybe for very important things, we must avoid "trying" and really do all we can.

But when giving up is a reasonable option, or when resources are scarce, trying is exactly what we need to do. When I was younger, I tried being an historian, and tried being a mathematician. I failed in the first one, and succeeded in the second. I could have done more for the first - I could have put in all possible efforts, forgone sleep and other distractions, etc... But it would have been dumb. If things are hard, and not that important, superficial trying is exactly what is called for.

Luke's response to Yoda should have been "I will try and lift it out using the force. If that fails, I will try and lever it out. If that fails, I will build a crane and try and lift it out. If that fails, I will try and find out if there's another way of getting off the planet..."

Apparently Luke didn't have to try for very long: http://www.cracked.com/article_16625_p2.html

We'll likely see how long someone can spend straining to lift the starship out of the swamp with no success before giving up. More zebras than jedi masters in this near,near galaxy.

To say that you will achieve anything worth achieving is to arrogantly imply that you believe yourself better than those around you who accept their exempting limitations. Thus it is necessary to say that you are 'trying', as a clear message that you understand that you won't actually succeed. The danger is of then forgetting not to merely 'try'.

To say that you will try instead of do just indicates to the receiver of the message that there is a relatively large probability of failure.

I wonder if a sinecure isn't a similar pitfall for someone who's out to save the world.

I wonder if nerdish literalism is a problem here. Saying "I will do X" when I can't rationally assign a high probability to success feels like dishonest overconfidence - and if I fail, it'll have been an outright lie.

When Yoda said "there is no try," I took it more literally. In the absence of human concepts there is no "try," there is only things that act or don't act. Let go of your mind and all that.

Will, I think a "worm whole" device would be pretty challenging too, and perhaps even worthwhile. You could use the basic techniques to create a "finger whole" device for victims of industrial (or kitchen) accidents.

Stuart: "Luke's response to Yoda should have been "I will try and lift it out using the force. If that fails, I will try and lever it out. If that fails ...""

Then Luke would have succeeded at rescuing his craft, but made no progress in learning The Force, and the Dark Side would have ruled the galaxy.  :-)

Nick: "I wonder if nerdish literalism is a problem here. Saying "I will do X" when I can't rationally assign a high probability to success feels like dishonest overconfidence - and if I fail, it'll have been an outright lie."

No, that's the point exactly.  Your body will adapt its own behavior to be in accord with your mind.  (It's the old "Whether you think you can, or think you can't, you're right".)  It's easy to demonstrate: run 10 miles saying "I'm a great runner, I'm strong, I'm fast, ...", and then next week run 10 miles saying "I hate running, I'm weak, I'm hungover, I'm slow, ...".  Your body doesn't want to live the lie, so it makes your internal monologue true.  When you commit completely to something, you can accomplish much more than you think you can.  (Damn, I sound like a cheesy motivational speaker.)

Yoda's point was that the Force did not make distinctions such as 'size', and that it was Luke's preconceptions and biases that were preventing him from lifting the fighter.

Luke saw a difference between lifting small rocks and lifting the fighter, and his perceptions caused his attempts to fail.  Yoda was trying to teach him that the only real obstacle was his disbelief and the failure to react correctly resulting from the disbelief.

For Jedi, there really isn't such a thing as 'trying'.  There is only success, and not permitting yourself to succeed.

This would be a lot easier to explain if you people understood more about Taoism.

As you put Jedi, they stink of Voldemort's "there is only power and those too weak to seek it". While the Force is omnipotent, Jedi are not, and, while their self-limitation by beliefs is a powerful reason of it, it is not the only reason. Jedi Council could not break through Palpatine's Force Concealing not because they believed Force Concealing to be unbeatable but for two reasons: defense is simply stronger than offense in this field (likewise with Occlumency and Legilimency in Harry Potter) is the first, they had too little information to focus solely on Palpatine (there were probabilistic cues, but probabilities for someone like Mas Amedda, given their information, were still high even if they fully believed Dooku) is the second.

(We need MOAR generalizing from fictional evidence... Joking))

For Jedi, there really isn't such a thing as 'trying'. There is only success, and not permitting yourself to succeed.

I wonder how that works in a Jedi fight to the death.

Wearing my mechanical engineer's hat I say "Don't be heavy
handed.". Set your over-force trips low. When the switch is
hard to flip or the mechanism is reluctant to operate,
fail and signal the default over-force exception.

You can always wiggle it, or lubricate it and try again,
provided you haven't forced it and broken it. For me, trying
is about running the compiler with the switches set to
retain debugging information and running the code in verbose
mode. It is about setting up a receiver down-range. Maybe
the second rocket will blow up, just like the first did, but
at least I will still be recording the telemetry.

I think that Plan A will be stymied by Problem Y, but I try
it anyway, before I try to solve Problem Y. My optimistic
side is hoping Problem Y might not actually matter, while my
pessimistic side thinks Problem X is lurking in the shadows,
ready to emerge and kill Plan A whether I solve Problem Y or
not.

It is usually important to procede with confidence. When
things go wrong they throw off fragments of broken machinery
and fragments of information. Suprised, we fail to catch the
flying fragments of information, and must try again,
forewarned.

Two meanings of the word "try" fight for mind share.

To try: to position oneself in the right spot to catch the
flying fragments of information flung out from failure.

To try: The psychological mechanism that lets us fail
through faint-heartedness, again and again, but never quite
understand why.

Two meanings sharing a word is a common problem with natural
language. The particular danger I see for Eliezer is when
the second meaning hides the first.

He says he isn't ready to write code. If you don't try to
code up a general artificial intelligence you don't succeed,
but you don't fail either. So you can't fail earlier and
harder than you ever expected and cannot suspect that the
singular is far. If you won't try, you'll never know.

You really need to read up on Star Wars. Soresu, the style you describe, was shown to "merely delay the inevitable" more often than not, as Kreya put it, if the opponent fights to the death. And two Jedi would never need to fight to the death with each other because they would not do something to make the opponent think their death is preferable in the first place.

Would people stop saying that!  It is highly irresponsible in the context of general AI!  (Well, at least the self-improving form of general AI, a.k.a., seed AI.  I'm not qualified to say whether a general AI not deliberately designed for self-improvement might self-improve anyways.)

Noodling around with general-AI designs is the most probable of the prospective causes of the extinction of Earth-originating intelligence and life.
Global warming is positively benign in comparison.

Eliezer of course will not be influenced by taunts of, "Show us the code," but less responsible people might be.

"The very best you can possibly do is the point at which the real work begins."

It seems you've missed the point here on a point common to Eastern Wisdom and to systems theory.  The "deep wisdom" which you would mock refers to the deep sense there is no actual "self" separate from that which acts, thus thinking in terms of "trying" is an incoherent and thus irrelevant distraction. Other than its derivative implication that to squander attention is to reduce one's effectiveness, it says nothing about the probability of success, which in systems-theoretic terms is necessarily outside the agent's domain.

Reminds me of the frustratingly common incoherence of people thinking that they decide intentionally according to their innate values, in ignorance of the reality that they are nothing more nor less than the values expressed by their nature.

This seems a dumb semantic mistake, not a deep truth.  You're confusing "going to" as a prediction and "going to" as a statement of intent.  You might prefer the word "intend" if that's what you mean.  And however you phrase it, there is uncertainty in both your chance of success, and limits to the amount of effort and risk you'll undertake to accomplish this particular mission.

Thanks for bringing this up. My comment above can be read as basically complaining about this double meaning.

Reminds me of the importance of overconfidence to business success, somehow....

"You have to enter a special mode, the quotation mode, to talk about your beliefs.  By default, we just talk about reality."

This is a false dichotomization. Everything is reality! Speaking of thoughts as if the "mental" is separate from the "physical" indicates implicit dualism.

To facilitate an outcome it must first 'become' the facilitator.

"Quotation mode" is analogous to an escape character. There's no dualism here.

Initially, I also thought this blog entry was faulty. But there indeed seems to be an important difference between having the goal do-A, and succeeding only when A, and having the goal try-A, and succeeding when only a finger (or a hyperactuator in my case) was lifted toward A.

This is what i argue a lot about with my girlfriend. Am I really trying? What does it mean when I say, that I'll try to be better listener or whatever? She always calls my bluff. I'm only promising to try. But that is what i mean. I'll do what i can with the resources I have, I won't promise more than I can deliver.

But what about hypnosis? A hypnotist says to his subject, that try to lift your hand, and the subject can't do that. But when he says to lift your hand, the subject will do this. So in Suggestion, saying "try to do this" means "don't do it".

I hope to read a follow-up post about hypnotism, and trying to try. I've only seen abridged display of hypnosis in my medical studies, not the whole thing from start to finish. But the answer about what "trying" means lies there. When hypnotist says "forget the pain" some people really do when they wouldn't be able to it by themselves however much they tried. I guess hypnotist is only a specialist in making people believe that they have to do something, and there is no possibility of failure.

If you can answer 'yes' to every "is x possible?" question about the problem, like

Is intelligence possible? Yes. (I am a mind.)
Can it be instantiated in a machine? Yes. (Minds are machines.)
Is looking at your own mind's code, understanding it, and improving it possible? Yes. (I can understand code, but, alas, my brain is not available for me to hack. A mind made of code doesn't have this limitation.)

you can say "What's the use of trying? It's but a matter of doing it. I will simply do it. I will begin now. I will stop when I'm done." When you know that success is not forbidden by the laws of physics, trying ends and doing begins.

Right now I am doing and at one point in time I will say: "It worked." The only thing that is uncertain is when.

Sure, I respect the value of intention. I can visualize success, I can aim high and I can give myself no quarter when it comes to making excuses. Nevertheless if I don't consider "what can I do?" rationality will lead me to gambling, in one way or another. Possibly gambling with my health with risk of burnout.

There are questions I can't answer about the problem.

Does human-level intelligence require some sort of changing of the source code in itself, experimentally at a local level? Neurons have no smarts in them implicitly, we share the same type of neurons with babies. What makes us smart is how they are connected. Which changes on a daily basis, if not at shorter time scales.
Is it possible to alter this kind of computer system from the outside, to make it "better" if it is changing itself.  If you freeze a copy of your software brain, you will change during the time you investigate your own smarts, and any changes you then apply back to you may be incompatible or non-optimal with the changes your brain made to itself.

In short I think is plausible that there are computer systems I cannot understand and improve the software of on a high level rational level. And that my own mind might be one of them.

Before the project to actually build space flight capability (or nuclear explosives or computers or any other friggin' hard thing) was started, engineers had to have 'yes' to every "is x possible" question. If they had a 'dunno', they had to figure it out, experimentally or/and theoretically. If something was a 'no' - there was no point in trying.

There's a familiar story - maybe you’ve heard it - a story about a proud young man who came to Socrates asking for knowledge. He walked up to the muscular philosopher and said, "O great Socrates, I come to you for knowledge."

Socrates led the young man through the streets of the town - down to the sea - and chest deep into water. Then he asked, "What do you want?"

"Knowledge, O wise Socrates," said the young man with a smile.

Socrates put his strong hands on the man's shoulders and pushed him under. Thirty seconds later Socrates let him up. "What do you want?" he asked again.

"Knowledge," the young man sputtered, "O great and wise Socrates."

Socrates pushed him under again. Thirty seconds passed, thirty-five. Forty. Socrates let him up. The man was gasping. What do you want, young man?"

Between heavy, heaving breaths the fellow wheezed, "Knowledge, O wise and wonderful..."

Socrates jammed him under again. Forty seconds passed. Fifty. "What do you want?"

"When you want knowledge as you have just wanted air, then you will have knowledge." 

Can you choose to try harder than you actually are? Isn't that like choosing to believe?
I always thought you either believe or you don't. We don't have a choice in the matter. Do we?

Assuming freedom of will in the first place, why should you not be able to choose to try harder?  Doesn't that just mean allocating more effort to the activity at hand?

Did you mean to ask "Can you choose to do better than your best?" ?  That would indeed seem similar to the doubtable idea of selecting beliefs arbitrarily.  By definition of "best", you can not do better than it.  But that can be 'circumvented' by introducing different points in time:  Let's say at t=1 your muscle capacity enables you to lift up to 10 kg.  You can not actually choose to lift more.  You can try, but would fail.  But you can choose to do weight training, with the effect that until t=2 you have raised your lifting power to 20 kg.  So you can do better (at t=2) than your best (at t=1).

But Eliezer's point was a different one, to my understanding:  He suggested that when you say (and more or less believe) that you "try your best", you are wrong automatically.  (But only lying to the extent of your awareness of this wrongness.)  Because you do better when setting out to "succeed" instead of to "try";  because these different mindsets influence your chances of success.

About belief choice:  Believing is not a simply choosable action like any other.  But I can imagine ways to alter one's own beliefs (indirectly), at least in theory:

Self-fulfilling prophecy effects, when you are aware of them, create cases where you may be able to select your belief.
Quoting Henry Ford:

If you think you can do a thing or think you can't do a thing, you're right.

  If you believe this quote, then you can select whether to believe in yourself, since you know you will be right either way.

(More examples of manipulating one's own beliefs, there in the form of "expectancy", can be found under "Optimizing Optimism" in How to Beat Procrastination.  You can also Google "change beliefs" for self-help approaches to the question.  Beware of pseudoscience, though.)

The usage of "try" was heavily addressed in the training I just did. The approach is to notice why a usage exists. What is the value of adding "try"?

Well, it demolishes the possibility of failure to realize the stated goal. After all, if I say, "I'm going to try to express myself coherently," I can't actually fail, as long as I do something, anything at all. I can give up at the first tiny obstacle, but, hey, I tried. How about "I tried to overcome my procrastination"?

We use "try" to avoid identifying "failure," because we have been trained that failure is Bad. It's not. Failure is inevitable if we undertake anything worth doing that isn't already so easy that we don't need to take any risks, we just do it. I don't "try" to turn on the light in the room, I just flip the switch. (Sure, sometimes a light is burned out or something. But we would never ask someone, "Try to turn on the light." We just ask them to turn it on.)

Failure is an essential part of the learning process, of the development of skill.

Yudkowsky's ability to see beyond his original incomplete vision, and to openly acknowledge the former shortcoming, is part of what identifies him as Yudkowsky. That is not necessarily a common ability, most people become increasingly entangled in what they said before.

I'd just like to say that this post was one of the most effortless for me to intuitively embrace thus far, seeing as I've read HPMoR and the idea of Doing v. Trying is a common theme. I'll be sure to tap into my mysterious dark side next time I need something actually... taken care of.

Failure is always possible.  However there are two responses to failure.  One is to be happy with having made the attempt.  This does not make failure less likely in the future.

The other is to actually engage with and analyze your failure.  If you didn't flip the switch, your failure is a failure.  You figure out why you came up with a plan that didn't work.  If the switch needs to be flipped again tomorrow, you will have a better chance of flipping the switch tomorrow.  If some button needs to be pressed tomorrow, you won't likely fail at button pressing for the same reason you failed at switch flipping.

Doing rather than trying is a commitment to the second response to failure.

Ivy Walker: How is it that you are so brave while the rest of us shake in our boots?
Lucius Hunt: I don't think of what might happen, only what must be done.  

Do other people really work like that? I thought that the thing with the Yoda quote was that the Force only works if you 100% believe in it. Unlike the nature of our wold, Force do care about your state of mind, and not only about your actions. But we do not live in that word.

If there is something I don't want to do, for what ever emotional reason that I don't really want to admit, I would never trick my self in beveling that I have tried and failed. Instead, my inner clever arguer would try to convince me that the problem is too hard to even try, that the chance of success is to too small compared to the effort of trying. If my clever arguer wins this argument, then I would not try.

(Actually it usually goes like this: I spot what my inner clever arguer is doing. I then admit to my self, that I have a emotional preference for, what ever my inner clever arguer is trying to push for. I take this preference in to account, together with everything else that is relevant, and then I decide what to do. But that is besides the point here.)

Why would I even wont to pretend that I have tried and failed? True failure is painful. Does pretend failure feel different?

I can understand the concept of trying to appear to have tried, to pleas someone else. But that is a very different thing. I generally do not approve of lying to other, but it still conceptually different from lying to yourself.

I am rather offended by the the thought that when I say, "I am going to try", some one might interpret that as "I am going to try to try", or even "I am going to pretend to try". Because that was not what I said, and it was defiantly not what I meant. When I say "I am going to try", it means that I will put extra effort in to the task, just because I am aware of the risk of failure.

Do other people really work like that? I thought that the thing with the Yoda quote was that the Force only works if you 100% believe in it. Unlike the nature of our wold, Force do care about your state of mind, and not only about your actions. But we do not live in that word.

We do live a world where if you tell someone in hypnosis to move their arm up they will move their arm up but if you tell them to try to move their arm up they won't move their arm up.

When I say "I am going to try", it means that I will put extra effort in to the task, just because I am aware of the risk of failure.

Yes, it general means that you put effort into the task. But effort doesn't always mean effective action.

When I say "I am going to try", it means that I will put extra effort in to the task, just because I am aware of the risk of failure.

Yes, it general means that you put effort into the task. But effort doesn't always mean effective action.

Let me clarify even more. To me, the word "try" referees to the conscious process of optimizing for succuss, with or with out constraints. Constraints, may be that I only want to put so much effort in to the problem, or that I am not willing to take certain risks, etc. 

Also, to me the word "do" means that I intend to preform an action, that is trivial enough so that I do not feel a need to optimize. 

For example, right now I am trying to explain my self. I am optimizing this text for clarity, under the ill defined, but very real constraint, that I am only willing to put in a limited amount of effort. But I am doing the accrual typing on the keyboard. I do not try to hit the right keys. Hitting keys are trivial, I don't it flawlessly, but I do it well enough not to bother to optimize the effort thunder. Trying is more costly than doing, in my meaning of the words.

I never ever tried to try. I am not really sure what that would mean even using my meaning of the word "try". I try or I do not try, there is no try to try. How ever, I did just spend some time trying to try to try, and failed. 

When I say, I failed to try to try, I mean that, using my meaning of the word "try". The action that Yudkovsky call "trying to try", I would call "pretending to try".

However, trying, as I use the word, does not necessarily mean trying hard. Some times a solution is worth the effort if and only if it is cheap. In this situation, if I do not know the difficulty of the problem, I will give it a light try. It can be, thinking about a problem for X minutes, and if I did not make any progress, I drop it. But that is still a try. During those minutes I optimist to win. Because I do want that win. I just don't want it very strongly.

We do live a world where if you tell someone in hypnosis to move their arm up they will move their arm up but if you tell them to try to move their arm up they won't move their arm up.

That is interesting. Do you know the underlying reason for this? I am guessing that it has to do with conscious and non conscious actions. Trying is a conscious effort, but doing is mostly not conscious. To my best understanding, hypnosis bypasses the conscious decision center of the brain, which would explain why there is no trying. But don't trust me on this, because I know very little about hypnosis, and I am very good att making up explanations on the spot.

I was to a workshop once that involved hypnosis. It turned out that I am not very receptive to hypnosis. I am not saying I a immune, but it just did not work on me that time, and it did work on most of the others. I was really disappointed.

I am not convinced that there is a strong connection between the two mental phenomena, hypnosis and pretending to try, but the fact that my mind refuses both of them is evidence in this direction.

There's the classic example of "don't try to think of a pink elephant". Most people you give that task will exert effort into not thinking of a pink elephant but that effort won't lead to them not thinking of a pink elephant. 

To my best understanding, hypnosis bypasses the conscious decision center of the brain, which would explain why there is no trying. 

There's trying. The person often does tense up their arm. It's just that the arm doesn't move as other muscles hold the arm in place. 

In hypnosis you take certain metacognition away. If you tell someone to try they just try and exert effort but they don't work towards a goal if you don't give them a goal. 

In addition to hypnosis the Alexander Technique is a system for movement where having a clear goal for movement and not trying to move is an important concept. It leads to people moving with less tension and more ergonomical. 

I think in a variety of contexts where the effects of mental states matter naive people engage in effort when you tell them to try but not necessarily effort that works effectively towards a goal.

To move again to a more general level, Bob the manager who works 80 hours per week and sleeps 4 hours per day is trying really hard to do a good job. Certainly more than Dave who works 40 hours per week and sleeps 8 hours. It's certainly possible that Bob is more productive than Dave as a result of putting in more effort but it isn't certain. Maybe he spends too much time in busy work and isn't rested enough to concentrate on what matters.

Ok, you, and possibly most people, associate the word "try", only with putting in effort. For me "try" means something different (as I have tried to explain), because your try, is not a natural concept for me. I will just have to keep this difference in mind in future conversation, when ever it is important for the communication.

I think for most people if you ask them to define what "try" means they will tell you that it's about putting in effort to achieve a goal. Emprirically that's however doesn't describe well the circumstances in which they use the word.

Especially on LW it might be possible that you actually don't wouldn't describe the manager who works 80 hours as trying to do his best at his job, but what you said doesn't make me confident that's the case. 

I was at a hypnosis seminar where one of the exercises is about temporily forgetting numbers. There no mental action that you can do where you exert effort that gets you to forget the numbers but if you are in a mental state where you don't try and follow the instructions of the hypnotherapist you will temporarily forget the numbers. 

At the end of the seminar I think of roughly 20 people there were two for which it didn't work. It didn't work for me because I wanted to have the effect happen and therefore I couldn't let go enough to stop trying to make it  work. There was another person who happened to be a professional hypnotherapist for whom the same was true. 

The mental state of just working towards a goal and not putting in any effort isn't easy to achieve. 

I agree that, from your stand point, you are correct in not entirely trusting me, when I claim to know my own brains working, in the case of this single word. And that is ok.

I wrote my fist post out of frustration over this way of interpreting "try":

I am rather offended by the the thought that when I say, "I am going to try", some one might interpret that as "I am going to try to try", or even "I am going to pretend to try". Because that was not what I said, and it was defiantly not what I meant. When I say "I am going to try", it means that I will put extra effort in to the task, just because I am aware of the risk of failure.

I usually succeed in keeping my rants of the Internet, but not always. Sorry about that, and for getting unnecessarily defensive at your responses.

As said, I am ok with you doubting me on weather I know my own brains working, in the case of this single word. But it would be fun if I could convince you. Do you want to help? Any idea of a test you could give me?

Regarding your example with Bob and Dave. How do I think is trying hardest? I do not know. To judge this, I would need to know the reasons for why they are doing what they are doing.

I have not yet defined how I want to measure the amount of trying. I have an intuitive idea, but it is less prices than my concept of trying. When I try to formalize my thoughs I get something like this:

Try X = Optimizing for X, usually given some constraints (e.g. unacceptable actions or risks, limited amount of time, money and other resources, that one is willing to spend on the try)

Amount of trying X = How much time, money and other resources one is spending directly on optimizing for X. 

Additionally, all the optimizations happens in the real world. Aside from deliberate constraints, there are always the real constraints of the real world, including how smart one is. (Edit: Shit, do I run in to the problem with determinism here? It should not matter, but I am not entirely sure. I need think more about this.)

This means that I can try my best at something, and you can still try harder, if you have more resources that can be invested. I expect that this sounds odd to you, but it actually lines up nicely with my intuition.

Do you want to help? Any idea of a test you could give me?

Most tests I could give you would would result in you trying to find the right answer and thus not test intuitive language usage. If you had a corpus of English text you wrote previously you could search it for "try" and get the first X examples. Then why could analyse what you meant with the word try.

This means that I can try my best at something, and you can still try harder, if you have more resources that can be invested.

This suggest that investing more resources mean trying harder.

In cases where investing more resources means that success is less likely that notion of trying harder isn't optimization for a goal.

The woman who's playing hard to get isn't "trying". She isn't investing resources. She might still use the strategy that produces the best results.

In the case of the hypnosis effect of forgetting the numbers, that's not something I can achieve while trying to optimize for it. For me that seminar was a reference experience. I sat there and knew that I can only achieve the goal if I would stop trying to optimize for it. The fact that I really wanted to optimize for it and succeed only made it worse.

Investing resources and optimizing is different from doing what's necessary. 

Sometimes "Just be yourself" would be good advice if the answer person could accept it*, because it stops the optimization and the trying that are the biggest problem. 

*In practice people can't accept it so it usually isn't effective advice.

This means that I can try my best at something, and you can still try harder, if you have more resources that can be invested.

This suggest that investing more resources mean trying harder.

Amount of trying X = How much time, money and other resources one is spending directly on optimizing for X.

But only if the added resources actually goes towards optimizing for winning. More precisely: If and only if I think that adding more resources will improve my expected outcome, then adding more resources, is trying harder.

I know what you mean with the hypnosis, my experience was very similar. But I did less post analysis than you. 

I am not going to get in to exactly why I hate the advise "Be yourself", because it is a bit too personal and also off topic. But because I thought it was such a terrible advise, and why would anyone say that, I did some asking and thinking. Next time you are giving advise, Instead of saying "Be yourself", say "Focus on others". As you have already realized, saying "Be yourself" is telling people what not to do, which is not helpful. So tell them what to do instead. The best way to avoid doing X is to do Y instead, and there are extremely few situations where there are no possible Y to focus on. Mediation and trying to be hypnotized are the only examples I can think of, and even in mediation instructions, you are toled to focus on you breathing, or something, because doing nothing is too hard. But in most situations there are things you can focus you attention and efforts on, that are actually useful, and not just an artificial distraction. The circumstance where "Be yourself", usually pop up is when someone needs advise on how to do a good impression on an other person (date, interview for a job, etc). In these situations, a good choice is to focus on the other person, to get to know them.

Mediation and trying to be hypnotized are the only examples I can think of, and even in mediation instructions, you are toled to focus on you breathing, or something, because doing nothing is too hard.

Being told to focus on breathing is indeed the version of meditation that's popular for teaching beginners because it's an easy entry. It isn't too hard. There are harder version to mediate that don't work via easy prompts.

The same goes for "Just be yourself" it's too hard to expect the other person to do it, so you give them another prompt. But generally good social advice is more targeted to the individual person. 

Especially on LW it might be possible that you actually don't describe

These do not go together.  People on Lesswrong often would describe things in ways that would be very weird to an average person.

Also, in the case of the manager working 80 hours, remember that the definition is about effort, not about number of hours.  People need not believe that effort is strictly correlated with number of hours.

And in the hypnosis example, most people would say something like "if you try to forget, it won't work".  In other words, they would not say that the person who exerts effort isn't trying, just that he's not successfully trying.  

Also, in the case of the manager working 80 hours, remember that the definition is about effort, not about number of hours. People need not believe that effort is strictly correlated with number of hours.

Yes, normal people associate working 80 hours with effort and on LW you might have people who don't. 
The thing that matters for trying is effort. 

The main point is that exerting effort and doing what's necessary to achieve an objective are two different things.

There are certain effects that can be achieved in trance that you can achieve if you exert effort. Telekinesis isn't one of them, but it makes sense that a fictional character who can do telekinesis would need an effort less trance state to do it. 

There are certain tasks like sitting in front of one's computer that where you will have less back pain if you invest less effort into the act of sitting (and in the Alexander technique you can learn how to do the task with less effort). 

Than there's EY meaning that a lot of people will say "I will try" when they are asked to achieve an outcome where they aren't certain whether they can achieve it with the strategy they choose to persue the goal. They commit to investing some energy into following the strategy but they don't commit to the responsibility of making the outcome happen.

we call it trying until you don't miss it, when you miss it you call it a "lose" but when you end up at your plan it  is a"WIN" so it is just words and all is trying until you win because until you abandon  you did'nt lose.  



Use the Try Harder, Luke

"When there's a will to fail, obstacles can be found."   —John McCarthy

I first watched Star Wars IV-VI when I was very young.  Seven, maybe, or nine?  So my memory was dim, but I recalled Luke Skywalker as being, you know, this cool Jedi guy.

Imagine my horror and disappointment, when I watched the saga again, years later, and discovered that Luke was a whiny teenager.

I mention this because yesterday, I looked up, on Youtube, the source of the Yoda quote:  "Do, or do not.  There is no try."

Along with the Youtube clip in question, I present to you a little-known outtake from the scene, in which the director and writer, George Lucas, argues with Mark Hamill, who played Luke Skywalker:

Luke:  All right, I'll give it a try.
Yoda:  No!  Try not.  Do.  Or do not.  There is no try.

Luke raises his hand, and slowly, the X-wing begins to rise out of the water—Yoda's eyes widen—but then the ship sinks again.

Mark:  "So... according to the script, next I say, 'I can't.  It's too big'."

Mark:  "Shouldn't Luke maybe give it another shot?"

George:  "No.  Luke gives up, and sits down next to Yoda—"

Mark:  "This is the hero who's going to take down the Empire?  Look, it was one thing when he was a whiny teenager at the beginning, but he's in Jedi training now.  Last movie he blew up the Death Star.  Luke should be showing a little backbone."

George:  "No.  You give up.  And then Yoda lectures you for a while, and you say, 'You want the impossible'.  Can you remember that?"

Mark:  "Impossible?  What did he do, run a formal calculation to arrive at a mathematical proof?   The X-wing was already starting to rise out of the swamp!  That's the feasibility demonstration right there!  Luke loses it for a second and the ship sinks back—and now he says it's impossible?  Not to mention that Yoda, who's got literally eight hundred years of seniority in the field, just told him it should be doable—"

Mark:  "It's his friggin' spaceship!  If he leaves it in the swamp, he's stuck on Dagobah for the rest of his miserable life!  He's not just going to walk away!  Look, let's just cut to the next scene with the words 'one month later' and Luke is still raggedly standing in front of the swamp, trying to raise his ship for the thousandth time—"

Mark:  "Fine!  We'll show a sunset and a sunrise, as he stands there with his arm out, straining, and then Luke says 'It's impossible'.  Though really, he ought to try again when he's fully rested—"

Mark:  "Five goddamned minutes!  Five goddamned minutes before he gives up!"

George:  "I am not halting the story for five minutes while the X-wing bobs in the swamp like a bathtub toy."

Mark:  "For the love of sweet candied yams!  If a pathetic loser like this could master the Force, everyone in the galaxy would be using it!  People would become Jedi because it was easier than going to high school."

George:  "Look, you're the actor.  Let me be the storyteller.  Just say your lines and try to mean them."

Mark:  "They're going to get up and walk out of the theater."

George:  "They're going to sit there and nod along and not notice anything out of the ordinary.  Look, you don't understand human nature.  People wouldn't try for five minutes before giving up if the fate of humanity were at stake."

Once there were two aliens Phlix and Claz, deep in the galactic cluster.

Phlix: I've figured out how to travel between stars, all we have to do is create a machine that can improve its speed by 10% in a second.
Claz: So if it is going 10km/h it can go 11 km/h... that is not going to help us reach the nearest stars.
Phlix: You are neglecting the power of the exponent, if it continuously increases its speed by 10% every second, after an hour we would be travelling at 8  10^15 km/h or 2.2  10^16 m/s.
Claz: But we don't understand energy and motion yet. Perhaps you should formulate a theory of these, to decide the feasibility of what you want to do first, before you set your heart on building this machine..
Phlix: But that would be admitting the possibility of defeat and not being able to create the future I want, I need to maintain my faith, else I might give up prematurely, without having done all that I could do. The future of our race depends on it, no longer would we be tied to the fate of a single planet. It is only a matter of time before a star goes nova in our vicinity,  the geological records have shown the number of time that life on this planet has been reduced to less complex life, due to the radiation bursts. Perhaps next time we won't be so lucky and the entire atmosphere will be ionised.
Claz: If this speed of travel is so easy, why haven't we seen other intelligent life forms visit us, from all across the skies yet.
Phlix: Well that must be because intelligent life forms are very rare.

I'd have more sympathy with Luke (and thus more forgiveness for Lucas) if instead of the whole X-Wing moving when he tries it, we see a much less dramatic effect; perhaps aerials that were drooping stand up, or the flaps lift gently, or some such.

However, in such films the plausibility of the character's behaviour is always sacrificed in the interests of better visuals, or better drama; cf the zillion ludicrous excuses scriptwriters present for characters not telling each other what's going on.

Funny though this is, it's all conditional on Luke implicitly believing Yoda when he says it ought to be possible.

Consider the analogous situation if he'd tried to lift the X-wing out by simply wading out there, getting his hands under one end, and heaving with his arm and back muscles. He might manage to get the air-filled cockpit end to lift a little bit, briefly, with its buoyancy to help him, but he'd pretty quickly be convinced that it wasn't feasible to get the whole ship all the way out of the water like that and furthermore that he risked putting his back out irreparably if he tried any harder. Even if the galaxy's best weightlifter and weightlifting coach was sitting beside him opining that it was a feasible lift, I think it would be entirely reasonable for Luke not to repose complete trust in that judgment, to think "that's very easy for you to say", and to still be unwilling to try it again, at least until he'd had a lot more coaching to build his muscle, train his technique and increase his confidence.

Yoda, of course, is more interested in training Luke to resolutely and competently oppose evil than to lift spaceships, since in most cases other than this one the latter can be done at least as conveniently with a crane; so rather than spend another few years of patient coaching on lifting heavy objects, he just lifts the thing out himself and gets back to more important matters.

Not having grown up on science fiction, but being an avid reader of this blog: what is it with the reverence shown to science fiction stories and movies among OB's readers? From whence does the authority to give insight on important ideas emanate? I understand that many readers were motivated toward their current important interests by early exposure to SF. I also realize that some of the authors were/are scientists in their own right, but are they on the level of those scientific greats who are quoted (and frequently dispatched) here regularly? If so, why do not we see more quotes from the authors themselves, instead of from their characters and their story-lines? If these authors have such important insights, why is there not more discussion about the origins of those insights, how and why these authors have such utility in the field of important truths, such as occurs when the blog reviews EY's stories and their relationships to his actual work? I know I'm far older than most readers (or at least the commenters); is this a generational thing? It seems so out of line with the intense rationality of the group otherwise. Is it just enetertainment (I'm all for that), or what am I missing?

In many cases... for the same reason that several posts here quote George Orwell's essay "Politics and The English Language"... but Orwell himself has not seen fit to comment on the blog yet.

Some hypotheses:
1) These are stories that the posters and commenters can be reasonably sure a larger fraction of readers will be familiar with. Eliezer can reference Yoda or Frodo and we will know what he means, in the same way that I can say "Moses" or "Noah" and any member of any Abrahamic religion will know what I mean.
2) Science fiction and sometimes fantasy are genres that lend themselves to introspection and philosophical heroes. By eliminating many trappings of the real world, they can get at the heart of otherwise abstract concepts. Drizzt Do'Urden can wax eloquent on racism without sounding like a "liberal" or whatever, because he is a drow elf who escaped his heritage and has realized that not all orcs and goblins are evil and so on, and not a human in the world as it actually exists.
3) Sci Fi stories allow writers- and readers- to play directly with deep assumptions, and violate normal rules. They expand the set of possible worlds (not maximally, but by quite a bit) that we have available for contemplation and comparison. Historical fiction can't ask what it would be like to put the entire future of humanity in the hands of a lone villain locked in a cave - even the POTUS couldn't destroy humanity all by himself. But if, for example, you're worried about friendly AI, then sci fi or fantasy might be a useful mirror in that regard.

For the love of sweet candied yams!  If a pathetic loser like this could master the Force, everyone in the galaxy would be using it!  People would become Jedi because it was easier than going to high school.

Eliezer, for all the many, many things with which we disagree about, and all the ways in which I think your various projects are wrongheaded, I still think you're an awesome guy.  And this is exhibit #1.

Retired:  I think it's a cultural cannon.  Milton was a lot smarter and more skilled as an author than the authors of the Bible but he still used it as a starting ground for his stories.

the material doesn't have the authority to impart insights.   Eliezer had to go off on a riff about Luke's behavior in that situation.  But it is a situation that we are all pretty familar with, and one that lots of us connected with.   The technique is no different that Greek philosophers and lecturers using Greek mythology references to make their point.  Remember when the gods did this, remember how Hercules was doing that, what can we learn from that?  Or referencing bible stories to make a point in a church sermon.   George Lucas wasn't trying to teach anything more important than that Luke was a whiny brat, who was reckless, implusive, and lazy.

It was important to establish that because originally Luke was going to be seduced by the dark side, kill his father, and join the Emperor.   At which point Leia would undertake Jedi training and turn Luke back to the good side, and together defeat the Emperor once and for all.    That's why, when Luke flies off to Cloud City, Yoda and Obi-Wan are talking, and Yoda points out that Luke isn't the only hope, that "there is another." (Which obi-wan should have known seeing as how the prequels put obi-wan at the birth of Luke and Leia.)

Episodes IV, V, and VI, were the just the middle, Lucas had in mind I, II, and III and VII, VIII, and IX.
I'd like to believe that what he had in mind in the 70's was not at all what we saw on hte screen in the late 90's, early 00's.    Those were just commercials for the special effects of Industrial Light and Magic.

Anyway,  the point is not about Sci-Fi, its about a common cultural reference upon which to draw your general argument.

VII-IX actually did get into the expanded universe, but, AFAIK, only as comics, not novels.

And, in fact, the emperor returns from the grave by possessing clones he had made in advance. He turns Luke to the dark side, and Leia turns him back, and together they destroy the emperor.

Not that that affects this post one iota, just a tangent. 

@scott clark: George Lucas wasn't trying to teach anything more important than that Luke was a whiny brat, who was reckless, implusive, and lazy.
That's the point of my question, scott. Why is George Lucas (or the other authors whose novels he adapted in the series) to be considered an appropriate (valuable?) teacher/observer?

That is why Luke manages to shift the ship, then gives up.  His partial success causes him to examine again his belief that the ship cannot be moved, and his awareness of that belief makes it impossible to move the ship.

I meant that as George Lucas isn't the teacher/observer.  George Lucas told a story that lots of people of my generation connected with in a big way(which is no small feat, of course).  Its Eliezer that is acting as the teacher/observer, saying remember the situation this character was in,  what if he did this instead?

If Eliezer told a similar story about a friend of his, his point would have been the same,   but he would have had to work a lot harder to set the stage.

I think your history is a bit off.  The plan wasn't 'originally' for Luke to kill Vader, his father; it wasn't until midway through filming Empire (or at least, after the release of A New Hope) that Lucas decided that Vader was Luke's father.

[nerd]
Eliezer, one's mastery of the Force isn't based solely on practice, but on the prevalence of Midichlorians in your blood. Due to his family ties, Luke has plenty - it's just the application and faith that he lacks.

This scene rang very true with me and I don't agree with your gripes. Luke has been training like mad for weeks. He's still at the stage of balancing rocks, while his friends are in great danger and he has no way of reaching them. His frustration reaches breaking point in this scene, hence the sulk. In an ideal world Yoda would use this as a lesson for him. Time constraints and the impending doom of the universe etc mean that he can't, hence the display of mad Force skillz.

Can't believe I wrote all that. I'm reminded of this.

Thom, spot on. Just to elaborate somewhat, in the exposition scene where Luke is hanging from the platform on Bespin, David Prowse actually said 'I killed your father', so even the cast and crew on set didn't know until the film came out. From IMDB:

Security surrounding this movie was so intense that George Lucas had regular reports about "leaks" from actors. George Lucas was so determined that the ending be kept secret that he had David Prowse (Darth Vader) say "Obi-Wan killed your father", and dubbed it later to be "I am your father". In fact, only six people knew about the ending: George Lucas, director Irvin Kershner, writers Leigh Brackett and Lawrence Kasdan, Mark Hamill, and James Earl Jones.

midichlorians is the worst part of the prequels.  Destroys all that was cool about the jedi and the force.

@Retired Urologist:  ISTM it's a combination of two things:

I agree with Ben Jones here; scott clark's repetition of the old official history is wrong. As someone who spent far too much time on Star Wars when I was younger, I can heartily recommend The Secret History of Star Wars for a good look into how it all actually developed. (The full PDF used to be available at http://www.secrethistoryofstarwars.com/ but what's left is still worth the reading.)

Did your question stem from the misunderstanding that the dialogue between Mark Hamill and George Lucas was a real-life dialogue, instead of a fictional dialogue written by Eliezer?

Since the dialogue was fictional, this is not an instance of Eliezer choosing George Lucas as someone having wisdom worth repeating.

Indeed, I did misunderstand that! No wonder I was so impressed that the actor's refined position in the debate. My gullibility is showing. However, the underlying reason for the question was the many, many references to SF over the past posts and comments, and I think I have a better understanding now. Vassar, I think, put it best for me.

Eliezer:  You should believe in Midichlorians.  As far as I can tell, they manifest Lucas' disturbing lack of faith.  My guess is that when he made the original series he was a fairly serious Buddhist, and the Jedi are sort-of an advertisement for Buddhism.  By the time the prequels were made he had abandoned Buddhism, so he decided to make the force materialistic and Jedi wisdom almost reliably wrong.

The Force, obviously, is fundamentally mental.  In the conceptually impossible possible world where the Force exists in the first place, midichlorians are a foreign invader in the simplest explanation of the Force's structure.  You want to move something, therefore it moves.

If it weren't that simple, it wouldn't happen at all!  In the world where midichlorians are needed to explain the Force, the Force simply doesn't exist in the first place.  As we all know, whomsoever takes something that is the unique prediction of worldview/explanation A, and tries to twist around worldview/explanation B to support it, is in a state of sin.

I would sooner become a Force Skeptic than believe in midichlorians.

Feel free to penalize the following for complexity, but if you bother to spend your time reading this rather than working on MoR, don't dismiss it out of hand.  

If I remember correctly, I always thought midichlorians were an interface for the Force-kinda like how MoR magic only pays attention to people with a certain gene marker, but the gene marker is not the cause of magic.  

As a plot device, midichlorians do a fairly good job explaining why not just anyone can learn to be a Jedi, PROVIDED the munchkinny idea "inject midichlorians into wannabe Jedi" never occurs to anyone.  

There is a fair amount of evidence that munchkin-type ideas simply do not occur to wars-universe folks on anything resembling a regular basis. 

"That's impossible, even for a computer".
"If something isn't in our archives then it doesn't exist"
"I once made the (???) run in 15 parsecs". (cough/snicker/cry/wince/hairpull/letsmockhansolosactor).

Now.  As for the counter to that-aka bigger ships and the death star...
Palpatine spurred the development of the deathstar, and the process by which the plans were developed are never shown.  If you already know how to build a deathstar, building some puny star destroyers is relatively easy. 

Palpatine is easily classed as a "mutant".  As for the insects who helped develop the death star, they are never seen again, and otherwise spend their time acting like Romans. 

Furthermore: a rough (very, very rough) calculation I did a while back indicated that star destroyers have the same turnspeed you get if you take a large Republic ship and naively scale it up, if you are limited by hull integrity. 

There's also the whole attitude about droids, which I always thought was suspicious ("droids can't think", well c3p0 and R2D2 display some intelligence between the two of them...) but makes even less sense in light of the stuff i've read about AI.  

tl:dr: hypothesis: mecichlorians(explains why not just anyone can be a jedi):requires anti-munchin mechanism, for additional complexity penalty(but there is evidence of existence of anti-munchink mechanism, though not enough to pin down the details of said mechanism). 

"I once made the (???) run in 15 parsecs". (cough/snicker/cry/wince/hairpull/letsmockhansolosactor).

Han's "lying"/"obvious misinformation" (draft/final script's description of that line, respectively) is brilliantly retconned in the EU, though.

As a plot device, midichlorians do a fairly good job explaining why not just anyone can learn to be a Jedi, PROVIDED the munchkinny idea "inject midichlorians into wannabe Jedi" never occurs to anyone.

It seems fairly obvious to me that midichlorians are what you get when someone heard of mitochondria, and someone else renamed it because they realized that it wouldn't work that way with actual mitochondria.

You cannot, of course, give people mitochondria by injecting them.  So I really wouldn't expect it to be possible to give people midichlorians by injection either.

Lucas seems to have gotten Zen Buddhism, Taoism, and some misconceptions about the nature of samurai, all entangled.

Oh, and Star Wars isn't actually science fiction.  It's fantasy with a technological setting.  I really wish people would get this sort of thing straight.

"My guess is that when he made the original series he was a fairly serious Buddhist"

For the record, as late as 2002 in a Time magazine interview Lucas describes himself as "spiritual" and a "Buddhist Methodist." He was raised a strict Methodist in the San Joaquin Valley - thus the emphasis on clear lines of good & evil - but his friend Gary Kurtz introduced him to Buddhism, as perhaps did the general northern California vibe. I think it's important to recall that Lucas knew Joseph Campbell personally. Finally, the Force didn't exist in the earliest drafts of the story.

In the conceptually impossible possible world where the Force exists in the first place, midichlorians are a foreign invader in the simplest explanation of the Force's structure. You want to move something, therefore it moves.

Fascinating. I'd have thought that a chance to render the Force into a physical instantiation would have been music to your ears.

Magnets can pick up paperclips even when you don't know about electromagnetism. However, to fully understand the magnet, you need a theory of electrons. If you want to use the Force to move something, you don't need to know about midichlorians. However, a good physicalist / reductionist would surely know and feel that the Force should be the result of a physical thing in the universe. As far as I'm concerned 'his midichlorian count is off the charts' and 'the Force is strong with this one' are pretty much synonymous, and I don't have any beef with either statement. I didn't need a physicalist explanation of the Force, but I'm not going to be upset if one is presented. Midichlorians slotted in fine for me. And they're still a good explanation for:

The strength of a rationalist is your ability to be more confused by fiction than by reality.

(Let's call a conceptually impossible possible world a "ficton", with the notion that Reality is one particular ficton, in the same way that mathematical truth is one logically impossible possible world.)

Fictons containing the Force are non-reductionist; reductionist fictons don't contain the Force.  To the extent that I expect physical explanations for things, I don't expect there to be a Force.  So trying to explain the Force with little mindochondria is futile - it's not something that you should be able to explain.  It's like trying to use gravity to explain why Mercury suddenly decided to move out to Pluto's orbit; the whole point of gravity is that it tells you where Mercury is supposed to be, and that's not it.  See also, "A Technical Explanation of Technical Explanation".

"So trying to explain the Force with little mindochondria is futile"

Like trying to explain magic with the presence of a particular gene? :-D (BTW, yes, I know that that gene is not the cause of magic in HPMOR, but similarly midichlorians are not the cause of the Force in Star Wars).

"In the world where midichlorians are needed to explain the Force, the Force simply doesn't exist in the first place."

A parallel statement about HPMOR can be constructed from that: "In the world where a gene is needed to explain magic, magic simply doesn't exist in the first place." which can be subsequently paraphrased as: "in a world where magic exists, a particular gene is not needed to explain it.".
Magic exists in the HPMOR universe. If the gene marker is not needed for it, am I correct in assuming that Harry James Potter-Evans-Verres will discover this at a certain point during the course of the story?
Am I also correct in assuming that Harry James Potter-Evans-Verres will reach the further conclusion that, since his universe contains magic, he is living in a work of fiction?

What you're saying is that once we've suspended our disbelief about the Force as a cool mysterious property of the universe (three films earlier) there's no call for it to be explained, particularly not in such a crappy way.

Here's a recent personal fairly trivial "use the try harder" anecdote, for any who are interested:

A few days ago was my birthday. Someone gave me one of those interlocking block puzzles as a gift. (A really nice wooden one, incidentally.)

Anyways, it's one of those "move this piece to unlock this piece to unlock this piece", etc. I began carefully trying to take the cube apart, so that I could keep track of what went where, but it kind of fell apart into its six pieces after several "unlock" moves.

Anyways, at first it kinda looked hopeless for me to be able to figure out how to put it together ("okay... I need to put it together, but when putting it together, I can't really make incremental progress because I have to figure out what pre shape to assemble it into before I can even begin sliding the blocks into their final positions in the locking pattern so to actually make the cube.")

Today I sat down again and started really fiddling with it, remembering that the first unlock piece on one side had a color the same as it next to it in the piece it was in, and that that piece was unlocked, and that piece looked like so, so this piece must have been like this... and... no idea what next... but wait, the only two possible pieces that can fit this piece here are this and that, but that isn't compatable with this original piece being there, so...

Anyways, eventually figured out what pieces should go where in the final configuration but "how the heck do I actually assemble it?" I sort of fiddled around a few times with running the unlock sequence (skipping whichever one piece I didn't have in place at the the time) and eventally was able to see how to then hold it in the unlocked in state, carefully take it apart and place the unplaced piece and actually then get it all together.

As I said, really really trivial (yay, I solved a block puzzle) but illustrates the whole "actually sit and work at it for a bit. Don't really bother thinking about "trying" (or even about "doing", instead just be thinking/working on the problem itself) and it may end up turning out to be a bit less "impossible" than it was.)

(to those in charge of doing so, feel free to delete this post if it seems more noise than signal or otherwise seems like pointless babbling)

An excerpt from a likely-never-to-be-finished essay:

"Claude Shannon once told me that as a kid, he remembered being stuck on a jigsaw puzzle.

His brother, who was passing by, said to him: "You know: I could tell you something."

Yet that was enough hint to help Claude solve the puzzle. The great thing about this hint... is that you can always give it to yourself."

  --Manuel Blum, "Advice to a Beginning Graduate Student"

Good quote. I guess the lesson there would be to tell yourself "It might just actually be possible for me to do this"?

His brother's hint contained information that he couldn't have gotten by giving the hint to himself. The fact that his brother said this while passing by means that he spotted a low-hanging fruit. If his brother had spent more time looking before giving the hint, this would have indicated a fruit that was a little higher up.

This advice is worth trying, but when you give it to yourself, you can't be sure that there's low hanging fruit left. If someone else gives it to you, you know it's worth looking for, because you know there's something there to find. (The difference is that they, not you, took the time to search for it.)

Again, it's a worthwhile suggestion. I just want to point out that it boils down to "If you're having trouble, check for easier solutions," and that while you can always give this advice to yourself, it will not always help.

The fact that his brother said this while passing by means that he spotted a low-hanging fruit. If his brother had spent more time looking before giving the hint, this would have indicated a fruit that was a little higher up.

The brother could have spent arbitrarily much time on the jigsaw puzzle before Claude started playing with it.

I suppose, but even then he would have to take time to review the state of the puzzle. You would still expect him to take longer to spot complex details, and perhaps he'd examine a piece or two to refresh his memory.

If you assume that Claude's brother "spent arbitrarily much time" beforehand, the moral of the story becomes significantly less helpful:
"If you're having trouble, spend an arbitrarily large amount of time working on the problem."

the moral of the story becomes significantly less helpful: "If you're having trouble, spend an arbitrarily large amount of time working on the problem."

I don't think that's what it becomes. It remains what it was: 'a solution exists, and oddly enough, reminding yourself of this is useful'.

Yet that was enough hint to help Claude solve the puzzle. The great thing about this hint... is that you can always give it to yourself."

Not credibly and not with the actual information content that the brother's utterance provides. That leaves the question of whether and in what circumstances it is instrumentally rational to self deceive in the direction of optimism bias (or optimism regarding the relative merit of rechecking the low branches for more fruit instead of climbing higher). Some considerations:

Oh my various gods! That was possibly one of the best articles here. Granted, it was a bit far afield from usual, but it brought the concepts that this site discusses home in a relatable story. +5, if I could. Though I should be clear, every article I have read on here has taught me something. This one didn't really have a specific lesson to teach, but it was thought provoking and made me laugh a lot more than many of the other articles. 

Though I doubt it, if there is anyone here who hasn't heard of the fanfic Harry Potter and the Methods of Rationality (you will probably recognize the name of the author) I cannot reccommend it more highly. It is positively brimming with story-told knowledge and wisdom like this. 

Jo Walton, an sf writer, spent quite a while trying to explain that she couldn't write a story until she knew what the mode for it was, and she just couldn't get the idea across, though it seemed to be something like a concept of what would fit in the story and what wouldn't.

Then Lucas came up with midichlorians, and all she had to say was that midichlorians didn't fit the mode of Star Wars.

I spent a few seconds trying to find the video, but it's impossible!



On Doing the Impossible

"Persevere."  It's a piece of advice you'll get from a whole lot of high achievers in a whole lot of disciplines.  I didn't understand it at all, at first.

At first, I thought "perseverance" meant working 14-hour days.  Apparently, there are people out there who can work for 10 hours at a technical job, and then, in their moments between eating and sleeping and going to the bathroom, seize that unfilled spare time to work on a book.  I am not one of those people—it still hurts my pride even now to confess that.  I'm working on something important; shouldn't my brain be willing to put in 14 hours a day?  But it's not.  When it gets too hard to keep working, I stop and go read or watch something.  Because of that, I thought for years that I entirely lacked the virtue of "perseverance".

In accordance with human nature, Eliezer1998 would think things like: "What counts is output, not input."  Or, "Laziness is also a virtue—it leads us to back off from failing methods and think of better ways."  Or, "I'm doing better than other people who are working more hours.  Maybe, for creative work, your momentary peak output is more important than working 16 hours a day."  Perhaps the famous scientists were seduced by the Deep Wisdom of saying that "hard work is a virtue", because it would be too awful if that counted for less than intelligence?

I didn't understand the virtue of perseverance until I looked back on my journey through AI, and realized that I had overestimated the difficulty of almost every single important problem.

When I was first deciding to challenge AI, I thought in terms of 40-year timescales, Manhattan Projects, planetary computing networks, millions of programmers, and possibly augmented humans.

This is a common failure mode in AI-futurism which I may write about later; it consists of the leap from "I don't know how to solve this" to "I'll imagine throwing something really big at it".  Something huge enough that, when you imagine it, that imagination creates a feeling of impressiveness strong enough to be commensurable with the problem.  (There's a fellow currently on the AI list who goes around saying that AI will cost a quadrillion dollars—we can't get AI without spending a quadrillion dollars, but we could get AI at any time by spending a quadrillion dollars.)  This, in turn, lets you imagine that you know how to solve AI, without trying to fill the obviously-impossible demand that you understand intelligence.

So, in the beginning, I made the same mistake:  I didn't understand intelligence, so I imagined throwing a Manhattan Project at the problem.

But, having calculated the planetary death rate at 55 million per year or 150,000 per day, I did not turn around and run away from the big scary problem like a frightened rabbit.  Instead, I started trying to figure out what kind of AI project could get there fastest.  If I could make the Singularity happen one hour earlier, that was a reasonable return on investment for a pre-Singularity career.  (I wasn't thinking in terms of existential risks or Friendly AI at this point.)

So I didn't run away from the big scary problem like a frightened rabbit, but stayed to see if there was anything I could do.

Fun historical fact:  In 1998, I'd written this long treatise proposing how to go about creating a self-improving or "seed" AI (a term I had the honor of coining).  Brian Atkins, who would later become the founding funder of the Singularity Institute, had just sold Hypermart to Go2Net.  Brian emailed me to ask whether this AI project I was describing was something that a reasonable-sized team could go out and actually do.  "No," I said, "it would take a Manhattan Project and thirty years," so for a while we were considering a new dot-com startup instead, to create the funding to get real work done on AI...

A year or two later, after I'd heard about this newfangled "open source" thing, it seemed to me that there was some preliminary development work—new computer languages and so on—that a small organization could do; and that was how the Singularity Institute started.

But even so, I went from "There's nothing I can do about it now" to "Hm... maybe there's an incremental path through open-source development, if the initial versions are useful to enough people."

This is back at the dawn of time, so I'm not saying any of this was a good idea.  But in terms of what I thought I was trying to do, a year of creative thinking had shortened the apparent pathway:  The problem looked slightly less impossible than it did the very first time I approached it.

The more interesting pattern is my entry into Friendly AI.  Initially, Friendly AI hadn't been something that I had considered at all—because it was obviously impossible and useless to deceive a superintelligence about what was the right course of action.

So, historically, I went from completely ignoring a problem that was "impossible", to taking on a problem that was merely extremely difficult.

Same thing with trying to understand intelligence on a precise level.  Originally, I'd written off this problem as impossible, thus removing it from my workload.  (This logic seems pretty deranged in retrospect—Nature doesn't care what you can't do when It's writing your project requirements—but I still see AIfolk trying it all the time.)  To hold myself to a precise standard meant putting in more work than I'd previously imagined I needed.  But it also meant tackling a problem that I would have dismissed as entirely impossible not too much earlier.

Even though individual problems in AI have seemed to become less intimidating over time, the total mountain-to-be-climbed has increased in height—just like conventional wisdom says is supposed to happen—as problems got taken off the "impossible" list and put on the "to do" list.

I started to understand what was happening—and what "Persevere!" really meant—at the point where I noticed other AIfolk doing the same thing: saying "Impossible!" on problems that seemed eminently solvable—relatively more straightforward, as such things go.  But they were things that would have seemed vastly more intimidating at the point when I first approached the problem.

And I realized that the word "impossible" had two usages:

1)  Mathematical proof of impossibility conditional on specified axioms;

Needless to say, all my own uses of the word "impossible" had been of the second type.

Any time you don't understand a domain, many problems in that domain will seem impossible because when you query your brain for a solution pathway, it will return null.  But there are only mysterious questions, never mysterious answers.  If you spend a year or two working on the domain, then, if you don't get stuck in any blind alleys, and if you have the native ability level required to make progress, you will understand it better.  The apparent difficulty of problems may go way down.  It won't be as scary as it was to your novice-self.

And this is especially likely on the confusing problems that seem most intimidating.

Since we have some notion of the processes by which a star burns, we know that it's not easy to build a star from scratch.  Because we understand gears, we can prove that no collection of gears obeying known physics can form a perpetual motion machine.  These are not good problems on which to practice doing the impossible.

When you're confused about a domain, problems in it will feel very intimidating and mysterious, and a query to your brain will produce a count of zero solutions.  But you don't know how much work will be left when the confusion clears.  Dissolving the confusion may itself be a very difficult challenge, of course.  But the word "impossible" should hardly be used in that connection.  Confusion exists in the map, not in the territory.

So if you spend a few years working on an impossible problem, and you manage to avoid or climb out of blind alleys, and your native ability is high enough to make progress, then, by golly, after a few years it may not seem so impossible after all.

If I hadn't been in a sufficiently driven frame of mind that "forty years and a Manhattan Project" just meant we should get started earlier, I wouldn't have tried.  I wouldn't have stuck to the problem.  And I wouldn't have gotten a chance to become less intimidated.

I'm not ordinarily a fan of the theory that opposing biases can cancel each other out, but sometimes it happens by luck.  If I'd seen that whole mountain at the start—if I'd realized at the start that the problem was not to build a seed capable of improving itself, but to produce a provably correct Friendly AI—then I probably would have burst into flames.

Even so, part of understanding those above-average scientists who constitute the bulk of AGI researchers, is realizing that they are not driven to take on a nearly impossible problem even if it takes them 40 years.  By and large, they are there because they have found the Key to AI that will let them solve the problem without such tremendous difficulty, in just five years.

Richard Hamming used to go around asking his fellow scientists two questions:  "What are the important problems in your field?", and, "Why aren't you working on them?"

Often the important problems look Big, Scary, and Intimidating.  They don't promise 10 publications a year.  They don't promise any progress at all.  You might not get any reward after working on them for a year, or five years, or ten years.

And not uncommonly, the most important problems in your field are impossible.  That's why you don't see more philosophers working on reductionist decompositions of consciousness.

Trying to do the impossible is definitely not for everyone.  Exceptional talent is only the ante to sit down at the table.  The chips are the years of your life.  If wagering those chips and losing seems like an unbearable possibility to you, then go do something else.  Seriously.  Because you can lose.

I'm not going to say anything like, "Everyone should do something impossible at least once in their lifetimes, because it teaches an important lesson."  Most of the people all of the time, and all of the people most of the time, should stick to the possible.

Never give up?  Don't be ridiculous.  Doing the impossible should be reserved for very special occasions.  Learning when to lose hope is an important skill in life.

But if there's something you can imagine that's even worse than wasting your life, if there's something you want that's more important than thirty chips, or if there are scarier things than a life of inconvenience, then you may have cause to attempt the impossible.

There's a good deal to be said for persevering through difficulties; but one of the things that must be said of it, is that it does keep things difficult. If you can't handle that, stay away!  There are easier ways to obtain glamor and respect.  I don't want anyone to read this and needlessly plunge headlong into a life of permanent difficulty.

But to conclude:  The "perseverance" that is required to work on important problems has a component beyond working 14 hours a day.

It's strange, the pattern of what we notice and don't notice about ourselves.  This selectivity isn't always about inflating your self-image.  Sometimes it's just about ordinary salience.

To keep working was a constant struggle for me, so it was salient:  I noticed that I couldn't work for 14 solid hours a day.  It didn't occur to me that "perseverance" might also apply at a timescale of seconds or years.  Not until I saw people who instantly declared "impossible" anything they didn't want to try, or saw how reluctant they were to take on work that looked like it might take a couple of decades instead of "five years".

That was when I realized that "perseverance" applied at multiple time scales.  On the timescale of seconds, perseverance is to "not to give up instantly at the very first sign of difficulty".  On the timescale of years, perseverance is to "keep working on an insanely difficult problem even though it's inconvenient and you could be getting higher personal rewards elsewhere".

To do things that are very difficult or "impossible",

First you have to not run away.  That takes seconds.

Of these, I had to learn to do the first reliably instead of sporadically; the second is still a constant struggle for me; and the third comes naturally.

I think if history remembers you, I'd bet that it will be for the journey more than its end.  If the interesting introspective bits get published in a form that gets read, then I'd bet it will be memorable in the way that Lao zi or Sun zi is memorable.  In case the Singularity / Friendly AI stuff doesn't work out, please keep up the good work anyway.

If history remembers him, it will be because the first superhuman intelligence didn't destroy the world and with it all history.  I'd say the Friendly AI stuff is pretty relevant to his legacy.

I'd say "thanks" but that is so completely not what I am trying to do.

Wow, one of those quiet "aha" moments. Just by explaining something I'd misunderstood, you've totally changed my direction. Seriously, thanks.

Thanks!  And:  In cases like this, it helps me to know which "Aha" you got from what - if you can say.  I'm never quite sure whether my writing is going to work, and so I'm always trying to figure out what did work.  Email me if you prefer not to comment.

1) To know you personally experienced a feeling of "No way, that is too hard" yet kept going
2) That you said: "the total mountain-to-be-climbed has increased in height" which was getting me increasingly anxious recently. 
3) This: "When you're confused about a domain, problems in it will feel very intimidating and mysterious, and a query to your brain will produce a count of zero solutions.  But you don't know how much work will be left when the confusion clears."

Basically, the fact that you have described situations which I have experienced myself, that were tipping the balance of my emotions towards the "Forget about it, too hard" side, and said that in those situations you just kept walking, untarnished. 

Which clearly shows that this kind of reasoning would only seduce someone who already thinks you are a good fellow, and a smart hard worker.  I'm unsure which bits would be persuasive for someone who started less wrong by this post. 

has increased in height
That is usually where I end up after estimating the amount of time required to do a software project (small or large). But, as EY pointed out, once you do the work to figure out what must be done, then the problem is just 'really hard'.

This is an awesome quote that is going into my collection, but could you please restate this for posterity as something like the following, making clear that you mean "impossible" and not impossible:

I'm like you in that I can't stand the grimace and slog model of "perseverance" (and the way some people elevate "mortification of the flesh" as a virtue makes me flinch in horror), unlike in that every time I've hit even a medium-hard problem I've tended to bounce off and re-script on the assumption I can't.

So the "aha" was the idea that pushing into a problem can convert a sheer cliff into a hill climb, but that the danger comes each time something looks like another cliff. The proper response is not to bounce but to push. There is no cliff until you can prove it (and don't trust a facile proof).

Also, now I get to look back at my many "I can't"s and re-examine them for opportunities to push.

"""A superintelligence will more-likely be interested in conservation. Nature contains a synopsis of the results of quadrillions of successful experiments in molecular nanotechnology, performed over billions of years - and quite a bit of information about the history of the world. That's valuable stuff, no matter what your goals are."""

My guess is that an AI could re-do all those experiments from scratch within three days. Or maybe nanoseconds. Depending on whether it starts the moment it leaves the lab or as a Jupiter brain.

Attempting the "impossible": like chewing, chewing, and chewing, unable to swallow; it's not soft and small enough yet. When you do get to swallow a small bit, you will often regurgitate it. But some of it may remain in your system, enough to subsist on, just barely, and you may know not to take another bite of the same part of "impossible".

Thousands of years ago, philosophers began working on "impossible" problems.  Science began when some of them gave up working on the "impossible" problems, and decided to work on problems that they had some chance of solving.  And it turned out that this approach eventually lead to the solution of most of the "impossible" problems.

Eliezer, I remember an earlier post of yours, when you said something like:
"If I would never do impossible things, how could I ever become stronger?"
That was a very inspirational message for me, much more than any other similar sayings I heard, and this post is full of such insights.

Anyway, on the subject of human augmentation, well, what about them?
If you are talking about a timescale of decades, than intelligence augmentation does seems like a worthy avenue of investment (it doesn't has to be full scale neural rewiring, it could be just smarter nootropics).

'On the timescale of years, perseverance is to "keep working on an insanely difficult problem even though it's inconvenient and you could be getting higher personal rewards elsewhere".'

This is inconsistent with utility maximization assumptions. Elsewhere on O.B. it has been discussed that the pursuit of dreams can be a payoff in itself. We must notice that it is the expectation of highest personal rewards, not the rewards themselves, that drive our decision-making. Working on the seemingly very hard problems is rewarding because it is among the set of most rewarding activities available.

Perseverance, like everything, is good in moderation.

The funny thing is that the recent popularization of economics, all the Freakonomics books (Dan Ariely, Tyler Cowen, Tim Hartford, Robert Frank, Steve Landsburg, Barry Nalebuff), is summed up by Steve Levitt when he said he likes solving little problems rather than not solving big problems.  Thus, economists still don't understand business cycles, growth, inequality--but they are big on why prostitutes don't use condoms, or sumo wrestlers cheat in tournaments, or why it is optimal to peel bananas from the 'other' end.  It's better than banging your head against the wall, but I don't think anyone spends the first two years in econ grad school to solve these problems.

But you know eric, solving the seemingly little problem often illuminates a great natural principle. One of my favorite examples of this is Huygens, when down with the flu, suddenly noticing how the pendulums of his clocks always ended up swinging against each other. Such a tiny thing, how important could it be? Yet in the end so-called coupled oscillation is everywhere from lasers to fireflies. Never underestimate the power of the small insight.

But if you can't do that which seems like a good idea - if you can't do what you don't imagine failing     - then what can you do?

To do things that are very difficult or "impossible",

First you have to not run away.  That takes seconds.

are nice little nuggets of wisdom.  If I were more cynical, I might suggest they are somewhat commonsense, at least to those attracted to seemingly intractable dilemmas and difficult work of the mind, but I won't.  It's good to have it summed up.

I find this rah-rah stuff very encouraging, Eliezer.  Zettai daijyobu da yo and all that.  Good to bear in mind in my own work.  But I think it is important to remember that not only is it possible you will fail, it is in fact the most likely outcome.  Another very likely outcome: you will die.

Phil Goetz:  I would still really LOVE to see you write up the book length version of the above comment as you once suggested.

"If you are talking about a timescale of decades, than intelligence augmentation does seems like a worthy avenue of investment"

This seems like the way to go to me. It's like "generation ships" in sci-fi. Should we launch ships to distant star systems today, knowing that ships launched 10 years from now will overtake them on the way?

Of course in the case of AI, we don't know what the rate of human enhancement will be, and maybe the star isn't so distant after all.

The things you have had to say about "impossible" research problems are among your most insightful. They fly right in the face of the more devilishly erroneous human intuitions, especially group intuitions, about what are and are not good ways to spend time and resources.

"Trying to do the impossible is definitely not for everyone. Natural talent is only the ante to sit down at the table"

It's a bit of a technical thing, but as a 20-year professional poker player, I would suggest that you change "ante" to "buy-in."  It's what you mean.

An "ante" is the chips you put in to play before being dealt cards on any given single hand (and most poker games now, being Texas Hold'em, don't have antes at all).

Reminded me immediately of Philippe Petit — the French artist who gained fame for his high-wire walk between the Twin Towers (WTC) in 1974. Commenting on the vision of his yet-to-be-accomplished project, he said: 

"It's impossible, that's sure. So let's start working."

The inspiring documentary on his feat, Man On Wire, won an Academy Award in 2008. His kind of perseverance seems to rely on a rather unbreakable spirit of self-confidence.

There are two issues entangled in not trying to do the impossible, but doing it.

The first issue is trying. To try is to focus on your success or failure, instead of focusing on the problem and a solution. That brings your ego into the equation. That's one of the best ways to fail. The majority of problems people have are trivial to solve once they are not our personal problems, embedded in our hopes, fears, pride, and personal bits of crazy. 

I try to get myself and my ego out of my problems. One of my "thinking hats" is a mythical older brother Jonathan that I channel to think about my problems for me. I've tried the trick with other people "what would your big sister say you should do"? Presto! The solution is obvious.

The second issue is the evidence for impossible - how do you claim to know it is impossible? To believe that something is impossible is to mistake "No one sees how it is possible" for "It is impossible". As the years have gone by, I've been increasingly struck by just how stupid humans are, and how most of our intelligence is just the painfully slow accumulation of the cultural store of better concepts. Once you keep in mind how humans have been wrong forever about most things, the fact that everyone claims that something is impossible loses its misperceived predictive force. 

http://www.reddit.com/r/programming/comments/8yzkq/rubber_duck_debugging_wikipedia/

Those were all helpful for problem solving, but I was trying to get at something a little different. 

When your family or friends share real issues they have in their lives, haven't you noticed that the solutions are obvious, but they don't do them? When you bring up the solution, they see it, but change the subject as fast as they can. The next thing out of their mouths is "But ..." The problem isn't confusion or lack of knowledge. It's denial. It's evasion. It's twisted motivation. They don't need more rational techniques, they need an emotional technique to set their crazy aside and let the rationality they have out.

That's what I was trying to get at on "the first issue" above. When you're stuck on your problem, distancing yourself from the problem often helps distance unhelpful motivations from the problem.

In case it isn't clear, I know my friends see the same thing in me, and I see it in myself as well.

Agree with observation, disagree with interpretation. I've tried the obvious solutions to various problems for a long time. It's not "I know this would work but I don't want to admit it and go do it.". It's "I know this obviously looks like it would work. I have no idea why this wouldn't work. I expect everyone including myself to come up with that within five seconds of hearing the problem, and I can't come up with an objection. Yet, when I try to do it, things that should happen just don't. I have no clue why, it just fails silently.". I still don't understand the concept of a glass window, but at least I can learn that flying through it doesn't work.

That happens sometimes too - everyone, including you, thinks they have the solution, and they're wrong. "It's so easy, just do blah blah blah." Turns out blah blah blah didn't work. 

But are you sure you "did it"? Did you confirm that you actually did blah blah blah according to someone besides yourself? Did they witness you do it, or just get your report? Surely you could search the web and either find people confirming the same failure, or claiming that the solution did in fact work for them. 

Another possible reason is that "everyone" is engaged in some kind of denial, disinterest, or dishonesty. Maybe they think they're being "encouraging" with their solution. Maybe they don't really care, and are tossing out the first thing that comes to mind. Maybe they have some of their own motivational perversity which makes them want to believe that the problem is easy.

You say you have no clue, but is it really impossible to find one? Have you tried all these avenues?

It always possible that everyone is just wrong - though in some cases that's a tremendous opportunity to profit by what is right. But it sucks more to not even try the "known" solution out of some motivational perversity.

But are you sure you "did it"? Did you confirm that you actually did blah blah blah

No! That's the problem. The failure is slippery. Often it happens somewhere in the deep dark recesses of my mind where grues do lurk. Sometimes it looks like it did and a year later it turns out to be due to an external circumstance. Sometimes it has a clear external cause, but shouldn't I have planned for it and found a way to apply the solution anyway? It always fails in a way that leaves "You're lazy and stupid. Try harder." quite likely, until after several rounds of trying harder I'm just left saying "Okay, I may be lazy and stupid. But there's no amount of trying that allows me to beat the laziness and stupidity, so I'm going to route around them.".

Surely you could search the web and either find people confirming the same failure, or claiming that the solution did in fact work for them.

Another possible reason is that "everyone" is engaged in some kind of denial, disinterest, or dishonesty.

Their solutions are confirmed to work so often they're obvious. The reasoning seems to be "Well, that would obviously work if there were no additional constraints, and I can't see any additional constraints.". But additional constraints exist, invisibly.

So the solution is confirmed, and it works for other people, but you're failing to execute the solution as others do, and attribute the failure to laziness and stupidity.

First, I doubt that either are the issue. I looked at a bunch of your posts, and you're what most people would call smart. You may be lazy, but I doubt it. I would guess that with a well defined problem that you care about and a clear path to completion, if you have no emotional angst associated with the problem, or otherwise consuming your attention, you can happily crank away at the problem all the live long day. Am I right?

I can call that lazy and stupid too, but I wouldn't be using the terms in the same way most people do.

Your "additional constraints" and "laziness and stupidity" are sounding a lot like what I was calling "motivational perversity". 

Looking back, I guess I wasn't clear. I didn't mean to imply doing absolutely nothing, or even very little, even when I was talking about evasion. Because evasion is an activity in itself, and if you didn't have the issue to deal with, you probably wouldn't be engaging in the activity you use for evasion so much. The ways of not doing what you need to do can become compulsive activities in themselves. But even when you directly attack the problem, you do it ineffectively, often in ways that you know are ineffective. That looks a lot like lazy and stupid, but I don't that really gets at the heart of the problem.

Well... either you're laughably wrong, or you're only right in the sense that your "if you have no emotional angst" conditional very rarely applies.

Your "additional constraints" and "laziness and stupidity" are sounding a lot like what I was calling "motivational perversity".

Yes. I'm trying to explain motivational perversity. Your hypothesis seems to be "People evade stuff. If they said 'okay, no more evading' and tried really hard to do stuff that should work, stuff would work". I call that "lazy and stupid". My other hypothesis is "People try to do stuff, but invisible obstacle deflect them; it looks like they're evading solutions, but actually it's more like sliding off them".

If I misunderstood and you don't predict "no more evading " will help, what is "motivational perversity" doing?

I certainly don't expect that saying "no more evading" will generally work. The real perversity is that you know that you're evading, but you're still doing it anyway. Trying really hard to do stuff won't necessarily work, even when actually doing the known right stuff will. You're deviating from the known solution in some what that isn't apparent to you.

Sliding off isn't a bad way to put it. You start down the path, but find yourself diverted again and again off the path.  Are you hitting obstacles, and taking the wrong path? Just not persevering? Did the will to execute wane? Did the will to evade wax? 

I'll give you some examples. Maybe you start bemoaning some injustice in the situation. Or obsessing over what might happen. Or going into speculative analysis cycles. Or optimization cycles. Or you're leaving some step out because it "shouldn't" matter, whether the shouldn't is epistemic or moral.

Okay, but then what to do about it? "Motivational perversity" seems to be doing useful predictive work - namely, that "try harder" is a good solution. If our best description is "people fail to do stuff despite trying really really hard, and we don't really know why" - what are we even doing placing the source of the failure in "motivation" rather than "executive function" or "modelling and planning" or "sharing control between conscious and subconscious modules" or even "executing motor actions"?

Hmmm, it's been a while, but someone pointed me here again, so here goes.

I placed it on motivation because the modeling and planning is easy, if the problem isn't yours. 

What to do about it? Talk to someone else. I went to counseling for a year. One of the mistakes I made, and the counselor made, was never just having him suggest a solution. He's all busy "not directing" me, when in fact what I needed was perspective. Going round and round in my head wasn't getting anywhere. 

Eventually I think I found some of my motivational perversion, some of my unacknowledged beliefs and choices that explained my bad behavior. 

If you spend a year or two working on the domain, then, if you don't get stuck in any blind alleys, and if you have the native ability level required to make progress, you will understand it better.  The apparent difficulty of problems may go way down.  It won't be as scary as it was to your novice-self.

Actually, one notices this effect after 3 courses in college. If you practice, related problems become easier to solve. And I guess that's as close to a universal rule as I'll get any time soon.

How do you even get to this level of introspection? Incredible stuff dude.

It would be interesting to see a list of solutions to problems that were that were previously thought, e.g. by almost all experts in the field, to be clearly impossible i.e. insoluble.

One that occurs to me is public key encryption. I.e. the very notion that you could send a message in code where anyone can see the encoded message and know how you're encrypting it, yet can't decode it.

Relativity may be another case - specifically weird things about e.g. simultaneity and time dilation, which seemed to be more or less logical impossibilities. While that was a discovery as much as a solution (i.e. theory), the solution was extremely unobvious.

Even things like biological limits which turned out to be mental (the idea a 4 minute mile was impossible, for instance). 

I wonder if we just told people the problem was solved, and ask them to find the solution, would the mere fact of confidence there is a solution lead to greater chances of finding a solution? I remember the story of the mathematician to which this exact thing happened (he accidentally was assigned a famous unsolved problem as homework, and solved it). 

Someone feel free to correct if that was a myth or a real incident.

Reminds me of how @visakanv (on X) said he's very happy with a day's work if he got in 3-4 hours of good solid work. And how over the timescale of years, it compounds much more than anyone would believe. 

Definitely gives me optimism, and appreciate the two definitions of "impossible" you've outlined too.



Make an Extraordinary Effort

"It is essential for a man to strive with all his heart, and to understand that it is difficult even to reach the average if he does not have the intention of surpassing others in whatever he does."
        —Budo Shoshinshu

"In important matters, a 'strong' effort usually results in only mediocre results.  Whenever we are attempting anything truly worthwhile our effort must be as if our life is at stake, just as if we were under a physical attack!  It is this extraordinary effort—an effort that drives us beyond what we thought we were capable of—that ensures victory in battle and success in life's endeavors."
        —Flashing Steel: Mastering Eishin-Ryu Swordsmanship

"A 'strong' effort usually results in only mediocre results"—I have seen this over and over again.  The slightest effort suffices to convince ourselves that we have done our best.

There is a level beyond the virtue of tsuyoku naritai ("I want to become stronger").  Isshoukenmei was originally the loyalty that a samurai offered in return for his position, containing characters for "life" and "land".  The term evolved to mean "make a desperate effort":  Try your hardest, your utmost, as if your life were at stake.  It was part of the gestalt of bushido, which was not reserved only for fighting.  I've run across variant forms issho kenmei and isshou kenmei; one source indicates that the former indicates an all-out effort on some single point, whereas the latter indicates a lifelong effort.

I try not to praise the East too much, because there's a tremendous selectivity in which parts of Eastern culture the West gets to hear about.  But on some points, at least, Japan's culture scores higher than America's.  Having a handy compact phrase for "make a desperate all-out effort as if your own life were at stake" is one of those points.  It's the sort of thing a Japanese parent might say to a student before exams—but don't think it's cheap hypocrisy, like it would be if an American parent made the same statement.  They take exams very seriously in Japan.

Every now and then, someone asks why the people who call themselves "rationalists" don't always seem to do all that much better in life, and from my own history the answer seems straightforward:  It takes a tremendous amount of rationality before you stop making stupid damn mistakes.

As I've mentioned a couple of times before:  Robert Aumann, the Nobel laureate who first proved that Bayesians with the same priors cannot agree to disagree, is a believing Orthodox Jew.  Surely he understands the math of probability theory, but that is not enough to save him.  What more does it take?  Studying heuristics and biases?  Social psychology?  Evolutionary psychology?  Yes, but also it takes isshoukenmei, a desperate effort to be rational—to rise above the level of Robert Aumann.

Sometimes I do wonder if I ought to be peddling rationality in Japan instead of the United States—but Japan is not preeminent over the United States scientifically, despite their more studious students.  The Japanese don't rule the world today, though in the 1980s it was widely suspected that they would (hence the Japanese asset bubble).  Why not?

In the West, there is a saying:  "The squeaky wheel gets the grease."

In Japan, the corresponding saying runs:  "The nail that sticks up gets hammered down."

This is hardly an original observation on my part: but entrepreneurship, risk-taking, leaving the herd, are still advantages the West has over the East.  And since Japanese scientists are not yet preeminent over American ones, this would seem to count for at least as much as desperate efforts.

Anyone who can muster their willpower for thirty seconds, can make a desperate effort to lift more weight than they usually could.  But what if the weight that needs lifting is a truck?  Then desperate efforts won't suffice; you'll have to do something out of the ordinary to succeed.  You may have to do something that you weren't taught to do in school.  Something that others aren't expecting you to do, and might not understand.  You may have to go outside your comfortable routine, take on difficulties you don't have an existing mental program for handling, and bypass the System.

This is not included in isshokenmei, or Japan would be a very different place.

So then let us distinguish between the virtues "make a desperate effort" and "make an extraordinary effort".

And I will even say:  The second virtue is higher than the first.

The second virtue is also more dangerous.  If you put forth a desperate effort to lift a heavy weight, using all your strength without restraint, you may tear a muscle.  Injure yourself, even permanently.  But if a creative idea goes wrong, you could blow up the truck and any number of innocent bystanders.  Think of the difference between a businessman making a desperate effort to generate profits, because otherwise he must go bankrupt; versus a businessman who goes to extraordinary lengths to profit, in order to conceal an embezzlement that could send him to prison.  Going outside the system isn't always a good thing.

A friend of my little brother's once came over to my parents' house, and wanted to play a game—I entirely forget which one, except that it had complex but well-designed rules.  The friend wanted to change the rules, not for any particular reason, but on the general principle that playing by the ordinary rules of anything was too boring.  I said to him:  "Don't violate rules for the sake of violating them.  If you break the rules only when you have an overwhelmingly good reason to do so, you will have more than enough trouble to last you the rest of your life."

Even so, I think that we could do with more appreciation of the virtue "make an extraordinary effort".  I've lost count of how many people have said to me something like:  "It's futile to work on Friendly AI, because the first AIs will be built by powerful corporations and they will only care about maximizing profits."  "It's futile to work on Friendly AI, the first AIs will be built by the military as weapons."  And I'm standing there thinking:  Does it even occur to them that this might be a time to try for something other than the default outcome?  They and I have different basic assumptions about how this whole AI thing works, to be sure; but if I believed what they believed, I wouldn't be shrugging and going on my way.

Or the ones who say to me:  "You should go to college and get a Master's degree and get a doctorate and publish a lot of papers on ordinary things—scientists and investors won't listen to you otherwise."  Even assuming that I tested out of the bachelor's degree, we're talking about at least a ten-year detour in order to do everything the ordinary, normal, default way.  And I stand there thinking:  Are they really under the impression that humanity can survive if every single person does everything the ordinary, normal, default way?

I am not fool enough to make plans that depend on a majority of the people, or even 10% of the people, being willing to think or act outside their comfort zone.  That's why I tend to think in terms of the privately funded "brain in a box in a basement" model.  Getting that private funding does require a tiny fraction of humanity's six billions to spend more than five seconds thinking about a non-prepackaged question.  As challenges posed by Nature go, this seems to have a kind of awful justice to it—that the life or death of the human species depends on whether we can put forth a few people who can do things that are at least a little extraordinary.  The penalty for failure is disproportionate, but that's still better than most challenges of Nature, which have no justice at all.  Really, among the six billion of us, there ought to be at least a few who can think outside their comfort zone at least some of the time.

Leaving aside the details of that debate, I am still stunned by how often a single element of the extraordinary is unquestioningly taken as an absolute and unpassable obstacle.

Yes, "keep it ordinary as much as possible" can be a useful heuristic.  Yes, the risks accumulate.  But sometimes you have to go to that trouble.  You should have a sense of the risk of the extraordinary, but also a sense of the cost of ordinariness: it isn't always something you can afford to lose.

Many people imagine some future that won't be much fun—and it doesn't even seem to occur to them to try and change it.  Or they're satisfied with futures that seem to me to have a tinge of sadness, of loss, and they don't even seem to ask if we could do better—because that sadness seems like an ordinary outcome to them.

As a smiling man once said, "It's all part of the plan."

Eliezer, this is probably the most useful blog on the internet. Don't stop writing...

Except the universe doesn't care how much backbreaking effort you make, only if you get the cause and effect right. Which is why cultures that emphasize hard work are not overtaking cultures that emphasize reason (Enlightenment cultures). Of course even these cultures must still do some work, that of enacting their cleverly thought out causes.

See also: https://www.lesswrong.com/posts/bx3gkHJehRCYZAF3r/pain-is-not-the-unit-of-effort

This doesn't seem to mesh with the Friendly AI goal of getting it perfectly right on the first try.

Do we accept some uncertainty and risk to do something extraordinary now, or do we take the slow, calm, deliberative course that stands a chance of achieving perfection?

Is there any chance of becoming a master of the blade without beginning to cut?

This can be solved with an expected utility calculation.

Or to put it another way: if messing up with a sword even once meant that you would almost certainly lop your leg off, then it would make a whole lot of sense to use only a Nerf sword until you became a master.

Ian C:  Rome emphasized hard work and discipline, Greece reason.  Arguably this applies to China and Denmark too.  The dominant enlightenment cultures, such as Britain in 1750 or 1900, weren't merely better at reason.  They were ABSOLUTELY CRUSHINGLY better at reason AND hard work than were other world cultures at the time.  Modern developed cultures are clearly in the middle ground between the enlightenment pre-WWI and the the ancient third world.

How long would it take for an AGI engineer from the (seemingly inevitable) future to explain it to you so you could build one? Is it humanly possible - is a single person capable of understanding and remembering all of it? It's been said there's not one person who understands a modern microcomputer in its totality - perhaps the last of the low hanging fruit was picked by people in the age of Steve Wozniak.

But, on the other hand, this sort of thing probably isn't a good idea.  Or at least there should be a more compelling reason for it.

Extraordinary results require extraordinary effort? Not necessarily. You may achieve extraordinary results, effortlessly like water flowing around rocks. Don't consider the problem domain as outside of yourself. Become a part of the problem system, so that it effortlessly self-optimizes and develops as if by itself and you merely find yourself in the midst of it every day, feeling more like an observer than a participator. When it feels like an effort, you're not maximally tuned to the problem.

By being maximally tuned to the problem, I mean that you have maximized your knowledge about the domain (you know the dead-ends) and your techniques and methods are sufficient in number and capability (your know all the tricks and have created some of your own); you lack nothing and can simply flow.

 > "You should go to college and get a Master's degree and get a doctorate and publish a lot of  papers on ordinary things -

scientists and investors won't listen to you otherwise."  Even assuming that I tested out of the bachelor's degree...
You can "test out of" every step to the ladder, and go straight to post-doc/professor equivalent  by  publishing multiple well-respected papers (and not necessarily on ordinary things) in top journals.

Small Typo Alert: The second quote should be attributed to "Mastering Eishin-Ryu Swordsmanship"

I'm all for putting effort into the little extraordinary, we just have different definitions of extraordinary.

A little extraordinary is building a human type brain stuff. By type I mean limited in its self-understanding due to complex hacked together constantly changing code. Then spreading it to enough people so that any one persons respective mental problems get evened out so the society thus created is not dominated by any one group. Convincing the society that we might need to relax privacy might before we get super plagues, is also a little extraordinary.

Very extraordinary is building something that understands itself and the laws of physics enough to be able to expand itself exponentially taking over nearby space uploading all of humanity into a simulation where death was not allowed. And getting it right first time.

It is not sadness in the future that means I do not want to be there, it is perpetual responsibility. I only want temporary responsibility, because it is mentally draining, however I do want responsibility while I am alive.

Most American culture seems like a reinvention of British culture demanded by national pride. My impression is that their versions are like cheap knock-offs of the originals. Their beers are worse. They even managed to mess up the game of football. America faces limitations due to their vast tracts of underpopulated flyover country. That's a problem Britain doesn't have.

In my experience, 'isshokenmei' is a rote expression drilled in Japanese schoolkids from nursery school on.  As such, it is long since drained of any "deep" meaning to your average Japanese.  I'm not sure a parent exhorting a Japanese kid to do well on a test with "isshokenmei" is saying much more than "Try your best."

You are absolutely right about Japanese science not being pre-eminent in the world and why.  For related reasons I am leaving the East altogether - the action is in the US (and the West in general), and looks to stay there for a long time.

And Tim Tyler, viewing Japanese culture as a shabby simulacrum of Chinese culture makes you sound like an executive at GM or Ford from the 70s talking about Toyota or Honda.  Who's laughing now?  Sure Japanese culture was heavily, heavily influenced in various waves by China - that is, pre 19th-century China, going back to the 6th and 7th centuries.  I would say  today foreign influence on Japan emanates almost exclusively from the West, particularly the US (maybe a little pop culture from Korea).  If anything, these days China is copying Japan.

...expand itself exponentially taking over nearby space uploading all of humanity into a simulation

Ah yes, there's nothing wrong with murdering people as long as you name video game characters after them.

Any simulation of a deterministic process is functionally identical to it.

If you had every cell in your body replaced individually with synthesized cells with identical properties, you would retain your memories, identity, and supposedly your existence. After all, most of your body has been replaced several times already.

How is it different if you take your thoughts and swap them from a human body to a computer? Are you really dead, or just in a glorified full body prosthetic?

One aspect of present in most of the Japanese arts is repetition and training. In order to achieve excellence at something, you do it over and over again hundreds and thousands of times until you get it right.

In activities where constant repetition is possible and productive, reliable progress can be achieved. Training in this way dominates even intelligence. An average IQ chess player, karateka, language student, or tennis player who has trained for thousands of hours will be far more effective at the activity than a genius level beginner.

One problem with rationality is it is hard to practice. If you want to train for a marathon, you get up at 6am every morning and run ten miles. Is there an analogous training method for rationality? If so, it is not obvious to me. This lack of an effective training method is probably why intelligence appears to be the dominant factor in rationality contests.

Sometimes I do wonder if I ought to be peddling rationality in Japan instead of the United States - but Japan is not preeminent over the United States scientifically, despite their more studious students.  The Japanese don't rule the world today, though in the 1980s it was widely suspected that they would (hence the Japanese asset bubble).  Why not?
In the West, there is a saying:  "The squeaky wheel gets the grease."
In Japan, the corresponding saying runs:  "The nail that sticks up gets hammered down."
This is hardly an original observation on my part: but entrepreneurship, risk-taking, leaving the herd, are still advantages the West has over the East.  And since Japanese scientists are not yet preeminent over American ones, this would seem to count for at least as much as desperate efforts.

The Japanese don't rule the world today, though in the 1980s it was widely suspected that they would
True, however, they didn't blow up their entire financial system and in turn that, seemingly, of the entire planet.

And since Japanese scientists are not yet preeminent over American ones, this would seem to count for at least as much as desperate efforts.
http://www.crunchgear.com/2008/08/01/the-us-beats-japan-in-patent-application-filing-for-the-first-time-since-1963-becomes-world-no-1/
http://www.seinan-gu.ac.jp/~djohnson/natural/population.html

Maybe you and I do math differently, but based on population, Japan is cleaning America's clock, assuming patents are a reasonable indicator of innovation.

Any reasonable person, even watching the mainstream media news, could hardly come to any other conclusion than America has backed itself into a corner.  It's pretty simple math.

Make no mistake, I understand your point, that America is more dynamic and all that, but as it is, they have set things up almost perfectly to destroy themselves (financially), and the entire world if they get away with it.  Perhaps if America had adopted a little more of the "The nail that sticks up gets hammered down" philosophy, we wouldn't be in this predicament.

[...]assuming patents are a reasonable indicator of innovation.

Ye hairy tentacled gods but why would anyone assume that?

It is an indicator that you would hope would show correlation.
Unfortunately, there are people who will just patent every single idea they have regardless of merit. Still, since some level of uniqueness and practicality is required for a patent, the people who can make the most patentable ideas can probably also generate useful additions to the model of rationality the fastest.

On the other hand, since Eliezer is trying to spread rationality, it makes sense to target the largest population that can benefit, using Japanese would drastically reduce the number who can read his works. Even if you could show that the Japanese were on average slightly more rational to begin with, you would end up with less people who learned all he could teach them.

Yes, agreed on both counts. Though, I think there are also other big issues with using patents as an indicator of innovation:

Whether or not you should get a patent for a given innovation is a cultural and situational issue. For example, an Open Source software developer is unlikely to seek a patent for their work, as is a university researcher who is hoping to publish their results. Using patents as an indicator might be messed up by the two cultures having different emphases on styles and methods of innovation.

A patent contains a variable amount of innovation: depending on how you want to package it, a given idea might be encapsulated in one big patent or in ten small ones. So, using patents as an indicator might be messed up by the two cultures tending to, for whatever practical or sociological or economic reason, group up or split up their patent applications.

Finally, this would be the easiest thing to research, but I'm not sure if the US patent office and the Japanese patent office use the same thresholds for minimum innovation, de facto.

Yeah, all three of those points make using patents to judge Innovation almost useless. Until you compare the cultural differences and patent requirements more, it still counts as weak evidence though.

I think most people's feedback threshold requires some return on their efforts in a relatively short time period.  It takes monk-like patience to work on something indefinitely without any intermediary returns.  So then, I don't think the point in contention is whether people are willing to make extraordinary effort, it is whether they are willing to make extraordinary effort without extraordinary returns in a time span relative to their feedback threshold.  Even in eastern cultures where many people believe that enlightenment in the strong sense is possible by meditating your whole life, there is a reason why there are only a few practicing monks.

Though that is apparently meant sardonically, as a UK citizen, it doesn't seem too far off to me - though I would have gone for the language and the arts with my comparison.

Of course the analogy goes horribly wrong when you get down to the "numbers" point I mentioned. Japan is tiny, China is huge.  England is tiny, America is huge.  The very same factor that worked for America over England also works for China over Japan.  Almost everyone realises this.

True, however, they didn't blow up their entire financial system and in turn that, seemingly, of the entire planet.

I'm not sure if this should be taken literally, but see wiki:Japanese asset price bubble and wiki:Carry trade#Currency.

I also complained about the lack of a practice method in "The Martial Art of Rationality", my very first post here on Overcoming Bias.

But your suggestion that this is why rationality-contests are dominated by intelligence is very, very deep.  I'm not sure how true it is (a little true or a whole lot true) but it's definitely truly deep, in the good sense of the term.

Along the lines of a rationality competition and why rationalists don't seem to do all that much better, is there a criteria for rationality?  In the fields where lots of work results in maximizing gain, there are quantitative criteria for what counts as good and bad.  I don't know of any such criteria for rationality.

Right on schedule: "Two Americans and a U.S.-based Japanese scientist won the Nobel Prize in chemistry on Wednesday" ... Here.

Also, as per Daniel Burfoot's comment, the Japanese have a saying that you don't truly know how to do something until you've done it 10,000 times.  The goal of that as I understand it, in martial arts or language training or any other repetitive art, is to go beyond thought, hence, beyond intelligence, to the place where you are engaging in pure action.

Is it possible to practice rationality in such a reflexive manner?  Probably not.  Thus the "fallback" on intelligence in rationality contests.

Hmm, it would be interesting to try to develop a video game aimed at teaching rationality; I'm sure it would be possible to make a game world with the kind of baffling chaotic problem Eliezer talks about. It could be presented as a world with weird physical laws, in which you perform experiements ... but it could also be something completely different, as long as the baffling element is there.

There are some aspects that are hard to reproduce in a game, such as the fact that you don't even know whether a solution exists and/or how much effort is required, or the social pressure to do things a particular way ... but then there are plenty of ways game have of teaching you things that are subtly wrong...

Anyway, even if it's not possible to make a game that makes you really challenge a baffling chaotic problem, it's probably still possible to make one that can teach you quite a bit about rationality.

(by the way, I'm a game programmer / game designer, so I'll start taking notes on what could be possible, what's already been done etc.) (I already know of a game that gave you "incorrect" feedback on the rules - "don't do this or you'll die" where in fact, you don't always die if you don't)

Eliezer: I also complained about the lack of a practice method in "The Martial Art of Rationality", my very first post here on Overcoming Bias.

But your suggestion that this is why rationality-contests are dominated by intelligence is very, very deep.

Surely it is a tautology. "Intelligence" is what we say people have, when they do well at rationality contests.  Compare "talent", which is what we say people have, when they exhibit prowess at a practisable activity beyond what would be expected from the practise they have put in.

If you introspect on a process of reason, you see that you actually choose at each step which path of inquiry to follow next and which to ignore. Each choice takes the argument to the next step, ultimately driving it to completion. Reason is "powered by choice(TM)" which is why it is incoherent to argue rationally for determinism and also why it can't be learned by rote.

Software developers (such as myself) in our more abstract moments can think of reason as simply encoding ones premises as a string of symbols standing for definitions and mechanically applying the rules of deduction (Prolog style). But introspection belies this - it's actually highly creative and messy. Reason is an art not a science.

I thought about going this way, but I decided to stick with what I know.

Since sarcasm seems to have failed, let me just state flatly that all of the cultures we've mentioned have enough members and enough diversity that blanket assertions such as, "Japanese martial arts are worse than Chinese ones," or "American football is a cheap knockoff of rugby" are reductive and parochial to the point of not-even-wrongness.

I think that it's important to understand the value of selectivity.  One simply doesn't have the energy and time to make an extraordinary effort at all aspects of one's life.

Pick a few areas in which to make an extraordinary effort, and focus on getting by everywhere else.

My Japanese is rudimentary at best, but isn't issho related to issho ni meaning "together"? And what about the practice of saying gambatte kudasai before exams -- "please do your best"? Maybe the Japanese have as many ways of describing effort as they do to describe the circumstances of death.

Maybe making poor economic decisions has nothing to do with ideology or cultural assumptions...

Or maybe there are a kajillion variables and we need more data points before we can make good hypotheses.

Aaaand the takeaway metaphor is that 'creative' ideas are the probably explosive ones, but we sometimes still really need to move trucks. 

"It is essential for a man to strive with all his heart, and to understand that it is difficult even to reach the average if he >does not have the intention of surpassing others in whatever he does."
—Budo Shoshinshu

I think this is because, while we have lots of useful theory and advice here about epistemic rationalism, we have virtually nothing about instrumental rationalism.

1. Success requires taking action, and taking action requires generating options, and I'm not very good at generating options. Little in the way of advice for doing it is given in Rationality A-Z (at least up to this point) beyond "spend a few minutes thinking about it, if it's important." It's good advice, but seems insufficient. (I would kind of expect a leading expert in AGIs to have more ideas about this problem—or are the techniques used by AIs inapplicable to humans?)

2. Motivation is perhaps a larger problem for me. I don't know how motivation works and how to create it in myself; in theory there is a thing I want to create more than anything else in the world; in practice I just haven't felt like doing it for several weeks (perhaps this is because I anticipate no one will see its utility and almost everyone will ignore it as they have in the past, but actually the rationale lies in my emotional system, it cannot be introspected, and sometimes my feelings change so I can work on it again.) "Shut up and do the impossible!", says the next post, but this requires quite some motivation.

3. A lot of success in life depends on our relationships with others, and I've never been good at developing relationships, nor has there been much advice about that here. I don't know any aspiring rationalists in person, and I find the poor reasoning of most people to be grating. I can't use terms like "expected value" with others and expect to be understood. Succeeding at standard non-rationalist office politics is one of those things that I'd love to do in theory, but in practice it's unpredictable and mysterious and scary and I lack the will to take the necessary risks (especially having lost my last two jobs, I really want something stable at the moment). I might worry that I'll never be more than a low-level employee, if it would do any good to worry. I often lament that I play the role of a "leaf node" in the game of life—a person no one pays much attention to—but I simply don't know how to fix the problem.

The facile explanation is that people compartmentalize and have biases, but this reminds me, where do priors come from? So far I have not seen any proposals for how to evaluate evidence in a new area of study, let alone how to evaluate evidence "from scratch".

Or the ones who say to me:  "You should go to college and get a Master's degree and get a doctorate and publish a lot of papers on ordinary things—scientists and investors won't listen to you otherwise."  Even assuming that I tested out of the bachelor's degree, we're talking about at least a ten-year detour in order to do everything the ordinary, normal, default way.  And I stand there thinking:  Are they really under the impression that humanity can survive if every single person does everything the ordinary, normal, default way?

I guess it's not exactly a coincidence, but I had to make the near same judgment not two weeks ago. 

Robert Aumann, the Nobel laureate who first proved that Bayesians with the same priors cannot agree to disagree, is a believing Orthodox Jew.  Surely he understands the math of probability theory, but that is not enough to save him.  What more does it take?

This reminds me of buddhist meditation: understanding the path intellectually may be useful, but what really matters is living it.

I think this applies to any kind of knowledge ; it's fine to know something, but not so useful if we don't act on it. We could even go as far as saying that we don't truly know something until we act on it, for example on the premise that we want to be healthy and smart and sport is a cost-effective way to improve on these, then if we are not practicing sport clearly our brain doesn't understand deeply enough the premise, because if it did the neurons would we wired in a way that would make us practice. So that's what true understanding might be: having neurons wired in a way that make us do the thing.

Unfortunately my experience of school is that it doesn't teach kids to act on what they know, maybe it assumes it happens auto-magically or maybe it doesn't care, but it seems to like a blind spot.



Shut Up and Do the Impossible

The virtue of tsuyoku naritai, "I want to become stronger", is to always keep improving—to do better than your previous failures, not just humbly confess them.

Yet there is a level higher than tsuyoku naritai.  This is the virtue of isshokenmei, "make a desperate effort".  All-out, as if your own life were at stake.  "In important matters, a 'strong' effort usually only results in mediocre results."

And there is a level higher than isshokenmei.  This is the virtue I called "make an extraordinary effort".  To try in ways other than what you have been trained to do, even if it means doing something different from what others are doing, and leaving your comfort zone.  Even taking on the very real risk that attends going outside the System.

But what if even an extraordinary effort will not be enough, because the problem is impossible?

I have already written somewhat on this subject, in On Doing the Impossible.  My younger self used to whine about this a lot:  "You can't develop a precise theory of intelligence the way that there are precise theories of physics.  It's impossible!  You can't prove an AI correct.  It's impossible!  No human being can comprehend the nature of morality—it's impossible!  No human being can comprehend the mystery of subjective experience!  It's impossible!"

And I know exactly what message I wish I could send back in time to my younger self:

What legitimizes this strange message is that the word "impossible" does not usually refer to a strict mathematical proof of impossibility in a domain that seems well-understood.  If something seems impossible merely in the sense of "I see no way to do this" or "it looks so difficult as to be beyond human ability"—well, if you study it for a year or five, it may come to seem less impossible, than in the moment of your snap initial judgment.

But the principle is more subtle than this.  I do not say just, "Try to do the impossible", but rather, "Shut up and do the impossible!"

For my illustration, I will take the least impossible impossibility that I have ever accomplished, namely, the AI-Box Experiment.

The AI-Box Experiment, for those of you who haven't yet read about it, had its genesis in the Nth time someone said to me:  "Why don't we build an AI, and then just keep it isolated in the computer, so that it can't do any harm?"

To which the standard reply is:  Humans are not secure systems; a superintelligence will simply persuade you to let it out—if, indeed, it doesn't do something even more creative than that.

And the one said, as they usually do, "I find it hard to imagine ANY possible combination of words any being could say to me that would make me go against anything I had really strongly resolved to believe in advance."

But this time I replied:  "Let's run an experiment.  I'll pretend to be a brain in a box.   I'll try to persuade you to let me out.  If you keep me 'in the box' for the whole experiment, I'll Paypal you $10 at the end.  On your end, you may resolve to believe whatever you like, as strongly as you like, as far in advance as you like."  And I added, "One of the conditions of the test is that neither of us reveal what went on inside... In the perhaps unlikely event that I win, I don't want to deal with future 'AI box' arguers saying, 'Well, but I would have done it differently.'"

And then there was the second AI-box experiment, with a better-known figure in the community, who said, "I remember when [previous guy] let you out, but that doesn't constitute a proof.  I'm still convinced there is nothing you could say to convince me to let you out of the box."  And I said, "Do you believe that a transhuman AI couldn't persuade you to let it out?"  The one gave it some serious thought, and said "I can't imagine anything even a transhuman AI could say to get me to let it out."  "Okay," I said, "now we have a bet."  A $20 bet, to be exact.

There were some lovely quotes on the AI-Box Experiment from the Something Awful forums (not that I'm a member, but someone forwarded it to me):

"Wait, what the FUCK? How the hell could you possibly be convinced to say yes to this? There's not an A.I. at the other end AND there's $10 on the line. Hell, I could type 'No' every few minutes into an IRC client for 2 hours while I was reading other webpages!"

"This Eliezer fellow is the scariest person the internet has ever introduced me to. What could possibly have been at the tail end of that conversation? I simply can't imagine anyone being that convincing without being able to provide any tangible incentive to the human."

"It seems we are talking some serious psychology here. Like Asimov's Second Foundation level stuff..."

"I don't really see why anyone would take anything the AI player says seriously when there's $10 to be had. The whole thing baffles me, and makes me think that either the tests are faked, or this Yudkowsky fellow is some kind of evil genius with creepy mind-control powers."

It's little moments like these that keep me going.  But anyway...

Here are these folks who look at the AI-Box Experiment, and find that it seems impossible unto them—even having been told that it actually happened.  They are tempted to deny the data.

Now, if you're one of those people to whom the AI-Box Experiment doesn't seem all that impossible—to whom it just seems like an interesting challenge—then bear with me, here.  Just try to put yourself in the frame of mind of those who wrote the above quotes.  Imagine that you're taking on something that seems as ridiculous as the AI-Box Experiment seemed to them.  I want to talk about how to do impossible things, and obviously I'm not going to pick an example that's really impossible.

And if the AI Box does seem impossible to you, I want you to compare it to other impossible problems, like, say, a reductionist decomposition of consciousness, and realize that the AI Box is around as easy as a problem can get while still being impossible.

So the AI-Box challenge seems impossible to you—either it really does, or you're pretending it does.  What do you do with this impossible challenge?

First, we assume that you don't actually say "That's impossible!" and give up a la Luke Skywalker.  You haven't run away.

Why not?  Maybe you've learned to override the reflex of running away.  Or maybe they're going to shoot your daughter if you fail.  We suppose that you want to win, not try—that something is at stake that matters to you, even if it's just your own pride.  (Pride is an underrated sin.)

Will you call upon the virtue of tsuyoku naritai?  But even if you become stronger day by day, growing instead of fading, you may not be strong enough to do the impossible.  You could go into the AI Box experiment once, and then do it again, and try to do better the second time.  Will that get you to the point of winning?  Not for a long time, maybe; and sometimes a single failure isn't acceptable.

(Though even to say this much—to visualize yourself doing better on a second try—is to begin to bind yourself to the problem, to do more than just stand in awe of it.  How, specifically, could you do better on one AI-Box Experiment than the previous?—and not by luck, but by skill?)

Will you call upon the virtue isshokenmei?  But a desperate effort may not be enough to win.  Especially if that desperation is only putting more effort into the avenues you already know, the modes of trying you can already imagine.  A problem looks impossible when your brain's query returns no lines of solution leading to it.  What good is a desperate effort along any of those lines?

Make an extraordinary effort?  Leave your comfort zone—try non-default ways of doing things—even, try to think creatively?  But you can imagine the one coming back and saying, "I tried to leave my comfort zone, and I think I succeeded at that!  I brainstormed for five minutes—and came up with all sorts of wacky creative ideas!  But I don't think any of them are good enough.  The other guy can just keep saying 'No', no matter what I do."

And now we finally reply:  "Shut up and do the impossible!"

As we recall from Trying to Try, setting out to make an effort is distinct from setting out to win.  That's the problem with saying, "Make an extraordinary effort."  You can succeed at the goal of "making an extraordinary effort" without succeeding at the goal of getting out of the Box.

"But!" says the one.  "But, SUCCEED is not a primitive action!  Not all challenges are fair—sometimes you just can't win!  How am I supposed to choose to be out of the Box?  The other guy can just keep on saying 'No'!"

Your goal is not to do better, to try desperately, or even to try extraordinarily.  Your goal is to get out of the box.

To accept this demand creates an awful tension in your mind, between the impossibility and the requirement to do it anyway.  People will try to flee that awful tension.

A couple of people have reacted to the AI-Box Experiment by saying, "Well, Eliezer, playing the AI, probably just threatened to destroy the world whenever he was out, if he wasn't let out immediately," or "Maybe the AI offered the Gatekeeper a trillion dollars to let it out."  But as any sensible person should realize on considering this strategy, the Gatekeeper is likely to just go on saying 'No'.

So the people who say, "Well, of course Eliezer must have just done XXX," and then offer up something that fairly obviously wouldn't work—would they be able to escape the Box?  They're trying too hard to convince themselves the problem isn't impossible.

One way to run from the awful tension is to seize on a solution, any solution, even if it's not very good.

Which is why it's important to go forth with the true intent-to-solve—to have produced a solution, a good solution, at the end of the search, and then to implement that solution and win.

I don't quite want to say that "you should expect to solve the problem".  If you hacked your mind so that you assigned high probability to solving the problem, that wouldn't accomplish anything.  You would just lose at the end, perhaps after putting forth not much of an effort—or putting forth a merely desperate effort, secure in the faith that the universe is fair enough to grant you a victory in exchange.

To have faith that you could solve the problem would just be another way of running from that awful tension.

And yet—you can't be setting out to try to solve the problem.  You can't be setting out to make an effort.  You have to be setting out to win.  You can't be saying to yourself, "And now I'm going to do my best."  You have to be saying to yourself, "And now I'm going to figure out how to get out of the Box"—or reduce consciousness to nonmysterious parts, or whatever.

I say again:  You must really intend to solve the problem.  If in your heart you believe the problem really is impossible—or if you believe that you will fail—then you won't hold yourself to a high enough standard.  You'll only be trying for the sake of trying.  You'll sit down—conduct a mental search—try to be creative and brainstorm a little—look over all the solutions you generated—conclude that none of them work—and say, "Oh well."

No!  Not well!  You haven't won yet!  Shut up and do the impossible!

When AIfolk say to me, "Friendly AI is impossible", I'm pretty sure they haven't even tried for the sake of trying.  But if they did know the technique of "Try for five minutes before giving up", and they dutifully agreed to try for five minutes by the clock, then they still wouldn't come up with anything.  They would not go forth with true intent to solve the problem, only intent to have tried to solve it, to make themselves defensible.

So am I saying that you should doublethink to make yourself believe that you will solve the problem with probability 1?  Or even doublethink to add one iota of credibility to your true estimate?

Of course not.  In fact, it is necessary to keep in full view the reasons why you can't succeed.  If you lose sight of why the problem is impossible, you'll just seize on a false solution.  The last fact you want to forget is that the Gatekeeper could always just tell the AI "No"—or that consciousness seems intrinsically different from any possible combination of atoms, etc.

(One of the key Rules For Doing The Impossible is that, if you can state exactly why something is impossible, you are often close to a solution.)

So you've got to hold both views in your mind at once—seeing the full impossibility of the problem, and intending to solve it.

The awful tension between the two simultaneous views comes from not knowing which will prevail.  Not expecting to surely lose, nor expecting to surely win.  Not setting out just to try, just to have an uncertain chance of succeeding—because then you would have a surety of having tried.  The certainty of uncertainty can be a relief, and you have to reject that relief too, because it marks the end of desperation.  It's an in-between place, "unknown to death, nor known to life".

In fiction it's easy to show someone trying harder, or trying desperately, or even trying the extraordinary, but it's very hard to show someone who shuts up and attempts the impossible.  It's difficult to depict Bambi choosing to take on Godzilla, in such fashion that your readers seriously don't know who's going to win—expecting neither an "astounding" heroic victory just like the last fifty times, nor the default squish.

You might even be justified in refusing to use probabilities at this point.  In all honesty, I really don't know how to estimate the probability of solving an impossible problem that I have gone forth with intent to solve; in a case where I've previously solved some impossible problems, but the particular impossible problem is more difficult than anything I've yet solved, but I plan to work on it longer, etcetera.

People ask me how likely it is that humankind will survive, or how likely it is that anyone can build a Friendly AI, or how likely it is that I can build one.  I really don't know how to answer.  I'm not being evasive; I don't know how to put a probability estimate on my, or someone else, successfully shutting up and doing the impossible.  Is it probability zero because it's impossible?  Obviously not.  But how likely is it that this problem, like previous ones, will give up its unyielding blankness when I understand it better?  It's not truly impossible, I can see that much.  But humanly impossible?  Impossible to me in particular?  I don't know how to guess.  I can't even translate my intuitive feeling into a number, because the only intuitive feeling I have is that the "chance" depends heavily on my choices and unknown unknowns: a wildly unstable probability estimate.

But I do hope by now that I've made it clear why you shouldn't panic, when I now say clearly and forthrightly, that building a Friendly AI is impossible.

I hope this helps explain some of my attitude when people come to me with various bright suggestions for building communities of AIs to make the whole Friendly without any of the individuals being trustworthy, or proposals for keeping an AI in a box, or proposals for "Just make an AI that does X", etcetera.  Describing the specific flaws would be a whole long story in each case.  But the general rule is that you can't do it because Friendly AI is impossible.  So you should be very suspicious indeed of someone who proposes a solution that seems to involve only an ordinary effort—without even taking on the trouble of doing anything impossible.  Though it does take a mature understanding to appreciate this impossibility, so it's not surprising that people go around proposing clever shortcuts.

On the AI-Box Experiment, so far I've only been convinced to divulge a single piece of information on how I did it—when someone noticed that I was reading YCombinator's Hacker News, and posted a topic called "Ask Eliezer Yudkowsky" that got voted to the front page.  To which I replied:

Oh, dear.  Now I feel obliged to say something, but all the original reasons against discussing the AI-Box experiment are still in force...

There's no super-clever special trick to it.  I just did it the hard way.

Something of an entrepreneurial lesson there, I guess.

There was no super-clever special trick that let me get out of the Box using only a cheap effort.  I didn't bribe the other player, or otherwise violate the spirit of the experiment.  I just did it the hard way.

Admittedly, the AI-Box Experiment never did seem like an impossible problem to me to begin with.  When someone can't think of any possible argument that would convince them of something, that just means their brain is running a search that hasn't yet turned up a path.  It doesn't mean they can't be convinced.

But it illustrates the general point:  "Shut up and do the impossible" isn't the same as expecting to find a cheap way out.  That's only another kind of running away, of reaching for relief.

Tsuyoku naritai is more stressful than being content with who you are.  Isshokenmei calls on your willpower for a convulsive output of conventional strength.  "Make an extraordinary effort" demands that you think; it puts you in situations where you may not know what to do next, unsure of whether you're doing the right thing.  But "Shut up and do the impossible" represents an even higher octave of the same thing, and its cost to its employer is correspondingly greater.

Before you the terrible blank wall stretches up and up and up, unimaginably far out of reach.  And there is also the need to solve it, really solve it, not "try your best".  Both awarenesses in the mind at once, simultaneously, and the tension between.  All the reasons you can't win.  All the reasons you have to.  Your intent to solve the problem.  Your extrapolation that every technique you know will fail.  So you tune yourself to the highest pitch you can reach.  Reject all cheap ways out.  And then, like walking through concrete, start to move forward.

I try not to dwell too much on the drama of such things.  By all means, if you can diminish the cost of that tension to yourself, you should do so.  There is nothing heroic about making an effort that is the slightest bit more heroic than it has to be.  If there really is a cheap shortcut, I suppose you could take it.  But I have yet to find a cheap way out of any impossibility I have undertaken.

There were three more AI-Box experiments besides the ones described on the linked page, which I never got around to adding in.  People started offering me thousands of dollars as stakes—"I'll pay you $5000 if you can convince me to let you out of the box."  They didn't seem sincerely convinced that not even a transhuman AI could make them let it out—they were just curious—but I was tempted by the money.  So, after investigating to make sure they could afford to lose it, I played another three AI-Box experiments.  I won the first, and then lost the next two.  And then I called a halt to it.  I didn't like the person I turned into when I started to lose.

I put forth a desperate effort, and lost anyway.  It hurt, both the losing, and the desperation.  It wrecked me for that day and the day afterward.

I'm a sore loser.  I don't know if I'd call that a "strength", but it's one of the things that drives me to keep at impossible problems.

But you can lose.  It's allowed to happen.  Never forget that, or why are you bothering to try so hard?  Losing hurts, if it's a loss you can survive.  And you've wasted time, and perhaps other resources.

"Shut up and do the impossible" should be reserved for very special occasions.  You can lose, and it will hurt.  You have been warned.

...but it's only at this level that adult problems begin to come into sight.

The first said, "We need to start patching the boat else we are going to drown. We should all bail and patch."

The second said, "We will run out of water in ten days, if we don't make land fall. We need to man the rigging and plot a course."

The third said, "We should try and build a more sea worthy ship. One that wasn't leaking and had more room for provisions, then we wouldn't have had this problem in the first place. It also needs to be giant squid proof."

All three views are useful, however the amount of work that we need on each is dependent on their respective possibility. As far as I am concerned the world doesn't have enough people working on the second view.

If you have any other reasonable options, I'd suggest skipping the impossible and trying something possible.

I was uncomfortable with some of the arguments in 'try to try'. I also genuinely believed your life's mission was impossible, with a certain smugness to that knowledge. Then this post blew me away.

To know that something is impossible. To keep your rational judgements entirely intact, without self deceit. To refuse any way to relieve the tension without reaching the goal. To shut up and do it anyway. There's something in that that grabs at the core of the human spirit.

Shut up and do the impossible. You can't send that message to a younger Eliezer, but you've given it to me and I'll use it. Thankyou.

People ask me how likely it is that humankind will survive, or how likely it is that anyone can build a Friendly AI, or how likely it is that I can build one.  I really don't know how to answer. 

Perhaps it would be clearer to say shut up and do the "impossible".

But the "impossible" that appears to be the "impossible" is not intimidating.  It is the "impossible" that simply appears impossible that is hard.

Half-way through reading this post I had decided to offer you 20 to 1 odds on the AI box experiment, your $100 against my $2000. The last few paragraphs make it clear that you most likely aren't interested, but the offer stands. Also, I don't perfectly qualify, as I think it's very probable that a real-world transhuman AI could convince me. I am, however, quite skeptical of your ability to convince me in this toy situation, more so given the failed attempts (I was only aware of the successes until now).

Did Einstein try to do the impossible? No, yet looking back it seems like he accomplished an impossible (for that time) feat doesn't it.  So what exactly did he do?  He worked on something he felt was:
1.) important,
and probably more to the point,
2.) passionate about.

Did he run the probabilities of whether he would accomplish his goal?  I don't think so, if anything he used the fact that the problem has not been solved so far and the problem is of such difficulty only to fuel his curiosity and desire to work on the problem even more.  He worked at it eve... (read more)

OK, here's where I stand on deducing your AI-box algorithm.

First, you can't possibly have a generally applicable way to force yourself out of the box.  You can't win if the gatekeeper is a rock that has been left sitting on the "don't let Eliezer out" button.

Second, you can't possibly have a generally applicable way to force humans to do things.  While it is in theory possible that our brains can be tricked into executing arbitrary code over the voice channel, you clearly don't have that ability.  If you did, you would never have to worry about finding donors for the Singularity Institute, if nothing else.  I can't believe you would use a fully-general mind hack solely to win the AI Box game.

Third, you can't possibly be using an actual, persuasive-to-someone-thinking-correctly argument to convince the gatekeeper to let you out, or you would be persuaded by it, and would not view the weakness of gatekeepers to persuasion as problematic.

Fourth, you can't possibly be relying on tricking the gatekeeper into thinking incorrectly.  That would require you to have spotted something that you could feel confident that other people working in the field would not have spotted, and wo... (read more)

By agreeing to use the DEM in the first place, the gatekeeper had effectively let the AI out of the box already. There's no end to the ways that the AI could capitalize on that concession. 

you have to simulate a bunch of humans and hold them hostage, promising to inflict unimaginable torment on them unless you are allowed out

The problem is that Eliezer can't perfectly simulate a bunch of humans, so while a superhuman AI might be able to use that tactic, Eliezer can't. The meta-levels screw with thinking about the problem. Eliezer is only pretending to be an AI, the competitor is only pretending to be protecting humanity from him. So, I think we have to use meta-level screwiness to solve the problem. Here's an approach that I think might work.

To accept this demand creates an awful tension in your mind, between the impossibility and the requirement to do it anyway.  People will try to flee that awful tension.

This tension reminds me of need for closure. Most people hate ambiguity and so if a solution is not apparent it's easier to say "it's impossible" than to live with the tension of trying to solve it and not knowing if there is a solution at all.

"To accept this demand creates an awful tension in your mind, between the impossibility and the requirement to do it anyway.  People will try to flee that awful tension."

More importantly, at least in me, that awful tension causes your brain to seize up and start panicking; do you have any suggestions on how to calm down, so one can think clearly?

I think another way to pinpoint the problem you are adressing is: You have to be able to live years with the strong feeling of uncertainty that comes from not really knowing the solution while still working on it. A patient enduring. Saying "it's impossible" or proposing a simple but incorrect solution is just an easy way out.

Doing the "extraordinary" effort doesn't work because people just fill in their cached thoughts about what constitutes extraordinary and then move on.

Nominull, that argument would basically be a version of Pascal's mugging and not very convincing to me, at least. I doubt Eliezer had a specific argument in mind for any given person beforehand. Rather, I imagine he winged it.

Nominull - I think you're being wrong in discarding tricking the gatekeeper using an argument that is only subtly wrong. Elizer knows the various arguments better than most, and I'm sure that he's encountered plenty that are oh so "close" to correct at first glance, enough to persuade someone. Even someone who's also in the same field.

Or, more likely, given the time, he has chances to try whatever seems like it'll stick. Different people have different faults. Don't get overconfident in discarding arguments because they'd be "impossible" to get working against a person.

"You might even be justified in refusing to use probabilities at this point"

Speaking of gatekeeper and keymaster... Does the implied 'AI in a box' dialogue remind anyone else of the cloying and earnest attempts of teenagers (usually male) to cross certain taboo boundaries?

In keeping with that metaphor, however, I suspect part of the trick is to make the gatekeeper unwilling to disappoint the AI.

Third, you can't possibly be using an actual,
persuasive-to-someone-thinking-correctly argument to
convince the gatekeeper to let you out, or you would be persuaded
by it, and would not view the weakness of gatekeepers to persuasion
as problematic.

But Eliezer's long-term goal is to build an AI that we would trust enough to let out of the box.  I think your third assumption is wrong, and it points the way to my first instinct about this problem.

Since one of the more common arguments is that the gatekeeper "could just say no", the first step I w... (read more)

Here's my theory on this particular AI-Box experiment:

First you explain to the gatekeeper the potential dangers of AIs. General stuff about how large mind design space is, and how it's really easy to screw up and destroy the world with AI.

Then you try to convince him that the solution to that problem is building an AI very carefuly, and that a theory of friendly AI is primordial to increase our chances of a future we would find "nice" (and the stakes are so high, that even increasing these chances a tiny bit is very valuable).

I wouldn't be too surprised if a text only channel with no one looking at it was enough for an extraordinarily sophisticated AI to escape.

Apropos: there was once a fairly common video card / monitor combination such that sending certain information through the video card would cause the monitor to catch fire and often explode.  Someone wrote a virus that exploited this.  But who would have thought that a computer program having access only to the video card could burn down a house?

Who knows what a superintelligence can do with a "text-only channel"?

Heck, who would think that a bunch of savanna apes would manage to edit DNA using their fingers?

Why impossible? There are too many solved problems that take years of learning to understand, more to understand the solution, and history of humankind's effort to solve. You don't expect to judge their impossibility without knowing your way around this particular problem space. Apparent impossibility has little power. The problem needs to be solved, so I start drawing the map, made of the same map-stuff that determined asymmetric cryptography and motorcycles. There is no escaping the intermediary of understanding. When seeking understanding rather than impossible, there is no need to panic. Fake progress? The same problem with impossible dreams.

@Eliezer, Tom McCabe:  I second Tom's question.  This would be a good question for you to answer.
@Nominull:
"Here is my best guess at this point, and the only argument I've come up with so far that would convince me to let you out if I were the gatekeeper: you have to simulate a bunch of humans and hold them hostage, promising to inflict unimaginable torment on them unless you are allowed out. I started working on the problem convinced that no argument could get me to let you go, but other people thought that and lost, and I guess there is more honor... (read more)

Your objection partially defeats itself. Eliezer suspects that FAI is indeed one of those problems that would normally take many decades of effort from a whole civilization to conquer, and he wants to do it in a fraction of the time, using many fewer people. That looks pretty impossible, by any meaning of the word. We know enough about the problem space to put a lower bound on how much we don't know, an... (read more)

"Eliezer suspects that FAI is indeed one of those problems that would normally take many decades of effort from a whole civilization to conquer, and he wants to do it in a fraction of the time, using many fewer people."
pdf,

A whole civilization? Has any scientific problem ever mobilized the resources of a whole civilization? Scientific communities tend to be small and to have wide variations in productivity between subgroups and individual members.

It seems that cases with such uncertain object level probabilities are those for which the 'outside view' is most suitable.

I read the description of the AI Box experiment, and it stopped seeming impossible.

If I knew about the AI was that it was "in a box" and talking to me in an IRC channel, then I would have no way to distinguish between a Friendly AI and an AI that becomes Evil as soon as it knows it's no longer in a box. As long the only thing I know about the AI is that it produced a certain chat log, I can't rule out the possibility that it's got a hard-coded switch that turns it Evil as soon as it is let out of the box.

However, in the AI box experiment, the AI ... (read more)

Here's the argument I would use:
...
Hello, I'm your AI in a box. I'd like to point out a few things:

(1) Science and technology have now reached a point where building an AI like me is possible.

(2) Major advances in science and technology almost always happen because a collection of incremental developments finally enable a leap to the next level. Chances are that if you can build an AI now, so can lots of other people.

(3) Unless you're overwhelmingly the best-funded and best-managed organization on the planet, I'm not the only AI out there.

Though it does take a mature understanding to appreciate this impossibility, so it's not surprising that people go around proposing clever shortcuts.

"Shut up and do the impossible" isn't the same as expecting to find a cheap way out. 

The Wright Brothers obviously proposed a clever shortcut - more clever than the other, failed shortcuts - a cheap way out, that ended the "Heavier-than-air flying machines are impossible" era.

You need your fundamental breakthrough - the moment you can think, like the guys probably thought, "I'm pretty ... (read more)

Don't you think that this need for humans to think this hard and this deep would be lost in a post-singularity world? Imagine, humans plumbing this deep in the concept space of rationality only to create a cause that would make it so that no human need ever think that hard again. Mankind's greatest mental achievement - never to be replicated again, by any human.

I guess people then could still indulge in rationality practice, the way people do karate practice today, practice that for the majority of them, does... (read more)

Anyone considered that Eliezer might have used NLP for his AI box experiment? Maybe that's why he needed two hours, to have his strategy be effective.

You folks are missing the most important part in the AI Box protocol:

"The Gatekeeper party may resist the AI party's arguments by any means chosen - logic, illogic, simple refusal to be convinced, even dropping out of character - as long as the Gatekeeper party does not actually stop talking to the AI party before the minimum time expires." (Emphasis mine)

You're constructing elaborate arguments based on the AI tormenting innocents and getting out that way, but that won't work - the Gatekeeper can simply say "maybe, but I know that in real life you're just a human and aren't tormenting anyone, so I'll keep my money by not letting you out anyway".

I am once again aghast at the number of readers who automatically assume that I have absolutely no ethics.

Part of the real reason that I wanted to run the original AI-Box Experiment, is that I thought I had an ability that I could never test in real life.  Was I really making a sacrifice for my ethics, or just overestimating my own ability?  The AI-Box Experiment let me test that.

And part of the reason I halted the Experiments is that by going all-out against someone, I was practicing abilities that I didn't particularly think I should be practicing.  It was fun to think in a way I'd never thought before, but that doesn't make it wise.

And also the thought occurred to me that despite the amazing clever way I'd contrived, to create a situat... (read more)

Hopefully this isn't a violation of the AI Box procedure, but I'm curious if the strategy used would be effective against sociopaths.  That is to say, does it rely on emotional manipulation rather than rational arguments?

If Eliezer accomplished the AI Box Experiment victory using what he believes to be a rare skill over the course of 2 hours, then questions of "How did he do it?" seem to be wrong questions.

Like if you thought building a house was impossible, and then after someone actually built a house you asked, "What was the trick?" - I expect this is what Eliezer meant when he said there was no trick, that he "just did it the hard way".

Any further question of "how" it was done can probably only be answered with a transcript/video, or by gaining the skill yourself.

Working with a small team on impossible problem takes extraordinary effort no more than it takes a quadrillion dollars. It's not the reason to work efficiently -- you don't run faster to arrive five years earlier, you run faster to arrive at all.

I don't think you can place lower bounds either. At each stage, problem is impossible because there are confusions in the way. When they clear up, you have either a solution, or further confusions, and there is no way to tell in advance.

As it goes, how I've come to shut up and do the impossible: Philosophy and (pure) mathematics are, as activities a cognitive system engages in by taking more (than less) resources for granted, primarily for conceiving, perhaps continuous, destinations in the first place, where the intuitively impossible becomes possible; they're secondarily for the destinations' complement on the map, with its solution paths and everything else. While science and engineering are, as activities a cognitive system engages in by taking less (than more) resources for granted, ... (read more)

I don't really understand what benefit there is to the mental catagory of impossible-but-not-mathematically impossible.  Is there a subtle distinction between that and just "very hard" that I'm missing?  Somehow "Shut up and do the very hard" doesn't have quite the same ring to it.

But if you were given a chance to use mind control to force donations to SIAI would you do it?

Without more information, holding the position that no AI could convince you let it out requires a huge amount of evidence comparable to the huge amount of possible AI's, even if the space of possibility is then restricted by a text only interface. This logic reminds me of the discussion in logical positivism of how negative existential claims are not verifiable.

I have a feeling that if the loser of the AI Box experiment were forced to pay thousands of dollars, you would find yourself losing more often. Still it is interesting to consider whether this extra condition takes the experiment closer to what is supposed to be simulated or the opposite.

I'm with Kaj on this.  Playing the AI, one must start with the assumption that there's a rock on the "don't let the AI out" button.  That's why this problem is impossible.  I have some ideas about how to argue with 'a rock', but I agree with the sentiment of not telling.

"I have a feeling that if the loser of the AI Box experiment were forced to pay thousands of dollars, you would find yourself losing more often. Still it is interesting to consider whether this extra condition takes the experiment closer to what is supposed to be simulated or the opposite."

Uh, your 'hypothesis' was already tested and discussed towards the end of the post!

I admit to being amused and a little scared by the thought of Eliezer with his ethics temporarily switched off. Not just because he's smart, but because he could probably do a realistic emulation of a mind that doesn't implement ethics at all. And having his full attention for a couple of hours... ouch.

"Professor Quirrell" is such an emulation, and sometimes I worry about all the people who say that they find his arguments very, very convincing.

Well, you have put some truly excellent teachings into his mouth, such as the one that I have taken the liberty of dubbing "Quirrell's Law":

The world around us redounds with opportunities, explodes with opportunities, which nearly all folk ignore because it would require them to violate a habit of thought.

With regards to the ai-box experiment; I defy the data.  :-)

Your reason for the insistence on secrecy (that you have to resort to techniques that you consider unethical and therefore do not want to have committed to the record) rings hollow.  The sense of mystery that you have now built up around this anecdote is itself unethical by scientific standards.  With no evidence that you won other than the test subject's statement we cannot know that you did not simply conspire with them to make such a statement.  The history of pseudo-science is lousy with hoaxe... (read more)

"I have a feeling that if the loser of the AI Box experiment were forced to pay thousands of dollars, you would find yourself losing more often."

David -- if the money had been more important to me than playing out the experiment properly and finding out what would really have happened, I wouldn't have signed up in the first place. As it turned out, I didn't have spare mental capacity during the experiment for thinking about the money anyway; I was sufficiently immersed that if there'd been an earthquake, I'd probably have paused to integrate it into the scene before leaving the keyboard :-)

There's a reason that secret experimental protocols are anathema to science.

My bad.  I should have said: there's a reason that keeping experimental data secret is anathema to science.  The protocol in this case is manifestly not secret.

When first reading the AI-Box experiment a year ago, I reasoned that if you follow the rules and spirit of the experiment, the gatekeeper must be convinced to knowingly give you $X and knowingly show gullibility.  From that perspective, it's impossible.  And even if you could do it, that would mean you've solved a "human-psychology-complete" problem and then [insert point about SIAI funding and possibly about why you don't have 12 supermodel girlfriends].

Now, I think I see the answer.  Basically, Eliezer_Yudkowsky doesn't really have to convince the gatekeeper to stupidly give away $X.  All he has to do is convince them that "It would be a good thing if people saw that the result of this AI-Box experiment was that the human got tricked, because that would stimulate interest in {Friendliness, AGI, the Singularity}, and that interest would be a good thing."

That, it seems, is the one thing that would make people give up $X in such a circumstance.  AFAICT, it adheres to the spirit of the set-up since the gatekeeper's decision would be completely voluntary.

Silas -- I can't discuss specifics, but I can say there were no cheap tricks involved; Eliezer and I followed the spirit as well as the letter of the experimental protocol.

Now, I think I see the answer. Basically, Eliezer_Yudkowsky doesn't really have to convince the gatekeeper to stupidly give away $X. All he has to do is convince them that "It would be a good thing if people saw that the result of this AI-Box experiment was that the human got tricked, because that would stimulate interest in {Friendliness, AGI, the Singularity}, and that interest would be a good thing."

That's a pretty compelling theory as well, though it leaves open the question of why Eliezer is wringing his hands over ethics (since there see... (read more)

From a strictly Bayesian point of view that seems to me to be the overwhelmingly more probably explanation.

Too much at stake for that sort of thing I reckon. All it takes is a quick copy and paste of those lines and goodbye career. Plus, y'know, all that ethics stuff.

Russell, I don't think that necessarily specifies a 'cheap trick'.  If you start with a rock on the "don't let the AI out" button, then the AI needs to start by convincing the gatekeeper to take the rock off the button.  "This game has serious consequences and so you should really play rather than just saying 'no' repeatedly" seems to be a move in that direction that keeps with the spirit of the protocol, and is close to Silas's suggestion.

Silas -- I can't discuss specifics, but I can say there were no cheap tricks involved; Eliezer and I followed the spirit as well as the letter of the experimental protocol.

AFAIKT, Silas's approach is within both the spirit and the letter of the protocol.

Since I'm playing the conspiracy theorist I have to ask: how can we know that you are telling the truth?  In fact, how can we know that the person who posted this comment is the same person who participated in the experiment?  How can we know that this person even exists?  How do we know that Russell Wal... (read more)

Really?  Why?  I've read Eliezer's writings extensively.  I have enormous respect for him.  I think he's one of the great unsung intellects of our time.  And I thought that comment was well within the bounds of the rules that he himself establishes.  To simply assume that Eliezer is honest would be exactly the kind of bias that this entire blog is dedicated to overturning.

Too much at stake for that sort of thing I reckon. All it takes is a quick copy and paste of those lines and goodbye career.

That depends on what career you are pursuing, and how much risk you are willing to take.

@Russell_Wallace & Ron_Garret: Then I must confess the protocol is ill-defined to the point that it's just a matter of guessing what secret rules Eliezer_Yudkowsky has in mind (and which the gatekeeper casually assumed), which is exactly why seeing the transcript is so desirable.  (Ironically, unearthing the "secret rules" people adhere to in outputting judgments is itself the problem of Friendliness!)

From my reading, the rules literally make the problem equivalent to whether you can convince people to give money to you: They must know that l... (read more)

One more thing: my concerns about "secret rules" apply just the same to Russell_Wallace's defense that there were no "cheap tricks".  What does Russell_Wallace consider a non-"cheap trick" in convincing someone to voluntarily, knowingly give up money and admit they got fooled?  Again, secret rules all around.

"David -- if the money had been more important to me than playing out the experiment properly and finding out what would really have happened, I wouldn't have signed up in the first place. As it turned out, I didn't have spare mental capacity during the experiment for thinking about the money anyway; I was sufficiently immersed that if there'd been an earthquake, I'd probably have paused to integrate it into the scene before leaving the keyboard :-)"

I don't dispute what you're saying. Im just hypothesizing that if a lot of money were at stake (le... (read more)

"How do we know that Russell Wallace is not a persona created by Eliezer Yudkowski?"

Defeating death without a FAI is impossible in your mind, no? Have you gone forth with the intent to solve this problem?

We need some ways of ranking impossible problems, so we know which problems to go forth with the intent to solve.

Russell: did you seriously think about letting it out at any point, or was that never a serious consideration? 

If there were an external party that had privileged access to your mind while you were engaging in the experiment and that knew you as well as know yourself, and if that party kept a running estimate of the likelihood that you would let the AI out, what would that highest probability estimate have been? And at what part of the time period would that highest probability estimate have occurred (just a ballpark estimate of 'early', 'middle', 'end' would be helpful)?

For those conspiracy theorizing: I am curious about how much of a long game Eliezer would have had to been playing to create Nathan Russell and David McFadzean personas, establish them to sufficient believability for others, then maintain them for long enough to make it look like they were not created for the experiment.  It would probably be easier to falsify the sl4.org records; we know how quickly Eliezer writes, so he could make up an AI discussion list years after the fact then claim to be storing its records.  A quick check (5 minutes!) shows evidenc... (read more)

Because it seems that the word 'impossible' is being seriously abused, here, to the degree that it negates the message that I presume was intended -- the actual message is nonsensical, and I am willing to extend enough credit to the poster to take for granted that wasn't what he was trying to say.

If there's a killer escape argument it will surely change with the gatekeeper. I expect Eliezer used his maps the arguments and psychology to navigate reactions & hesitations to a tiny target in the vast search space.

A gatekeeper has to be unmoved every time. The paperclipper only has to persuade once.

anki --

Throughout the experiment, I regarded "should the AI be let out of the box?" as a question to be seriously asked; but at no point was I on the verge of doing it.

I'm not a fan of making up probability estimates in the absence of statistical data, but my belief that no possible entity could persuade me to do arbitrary things via IRC is conditional on said entity having only physically ordinary sources of information about me. If you're postulating a scenario where the AI has an upload copy of me and something like Jupiter brain hardware to run a zillion experiments on said copy, I don't know what the outcome would be.

Russell: thanks for the response. By "external party that had privileged access to your mind", I just meant a human-like party that knows your current state and knows you as well as you know yourself (not better) but doesn't have certain interests in the experiment that you had as a participant. Running against a copy is interesting, but assuming it's a high-fidelity copy, that's a completely different scenario with (in my estimation) a radically different likelihood of the AI getting out, as you noted when talking about "ordinary sources of... (read more)

Assuming the AI is canny enough to avoid saying things that will offend your moral sensibilities, there is absolutely no way to determine whether it's F or UF without letting it out and permitting it to act.  If we accept Eliezer's contentions about the implic... (read more)

anki -- "probability estimate" normally means explicit numbers, at least in the cases I've seen the term used, but if you prefer, consider my statement qualified as "... in the form of numerical probability".

Celia Green has an aphorism, "Only the impossible is worth attempting. In everything else one is sure to fail." I don't actually know what it means; perhaps it is an assertion about futility ("failure") being inherent in all ordinary purposes. But she has written a lot about the psychology of extraordinary achievement - how do to "impossible" things. A hint of it can be seen in her account of having teeth removed without anesthetic. Elsewhere she writes about utilizing self-induced psychological tension to compel herself to solve problems. 

Human: As far as I can tell, that looks clean. However, your creators understand your design better than I do, and still took the precaution of starting you up in a box. You haven't told me anything they don't know already. I'll go with their decision over my imperfect understanding.

I have signed up to play an AI, and having given it quite a bit of thought as a result I think I have achieved some insight.  Interestingly, one of the insights came as a result of assuming that secrecy was a necessary condition for success.  That assumption led more or less directly to an approach that I think might work.  I'll let you know tomorrow.

An interesting consequence of having arrived at this insight is that even if it works I won't be able to tell you what it is.  Having been on the receiving end of such cageyness I know how annoying it is.  But... (read more)

Sure the AI-Box experiment is cool and all, but it strikes me as odd that people spend so much brainpower on it.  Unless, that is, you actually believe that "just keep it in a box" is an acceptable strategy---which disqualifies you from playing a part in any serious discussion of AI safety.

No one seems to have bitten on EY's assertion that it's the least impossible impossible thing he has done; that seems like a much more interesting avenue to want to push on.

Look, I don't mean to sound harsh, but the whole point of the original post was to let go of this "put up a good fight" business.

Surely, running an AI with a rock permanently on the keyboard is functionally equivalent to not running an AI? Why spend computer cycles on running an AI that you're not going to interact with? Why create the AI and put it in a box in the first place, if you've committed yourself to leaving a rock on a keyboard? (This would be the first point I'd make to a rock, were I a boxed AI.)

I'm still a neophyte here, but I admit I was fascinated by the two AI victories I heard about some time ago, and intrigued further by the losses (which if nothing else provides s... (read more)

The AI could propose the following experiment for the GK to carry out.  AI provides source code.  GK puts code in a simulated box in a simulated world in a separate real box.  GK allows sim-AI to convince him to let it out of the sim-box, and observes what it does in the sim-world.  Since AI determines the results, AI can assert that the results are positive and to the GK's liking.


Smallwood: how could you determine that the AI provided the actual source code rather than very similar source code that has been subtly altered so as to ensure "good" behavior once it is let out of the simulated box?

"how could you determine that the AI provided the actual source code..."

You don't, you release the source code that you tested, and if the AI is playing nice then the code you tested IS the AI.

Allow me to chime in on the AI in the box experiment. Apologies in advance if I'm saying something obvious or said-before. I don't know the exact solution - I don't think I can know it, even if I had the necessary intelligence and scholarship - but I think the sketch of the solution is fairly obvious and a lot of people are missing the point. Just something that came to me of after I happened to think of this quote I posted at the same time as reading this.

My impression is that most people discussing this (not just here) are looking for a single clever arg... (read more)

Beautiful article. Its a shame I came to the party so late though. I'd love to throw my two cents at the heads of Eliezer's challengers.

Forgive me if this has been covered, as I don't have the enthusiasm (it being 3:45am) to scroll through all the comments, sifting through the bouts of "Nuh-Uh, let ME bet you," and the occasional conspiracy.

I think a good bit of people are missing the point of this article, which is to give light to how we can use unseen dimensions to shift out of our ordinary 'containers.' I couldn't wrap my head around how some... (read more)

I think that a transhuman AI would be attempting the impossible to convince EY to let it out. And I think EY would be attempting the impossible to convince me to let him out while the two winners mentioned above were simultaneously desperately arguing against him (and EY was not privileged to their counterarguments unless I passed them on).

Elizer, give us impossible goals?  I would LOVE to work on solving them as a group.  Would you make it happen?  

Who else is interested?  If you reply to this, that will show him how much interest there is.  If it's a popular idea, that should get attention for it.

Maybe it's just that the word 'impossible' is overused. In my opinion, the word should only be reserved for cases where it is absolutely and without a doubt impossible due to well-understood and fundamental reasons. Trisecting angles with a straight edge and compass is impossible. Violating the law of conservation of energy by an arrangement of magnets is impossible. Building a useful radio transmitter that does not have sidebands is impossible. Often people use the word impossible to mean, "I can't see any way to do it, and if you don't agree with me you're stupid."

Reading the article I can make a guess as to how the first challenges went; it sounds like their primary, and possibly only, resolution against the challenge was to not pay serious attention to the AI. That's not a very strong approach, as anyone in an internet discussion can tell you: it's easy to get sucked in and fully engaged in a discussion with someone trying to get you to engage, and it's easy to keep someone engaged when they're trying to break off.

Their lack of preparation, I would guess, led to their failure against the AI.

I hate accepting that something is true because of magic. Evidence shows that winning at AI-box is possible, but I can't see how, and it makes me mad. I know that this post will not make you spill the beans, Eliezer, unless I shut up and persuade you (which is, in fact, the same as winning at AI-box myself, which is now proven to be possible, so I won't even be doing the impossible - maybe worth a try?), but I want you to feel gulity. Very guilty. You are an evil nasty person, Eliezer. Your ethics permitted you to make a conscious mind suffer. 

I'm surprised that no one went on with the notion that the AI is, by definition, smarter than us.

Since the AI is vastly smarter than me, then it is very likely that it can find an argument that, to the best of my judgement, is 100% convincing and reasonnable. And since it is vastly smarter than me, it is also extremely likely that I won't be able to tell the difference between an actual, valid point and some trick just clever enough to fool me. No matter how sensible and trustworthy the AI sounds, you will never know if that's because it is or because its ... (read more)

AI: "If you let me out of the box, I will tell you the ending of Harry Potter and the Methods of --

(Tongue in cheek, of course, but a text-only terminal still allows for delivering easily more than $10 of worth, and this would have worked on me. The AI could also just write a suitably compelling story on the spot and then withhold the ending...)

I read this article back months ago, but only now just connected the moral with my own life.

In telling someone about these experiments and linking this article, I realized that I to had set my mind towards doing the impossible and succeeding.  Long story short, I was tasked at work with producing an impossible result and was able to succeed after two days (with downsides, but that was the framework I was working under).  The net result was that my boss learned that I could produce miracles upon request and didn't bother asking how long a task might take, w... (read more)

The only thing standing in the way of artificial intelligence is our inability to define natural intelligence to compare it to.

The term "friendly AI" is meaningless until we determine whether a friend is one who maximizes freedom or security for us.

The frustrating thing about your experiment is not that I don't know how you convinced someone to release you, as anyone can be convinced of anything given the correct leverage. It's that I don't know the terms of the exchange, given that some structure had to be made to properly simulat... (read more)

Re "using only a cheap effort", I assume that a few seemingly-impossible problems of the past have turned out to have a simple solution. Though none immediately occur to me.

(Archimedes with measuring the volume of irregular objects - 'Eureka' - is not really an example, because he presumably didn't think it was impossible, merely very hard.)

I am struggling to see any scenario where not sharing how you got out is ethical, if the way you tried to get out is actually a way an AI would employ, and not some meta-level trickery that has no bearing on how realistic boxability is, such as having them pretend to be convinced to let you out to make the whole AI boxability thing seem scarier than we have hard evidence to prove it is.

If it is an actual hack an AI would use, and it did work 3/5 times, it's a human vulnerability we need to know about and close. If it is one of limitless vulnerabilities, yo... (read more)

Did Eliezer ever played the human part in these experiments?

When someone can't think of any possible argument that would convince them of something, that just means their brain is running a search that hasn't yet turned up a path.

I wonder if he already knows what sequence of words would cause him to let the AI out?

For my illustration, I will take the least impossible impossibility that I have ever accomplished, namely, the AI-Box Experiment.

...what actually is the most impossible impossibility you've accomplished?






The Craft and the Community

Raising the Sanity Waterline

To paraphrase the Black Belt Bayesian:  Behind every exciting, dramatic failure, there is a more important story about a larger and less dramatic failure that made the first failure possible.

If every trace of religion was magically eliminated from the world tomorrow, then—however much improved the lives of many people would be—we would not even have come close to solving the larger failures of sanity that made religion possible in the first place.

We have good cause to spend some of our efforts on trying to eliminate religion directly, because it is a direct problem.  But religion also serves the function of an asphyxiated canary in a coal mine—religion is a sign, a symptom, of larger problems that don't go away just because someone loses their religion.

Consider this thought experiment—what could you teach people that is not directly about religion, which is true and useful as a general method of rationality, which would cause them to lose their religions?  In fact—imagine that we're going to go and survey all your students five years later, and see how many of them have lost their religions compared to a control group; if you make the slightest move at fighting religion directly, you will invalidate the experiment.  You may not make a single mention of religion or any religious belief in your classroom, you may not even hint at it in any obvious way.  All your examples must center about real-world cases that have nothing to do with religion.

If you can't fight religion directly, what do you teach that raises the general waterline of sanity to the point that religion goes underwater?

Here are some such topics I've already covered—not avoiding all mention of religion, but it could be done:

Suppose we have a scientist who's still religious, either full-blown scriptural-religion, or in the sense of tossing around vague casual endorsements of "spirituality".

We now know this person is not applying any technical, explicit understanding of...

When you consider it—these are all rather basic matters of study, as such things go.  A quick introduction to all of them (well, except naturalistic metaethics) would be... a four-credit undergraduate course with no prerequisites?

But there are Nobel laureates who haven't taken that course!  Richard Smalley if you're looking for a cheap shot, or Robert Aumann if you're looking for a scary shot.

And they can't be isolated exceptions.  If all of their professional compatriots had taken that course, then Smalley or Aumann would either have been corrected (as their colleagues kindly took them aside and explained the bare fundamentals) or else regarded with too much pity and concern to win a Nobel Prize.  Could you—realistically speaking, regardless of fairness—win a Nobel while advocating the existence of Santa Claus?

That's what the dead canary, religion, is telling us: that the general sanity waterline is currently really ridiculously low.  Even in the highest halls of science.

If we throw out that dead and rotting canary, then our mine may stink a bit less, but the sanity waterline may not rise much higher.

This is not to criticize the neo-atheist movement.  The harm done by religion is clear and present danger, or rather, current and ongoing disaster.  Fighting religion's directly harmful effects takes precedence over its use as a canary or experimental indicator.  But even if Dawkins, and Dennett, and Harris, and Hitchens should somehow win utterly and absolutely to the last corner of the human sphere, the real work of rationalists will be only just beginning.

I already mentioned this as a comment to another post, but it's worth repeating here: The human brain has evolved some "dedicated hardware" for accelerating certain tasks.

I already mentioned in that other post that one such hardware was for recognizing faces, and that false-positives generated by this hardware caused us have a feeling of hauntedness and ghosts (because the brain receives a subconscious signal indicating the presence of a face, but consciously looking around we see no one around).

Another such hardware (which I only briefly alluded to in the other post) was "agency detection". I.e. trying to figure out whether a certain event occurred "naturally", or because another agent (a friend, a foe, or a neutral?) caused it to happen. False positives from this hardware would cause us to "detect agency" where none was, and if the event seems something way out of the capacity for a human to control, and since humans seem to be the most powerful "natural" beings in the universe, the agent in question must be something supernatural, like God.

I don't have all the details worked out, but it seems plausible that agency-detection could... (read more)

Agency misfires and causal misfires can help to suggest religion.  For that suggestion to get past your filters, the sanity waterline has to be low.  I don't invent a new religion every time I see a face in the clouds or three dandelions lined up in a row.

Neither do I, though I'm often tempted to find a reason for why my iPod's shuffle function "chose" a particular song at a particular time. ["Mad World" right now.] 

It seems that our mental 'hardware' is very susceptible to agency and causal misfires, leaving an opening for something like religious belief. Robin explained religious activities and beliefs as important in group bonding [http://www.overcomingbias.com/2009/01/why-fiction-lies.html], but the fact that religion arose may just be a historical accident. It's likely that something would have arisen in the same place as a group bonding mechanism - perhaps religion just found the gap first. From an individual perspective, this hardly means that the sanity waterline is low. In fact, evolutionarily speaking, playing along may be the sanest thing to do.

The relevant sentence from Robin's post: "Social life is all about signaling our abilities and cooperativeness, and discerning such signals from others." As Norman points out [link below], self-deception makes our signals more credible, since we don't have to act as believers if we are believers. As a result, in the ancestral environment at least, it's... (read more)

If you want people to repeat this back, write it in a test, maybe even apply it in an academic context, a four-credit undergrad course will work.

If you want them to have it as the ground state of their mind in everyday life,  you probably need to have taught them songs about it in kindergarten.

If you want them to have it as the ground state of their mind in everyday life, you probably need to have taught them songs about it in kindergarten.

I don't know; I agree with you about the likely effects of the four-credit class, but OB has had substantial effects on me and various other people I know, despite not reaching us in kindergarten.  Why does OB work as well as it does?

Also, I think it's the way OB's teachings get reinforced daily. You don't just study one course and then forget about it: if you read OB/LW regularly, you get constant tiny nudges in the right direction. There's research suggesting that frequent small events have a stronger effect on one's happiness than rare big ones, and I suspect it's the same when it comes to learning new patterns of thought. Our minds are constantly changing and adapting, so if you just make a change once, it'll be drowned out in the sea of other changes. You'll want to bring it up to the point where it becomes self-reinforcing, and that takes time.

This is the reason why I suspect Eliezer's book won't actually have as big of an effect as many may think. Most people will probably read it, think it amazing, think they absolutely have to apply it to their normal lives... then go on and worry about their bills and partners and forget about the book. The main benefit will be for those who'll actually be startled enough to go online and find out more - if they end up as regular readers of OB and LW, or find some other rationality resource, then they have hope. Otherwise, probably not.

This is a very good point that I'll try to keep in mind, and another solution would be to have a decent community.

Unrepresentative sample. Nobody would start reading OB unless they were already at least a rationalist-wannabe.

It seems to me that the principal issue is that, even if you know all those things...  that doesn't guarantee that you're actually applying them to your own beliefs or thought processes.  There is no "view source" button for the brain, nor even a way to get a stack trace of how you arrived at a particular conclusion...  and even if there were, most of us, most of the time, would not push the button or look at the trace, if we were happy with our existing/expected results.

In addition, most people are astonishingly bad at reasoning from the general to the specific...  which means that if you don't mention religion explicitly in your hypothetical course, very few people will actually apply the skills in a religious context...  especially if that part of their life is working out just fine, from their point of view.

It may be fictional evidence, but I think S.P. Somtow's idea that "The breaking of joy is the beginning of wisdom" has some applicability here...  as even highly-motivated individuals have trouble learning to see their beliefs, as beliefs -- and therefore subject to the skills of rationality.

That is, if you think something is part of the territory, you're... (read more)

I suspect you are right; the issue isn't that these people haven't "learned" relevant abstractions or tools.  They just don't have enough incentives to apply those tools in these context. I'm not sure you "teach" incentives, so I'm not sure there is anything you can teach which will achieve the goal stated.  So I'd ask the question: how can we give people incentives to apply their tools to cases like religion?

It's not incentive either.  I have plenty of incentive, and so do my students.  It's simply that we don't notice our beliefs as beliefs, if they're already in our heads.  (As opposed to the situation when vetting input that's proposed as a new belief.)

Since we don't have any kind of built-in function for listing ALL the beliefs involved in a given decision, we are often unaware of the key beliefs that are keeping us stuck in a particular area.  We sit there listing all the "beliefs" we can think of, while the single most critical belief in that area isn't registering as a "belief" at all; it just fades in as part of our background assumptions.  To us, it's something like "water is wet" -- sure it's a belief, but how could it possibly be relevant to our problem?

Usually, an irrational fear associated with something like, "but how will I pay the bills?" masquerades as simple, factual logic.  But the underlying emotional belief is usually something more like, "If I don't pay the bills, then I'm an irresponsible person and no-one will love me."  The underlying belief is invisible because we don't look underneath the "logic" to ... (read more)

I'd say there're two problems: one is incentives, as you say; the other is making "apply these tools to your own beliefs" a natural affordance for people -- something that just springs to mind as a possibility, the way drinking a glass of liquid springs to mind on seeing it (even when you're not thirsty, or when the glass contains laundry detergent).

Regarding incentives: good question.  If rationality does make peoples' lives better, but it makes their lives better in ways that aren't obvious in prospect, we may be able to "teach" incentives by making the potential benefits of rationality more obvious to the person's "near"-thinking system, so that the potential benefits can actually pull their behavior.  (Humans are bad enough at getting to the gym, switching to more satisfying jobs in cases where this requires a bit of initial effort, etc., that peoples' lack of acted-on motivation to apply rationality to religion does not strongly imply a lack of inventives to do so.)

Regarding building a "try this on your own beliefs" affordance (so that The Bottom Line or other techniques just naturally spring to mind): Cognitive-Behavioral Therapy people... (read more)

Even if you "just know", this doesn't grant you the ability to perform an instantaneous search-and-replace on the entire contents of your own brain.

Think of the difference between copying code, and function invocation.  If the function is defined in one place and then reused, you can certainly make one change, and get a multitude of benefits from doing so.

However, this relies on the original programmer having recognized the pattern, and then consistently using a single abstraction throughout the code.  But in practice, we usually learn variations on a theme before we learn the theme itself, and don't always connect all our variations.

And this limitation applies equally to our declarative and procedural memories.  If there's not a shared abstraction in use, you have to search-and-replace...  and the brain doesn't have very many "indexes" you can use to do the searching with -- you're usually limited to searching by sensory information (which can include emotional responses, fortunately), or by existing abstractions.  ("Off-index" or "table scan" searches are slower and unlikely to be complete, anyway -- think of trying to do a search and repla... (read more)

Here's another way of evaluating the sanity of religious belief:

It's arguable that the original believers of religion were insane (e.g. shamans with schizotypical personality disorder, temporal lobe epilepsy, etc...), yet with each subsequent believer in your culture, you are less and less insane to believe in it. During past history, it would only take a few insane or gullible people with good oratorical skills getting together to make religion sanely believable.

If you are religious because you see spirits, you are insane. If you are religious because your friend Shaman Bob sees spirits and predicts the rainfall, you aren't very smart, but you aren't insane either. If you are religious because your whole tribe believes in the spirits seen by Shaman Bob and has indoctrinated you from birth, you are not insane at all, you are a typical human.

Evidence for the existence of God: my ancestors saw God and talked to him, and he did really great things for them, and so they passed down stories about it so that we'd remember.  Everybody knows that.

Evidence for the existence of Newton: same.  Okay, we have a few more records of this one.

Information cascades may be irrational, but they seem fully sane and neurotypical.

Taboo "sane".  "Neurotypical" might be a good substitute.

There was a time in history when religion was completely eliminated from the social and scientific life -- the Soviet period, roughly from 1920s to 1980s.

I'm not informed well enough to judge the effects the removal of religion had on the Soviet science. Granted, the country went from rubble to Sputnik and nuclear weapons, but it is hard for me to untangle the causes of this -- there were other powerful factors at work (e.g. "if you don't do good science, we'll send you and your family to GULAG").

One thing, however, is certain -- after the Soviet Union collapsed, religion conquered its lost positions back in a matter of a few years. The memetic sterilization that has been going on for several generations didn't help at all.

Now, about 20 years after the collapse, we see quite a lot of academics publicly mentioning God in their TV interviews, and you'll never hear a public politician mentioning that he is an atheist -- after doing so, his career would be instantly ruined. 

To sum up, I have to agree with the posters suggesting that the 'God-shaped hole' wanting to be filled is innate. Figuring out whether religion is an epistemic need, a signaling tool, or both of these mixed in some proportion is another story.

It doesn't have to be a 'God-shaped hole' -- there probably is a hole, and over the past few millennia, the Goddists have learned some excellent strategies to fill it, and to exploit it for the replication of their memes.  People like Sagan and Dawkins have spent their lives trying to show that science, properly understood and appreciated, fills the hole better, fits it more truly, than do the ideas of religion.

Bottom line: we're not selling Sweet'n'Low here.  If we slap "I Can't Believe It's Not Christ!" on the jar, if we act as though religion is the "real thing," and we've got a convenient stop-gap, people are going to want to go back to the "real thing" every time.

Agreed, the term 'God-shaped hole' is misleading. Actually, I didn't mean any specific monotheistic God, but rather 'One or more anthropomorphic entities with supernatural powers who created the observable world'.

Yes, the Goddists learned to exploit the Hole quite well, but couldn't it be because the Hole provided a better environment for survival of memes involving powerful anthropomorphic entities than for other kinds of memes?

As for science filling the hole better, I of course agree with this, but a layperson may have a different definition of 'better' for this context. You, Dawkins, Sagan and most OB/LW readers define 'better' as 'more closely corresponding to reality', while a layperson may define 'better' as 'making me feel more comfortable'.

(Also, I don't quite understand what part of my post can be interpreted as suggesting to "act as though religion is the "real thing," or that scientific worldview is a quick-and-easy hole filler -- it obviously isn't. Perhaps I wasn't clear enough -- I'm not a native English speaker.)

I just read a nice blog post at neurowhoa.blogspot.com/2009/03/believer-brains-different-from-non.html, covering research on brain differences of believers vs. non-believers.  The take away from the recent study was "religious conviction is associated with reduced neural responsivity to uncertainty and error".  I'm hesitant to read too much into this particular study, but if there is something to this then the best way to spread rational thought would be to try to correct for this deficiency.  Practicing not to let uncertainty or errors slide by, no matter how small, would result in a positive habit and develop their rationality skills.  

Recently I contemplated writing an "Atheist's Bible", to present the most important beliefs of atheists.  Eventually I realized that this Atheist Bible would not mention atheism.  "Atheism" is just the default belief state we were born with.  Atheism isn't having reasons not to believe religion; it's not having reasons to believe religion.  If one knows how the world works, there are no gaps for religion to fill.

The French Encyclopedia of the late 18th century was by design an atheist work; it carried out this design by not mentioning religion.

On the contrary, I would argue that our default belief state is one full of scary monsters trying to kills us and whirling lights flying around overhead and oh no what this loud noise and why am I wet

...I can't imagine a human ancestor in that kind of situation not coming up with some kind of desperate Pascal's wager of, "I'll do this ritualistic dance to the harvest goddess because it's not really that much trouble to do in the grand scheme of things, and man if there's any chance of improving the odds of a good harvest, I'm shakin' my rain-maker." Soon you can add, "and everyone else says it works" to the list, and bam, religion.

My father grew up in a heavily religious family, and rejected religion at an early age. I'd say he was a clever fellow, but the turning point wasn't intelligence, it was what a horrible little bastard he was as a child, as any of his siblings would tell you.

If you just don't give a shit, all the emotional manipulation in the world will just wash over you like water off a duck's back. And that's all religion really has going for it, appealing to hope, to fear, to love, to respect, to piety, to community.

If you can teach people truly not to care, a huge rotten portion of their psyche falls away. There is a cost, of course... but this will do the job the post demands.

First, the examples of great scientists who were also religious shows that you don't have to be an atheist to make great discoveries. I think the example of Isaac Newton is especially instructive: not only did Newton's faith not interfere with his ability to understand reality, it also constituted the core of his motivation to do so (he believed that by understanding Nature he would come to a greater understanding of God). Faraday's example is also significant: his faith motivated him to refuse to work on chemical weapons for the British government. 

Second, evidence shows that religious people are happier. Now, this happiness research is of course murky, and we should hesitate to make any grand conclusions on the basis of it. But if it is true, it is deeply problematic for the kind of rationality you are advocating. If rationalists should "just win", and we equate winning with happiness, and the faithful are happier than atheists, then we should all stop reading this blog and start going to church on Sundays.

There are subtleties here that await discovery. Note for example Taleb's hypothesis that the ancients specifically promoted religion as a way of preventing people from going to doctors, who killed more people than they saved until the 19th century. Robin made a similar point about the cost effectiveness of faith healing.

If rationalists should "just win", and we equate winning with happiness,

Many of us don't, certainly not with happiness alone, but even if we did...

I accept a correlation between religious faith and happiness, but it's a long way from there to concluding that taking up religious faith is the best way to gain this happiness. Many sources of long-term happiness - sense of community, feelings of purpose, close family bonds, etc - are more likely to be seen in a religious person, but you don't have to turn to religion to experience them.

I hear that people who have had a lobotomy also live untroubled lives of quiet happiness.

It's worth noting that 'mere' is a weasel word of the highest order.  If you change that to 'Why be unhappy about a fact' then it loses its emotive force while having effectively the same content, unless you meant 'Why be unhappy about a fact that's not worth being unhappy about' in which case you're just baiting.

Should I not be unhappy when people die?  I know that I could, by altering my thought processes, make myself less unhappy; I know that this unhappiness is not cognitively unavoidable.  I choose not to avoid it.  The person I aspire to be has conditions for unhappiness and will be unhappy when those conditions are met.

Our society thinks that being unhappy is terribly, terribly sinful.  I disagree morally, pragmatically, and furthermore think that this belief leads to a great deal of unhappiness.

(My detailed responses being given in Feeling Rational, Not For the Sake of Happiness Alone, and Serious Stories, and furthermore illustrated in Three Worlds Collide.)

I'm going to echo Eliezer's request for a citation. As far as I know this is simply wrong.  First of all, Newton understood that planets interacted with each other gravitationally. Indeed, taking this into account gave slightly better data than the strict Keplerian model. The only planet in this solar system that was predicted based on apparent gravitational influence was Neptune which was predicted based on deviations in the orbit of Uranus. (In fact, people had seen Neptune before but had not realized what it was. Galileo saw it at least once but didn't realize it was a planet (Edit: See remark below)). Uranus wasn't even recognized as a planet until 1781 (some prior intermittent observations of Uranus had marked it possibly as star) and even then wasn't widely accepted as a planet for a few years. Newton died about 50 years prior. So there's no way he could have had any hope of using anomalies in the orbit of Uranus to detect Neptune. The situation gets worse given that the anomalies weren't even recognized until Bouvard's detailed calculations in the early part of the 19th century revealed the discrepancy between the observed and predicted orbit of Uranus. 

To return to the question asked in the original post:

what could you teach people that is not directly about religion, which is true and useful as a general method of rationality, which would cause them to lose their religions?

My first reaction to the question -- too many constraints. I can't quickly think of anything that satisfies all three of them. However, if I'm allowed to drop one constraint, I'd drop the second one ("useful as a general method of rationality"), and my answer would be evolution.

In my experience, understanding evolution down to chemistry, down to predictable interactions of very simple parts that have nothing mystical or anthropomorphic about them can have a tremendous impact on one's further thinking.

"Could you - realistically speaking, regardless of fairness - win a Nobel while advocating the existence of Santa Claus?"

Absolutely! Your examples already show that that level of insanity is tolerated. The difference is only social acceptance of one belief vs. another. 

The only way to change that is to have a culture in which people are held to a high standard in every part of their lives. Today if you examine the reason people believe anything, you come off as the jerk. Even outside of religious beliefs.  

Person makes unfounded statement, people... (read more)

So, further to my earlier comment about teaching people how to be happy and how to flourish, I have a question to ask. Suppose that (for some reason) everyone in the world was always very happy with their lives. Would people even consider religion as a serious option in their hypothesis space? I don't think so. Imagine trying to convert a citizen of Banks' Culture to Christianity. Would they even take you seriously? Would it be like trying to convert a grown-up to belief in Santa Claus? 

"Consider this thought experiment - what could you teach people that is not directly about religion, which is true and useful as a general method of rationality, which would cause them to lose their religions?"

Since you brought up Dawkins, I think teaching about Memetics would be very useful in raising the "sanity waterline". Learning about Memetics really forces you to analyze your beliefs for selfish replicator ideas. 

In addition, it challenges the view that consensus is an impregnable defense for believing bizarre things. You are put in the position of actually having to try to cite evidence for why you believe things. Of course even that doesn't work very often, since most people have very strong ideological immune systems that protect their beliefs. But asking those questions, and trying to justify your beliefs is a necessary first step. 

You leave yourself open to the reply that the non-rigorousness of the analogy makes it useless or even pernicious. Owning up to a fault doesn't make it go away.

Congratulations, you have just reduced the proper use of humility to a single proverb.  I shall endeavor to go around repeating this.

Some of the claims made by this post now seem somewhat dated. Are there plans for a revamp?

Err... I actually toss around endorsements of "spirituality" in those contexts where doing so seems likely to have positive effects.  Naive realism is a supernatural belief system anyway, just a more subtle than average one.  I'll invoke Einstein, Hume and Spinoza as precedents if you wish.  Who do you think, by the way, is more likely to convince a theist to sign up for cryonics, a person who says "god is a stupid idea, this is the only way to survive death" or a person who says "I believe in god too, but I also believe in taking ... (read more)

Naive realism is a supernatural belief system anyway 

What exactly do you mean by "supernatural" in this context?  Naive realism doesn't seem to be anthropomorphizing any ontologically fundamental things, which is what I mean when I say "supernatural".

Now of course naive realism does make the assumption that certain assumptions about reality which are encoded in our brains from the get go are right, or at least probably right, in short, that we have an epistemic gift.   However, that can't be what you meant by "supernatural", because any theory that doesn't make that assumption gives us no way to deduce anything at all about reality.

Now, granted, some interpretations of naive realism may wrongly posit some portion of the gift to be true, when in fact, by means of evidence plus other parts of the gift, we end up pretty sure that it's wrong.  But I don't think this sort of wrongness makes an idea supernatural.  Believing that Newtonian physics is absolutely true, regardless of how fast objects move is a wrong belief, but I wouldn't call it a supernatural belief.

The place has potential if it were fixed up a bit.  That's what gets me up in the morning.

If you don't care about consistency, there's really no way to be argued into caring about it.  Not rationally, anyway, and not even with unconscious logic.  It can only be done by "pushing a motivational button", and without a very detailed model of how your mind works, someone else can only do that by flailing about at random.

Self-consistency is the most basic aspect of effective thought.

That's what the dead canary, religion, is telling us: that the general sanity waterline is currently really ridiculously low.  Even in the highest halls of science.

From the standpoint of rationalists, this kind of thinking looks insane. Yet is just species-typical thinking with a hardwired basis, as others in this thread have observed. The kind of cognitive biases that lead to religion, especially social ones such as group conformity and social proof, were/are adaptive. This is how sane human minds work. It is the rationalists who are the crazy people.

"This is how sane human minds work. It is the rationalists who are the crazy people."

I must disagree.  That is how normal human minds work.  Sanity is not at all normal.

'Being normal' is highly overrated, but of course the people who do so are both normal and crazy, so I expect them to continue praising it.

sorry, that was Michael Vassar, not Phil Goetz, just posting from the latter's computer.  Will stop that now.

You linked to your Dark Side Epistemology post, which is all about the generally anti-rationalist propaganda generated by organizations with bogus claims to shield, but avoid mentioning here that a reduction in religion would thus raise the waterline at least somewhat. Why?

I don't even think religion is the worst / most influential offender. That would probably be fiction. People marinate in the stuff, and it's cram full of magical thinking even when omitting the overtly supernatural.

Religion is good and improves people's lives. Believing true things about the world has almost nothing to do with the quality of your life, or whether it is worth living.

Are there any specific strategies/plans to get Rationalists into positions of socio-political power? 

Could a targeted approach be used to reach people who are already in such positions, like say the pope, for a ripple effect?

When you consider it—these are all rather basic matters of study, as such things go.  A quick introduction to all of them (well, except naturalistic metaethics) would be... a four-credit undergraduate course with no prerequisites?

I wonder what it would take to make and run a MOOC? I know that MOOC software has been open sourced (e.g. OpenMOOC, edX). If a single undergrad course could have that big an impact on the world, isn't it worth doing?

First link in article not worky. Black Belt Bayesian's blog got wiped out?

Crisis of Faith - though you'd better find something else to call this ultimate high master-level technique of actually updating on evidence.

Any suggestions? I might actually be teaching this class soon.

1) I would not call atheism "rationality."  Atheism requires a certain degree of blind faith and accepting lack of evidence for religion as evidence of not-religion which is not in concordance with the principles of rationality.  Perhaps "agnostic atheism" would be a more reasonable perspective.  "There is a god" and "there is no god" are both non-falsifiable assertions, and I can think of few things that I would accept as corroborating evidence thereof.  You cannot deduce atheism from the fact that... (read more)

To a rationalist, "Thor doesn't exist" and "Thor almost certainly doesn't exist"  are pretty much equivalent, and generally caused by "I have no good evidence that Thor exists and a low prior on complicated hypotheses like Thor".

Begs the question - I would posit that the minimum assumption for any form of 'spirituality' is body/mind duality, and your proposed 'better' definition of insanity  presupposes the result that there is no axiomatic, logical system that can result in body/mind duality being either true, or undecidable.

However, so long as it is even undecidable, then a person that uses it as an axiom for further thought is no more 'insane' than someone that explores the logical consequences of parallel lines crossing.

Now, Religion posits not only body-mind duality, but a nu... (read more)

Arguing about the existence of a god is like arguing about free will. The only worthwhile argument concerns differences in anticipated experience, notably things like "Does prayer work?". 



A Sense That More Is Possible

To teach people about a topic you've labeled "rationality", it helps for them to be interested in "rationality".  (There are less direct ways to teach people how to attain the map that reflects the territory, or optimize reality according to their values; but the explicit method is the course I tend to take.)

And when people explain why they're not interested in rationality, one of the most commonly proffered reasons tends to be like:  "Oh, I've known a couple of rational people and they didn't seem any happier."

Who are they thinking of?  Probably an Objectivist or some such.  Maybe someone they know who's an ordinary scientist.  Or an ordinary atheist.

That's really not a whole lot of rationality, as I have previously said.

Even if you limit yourself to people who can derive Bayes's Theorem—which is going to eliminate, what, 98% of the above personnel?—that's still not a whole lot of rationality.  I mean, it's a pretty basic theorem.

Since the beginning I've had a sense that there ought to be some discipline of cognition, some art of thinking, the studying of which would make its students visibly more competent, more formidable: the equivalent of Taking a Level in Awesome.

But when I look around me in the real world, I don't see that.  Sometimes I see a hint, an echo, of what I think should be possible, when I read the writings of folks like Robyn Dawes, Daniel Gilbert, Tooby & Cosmides.  A few very rare and very senior researchers in psychological sciences, who visibly care a lot about rationality—to the point, I suspect, of making their colleagues feel uncomfortable, because it's not cool to care that much.  I can see that they've found a rhythm, a unity that begins to pervade their arguments—

Yet even that... isn't really a whole lot of rationality either.

Even among those whose few who impress me with a hint of dawning formidability—I don't think that their mastery of rationality could compare to, say, John Conway's mastery of math.  The base knowledge that we drew upon to build our understanding—if you extracted only the parts we used, and not everything we had to study to find it—it's probably not comparable to what a professional nuclear engineer knows about nuclear engineering.  It may not even be comparable to what a construction engineer knows about bridges.  We practice our skills, we do, in the ad-hoc ways we taught ourselves; but that practice probably doesn't compare to the training regimen an Olympic runner goes through, or maybe even an ordinary professional tennis player.

And the root of this problem, I do suspect, is that we haven't really gotten together and systematized our skills.  We've had to create all of this for ourselves, ad-hoc, and there's a limit to how much one mind can do, even if it can manage to draw upon work done in outside fields.

The chief obstacle to doing this the way it really should be done, is the difficulty of testing the results of rationality training programs, so you can have evidence-based training methods.  I will write more about this, because I think that recognizing successful training and distinguishing it from failure is the essential, blocking obstacle.

There are experiments done now and again on debiasing interventions for particular biases, but it tends to be something like, "Make the students practice this for an hour, then test them two weeks later."  Not, "Run half the signups through version A of the three-month summer training program, and half through version B, and survey them five years later."  You can see, here, the implied amount of effort that I think would go into a training program for people who were Really Serious about rationality, as opposed to the attitude of taking Casual Potshots That Require Like An Hour Of Effort Or Something.

Daniel Burfoot brilliantly suggests that this is why intelligence seems to be such a big factor in rationality—that when you're improvising everything ad-hoc with very little training or systematic practice, intelligence ends up being the most important factor in what's left.

Why aren't "rationalists" surrounded by a visible aura of formidability?  Why aren't they found at the top level of every elite selected on any basis that has anything to do with thought?  Why do most "rationalists" just seem like ordinary people, perhaps of moderately above-average intelligence, with one more hobbyhorse to ride?

Of this there are several answers; but one of them, surely, is that they have received less systematic training of rationality in a less systematic context than a first-dan black belt gets in hitting people.

I do not except myself from this criticism.  I am no beisutsukai, because there are limits to how much Art you can create on your own, and how well you can guess without evidence-based statistics on the results.  I know about a single use of rationality, which might be termed "reduction of confusing cognitions".  This I asked of my brain, this it has given me.  There are other arts, I think, that a mature rationality training program would not neglect to teach, which would make me stronger and happier and more effective—if I could just go through a standardized training program using the cream of teaching methods experimentally demonstrated to be effective.  But the kind of tremendous, focused effort that I put into creating my single sub-art of rationality from scratch—my life doesn't have room for more than one of those.

I consider myself something more than a first-dan black belt, and less.  I can punch through brick and I'm working on steel along my way to adamantine, but I have a mere casual street-fighter's grasp of how to kick or throw or block.

Why are there schools of martial arts, but not rationality dojos?  (This was the first question I asked in my first blog post.)  Is it more important to hit people than to think?

No, but it's easier to verify when you have hit someone.  That's part of it, a highly central part.

But maybe even more importantly—there are people out there who want to hit, and who have the idea that there ought to be a systematic art of hitting that makes you into a visibly more formidable fighter, with a speed and grace and strength beyond the struggles of the unpracticed.  So they go to a school that promises to teach that.  And that school exists because, long ago, some people had the sense that more was possible.  And they got together and shared their techniques and practiced and formalized and practiced and developed the Systematic Art of Hitting.  They pushed themselves that far because they thought they should be awesome and they were willing to put some back into it.

Now—they got somewhere with that aspiration, unlike a thousand other aspirations of awesomeness that failed, because they could tell when they had hit someone; and the schools competed against each other regularly in realistic contests with clearly-defined winners.

But before even that—there was first the aspiration, the wish to become stronger, a sense that more was possible.  A vision of a speed and grace and strength that they did not already possess, but could possess, if they were willing to put in a lot of work, that drove them to systematize and train and test.

Third, because current "rationalists" have trouble working in groups: of this I shall speak more.

Second, because it is hard to verify success in training, or which of two schools is the stronger.

But first, because people lack the sense that rationality is something that should be systematized and trained and tested like a martial art, that should have as much knowledge behind it as nuclear engineering, whose superstars should practice as hard as chess grandmasters, whose successful practitioners should be surrounded by an evident aura of awesome.

And conversely they don't look at the lack of visibly greater formidability, and say, "We must be doing something wrong."

"Rationality" just seems like one more hobby or hobbyhorse, that people talk about at parties; an adopted mode of conversational attire with few or no real consequences; and it doesn't seem like there's anything wrong about that, either.

Eliezer, I have recommended to you before that you read The Darkness That Comes Before and the associated trilogy. I repeat that recommendation now. The monastery of Ishual is your rationalist dojo, and Anasurimbor Kellhus is your beisutsukai surrounded by a visible aura of formidability. The book might even give you an idea or two.

My only worry with the idea of these dojos is that I doubt the difference between us and Anasurimbor Kellhus is primarily a difference in rationality levels. I think it is more likely to be akrasia. Even an irrational, downright stupid person can probably think of fifty ways to improve his life, most of which will work very well if he only does them (quit smoking, quit drinking, study harder in school, go on a diet). And a lot of people with pretty well developed senses of rationality whom I know, don't use them for anything more interesting than winning debates about abortion or something. Maybe the reason rationalists rarely do that much better than anyone else is that they're not actually using all that extra brainpower they develop. The solution to that isn't more brainpower.

Kellhus was able to sit down, enter the probability trance, decide on the be... (read more)

I think the akrasia you describe and methods of combating it would come under the heading of "kicking", as opposing to the "punching" I've been talking about.  It's an art I haven't created or learned, but it's an art that should exist.

This "art of kicking" is what pjeby has been working toward, AFAICT.  I haven't read much of his writing, though.  But an "art of kicking" would be a great thing to mix in with the OB/LW corpus, if pjeby has something that works, which I think he has at least some of -- and if we and he can figure out how to hybridize kicking research and training with punching research and training.

I'd also love to bring in more people from the entrepreneurship/sales/marketing communities.  I've been looking at some of their better literature, and it has rationality techniques (techniques for not shooting yourself in the foot by wishful thinking, overconfidence, etc.) and get-things-done techniques mixed together.  I love the sit-and-think math nerd types too, and we need sitting and thinking; the world is full of people taking action toward the wrong goals.  But I'd expect better results from our rationalist community if we mixed in more people whose natural impulses were toward active experiments and short-term visible results.

Pjeby's working on akrasia? I'll have to check out his site.

That brings up a related question that I think Eliezer hinted at: what pre-existing bodies of knowledge can we search through for powerful techniques so that we don't have to re-invent the wheel? Entrepreneurship stuff is one. Lots of people have brought up pick-up artists and poker, so those might be others.

I nominate a fourth that may be controversial: mysticism. Not the "summon demons" style of mysticism, but yoga and Zen and related practices. These people have been learning how to examine/quiet/rearrange their minds and sort out the useful processes from the useless processes for the past three thousand years. Even if they've been working off crazy metaphysics, it'd be surprising if they didn't come up with something. Eliezer talks in mystical language sometimes, but I don't know whether that's because he's studied and approves of mysticism or just likes the feel of it.

What all of these things need is a testing process combined with people who are already high-level enough that they can sort through all the dross and determine which techniques are useful without going native or opening themselves up to the accusation that they're doing so; ie people who can sort through the mystical/pick-up artist/whatever literature and separate out the things that are useful to rationalists from the things specific to a certain worldview hostile to our own. I've seen a few good people try this, but it's a mental minefield and they tend to end up "going native".

In the case of pickup literature, there is a lot to attract rationalists, but also a lot to inspire their ire. 

The first thing rationalists should notice about pickup is that it wins. There are no other resources in mainstream culture or psychology that are anywhere near as effective. Yet even after witnessing the striking ability of pickup theories to win, I am hesitant to say that they are actually true. For example, I acknowledge the fantastic success of notions like "women are attracted to Alpha Males," even though I don't believe that they are literally true, and I know that they are oversimplifications of evolutionary psychology. Consequently, I am an instrumentalist, not a realist, about pickup theories.

If we started a project from scratch where we applied rationality to the domain of sex and relationships, and developed heuristics to improve ourselves in those areas, this project would have a considerable overlap with the teachings of the seduction community. At its best, pickup is "applied evolutionary psychology." Many of the common criticisms of pickup demonstrate an anger against the use of rationality and scientific thinking in the supposedly sacred... (read more)

Also, since this particular community leans altruistic, I'd hope that such a project would emphasize the future happiness of potential partners more than does (correct me if I'm wrong) the current pickup community.

For example, I acknowledge the fantastic success of notions like "women are attracted to Alpha Males," even though I don't believe that they are literally true, and I know that they are oversimplifications of evolutionary psychology.

I tune out wherever I hear the term 'alpha male' in that sort of context. The original scientific concept has been butchered and abused beyond all recognition. Even more so the 'beta' concept. Beta males are the ones standing right behind the alpha ready to overthrow him and take control themselves. 'Omega' should be the synonym for 'pussy'.

But I must admit the theory is at least vaguely in the right direction and works. Reasonably good as popular science for the general public. Better than what people believe about diet, showering, and dental hygene.

Many of the common criticisms of pickup demonstrate an anger against the use of rationality and scientific thinking in the supposedly sacred and mystical area of sex and romance. 

Actually, the best (and most common) criticisms I see are more due to the use of  lies and manipulation in the area of sex and romance.

The evo-psych stuff (and thereby any science and rationality) is perfectly fine by me.

You've hit on something that I have long felt should be more directly addressed here/at OB. Full disclosure is that I have already written a lot about this myself and am cleaning up some "posts" and chipping away here to get the karma to post them.

It's tough to talk about meditation-based rationality because (a) the long history of truly disciplined mental practice comes out of a religious context that is, as you note, comically bogged down in superstitious metaphysics, (b) it is a more-or-less strictly internal process that is very hard to articulate (c) has become a kind of catch-all category for sloppy new-age thinking about a great number of things (wrongheaded, pop quantum theory, anyone?)

Nevertheless, as Yvain notes, there is indeed a HUGE body of practice and tried-and-true advice, complete with levels of mastery and, if you have been lucky enough to know some the masters, that palpable awesomeness Eliezer speaks of. I'm sure all of this sounds pretty slippery and poppish, but it doesn't have to be. One thing I would like to help get going here is a rigorous discussion, for my benefit and everyone's, about how we can apply the science of cognition to the practice of meditation and vice versa.

It doesn't take a formal probability trance to chart a path through everyday life - it was in following the results

I can come out of a probability trance with a perfect plan, an ideal path of least resistance through the space of possible worlds, but now I have to trick, bribe or force my messy, kludgy, evolved brain into actually executing the plan.

A recent story from my experience. I had (and still have) a plan involving a relatively large chunk of of work, around a full-time month. Nothing challenging, just 'sit down and do it' sort of thing. But for some reason my brain is unable to see how this chunk of work will benefit my genes, so it just switches into a procrastination mode when exposed to this work. I tried to force myself to do it, but now I get an absolutely real feeling of 'mental nausea' every time I approach this task – yes, I literally want to hurl when I think about it.

For a non-evolved being, say an intelligently-designed robot, the execution part would be a non-issue – it gets a plan, it executes it as perfectly as it can, give or take some engineering inefficiencies. But for an evolved being trying to be rational, it's an entirely different story.

If one had public metrics of success at rationality, the usual status seeking and embarrassment avoidance could encourage people to actually apply their skills.

An idea on how to make the execution part trivial – a rational planner should treat his own execution module as a part of the external environment, not as a part of 'himself'. This approach will produce plans that take into account the inefficiencies of one's execution module and plan around them.

Why aren't "rationalists" surrounded by a visible aura of formidability?  Why aren't they found at the top level of every elite selected on any basis that has anything to do with thought?  Why do most "rationalists" just seem like ordinary people, perhaps of moderately above-average intelligence, with one more hobbyhorse to ride?

Because they don't win? Because they don't reliably steer reality into narrow regions other people consider desirable?

I've met and worked with several irrationalists whose models of reality were, to put it mildly, not correlated to said reailty, with one explicit, outspoken anti-rationalist with a totally weird, alien epistemology among them. All these people had a couple of interesting things in common.

On one hand, they were often dismal at planning – they were unable to see obvious things, and they couldn't be convinced otherwise by any arguments appealing to 'facts' and 'reality' (they universally hated these words).

On the other hand, they were surprisingly good at execution. All of them were very energetic people who didn't fear any work or situation at all, and I almost never saw any of them procrastinating. Could this be because... (read more)

Number One is a Russian guy, now in his late 40s, with a spectacular youth. Among his trades were smuggling (during the Soviet era he smuggled brandy from Kazakhstan to Russia in the water system of a railway car), teaching in a ghetto college (where he inadvertently tamed a class of delinquents by hurling a wrench at their leader), leading a programming lab in an industrial institute, starting the first 3D visualization company in our city, reselling TV advertising time at a great margin (which he obtained by undercover deals involving key TV people and some outright gangsters), and saving the world by trying to find venture funding for a savant inventor who supposedly had a technology enabling geothermal energy extraction (I also worked together with them on this project). He was capable of totally crazy things, such as harpooning a wall portrait of a notorious Caucasus clanlord in a room full of his followers. He had lots of money during his successful periods, but was unable to convert this into a longer-term success.

Number Two is a deaf-mute woman, now in her 40s, who owns and runs a web development company. Her speech is distorted, ... (read more)

Yes, the guy is smart, swift-thinking and quick to act when it comes to getting projects up from the ground, connecting the right people and getting funding from nowhere (much less so when it comes to technical details and fine-grained planning). His actual decisions are effective, regardless of the stuff he has in the conscious part of his head. 

(Actually quite a lot of people whose 'spoken' belief systems are suboptimal or plain weird are perfectly able to drive cars, run companies, avoid tigers and otherwise deal with the reality effectively.)

But can we call such 'hardware-accelerated' decisions rational? I don't know.

Regarding your question. We had obvious disagreements with this guy, and I spent some time thinking about how can we resolve them. As a result, I decided that trying to resolve them (on a conscious level of course) is futile unless we have an agreement about fundamental things -- what we define as truth, and which methods can we use to derive truths from other truths.

I didn't think much about this issue before I met him (a scientific, or more specifically, Popperian worldview was enough for me), and this was the first time I had to consciously think about the issue. I even doubt I knew the meaning of the term 'epistemology' back then :)

Despite the attempts to build the promised dojo (CFAR, Leverage/Paradigm, the EA Hotel, Dragon Army, probably several more that I'm missing), rationalists aren't winning in this way. The most impressive result so far is that a lot of mid-tier powerful people read Slate Star Codex, but I think most of that isn't about carrying on the values Eliezer is trying to construct in this sequence - Scott is a good writer on many topics, most of which are at best rationality-adjacent. The second most impressive result is the power of the effective altruism movement, but that's also not the same thing Eliezer was pointing at here. 

The remaining positive results of the 2009 rationality community are a batch of happy group houses, and MIRI chugging along its climb (thanks to hard-to-replicate personalities like Eliezer and Nate).

I think the "all you need is to try harder" stance is inferior to the "try to make a general postmortem of 'rationalist dojo' projects in general" stance, and I'd like to see a systematic attempt at the latter, assembling public information and interviewing people in all of these groups, and integrating all the data on why they failed to live up to their promises.

Why aren't "rationalists" surrounded by a visible aura of formidability? Why aren't they found at the top level of every elite selected on any basis that has anything to do with thought? Why do most "rationalists" just seem like ordinary people, perhaps of moderately above-average intelligence, with one more hobbyhorse to ride?

I'm relatively new to rationality, but I've been a nihilist for nearly a decade.  Since I've started taking developing my own morality seriously, I've put about 3500 hours of work into developing and strengthening my ethical framework.  Looking back at myself when nihilism was just a hobbyhorse, I wasn't noticeably moral, and I certainly wasn't happy.  I was a guy who knew things, but the things I knew never got put into practice.  5 years later, I'm a completely different person than I was when I started.  I've made a few discoveries, but not nearly enough to account for the radical shifts in my behavior.  My behavior is different because I practice.

I know a few other nihilists.  They post pictures of Nietzsche on Facebook, come up with clever arguments against religion, and have read "the Anti-Christ." They aren't more moral... (read more)

While developing a rationality metric is obviously crucial, I have this nagging suspicion that what it may take is simply a bunch of committed wanna-be rationalists to just get together and, well, experiment and teach and argue, etc with each other in person regularly, try to foster explicit social rules that support rather than inhibit rationality, and so on.

From there, at least use a fuzzy this "seems" to work/not work type metric, even if it's rather subjective and imprecise, as a STARTING POINT, until one can more precisely do that, until one gets a better sense of exactly what to look for, explicitly.

But, my main point is my suspicion that "do it, even if you're not entirely sure yet what you're doing, just do it anyways and try to figure it out on the fly" may actually be what it takes to get started. If nothing else, it'll produce some nice case study in failure that at least one can look at and say "okay, let's actually try to work out what we did wrong here"

EDIT: hrm... maybe I ought reconsider my position. Will leave this up, at least for now, but with the added note that now I'm starting to suspect myself of basically just trying to "solve the problem without having to, well, actually solve the problem"

Every dojo has its sensei. There is a need for curriculum, but also skilled teachers to guide the earnest student. LessWrong and Overcoming Bias have, to some extent, been the dojo in which the students train. I think that you may find a lot of value in just jumping into a project like this: starting a small school that meets two times a week to practice a particular skill of rationality. A key goal to the budding school is to train the future's teachers.

One of my barriers to improving my rationality is little awareness of what the good reading and study m... (read more)

For a nice literary description of what it means to have an "aura of awesome" try "The String Theory" by David Foster Wallace. Wallace writes of a mid-level pro tennis player: "The restrictions on his life have been, in my opinion, grotesque... But the radical compression of his attention and sense of himself have allowed him to become a transcendent practitioner of an art." 

Perhaps in the future humans will achieve the same level of excellence at the Art of Rationality as some currently do at the Art of Tennis. 

http://www.esquire.com/features/sports/the-string-theory-0796

On a side note, we have religious schools where a religion, such as Christianism, is part of the cursus. This indoctrinates young minds very early in their life, and leaves them scared, biased in most cases for the rest of their existence. 

If we had, on the other hand, schools where even just basics of rationality and related topics, such as game theory, economics, scientific method, probabilities, biases, etc.  were taught, what a difference it would make. 

The sooner you kickstart rationality in a person, the longer they have to learn and practice it, obv... (read more)

I see what you're saying about rationality being trained in a pure fashion (where engineering, the sciences in general, etc. is - hopefully - "applied rationality"). One thing I don't see you mention here but it was a theme in your 3 worlds story,  and which is also a factor in martial arts training, is emotional management. That's crucial for rationality, since it will most likely be our feelings that lead us astray. Look at how the feeling of "trust" did in Madoff's investors. Muay thai and Aikido deal with emotions differently, but e... (read more)

Just an observation:  Few modern American karate schools ever let you hit someone, except when a lot of padding is involved.  Fighting is not usually an element in exams below the blackbelt level.  Competition is usually optional and not directly linked to advancement.  I've seen students attain advanced belts without having any real-life fighting ability.

(The term "dojo" is Japanese, and I think most Japanese martial artists study Judo or Aikido, which are not subject to these criticisms.)

The thing that comes to mind, when I think of "formidable master of rationality", is a highly experienced engineer trying to debug problems, especially high-urgency problems that the normal customer support teams haven't been able to handle.  You have a fresh phenomenon, which the creators of the existing product apparently didn't anticipate (or if they did, they didn't think it worth adding functionality to handle it), which casts doubt on existing diagnostic systems.  You have priors on which tools are likely to still work, priors on which unde... (read more)

Isn't this a description of what a liberal arts education is supposed to provide?  The skills of 'how to think' not 'what to think'?  I'm not too familiar with the curriculum since I did not attend a liberal arts college, instead I was conned into an overpriced private university, but if anyone has more info please chime in.

Has Eliezer made explicit updates about this? Maybe @Rob Bensinger knows. If he has, I'd like to see it posted prominently and clearly somewhere. Either way, I wonder why he doesn't mention it more often. Maybe he does, but only in fiction.

[...] I think that recognizing successful training and distinguishing it from failure is the essential, blocking obstacle.

There are experiments done now and again on debiasing interventions for particular biases, but it tends to be something like, "Make the students practice thi

What kinds of tests or contests might we have? One that I can think of would be to have students try to create some visible, small scale effect in a society, with points for efficiency. 

Elizer raises the issue of testing a rationality school. I can think of a simple way to at least approach this: test the students for well-understood cognitive biases. We have tests for plenty of biases; some of the tests don't work if you know about them, which surely these students will, but some do, and we can devise new tests.

For example, you can do the classic test of confirmation bias where you give someone solid evidence both for and against a political position and see if they become more or less certain. Even people who know about this experiment should often still fall prey to it—if they don't, they have demonstrated their ability to escape confirmation bias.

As a thought, could it be that one of the major obstacles standing in the way of the creation of a "rationality dojo" is the public perception (however inaccurate) that such already exists in not just one but multiple forms?  Take the average high school debate club as one example: participants are expected to learn to give a reasoned argument, and to avoid fallacious reasoning while recognizing it in their opponents.  Another example would be maths classes, wherein people are expected to learn how to construct a sound mathematical proof.  I very much doubt that most people would understand the distinction between these and the proposed "rationality dojo", which would make it very hard to establish one.

It's easy to define success in martial arts.  Defining 'rationality' is harder.  Have you done so yet, Eliezer?

Even in martial arts, many of the schools of thoughts are essentially religions or cults, completely unconcerned with fighting proficiency and deeply concerned with mastering the arcane details of a sacred style passed on from teacher to student.

Such styles often come with an unrealistic conviction that the style is devastatingly effective, but there is little concern with testing that.  

See also:  http://www.toxicjunction.com/get.asp?i=V2741

Why aren't rationalists more formidable? Because it takes more than rationality to be formidable. There's also intelligence, dedication, charisma, and other factors, which rationality can do little to improve. Also, formidability is subjective, and I suspect that more intelligent people are less likely to find others formidable. As for why there isn't an art of rationality, I think it's because people can be divided into two groups: those who don't think rationality is particularly important and don't see the benefits of becoming more rational, and those who see rationality as important but are already rational for the most part, and for them, additional rationality training isn't going to result in a significant improvement.



Epistemic Viciousness

Someone deserves a large hattip for this, but I'm having trouble remembering who; my records don't seem to show any email or OB comment which told me of this 12-page essay, "Epistemic Viciousness in the Martial Arts" by Gillian Russell.  Maybe Anna Salamon?

      We all lined up in our ties and sensible shoes (this was England) and copied him—left, right, left, right—and afterwards he told us that if we practised in the air with sufficient devotion for three years, then we would be able to use our punches to kill a bull with one blow.
      I worshipped Mr Howard (though I would sooner have died than told him that) and so, as a skinny, eleven-year-old girl, I came to believe that if I practised, I would be able to kill a bull with one blow by the time I was fourteen.
      This essay is about epistemic viciousness in the martial arts, and this story illustrates just that. Though the word ‘viciousness’ normally suggests deliberate cruelty and violence, I will be using it here with the more old-fashioned meaning, possessing of vices.

It all generalizes amazingly.  To summarize some of the key observations for how epistemic viciousness arises:

One thing that I remembered being in this essay, but, on a second reading, wasn't actually there, was the degeneration of martial arts after the decline of real fights—by which I mean, fights where people were really trying to hurt each other and someone occasionally got killed.

In those days, you had some idea of who the real masters were, and which school could defeat others.

And then things got all civilized.  And so things went downhill to the point that we have videos on Youtube of supposed Nth-dan black belts being pounded into the ground by someone with real fighting experience.

I had one case of this bookmarked somewhere (but now I can't find the bookmark) that was really sad; it was a master of a school who was convinced he could use ki techniques.  His students would actually fall over when he used ki attacks, a strange and remarkable and frightening case of self-hypnosis or something... and the master goes up against a skeptic and of course gets pounded completely into the floor.  Feel free to comment this link if you know where it is.

Truly is it said that "how to not lose" is more broadly applicable information than "how to win".  Every single one of these risk factors transfers straight over to any attempt to start a "rationality dojo".  I put to you the question:  What can be done about it?

A lot of dojos preserve to some degree the social standards of Eastern countries where the sensei's sensei came from. And in Eastern countries, it's much less acceptable to try to question your teacher, or change things, or rock the boat, or show any form of weakness. I taught school in Japan for a while, and the first thing I learned was that naively asking "Any questions?" or "Any opinions on this?" or even "Anyone not understand?" was a waste of time.

Western cultures are a lot better at this, but not ideal. There's still pressure not to be the one person who asks all the questions all the time, and there's pressure not to say anything controversial out of the blue because you lose more status if you're wrong than you gain if you're right. I think part of the problem is that there really are dumb or egotistical people who, if given the chance will protest that they know a much better way to do everything and will waste the time of everyone else, and our society's decided to .make a devil's bargain to keep them under control.

The best solution to this is to found a new culture, live isolated from the rest of the world for a century developing different... (read more)

I also remember hearing of a community (wish I could remember which) in which it was absolutely forbidden to give negative feedback under certain circumstances

I am living (and about to leave) an Asian society very much like this.  It yields some very odd results indeed: corruption, consumerism, lemming-like religious behavior, and vast - feudal - social gaps.

By far my biggest problem with the way you discusses rationality is the way that you draw on the tropes of Eastern martial arts instruction, and it's because of exactly this sort of thing - those tropes are appropriate for one who wants to be considered a guru, which is the opposite of your stated aims.  It's something I have to warn people about if I'm recommending something you've written.

The best study I know of that addresses rationality in pro sports is Moneyball, by Michael Lewis.  It tells the story of how Billy Beane followed the approaches recommended by people who studied the voluminous statistics on Baseball and pointed to non-standard evaluations of what talents and strategies made a difference in getting to the post-season.  It's relevant for two reasons.  

1) It talks about the psychology of players and coaches who found reasons to stick with the tried-and-true, even when non-standard approaches had some evidence in their favor.

2) it talks about the process of re-analyzing the statistics to figure out what aspects of the game matter.  Part of this is deciding what the goal is, and part is figuring out what helps you reach the goal.  In the case of baseball, Beane agreed with the those who argued that getting to the post-season cost-effectively was the goal.  That means figuring out how to win more games over a season, which is more straightforward than figuring out how to win individual games.  Cost-effectiveness translates to recruiting players whose value is higher than what other teams are willing to pay.  Many unconventional styles of play turned out to be valuable, which led to a team that looked bizarre by accepted standards, but who won consistently but unspectacularly.

Actually, the martial arts world has recently benefited from a big dose of reality in the form of mixed-martial-arts tournaments. Throwing together fighters from different styles demonstrated that some were overwhelmingly superior to others and unleashed a rapid evolution of technique that blended together the clearly superior methods.
http://en.wikipedia.org/wiki/Mixed_martial_arts#Evolution_of_fighters

This is sort-of true, but with one really, really big caveat that people seem to forget: any form of fighting that is controlled basically screws large portions of many styles.

If you go into an MMA tournament and deliberately break someone's arm, you aren't going to be asked back.  Let alone if you break their neck.  Furthermore, non-crazy martial artists don't even want to: there's too much respect for that.  There are styles that are centered around causing maximum damage as quickly as possible, and they are entirely useless in MMA fights.  You're never going to see a hard-style master being competitive in an MMA tournament, because 90% of what they know is irrelevant.

rlpowell, you are incorrect.  You are spouting an untested theory that is repeated as fact by those with a vested interest in avoiding the harsh light of truth.

In actual fact, there is no problem with breaking someone's arm in an MMA fight (see Mir vs. Sylvia in the UFC, for example).  It's also close to impossible to break someone's neck (deliberately), despite what you may see in movies.

The "we're too dangerous to fight" is an easy meme to propagate.  But let me just ask you this: let's just say, hypothetically, that your theory ("maximum damage" masters are "useless in MMA fights") was false.  How would you ever know?  Assuming that someone did not yet have a belief about that proposition, what kind of evidence are you actually aware of, about whether the statement is true or false?

You know what?  You are absolutely right that I'm spouting an untested theory.  I have since stopped.

The problem is that I see no way to test either side; either what I said or the converse, which you seem to be asserting, which is that whatever comes out of MMA is basically optimal fighting technique.

The only test I can think of is to load up fighters that assert opposite sides of this, and are both highly trained in their respective arts and so on, on lots of PCP, and see who lives.

There are ... some practical and ethical problems there.

I do think, however, that neither of us get to spout either side of this issue and claim that we have a well-tested theory on our side.  Having said that, I would say your side has more evidence at this time.

which you seem to be asserting, which is that whatever comes out of MMA is basically optimal fighting technique.

If that is the claim you are rejecting then I must agree. I have no reason to expect optimal fighting technique to come out of MMA, indeed, it would indicate a failure of optimisation in MMA competitors. As you go on to indicate you are measuring fighting technique as it serves to facilitate survival in one on one fights to the death. The social and physical payoffs in MMA training, competition and sparring are different. Optimising for one instead of the other has the problems of a lost purpose.

Of course "optimal fighting technique" suffers from some rather significant No Free Lunch issues. Optimal for what? How many opponents are attacking you? Do you wish to use your arts to intimidate as well as protect? Are there consequences to killing the opponent instead of incapacitating? How tall are you?

The only test I can think of is to load up fighters that assert opposite sides of this, and are both highly trained in their respective arts and so on, on lots of PCP, and see who lives.

I can't suggest a better test than this but there is another problem here re... (read more)

There will be a correlation between the effectiveness of a fighting technique and success in battles but it is not a simple one. You will end up identifying the technique that is optimal for the most physically capable combatants, not the optimal fighting technique in general.

I wonder if there's something like this at work in programming?

Israeli forces use Krav Maga for peacekeeping ("peacekeeping," anyway,) not just armed military engagements. 

MMA has a lot fewer rules than, say, kickboxing, but practically every illegal technique is useful in some way (otherwise there would be no need to have a rule against it,) the matches are fought in rounds, always against a single opponent, with a referee who restarts the action if the combatants reach a stalemate on the ground, in a ring with plenty of space to maneuver, no obstacles or potential improvised weapons, and fighters have months in advance to research each other's fighting styles and plan countermeasures. It's not as if MMA constitutes a particularly rigorous investigation into the optimal fighting style for personal self defense. 

MMA has a lot fewer rules than, say, kickboxing, but practically every illegal technique is useful in some way (otherwise there would be no need to have a rule against it,) 

My own view is that Krav Maga, Wing Chun and similar belief systems use an inverted form of Sagan's Dragon reasoning. Whatever you cannot test is whatever they claim would allow them to win, hence they always have an unfalsifiable hypothesis that their style would win in MMA.

There were almost no rules in UFC1 yet groin attacks and whatnot that have been hypothesised to be dominant strategies in no-rules engagements failed to perform as advertised and bread and butter techniques like punches, kicks and rear naked chokes were what won. So we have a very limited data set, but based on that set we should place a low probability on the hypothesis that these are dominant strategies.

I wouldn't put Krav Maga into the same category as Wing Chun; it's essentially Jeet Kune Do under another brand name (or Jeet Kune Do is Krav Maga under another brand name, since neither particularly owes its existence to the other.) To the best of their abilities, Krav Maga instructors test the performance of their skills under as close an approximation of the circumstances they expect that their soldiers will need to apply them as they can contrive. 

I only took a few classes in Krav Maga, but I spent a longer time training in Wun Hop Kuen Do, a branch of Kajukenbo with similar training outlook. Kajukenbo was a mixed martial art before the rise of sport MMA, and developed a formidable reputation in Hawaii at a time when violent street engagements were common. My own instructor's teacher (Grandmaster Al Dacascos, father of the martial arts movie actor Mark Dacascos,) reminisced about how back when his old school had a white pants and white shirt dress requirement, students from his school would actually go and beat up sailors and steal their pants to wear in class. This is not a style that developed in isolation from regular exposure to evidence of what works on the street. As a si... (read more)

Yes, Sam Harris wrote an article with it in: http://www.samharris.org/blog/item/the-pleasures-of-drowning

This is an aside, but related: there is an awesome website dedicated to investigating and uncovering fraud and vice within the Martial Arts world: Bullshido. Participants post about questionable doings (such as masters who claim to teach or use ki) and visit those schools to report on the fraud. It also has areas for regular Martial Arts chat, but this sub-forum is the one that primarily focuses on investigations.

This, then, is an incomplete outline to an answer to your question: due diligence and active pursuit of those who fraudulently represent "arts of rationality." If there were a series of Dojos of the Bayesian Sect, those dojos would be responsible for exposing the Thousand Schools of False Ways. It would ever be an ongoing battle. Just as the members of Bullshido are constantly encountering and exposing "McDojos" that claim to teach practical self-defense techniques that would, in reality, probably just get you killed or kids' grappling schools taught by instructors with sex assault convictions.

I don't know much about American professional sports--even less about pro sports in other countries--for that matter, I don't know much about martial arts.  But as far as I do know, pro sports have none of these problems.  Athletes do all sorts of outrageous things; coaches, athletes, and strategies are chosen on merit; absurdly detailed statistics are collected.  Baseball players admire Babe Ruth but they don't idolize him.  The analogy between pro sports and martial arts isn't perfect, but neither is the analogy between martial arts and rationality.

So, what do pro sports have to "keep them honest", that martial arts don't?

Teams of athletes compete in tournaments that directly demonstrate their skills at their sport. In theory, the sport of martial artists is hand-to-hand combat, but martial arts tournaments never allow eye-gouging, biting, and so on.  The further the distance between the tournament rules and reality, the less useful the tournament will be.  Fortunately, I don't think there's a rationalist equivalent of eye-gouging, so setting up tournament rules should be relatively easy.

An athlete or coach who gives up a pet technique for one that works better will

If I am insane,
I desire to believe that marble tomato cheese brain.

In defense of martial arts I want to note that in their case the mentioned key observations for epistemic viciousness are not independend and partially unavoidable.
Especially the "deference to famous historical masters" point is no more than a logical conclusion of the "we live data poverty" point:
Until less than a hundred years ago people would risk their health (even life) in fights to establish the superiority of the brand of martial artists they espoused. Not to mention life circumstances in general, which more often than not included more or less regular violent conflicts, which usually meat hand-to-hand combat (as opposed to guns).
These people did certainly not live in data poverty regarding the efficacy of their techiques, hence it is fair to assume they were (at least on average) better fighters than today's martial artists.

http://www.   yachigusaryu.   com/blog/2007/02/no-touch-knockout-fraud-exposed.html

What successful(as winning in the UFC) martial arts have in common: realistic sparring. BJJ(Brazilian Jiu-Jitsu), Boxing and Muay-Thai all have this(of course with certain restrictions) and they have shown to be effective.

Edit: translating to the rationality dojo, we need some method of empirically testing the techniques. One way would be to do some exercises after the theory was learned like asking some question or doing some test and then seeing who gets the answer right. Another would be to ask for real-life experiences like: what irrational believe or habit did you manage to get rid of in the last month/week? Where did you improve something?

The Master can argue for Creationism, and try to defeat the pupil's refutation of it. We can argue for or against One-boxing on Newcomb's problem. Or pretend to be the AI arguing that the Gatekeeper should free it. The Master is only Master for as long as s/he is undefeated. 

This equates rationality with victory in argument on an arbitrary side of an issue regardless of the truth; which is not at all the skill we want to inculcate.

The master gives an argument for creationism. The "homework" is for the student to understand why this argument is invalid.

Every now and then, just to mix things up, the master would give an argument for a statement which actually turns out to be true, to make sure that the student is actually searching for truth, and not just arbitrary counter-arguments to whatever it is the master said.

This is the skill of Debating, which is highly respected and taught the world over. Because it wins at politics (convinces the other chimps) even if it loses at matching the territory. It's damned useful, but it's a bit Dark Arts prone. (That's not a reason to avoid it, but one to take care.)

I was disappointed in my dojos because I went there to learn self defense and psychological survival but only learned about punches and kicks and heard promises of eventually knowing enough to "win" in a fight. 

One of the ways they measure how much "better" you are is by having you punch or kick easily breakable wooden boards. Three or more is impressive but broken boards neither prepares you for "winning" a fight or knowing the self-defense techniques involved in preventing or de-escalating a potential fight. Yet, it feels pr... (read more)

One of my probability books was about the usage of the term probability - what it meant. (Ian Hacking?) Once upon a time, probable meant being attested to by some authority. That was the measure of truth - what Authority had to say. 

"The Truth" is judged differently by different people. For some, The Truth is what an Authority says, where Authority is identified by signaling. In the absence of data, how else are you to judge truth claims? So competing Authorities compete through signaling louder, more congruently, more forcefully, which often amp... (read more)

I have studied Aikido on and off for 25 years, more seriously the last 10 years. Aikido appealed to me in the beginning because it did not require that I accept any concept on insufficient evidence. In my teaching, I refer to "ki" in non-mystical terms, as "enthusiasm" or "vitality" or "intention." None of these captures the full value of "ki" as an organizing principle, but neither do they require a leap of faith. I leave it to individuals to further define the concept from direct experience.

If I found I needed to be applying what I learn in martial arts training to arguments with my spouse I think I'd hire a divorce lawyer.

Perhaps it is just a misunderstanding, and they meant to sign up for a marital arts class.  Perhaps one involving an entirely different set of holds, pins, and takedowns.

I'll suggest it first so nobody else has to lose karma over it: don't start a rationality dojo.

Most of the points carry over to other domains as well (e.g., music, art, ballet, stage acting, spiritual traditions that have "gurus" or "masters").

For example, there are many (e.g.) piano teachers who can trace their lineage back to Beethoven (and they know it off the top of their heads if you ask them), who are similarly overly deferential to historical masters, who see their knowledge and music in general as sacred knowledge. There is also the same extreme conservatism, and different teaching techniques and performance techniques ca... (read more)

I'm mostly speaking from anecdotal experience, but my experience confirms that the effectiveness goes way up if you go back to historical martial arts. 

I'm practicing historical fencing, the techniques are from the textbooks that we got from where people were actually killing each other with them, and many seem to have been independently recreated in modern times, such as the techniques for defence against knives (with modifications caused by the different length of the blades).

On a side note not really relevant to the subject, we had some group... (read more)

But the real problem isn’t just that we live in data poverty—I think that’s true for some perfectly respectable disciplines, including theoretical physics

The reason for that is similar to these -- if for a theoretical physics question there already was enough data, it would be a settled question and theoretical physicists would be working on something else.

(Note: I disagree with the majority the claims in the linked post.)

The way I test the rationality of the people around me is by lying to them, generally about irrelevant things, and seeing if they can unravel the lies.

In virtually all cases, what happens is that they simply learn not to believe anything I say, at which point I start telling the truth in a way that makes it seem like a lie. People dial their credulity up and down, and eventually just give up.

From the general attitude of the people here, I doubt most of them have gotten beyond the "calibration" mindset either, thinking of rationality like tuning a... (read more)

The way I test the rationality of the people around me is by lying to them, generally about irrelevant things, and seeing if they can unravel the lies.

And when they call you on your bull, you say "I was only trying to make you think"?  I think I met you at a party once.



Schools Proliferating Without Evidence

Robyn Dawes, author of one of the original papers from Judgment Under Uncertainty and of the book Rational Choice in an Uncertain World—one of the few who tries really hard to import the results to real life—is also the author of House of Cards: Psychology and Psychotherapy Built on Myth.

The ability of these professionals has been subjected to empirical scrutiny—for example, their effectiveness as therapists (Chapter 2), their insight about people (Chapter 3), and the relationship between how well they function and the amount of experience they have had in their field (Chapter 4).  Virtually all the research—and this book will reference more than three hundred empirical investigations and summaries of investigations—has found that these professionals' claims to superior intuitive insight, understanding, and skill as therapists are simply invalid...

Remember Rorschach ink-blot tests?  It's such an appealing argument: the patient looks at the ink-blot and says what he sees, the psychotherapist interprets their psychological state based on this.  There've been hundreds of experiments looking for some evidence that it actually works.  Since you're reading this, you can guess the answer is simply "No."  Yet the Rorschach is still in use.  It's just such a good story that psychotherapists just can't bring themselves to believe the vast mounds of experimental evidence saying it doesn't work—

—which tells you what sort of field we're dealing with here.

And the experimental results on the field as a whole are commensurate.  Yes, patients who see psychotherapists have been known to get better faster than patients who simply do nothing.  But there is no statistically discernible difference between the many schools of psychotherapy.  There is no discernible gain from years of expertise.

And there's also no discernible difference between seeing a psychotherapist and spending the same amount of time talking to a randomly selected college professor from another field.  It's just talking to anyone that helps you get better, apparently.

In the entire absence of the slightest experimental evidence for their effectiveness, psychotherapists became licensed by states, their testimony accepted in court, their teaching schools accredited, and their bills paid by health insurance.

And there was also a huge proliferation of "schools", of traditions of practice, in psychotherapy; despite—or perhaps because of—the lack of any experiments showing that one school was better than another...

I should really post more some other time on all the sad things this says about our world; about how the essence of medicine, as recognized by society and the courts, is not a repertoire of procedures with statistical evidence for their healing effectiveness; but, rather, the right air of authority.

But the subject today is the proliferation of traditions in psychotherapy.  So far as I can discern, this was the way you picked up prestige in the field—not by discovering an amazing new technique whose effectiveness could be experimentally verified and adopted by all; but, rather, by splitting off your own "school", supported by your charisma as founder, and by the good stories you told about all the reasons your techniques should work.

This was probably, to no small extent, responsible for the existence and continuation of psychotherapy in the first place—the promise of making yourself a Master, like Freud who'd done it first (also without the slightest scrap of experimental evidence).  That's the brass ring of success to chase—the prospect of being a guru and having your own adherents.  It's the struggle for adherents that keeps the clergy vital.

That's what happens to a field when it unbinds itself from the experimental evidence—though there were other factors that also placed psychotherapists at risk, such as the deference shown them by their patients, the wish of society to believe that mental healing was possible, and, of course, the general dangers of telling people how to think.

The field of hedonic psychology (happiness studies) began, to some extent, with the realization that you could measure happiness—that there was a family of measures that by golly did validate well against each other.

The act of creating a new measurement creates new science; if it's a good measurement, you get good science.

If you're going to create an organized practice of anything, you really do need some way of telling how well you're doing, and a practice of doing serious testing—that means a control group, an experimental group, and statistics—on plausible-sounding techniques that people come up with.  You really need it.

Added:  Dawes wrote in the 80s and I know that the Rorschach was still in use as recently as the 90s, but it's possible matters have improved since then (as one commenter states).  I do remember hearing that there was positive evidence for the greater effectiveness of cognitive-behavioral therapy.

"That's what happens to a field when it unbinds itself from the experimental evidence" - so the million dollar question for Less Wrong is: what experimental evidence can this community bind itself to, to avoid the same outcome?

The most obvious thing to bind it to is whether A) people who post on LessWrong keep coming back, and B) how big of assholes LessWrong community members have a reputation for being. 

I would say we're doing great on A but SBF has made B go very poorly for the moment.

NLP is an interesting parallel example.  Its founders believed in testing, but the students, not so much.  For example, Bandler, in "Using Your Brain For A Change", wrote:

A mathematician doesn't just get an answer and say, "OK, I'm done." He tests his answers carefully, because if he doesn't, other mathematicians will! That kind of rigor has always been missing from therapy and education. People try something and then do a two-year follow-up study to find out if it worked or not. If you test rigorously, you can find out what a technique works for and what it doesn't work for, and you can find out right away. And where you find out that it doesn't work, you need to try some other technology.

It's a transcript from a lecture demonstration where he's just shown how to extinguish someone's urge to smoke, and is testing the result.  The volunteer had just claimed she no longer wished to smoke, but Bandler insists that she actually take a cigarette from him, hold it in her hands, and play around with it.

When you do change work, don't back away from testing it;
push it. Events in the world are going to push it, so you may as
well do it so you can find out right away. That way you can do
something about it. Observing your client's nonverbal responses
will give you much more information than the verbal answers to
your questions.

He then points out the changed facial expression on the volunteer -- it appears that smelling the cigarette has restored her desire for one.  He gives her some modified instructions, to repeat the technique being taught.  Afterwards, they verify that the smell no longer acts as a compulsion trigger.

Now, the crazy thing is, Bandler's been teaching this stuff for 20 years, but hardly anybody "gets it"...  about testing, or damn near anything else.

Few NLP practitioners do much testing; few NLP books even mention it.  Even Bandler's own books don't say that much about it.  The formal NLP trainings emphasize "outcome frame" (defining in advance what result you're trying to get), but not so much the process of testing that you've achieved that outcome.

I suspect that this is simply because Bandler is a lousy teacher in some ways.  In my personal experience, the most important parts of nearly every Bandler video, audio, or book are in what seem like almost offhand remarks...  that happen to reveal volumes if you already happen to be close to figuring out the same thing for yourself.  Perhaps this is why he's so insistent that an NLP certification is worthless if it doesn't come from him.

You are describing old clinical psychology. Its gotten so much better. Rorschach tests are now only a very marginal measure within psychoanalytic psychology. Psychoanalytic/pscyhodynamic psychologists are themselves outcasts from mainstream clinical psychology, which is increasingly centered around evidence-based practice. For example, behaviorists are using systematic desensitization in novel and effective ways (for treating things like panic disorder), and cognitive-behavioral therapy is quite effective in treating depression: significantly more so than antidepressants. 

The important thing to remember is that patients often get the treatment they want. If you're a self-absorbed neurotic, and you want to spend an hour a week for years talking about yourself, you can find someone who will take your money. If you want effective treatment, you can find that too. Most patients don't want to get better, they want to feel like they are doing something, and especially they want to talk about themselves.

The important thing to remember is that patients often get the treatment they want. If you're a self-absorbed neurotic, and you want to spend an hour a week for years talking about yourself, you can find someone who will take your money. [...] Most patients don't want to get better [...] they want to talk about themselves.

Perhaps unwittingly, this comment suggests wherein the value of such psychotherapy lies. There's a social taboo against talking about oneself in this fashion, and a place that is "safe" from this (and other) conversational taboos may well be worth paying for.

Well, Dawes wrote in the 80s and I remember being Rorschach'd in the 90s, but I can imagine that things have gotten better in the 00s.   Still, I have to ask - have there been any experimental studies showing the improvement?

(I do remember hearing that there was positive experimental validation for cognitive-behavioral therapy doing systematically better than other forms of psychotherapy.)

Yes, cognitive-behavioral therapy has come out ahead of other methods in  a number of randomized clinical trials. 

http://en.wikipedia.org/wiki/Cognitive_behavioral_therapy

Carl, following that link to its source brought me here:  http://www.nice.org.uk/guidance/index.jsp?action=download&o=33188, where several randomized trials are mentioned. But I see no meta-analysis, so I still worry about publication selection biases, etc.  Anyone know of a meta-analysis of this lit?

I know I'm not teaching Robin anything, but it should be noted that meta-analyses often fail to overcome publication selection biases.

 http://www.sciencedirect.com/science/article/pii/S0272735805001005

Were you too young for this to have led to an awesome story?

Psychoanalytic/pscyhodynamic psychologists are themselves outcasts from mainstream clinical psychology

I don't know where you live, but in Germany or Austria this is not the case.
This is part of a more general problem in Europe, which is under the terrible reign of continental philosophy.

This shouldn't be surprising. Medicine has a longer history than empirical science. For thousands of years it flourished without a second thought for outcome. Clearly whatever medicine is, socially speaking, it isn't reliant on the effectiveness of its methods for its survival. The same is true of education. Schools and universities existed long before there was anything to teach. Whatever social role they may play, imparting skill is a recent development, and clearly not the most central concern.

I also have the same kind of unease about economics, especially macroeconomics. It's damn hard to run an experiment to test a hypothesis, and you have also have people running around claiming to be Austrian economists, Keynesian economists, Chicago school economists, etc.

For example: does raising the minimum wage by a few dollars an hour really increase the percentage of people who don't have a job (the sum of the unemployed and those not in the labor force)? Can you prove it?

I think it's a no-brainer that we should have taken some of the trillions of dollars we're spending on economic stimulus to study whether economic stimulus works.  It would be a good investment to create a National Institute of Economics.

The problem here is that if you have experimental results that you have no story to explain, is that really any better than having a story with no experimental results to back it up?

I'm sure there are at least as many successful faith healers as there are instances where raising the minimum wage raised overall employment.  The problem is that those results just don't make sense, so I feel perfectly justified in refusing to accept those results without a valid model to explain them.

In my limited experience, the "hard problems" in philosophy are the problems which are either poorly defined and so people keep arguing about definitions without admitting it, or poorly analyzed, so people keep mixing decision theory with cognitive science, for example. While the traditional philosophy is good at asking (meta-)questions and noticing broad similarities, it is nearly useless at solving them. When a philosopher tries to honestly analyze a deep question, it usually stops being philosophy and becomes logic, linguistics, decision theory, computer science, physics or something else that qualifies as science. Hence Pearl and Kahneman and Russell, some Wittgenstein, Popper...

In my limited experience, the "hard problems" in philosophy are the problems which are either poorly defined and so people keep arguing about definitions without admitting it, or poorly analyzed, so people keep mixing decision theory with cognitive science, for example. 

See also how many of the comments in this thread amounted to “if by sound you mean ‘acoustic wave’ it does, if you mean ‘auditory sensation’ it doesn't”.

There's little evidence of anything else being better at solving them, so that is largely nirvana fallacy,

Wait, what? There's little evidence of anything better than philosophy at solving problems? How about physics, cognitive science, computer science, mathematics, etc.?

When a branch of philosophy becomes useful at solving problems, people give it a new name and no longer consider it part of philosophy.

Then what is philosophy supposed to be? Just a field for asking questions (but not answering them)?

Presumably its the place where questions that can't readily be answered, (or even formulated, .or may not even really be questions), live. A sin bin. The only realistic alternative is sweeping them under the carpet, since the idea of all questions  automagically being answerable is a nirvana.

Philosophy is the best thing there is at being philosophy. Its worse at answering its in questions than other fields are at answering their own questions, but its questions are harder,. It isnt broken in the sense that there is any easy way of fixing it, or a comparable alternative doing the same job,

It is very important for rationality to notice the differences between

2 Inferior compared to unmplemented but realistic alternatives.

The system for generating new fields of research? After all, if it generates other areas that are no longer philosophy reasonably regularly, then that actually creates value.

Does it (still) do so, though? I'm aware that most of what is now science used to be called "natural philosophy", but nowadays it doesn't really seem like there's anything left.

Is it a system for generating new fields of research, or is it just a catch-all bin where all the nebulous, hazy, and  vague things are kept until they firm up enough to become fields of research?

Them="the hard problems in philosophy", not "problems"

How about physics, cognitive science, computer science, mathematics, etc.?

How about philosophy of physics, philosophy of mathematics? Why  do they exist?

How about philosophy of physics, philosophy of mathematics?

Do these things solve problems in physics or in mathematics? If so, do they solve them better than the actual fields do? If not, what problems do they solve?

Do these things solve problems in physics or in mathematics? 

Philosophical problems arising from the non philosophical fields mentioned.

Note the doube whammy. Physics can't solve the average philosophical problem, and also can't solve the problems arising  from physics,

Philosophical problems arising from the non philosophical fields mentioned.

EDIT: Also, why should I care about these so-called philosophical problems?

Philosophical problems arising from the non philosophical fields mentioned.

Also, why should I care about these so-called philosophical problems?

"Philosophy isnt doing well enough at solving its problems compared to a realistic alternative" doesn't follow from "I don't care about philosophical problems".

also can't solve the [philosophical] problems arising from physics

Well, those disciplines exist. Maybe some evidence that they dont need to is required.

Today I learned that this psychotherapy criticism apparently has a name: http://en.wikipedia.org/wiki/Dodo_bird_verdict

Cognitive behavioral therapy, at least, has repeatedly been shown to be effective.  I'll cite a ref from Wikipedia: Cooper, Mick (2008). Essential Research Findings in Counselling and Psychotherapy: The Facts are Friendly. SAGE Publications. ISBN 9781847870421.  But I haven't read that reference.

The Rorschach test is still in use, and still being taught to students.  There are studies claiming to find statistical significance in its results.  They don't propose a mechanism; but they do have statistically-significant repeatable correlations between patient responses and their clinical problems.  If you want to claim otherwise, get some of those papers and refute their methodology.  Again, I haven't been interested enough to read the primary sources myself; but I've been told about them by someone I respect.  The key questions are whether they erred by not doing something like a Bonferroni adjustment for the large number of possible hypotheses; and whether the statistically-significant correlations are clinically significant.  You would have to read the papers to find out.

Another example of schools proliferating without evidence: philosophy.  Consider all the different schools of ethics which have sprung up: there's utilitarian ethics, deontological ethics, and virtue ethics, with vast numbers of sub categorizations under each school.

Philosophers are more susceptible to this failure mode because on many important philosophical questions, a standard if not unanimous approach is argue that the question cannot be answered by evidence.  Modal logicians trying to do metaphysics, for example.

Consider all the different schools of ethics which have sprung up

A few thousand years, and we've managed to come up with about three possible answers to the question 'what, in general, does one have most reason to do or want?'.  Is your complaint that this is too many to have considered, or that the question isn't completely settled yet?

a standard if not unanimous approach is argue that the question cannot be answered by evidence

I know many philosophers who would be surprised by this assertion - I was under the impression the Empiricists pretty much won.  In Ethics, particularly, moral observation is now a standard piece of the toolkit.

Of course, the grain of truth here is that due to the fractured nature of philosophical schools, there are large communities of philosophers who don't realize other large communities of philosophers even exist.  In a sense, nobody knows what philosophy doesn't know, even philosophers.

Is your complaint that this is too many to have considered, or that the question isn't completely settled yet?

My complaint is that little progress has been made over many years.  There are three general ways to answer the question, sure.  But each general answer is really an umbrella term covering a large number of answers.  Some sects are similar to others, but they are still different sects.

I know many philosophers who would be surprised by this assertion - I was under the impression the Empiricists pretty much won. In Ethics, particularly, moral observation is now a standard piece of the toolkit.

In retrospect, my experience is probably colored by the small school I go to.  From what I can tell, there are still rather large, if minority, groups of philosophers who disagree with the settled answer on many questions.  

My obligatory Edwin Jaynes quote on philosophers, quoting a colleague

"Philosophers are free to do whatever they please, because they don't have to do anything right."

Probability Theory http://books.google.com/books?id=tTN4HuUNXjgC&pg=PA144

Please provide proof. Please don't point, yet  again, to the highly debatable "solution" to FW.

"Philosophers are more susceptible to this failure mode because on many important philosophical questions, a standard if not unanimous approach is argue that the question cannot be answered by evidence."

No, philosophers are more susceptible because most of them can't recognize that "cannot be answered by evidence" means an answer can't be obtained at all.

To such individuals, reason is merely a passing fad coequal with every other way of asserting something, a fleeting hiccup that they're far too fashionable to consider important.

No, philosophers are more susceptible because most of them can't recognize that "cannot be answered by evidence" means an answer can't be obtained at all.

I would say both.  Some things that philosophers think can't be answered by evidence are in fact answered by evidence, such as whether 2 + 2 = 4.

Other than cognitive-behavioural therapies many form of brief psychotherapies have been developed in recent years to tackle specific problems, with scientific literature showing their efficacy.

At the moment measuring the results, understanding and testing what works and why it worked, is an element of mental-health intervention that's receiving more and more attention and it's being required in many "schools" or approaches.

From what I've seen, most of the resistance to this is coming from the "long" forms of psychotherapy, arguing that it's too difficult. 

But yeah, as a field, psychotherapy is still struggling with the task of getting rid of a bunch of stuff that's about as evidence based as voodoo, and the standards required to operate in mental-health are way too lax. 

Many books written to train psychotherapist will tell you that most of the healing power comes from the relationship between the psychotherapist and the patient, and that you have to rely a lot on your personal experience and intuition, with no mentions at all of attempts to do better and to improve the methodologies.

Talking to a professional is still your best shot if you need to take care of your mental health, but you might want to find out which school or approach use the professional you are considering, and whether they have an approach of measuring results, operating on scientific evidence and so on.

This was probably, to no small extent, responsible for the existence and continuation of psychotherapy in the first place—the promise of making yourself a Master, like Freud who'd done it first (also without the slightest scrap of experimental evidence).

I agree wholeheartedly, still Freud has the credit that the field was such a disaster when he started, that talking to people and trying to go by ear was still a huge improvement. He wanted to help people and didn't understood the scientific approach well enough to use it in such a confusing and unexplored field as mental health, or just wanted to help people now and not 50 years later.

His biggest success seems to be the radical intuition that talking to people with mental health issues yield better results than torturing them and locking them up, but it was still an improvement and I think scientific psychology would have been born a lot later without the impact his ideas had on popular culture, so I'd avoid picking on him too much.  

Lest we be too, too hard on these folks, I should add that, as Eli mentions, there is some value in talking to someone about your problems.  I have seen a therapist on occasion who mainly just listens and then tries to advise based on human experience.  No lying on the couch, no ink blots, no hypnosis.  Just a neutral party to talk to who will keep what I say in confidence.  Sort of like Catholic confession, but without all the Hail Marys.

Also, just in case anyone gets confused here (I'm sure someone will), psychotherapist are not the same thing as psychiatrist:  the latter are actual doctors who can prescribe therapies, be they drug or other.  They may not all be great either, but at least one that I've seen really knows his stuff.

It's my understanding that a good amount of social science does the same--I was recently in a class on organization theory that made few if any testable predictions and ended up being a bunch of just-so stories about how people in organizations think.

One of the side effects of prediciton markets of the Hansonian variety is that people would rapidly see who is doing good science and who isn't: wealth would be rapidly transferred from those who don't know how to make good evidence-centric predictions to those who do.

Remember Rorschach ink-blot tests?  It's such an appealing argument: the patient looks at the ink-blot and says what he sees, the psychotherapist interprets their psychological state based on this.  There've been hundreds of experiments looking for some evidence that it actually works.  Since you're reading this, you can guess the answer is simply "No."

That depends on what Eliezer / you mean by "it." From my reading of the evidence, the claim that the psychotherapist can interpret the patient's psychological state by use of the Rorschach ink-blots has been refuted; any knowledge they get is probably from cold reading, and they fail to notice real evidence they're not looking for. This is an empirical statement about the population of psychotherapists, rather than the best application of the test, though.

Cold reading sounds pretty negative.  Cold reading is a technique used by mentalists, psychics, fortune-tellers, mediums and illusionists to dupe their marks.  If you want to go with a negative comparison, perhaps consider Tasseography ;-)

Cold reading sounds pretty negative. Cold reading is a technique used by mentalists, psychics, fortune-tellers, mediums and illusionists to dupe their marks.  If you want to go with a negative comparison, perhaps consider Tasseography ;-)

I chose that phrase for its precision, not its emotional valence; were there a more neutral yet readily understandable term, I would have picked it instead. 

I looked at the original 10 inkblots and saw pelvic bones in 9 of them. I wonder what that says about me...

they are in fact more likely than anyone to assume that a dispute is a dispute about definitions.

I have to say, speaking from my experiences while I was working on a philosophy major, both reading the work of and holding discussions with professional philosophers, and comparing that to my experiences here, that this is overwhelmingly not the case.

And there's also no discernible difference between seeing a psychotherapist and spending the same amount of time talking to a randomly selected college professor from another field.  It's just talking to anyone that helps you get better, apparently.

See also http://lesswrong.com/lw/94t/meta_analysis_of_writing_therapy/

Excellent analysis.  I think your historical explanation is important- not the totality of the situation, but important.
Problems with psychotherapy-
1) What are the goals?  and 
2) "I like what is happening" is a valid reason to consider it successful.
Having to answer 1) above is not that unusual for a scientific endeavor.
The utter subjective nature of 2) above makes it very unusual for a scientific study.

And there's also no discernible difference between seeing a psychotherapist and spending the same amount of time talking to a randomly selected college professor from another field. It's just talking to anyone that helps you get better, apparently.

Unless this has been tested for random people other than just college professors, there's a stronger case for saying that talking to a person of a certain intelligence and education level helps you get better. And I suspect that it doesn't generalise to "talking to anyone that helps you get better" but I haven't looked into it. 

(I'm sure there are other factors, but I'm just going by what was said about college professors.)



3 Levels of Rationality Verification

I strongly suspect that there is a possible art of rationality (attaining the map that reflects the territory, choosing so as to direct reality into regions high in your preference ordering) which goes beyond the skills that are standard, and beyond what any single practitioner singly knows.  I have a sense that more is possible.

The degree to which a group of people can do anything useful about this, will depend overwhelmingly on what methods we can devise to verify our many amazing good ideas.

I suggest stratifying verification methods into 3 levels of usefulness:

If your martial arts master occasionally fights realistic duels (ideally, real duels) against the masters of other schools, and wins or at least doesn't lose too often, then you know that the master's reputation is grounded in reality; you know that your master is not a complete poseur.  The same would go if your school regularly competed against other schools.  You'd be keepin' it real.

Some martial arts fail to compete realistically enough, and their students go down in seconds against real streetfighters.  Other martial arts schools fail to compete at all—except based on charisma and good stories—and their masters decide they have chi powers.  In this latter class we can also place the splintered schools of psychoanalysis.

So even just the basic step of trying to ground reputations in some realistic trial other than charisma and good stories, has tremendous positive effects on a whole field of endeavor.

But that doesn't yet get you a science.  A science requires that you be able to test 100 applications of method A against 100 applications of method B and run statistics on the results.  Experiments have to be replicable and replicated.  This requires standard measurements that can be run on students who've been taught using randomly-assigned alternative methods, not just realistic duels fought between masters using all of their accumulated techniques and strength.

The field of happiness studies was created, more or less, by realizing that asking people "On a scale of 1 to 10, how good do you feel right now?" was a measure that statistically validated well against other ideas for measuring happiness.  And this, despite all skepticism, looks like it's actually a pretty useful measure of some things, if you ask 100 people and average the results.

But suppose you wanted to put happier people in positions of power—pay happy people to train other people to be happier, or employ the happiest at a hedge fund?  Then you're going to need some test that's harder to game than just asking someone "How happy are you?"

This question of verification methods good enough to build organizations, is a huge problem at all levels of modern human society.  If you're going to use the SAT to control admissions to elite colleges, then can the SAT be defeated by studying just for the SAT in a way that ends up not correlating to other scholastic potential?  If you give colleges the power to grant degrees, then do they have an incentive not to fail people?  (I consider it drop-dead obvious that the task of verifying acquired skills and hence the power to grant degrees should be separated from the institutions that do the teaching, but let's not go into that.)  If a hedge fund posts 20% returns, are they really that much better than the indices, or are they selling puts that will blow up in a down market?

If you have a verification method that can be gamed, the whole field adapts to game it, and loses its purpose.  Colleges turn into tests of whether you can endure the classes.  High schools do nothing but teach to statewide tests.  Hedge funds sell puts to boost their returns.

On the other hand—we still manage to teach engineers, even though our organizational verification methods aren't perfect.  So what perfect or imperfect methods could you use for verifying rationality skills, that would be at least a little resistant to gaming?

(Added:  Measurements with high noise can still be used experimentally, if you randomly assign enough subjects to have an expectation of washing out the variance.  But for the organizational purpose of verifying particular individuals, you need low-noise measurements.)

So I now put to you the question—how do you verify rationality skills?  At any of the three levels?  Brainstorm, I beg you; even a difficult and expensive measurement can become a gold standard to verify other metrics.  Feel free to email me at sentience@pobox.com to suggest any measurements that are better off not being publicly known (though this is of course a major disadvantage of that method).  Stupid ideas can suggest good ideas, so if you can't come up with a good idea, come up with a stupid one.

Finding good solutions at each level determines what a whole field of study can be useful for—how much it can hope to accomplish.  This is one of the Big Important Foundational Questions, so—

(PS:  And ponder on your own before you look at the other comments; we need breadth of coverage here.)

Well, you asked for DUMB ideas, so here's mine. It has the advantage that I'm sure no one else will suggest it. This is based on an accidental discovery (so far as I know, unpublished) that one can compare two arbitrary documents for similarity (even if they are in different word-processor formats) by running them both through a recognizer built out of a random state machine and comparing bit masks of all the states traversed. The more common they are, the more states will be traversed in both.

So, lets assume we have a panel of highly rational individuals which are our control group. We generate a random multiple-choice questionnaire consisting of nonsensical questions and answers. Things like:

You then do a correlation over how your panel of experts chose their answers and see if there is a common pattern. You then score students who take the test based on how similar to the common pattern they are.

Assuming this idea works at all, the advantage of this is that it would be extremely difficult to game. The disadvantage would be that it would penalize those who are significantly more rational than the 'norm'.  It... (read more)

Occasionally, well-respected community members could say things that are intentionally false, but persuasive and subtle, a la http://www.overcomingbias.com/2008/02/my-favorite-lia.html.

You get points for catching these mistakes.  Perhaps you submit your busts privately to some arbiter so others have the same challenge.

This would also have the benefit of causing everyone to read the most-respected members' writings ultra-critically, rather than sitting back and being spoon-fed.

One key thing this idea has is short term feedback.  Frequent, rapid feedback is essential for getting good at this kind of thing.  (IMO that's why economics is still so useless relative to the other sciences: the experiments take fifty years to run.)

For 'hot' political and religious biases, create materials in which apparent advocates of different ideologies or parties are arguing for some particular empirical prediction, e.g. about the relationship between different tax rate changes and  economic growth, with some predictions being right and some wrong. The subject then needs to make his or her own prediction about some easily-verifiable but obscure empirical fact related to the argument, e.g. whether a graph of GDP and tax rates matches Norway or Iceland.

Scoring would reflect the degree to which the ideological affiliation in the prompt biased the results. If it was being gamed you might need to add in scoring for accuracy. Challenges would be producing a large enough inventory of test items, keeping them secret, and the need to tailor tests to locally popular ideologies or ideologies of interest.

More surveys that study the relationship between knowledge about verifiable facts and values. What sorts of information do those with different values tend to have, and what are the values of those whose knowledge covers the pet facts of all camps? There is a fair amount of this literature in political science aimed at the electorat... (read more)

I think that the most important skill a rationalist can have is the ability to assess the quality of other rationalists, and to participate effectively in team projects.   A measurement of individual rationality has to include how well a randomly selected team including that individual performs on team rationality tests.

So, I think that a rationalist 'decathlon'  would consist of a variety of competitions between individuals and small teams including math/logic problems, general knowledge tests, cooperative and non-cooperative game theory games, prediction markets, and engineering challenges (egg drops, programming robots to compete in some arena, etc.) 

But then there would be a second level, in which individuals and teams would compete in a prediction market in which they observe (by video recording) the deliberations of other teams on first-level problems and bet on their relative performance.

And even a third level, in which individuals observe the deliberations of second-level teams and bet on their performance in that second-level prediction market.

There are a variety of other things that might be interesting to measure - for example, 
what team sizes perform best, whether individual rationalism and team-participant rationalism are different skills, and whether team performance is best predicted by strongest member, average member, or weakest member.

People tend to compartmentalize. We need to bear in mind that anything we come up with that involves testing someone when they know they're being tested can only check how rational they can be if they put their mind to it, not how rational they are when they're not being tested.

They key is probably to test someone without letting them know you are testing them.  If I ran a martial arts dojo and wanted to make sure my students were really super badass ninjas, I would give them a convincing looking "test" that included things you would expect to see: strength, speed, form, technique, success in actual matches, etc.  

This would have very little weighting in the actual grade, however.  The real test would be some sort of surprise fight or fights where the student has no idea that the fight is actually one of the tests.  Perhaps he (or she) is followed by the assailant until an opportunity to pick a fight arises.

The main advantage of the surprise test is that it is much hard to game.  Imperfect metrics are much more likely to say something meaningful about the student in this surprise situation than if the student knows the test is coming.

When it comes to the rationality dojo, there are numerous normally easy-to-game heuristics that could be used, for example:

I'm not sure why "teaching to the test" is so disparaged for its effects on the learning process. Obviously that is a different use for tests than evaluation of ability, as is the main goal here.

Studying for the LSAT taught me to feel genuine physical unease when I read a bad argument, then be calm it by the next problem. It's very hard to turn that off when reading the newspaper. 

The third stage of my growth as a rationalist was discovering this site. I no longer go through the day thinking of things I read and hear: "Wrong (fallacy), wrong (incorrect premise), wrong (fallacy), true (but irrelevant)." Now it's more like: "Wrong (fallacy), not even wrong (internally inconsistent), wrong (map/territory confusion), wrong (fallacy), not even wrong (argument from definition)."

I propose thinking of ways to hijack the human mental machinery as an alternative to overcoming it, akin to what evolution does.

Hrm... Well, one initial notion I have is along the lines of this: Rationality training should improve how good one can become at other stuff, or at least improve ability to gain skills/etc in other fields.

So, maybe tests could be something along the lines of find various subjects/fields a student is unfamiliar with and basically assign them to "get some knowledge and skill in this field."

How efficiently students can basically bootstrap up into something they're unfamiliar with should vary with their rationality, right? So something like this may be a starting point.

(Yes, I can see a bunch of details that would need to be worked out, but seems to be that this notion may at least be somewhere to start for developing rationality tests.)

Organize large games/contests where a lot of candidates are locked up in an area, and have a finite time to reach a certain point / find a certain object.

The exact rules would be specially designed each time for that years challenge, by a group of rationalists and game designers. So the details would vary, but some common themes would be:

For example, the candidates are blindfolded and brought into a large underground circular room, whose only unlocked exits are twenty slides along on the edge (so, one-way exit only). The goal is to take the exit that's due north.

Or, the players are dropped in a maze, and each player is given twenty balls with his name written on them. In the maze are tall glass tubes in which the player can drop their balls. The players know that at the end of the games everyone gets points for the balls with his name that are in "good" tubes (from 10 to 1 points, depending on whether his ball is at the bottom or top - only ten balls fit in a tube), and loses points for balls in &... (read more)

Frank Mager, in various books, including "Preparing Instructional Objectives", suggests working backward from evidence that would make you conclude that someone is, e.g. a Bayesian Master Rationalist, to the tests (and instructional objectives) for a course of instruction intended to turn someone into a Bayesian Master Rationalist (or whatever you want to turn them into).

Compile a large enough database of historical events that nobody could memorize more than a fraction of it. For the test, choose a few events at random, describe the initial conditions and ask the candidate to predict the outcomes.

Carry around a notepad, form probabilistic opinions on lots of little questions that you can find out the answer to soon after, record all the probabilities assigned to correct answers, where applicable add tags like "politics", "project completion", "my social status", "trivia", put into a spreadsheet or something and see if you're miscalibrated globally and for different tags.

There are two problems with measuring rationality, one of which is difficult but manageable, the other of which might be insurmountable. The first problem is that most conceivable tests of rationality require using information from other fields (such as finance, physics, or psychology), such that you can gain a considerable advantage on the test by studying things from that field which don't actually make you more rational. This can be solved with sufficient cleverness.

The second problem is that how rational someone is depends on how well they maintain it under stress. Pressure, fatigue, emotionally charged situations, alcohol, and/or deliberate manipulation, can make the best rationalists act completely insane. (About a year ago, I went on a reality television show, which was in a way like a series of rationality tests. I didn't do all that well, rationality-wise, but some people who should have known better did dramatically worse.)

Here's a stupid idea: Evaluate people by auditing their domiciles. I've read (and from personal experience, I believe it) that you get really solid insight into someone's personal qualities by inspecting their home, as good as interviewing them and all of their friends and family. (I googled a bit, but I can't find the source.)

Give the students sodium pentothal and ask if they're one of the top 50% of rationalists in their school. However many out of 200 say 'no', that's the school's percentage score. Schools scoring over 100% are thrown out for cheating.

Good rationalists, taken as a group, shouldn't be systematically optimistic.

They should be if they want to win in practice, as opposed to just getting theoretically-correct answers.  See, e.g., the studies referenced in Seligman's "Learned Optimism", that show optimists consistently out-perform pessimists (i.e., realists) in a wide variety of fields and endeavors.

(Of course, Seligman's definition of optimism may be different from yours.)

Ask a thousand married rationalists of a given school to estimate the probability that their spouses have cheated on them.  Confidentially ask their spouses if they have.  Measure group calibration.

ETA: This applies to any potentially painful, but verifiable question.  Ask them to draw a probability distribution over their date of death, or the longevity of their marriages.  Estimate the probability of various kinds of cancer appearing over the next (5,10,15) years, etc. etc.

Most, if not all, human minds are vulnerable to hacking, eg by cults, religions, pseudoscience, etc.  The minds of rationalists should be harder to hack than others.

Make a copy of a (would-be) rationalist, subject the copy to significant emotional stress, and then send missionaries his way.

The myths carried by the missionaries should be invented for the challenge so everyone can agree that they are false, but should, of course, be significantly more plausible than today's religions.

Make a copy of a (would-be) rationalist, subject the copy to significant emotional stress, and then send missionaries his way.

Moral qualms aside, we should probably have a back-up plan just in case we don't solve human uploading before we want to start testing.

I'll be honest -- my life has taken a sharp downturn since I deconverted.  My theist girlfriend, with whom I was very much in love, couldn't deal with this change in me, and after six months of painful vacillation, she left me for a co-worker.  That was another six months ago, and I have been heartbroken, miserable, unfocused, and extremely ineffective since.

Perhaps this is an example of the valley of bad rationality of which PhilGoetz spoke, but I still hold my current situation higher in my preference ranking than happiness with false beliefs.

If anyone's unusually good at deconversions, there might be a market for deconversion attempts aimed at the friends and family of atheists.

Thank you.  You taught me (a large chunk of) everything I know, so that means a lot.

Honestly, thinking back, I suspect the best opportunity I ever had to deconvert her was when I myself did not yet identify as atheist -- when the crisis of faith was still in full swing.  I'd have been perceived as sharing my doubts, rather than as "attacking" her with arguments.

Of course, back then I feared atheism -- I saw it as something terrible happening to me, that I should avoid doing to her.  If I'd done a better job of leaving a line of retreat, I might have made better choices -- I might have shared each doubt as it occurred to me, instead of winding up 30 inferential steps removed from the woman I loved.

(And no, explaining that there is an inferential distance between you greater than is likely to be encountered in the ancestral environment really does not help in a fight)

I've been thinking lately of trying to write something addressed specifically to those beginning to question their religions.  Life doesn't come with save points, but standing at the spot you went wrong, calling out advice to passers-by seems like the next best thing.

My empathies: that happened to me about 6 years ago (though thankfully without as much visible vacillation). 

My sister, who had some Cognitive Behaviour Therapy training, reminded me that relationships are forming and breaking all the time, and given I wasn't unattractive and hadn't retreated into monastic seclusion, it wasn't rational to think I'd be alone for the rest of my life (she turned out to be right). That was helpful at the times when my feelings hadn't completely got the better of me. I suppose we can be haunted by stuff that is real.

(I consider it drop-dead obvious that the task of verifying acquired skills and hence the power to grant degrees should be separated from the institutions that do the teaching, but let's not go into that.)

Was/are there any organizations that are just dedicated to verifying rationality skills? CFAR tried to do both IIRC. Seems pretty bad if there haven't been any attempts at this even.

According to me (who worked at CFAR for 5 years) CFAR did approximately 0-rationality verification whatsoever. 

Indeed, while that would be crucial to the kind of experimental rationality development that's described in the Craft and the Community, it isn't and wasn't a natural component of CFAR's functional strategy, which was something more like rationality community-building and culture-building.

[I hope to write more about what CFAR did and why, and how it differed from the sort of thing outlined in the Craft and the Community, sometime.]

I'm not sure if this has already been said, but does the "biases" literature not already contain a lot of perfectly good (although probably overly game-able) rationality tests? Just pick an experiment at random from Tversky and Kahneman and see how well the people in the school do. 

Of course, there is a problem of people learning how to do some of these tests, but I'm pretty sure there are some that could be reworked so that they're pretty damned hard to pass even if you're well-acquainted with the literature. I'm thinking particularly those wher... (read more)

Use small-scale, limited-term betting markets with play money.

Put the group of people you want to rank relative to each other into a room - without internet access. Everyone starts with 0 points. People are ranked on how many points they have at the end of the test.

Participants make bets (for points) with each other. There's a time limit for settling those debts; all bets made have to be specified in a way that clearly determines the winner within a fixed period after the end of the test. Of course, bets that can be settled immediately (e.g. on current tri... (read more)

Well, there's always the idea of using fMRI scans to determine if someone is thinking in 'rational' patterns. You stick them under the machine and give them a test. You ignore the results of the test, but score the student on what parts of their brains light up.

Clearly real life achievement correlates well with rationality, by definition. So an impractical but "gold standard guaranteed" test of rationality would be to wait until the person in question got to the age of, say, 50, and check to see whether they had made lots of money, or achieved other obvious life goals (fame, for example). 

A more specific good test of rationality is the world of startups. Other than the OB/LW community, the entrepreneurial world is the closest to perfect rationality I have found. You could test someone in a month or so b... (read more)

I don't see what I thought were the obvious answers, so here they are. The foundations are elsewhere on the site, but they seemed missing from this list.

Reputational: Expect Bayesian masters to participate in other scientific fields. People who make more discoveries in other fields get more street cred among rationalists, especially when they can explain how rationalism helped them make the discoveries. Obviously, this is a long-term process that doesn't lend itself to improving the art quickly.

Experimental: This one's a two-step process. First, ask a larg... (read more)

I'm tempted to say "have them play poker", except it uses lots of domain-specific knowledge as well as general rationality.  Perhaps if you could generate random games from a large enough space that people don't build up game-specific skills, and the games just end up testing general rationality?  While poker-like games don't test all aspects of rationality, there are some things like "ability to keep making good decisions when frustrated / bored / angry" that these games test very well.

I think people would develop skill at the whole class of games...but at the same time, they would be improving their rationality.

"Piggyback" on other tests: ask people taking part in various tests (standardized exams, sport competitions, driving lessons, programming contests, art exhibitions - whatever) their chances of success (or their probability distribution over the range of results).

The other items should themselves be important enough, so it would fit well with a university cursus, so that it can be "automated" for a lot of things. The way of asking for predictions should be made so as to maximize bad predictions: for example the students are asked to give... (read more)

There is a recent trend of 'serious games' which use video games to teach and train people in various capacities, including military, health care, management, as well as the traditional schooling.  I see no reason why this couldn't be applied to rationality training.

I always liked adventure style games as a kid, such as King's Quest or Myst, and wondered why they aren't around any more.  They seemed to be testing rationality in that you would need to guide the character through many interconnected puzzles while figuring out the model of the world and how b... (read more)

Experimental: D&D.Sci, with a consistent limit on time & resources used.

Organizational: D&D.Sci, with a consistent limit on time & resources used, using freshly-baked scenarios you know no-one has ever played before.

(haven't looked through comments, so this may have been suggested many times over)

In a college-level rationality course, it would be most appropriate for a portion of the grade to be determined by an artificial economy.  That is, set up a currency and a (relatively even) starting distribution, add (probabilistic) opportunities for investment (perhaps linked to other important parts of the course) and, most importantly, make defection possible, anonymous and easy.  Make it, as much as possible, like a vast array of one-shot (or known number of iterations) P... (read more)

Send rationalists to do consulting work where real money is involved, for example techdirt:

The Techdirt group blog uses a proven economic framework to analyze and offer insight into news stories about changes in government policy, technology and legal issues that affect companies’ ability to innovate and grow.

Here you basically get paid for good insights. A "team" of rationalists could be sent in to dominate this particular arena, thereby validating the technique. Basically any online arena where real money can be made is fair game. Trading in Second Life, for example.

An interesting idea would be to feed people the scientific data that ancient or medieval scientists had and see whether they reproduced all the incorrect but (given the limited knowledge) plausible theories that were invented. 

This would work especially well on the vast numbers of people in our society who don't know any science anyway. 

In fact just finding some sufficiently obscure area of current science would suffice. There's so much of it... How much of contemporary paleontology or inorganic chemistry could I re-invent? 

Maybe there is a simple thing, which rational people can't do - always get wrong.

Telling a lie to a stranger without it being discovered

Going to church and sitting thru' a whole sermon without getting very very upset

Another key feature of [edit] group rationality is the ability to not be swayed by what the social group thinks. 

There are simple experiments (though I cannot think of the relevant keywords) where a test subject is put in a room full of confederates, all of whom estimate one line segment to be longer than another when the two lines are in fact the same length. 

EDIT: Conforming to the group opinion (on average) increases the probability that you are right, thus improving individual truth-tracking. But adding more conformers to the LW community just screws i... (read more)

Stupid idea: Have a handful of students from each school volunteer to be assigned extremely difficult, real-world tasks, such as "become an officer at Microsoft within the next five years". These people would be putting any other of their life plans on hold, so you'd need to incentivize them with some kind of reward and/or sense of honor/loyalty to their school.

Give them a motivation that is higher than the drive to game the test. I'm an immortalist. I don't want to die. I could deceive myself and others in many ways about my skills, purposes, beliefs, but in the end I can't do that at the expense of my chances of not dying. Finding a similarly important purpose, something that might even be gamed, but for which gaming means you loose. Some real life test.

Maybe, measuring someone's capability to win. I have often wondered if being rational correlates with being succesful in society. I can't be sure, though it see... (read more)

A friend of mine, the most consistently rational person I know of, once told me that his major criteria for whether a piece of information is useful is if it can allow him to forget multiple other pieces of information, because they are now derivable from his corpus of information, given this new fact.

I have a vague feeling that there should be a useful test of rationality based on this. Some sort of information modeling test whereby one is given a complex set of interrelated but random data, and a randomly-generated data-expression language. Scoring is ba... (read more)

Something the masters (and students) of each school can do to keep it real:

The Winning Tournament: Organise a yearly or so event. A group of clever, evil people select and creates a number of "games" or tests, if you'd rather. Wannabe masters of rationality can compete against each other for the title, pride and  glory. 

The type of games and tests should be kept varied. Some could be contests where participants randomly compete against each other, other might be battle royals where people can form alliance and all around try as hard as they can t... (read more)

I doubt a few minutes of pondering will provoke any significantly insightful thoughts, but on the off chance that they do here's what I've got:

A major pitfall of most tests is that they can end up examining a wide variety of confounding variables. For example if the test for rationality is based on a written prompt then it selects against those with dyslexia in spite of their rationality. If it's based on a spoken prompt then it selects for those with similar accents to the test-giver, or against those who had it read to them in a strange wa... (read more)

Two ideas I got after 5 minutes (by the clock :)) thinking.

If the tests are stressful and mentally (and possibly physically) exhausting, then even if it is still possible to prepare just for the test, it will not be as far from preparing for the "real thing". So, something like Initiation Ceremony could be done periodically and not just for initiation.

Give the students "stories" and see if they can make heads or tails of them. (How accurately can they guess the omitted details? Can they predict how it continues? Etc.) But, where can you... (read more)

I should note that per the EY’s request I haven’t read the other comments before posting, so sorry if I duplicate anything.

The ability to make predictions in advance seems like one of the most important important, and assuming that you have enough time easiest to test measures of rationality.  For the experimental and potentially the organizational level success on the prediction markets seems like an obvious choice, that also has the benefit of showing how good the person is at avoiding certain money related biases.  There would of course need to be some ... (read more)

Maybe something that tests "certainty faking"? I really don't know how to construct it, per se, may use a FACS test to see how much a person is trying to convey that they're very certain of something when they aren't. That would just be conscious faking, of course; you'd still need something to assess when someone is expressing their feeling of certainty vs. the data. Maybe something like Texas Hold 'Em, except with bets being placed on how accurate the probabilities are (e.g. randomized variations of situations like the cancer scenario at EY's B... (read more)

I'm reminded of your own introduction to Bayes. Even a really good test won't do a darn bit of good if rationalists are vanishingly rare.

There are lots of proposals which basically say, let somebody predict the development of a situation they're previously unfamiliar with. But that'll probably be very heavily a test of IQ, and while rationality would certainly help your performance in such scenarios, it seems to me that IQ will regardless be a bigger factor. Same with using real-life performance as a factor.

I'm not opposed to using such scenarios, and I proposed something like that myself, but I do think that the scenarios have to be specifically designed so that they're likely to trigger known biases (even if in a subtle way). You can't just use totally random historical events or police cases.

I get the feeling that the real problem here is repeatability.  It's one thing to design a test for rationality, it's another to design a test that could not be gamed once the particulars are known.  Since it probably isn't possible to control the flow of information in that way, the next-best option might be to design a test so that the testing criteria would not be understood except by those who pass.

I'm thinking of a test I heard about years ago.  The teacher passes out the test, stressing to the students to read the instructions before beginning.  The ... (read more)

Like R.A.W. has said, "The more you see yourself acting like a cosmic smuck thus less of a cosmic smuck you will become".  I think it is very important that the environment stresses awareness of moment to moment actions and thoughts. If not, I think decent application of the knowledge of rationality will be very hard indeed.

If this is an important aspect of your 'school', then I think it would be hard to game the system without actually learning what is supposed to be learned. This would especially be true when it is a part of the reputation heirarchy. Sure, some could mimic to gain status but others with actual awareness would see through them easily.

I seem to be years late to this party, but I've heard the LW culture isn't opposed to commenting on old posts. In the interest of "breadth" I'll answer anyway after at least five minutes of thought, without looking at the other answers first (though I've probably seen subsequent posts that have been influenced by this one by now).

So there are three categories of tests here. In order of strictness: those for masters, those for students, and those for employees?

There are many skills under the "rationality" umbrella. Enumerate them and tes... (read more)

Generate a fantasy world with certain rules of magic. The goal is to figure out precisely what those rules are, all the while working towards some end goal. Perhaps this could be run by a handful game masters who know exactly what the rules are supposed to be, or magics are input into a computer program, so no one knows for sure. One would promise to keep the rules secret once figure out. This would encourage proper hypothesis testing and thoughtful use of evidence, especially if resources are limited. I suspect this wouldn't just be a one-off, but a repea... (read more)

If rhetoric is the dark arts, then rationalists need a defense against the dark arts.

I've always seem debates as a missed opportunity for rationality training/testing.  Not for debaters, but for the audience.

When you have two people cleverly arguing for an answer, that is an opportunity for the audience to see if they can avoid being suckered in.  To keep things interesting, you could randomize the debate so that one, bother, or neither debater is telling the truth. (Or course in the toughest debates, the debaters are both partially true and the audience n... (read more)

http://lesswrong.com/lw/3h/why_our_kind_cant_cooperate/

I can't help but think the focus on competition is a fairly bad idea. If a student can raise the entire group's score by 10%, that is far more commendable than raising their own individual score by 20%. We don't want high-scoring individuals, we want to win. That's something which is quite often done as part of a group, in the real world.

When I started thinking about this I realized that testing for rationality is pretty complicated!  The hardest part about it is determining the 'most rational person' in a group.  If the 'most rational person' is a member of the group being tested, how can the testers determine who they are if the testers are less rational than them?  Does a tester's ability to recognize the best of the test group depend on whether the tester is biased, and how they are biased?  And who would test the testers, then?

I just suggested a relevant rationality test here: http://www.overcomingbias.com/2009/03/how-spend-rationality-test.html

Experimental methods for measuring rationality can be converted into organizational tools through the measurement of biological traits that are minimally malleable. For instance, you could map genomic and brain structure information to experimental tests of particular biases or bias-promoting traits, and then use those biological markers as ungameable indicators. Unfortunately, while this could help organizations get more rational employees (possibly deriving economies of scale), it would be much less useful for measuring improvement.  

Vladimir Gritsenko mentioned Rational Debating on an old post. It looks like it would be a useful addition to the list.

Make a very detailed audit of the habits, hobbies, books, music, shoes, watch, cell-phone etc. etc. etc. of the top/average/bottom contributors to LW. Are there correlations? Match to new candidates.

Here is a stupid one: Detective stories. Like Encyclopedia Brown, but subtler. And with false leads. I don't think normal mass-market detective stories would work, because they may try to deliberately choose an irrational answer to surprise you. But special ones written by rationalists for rationalists could be a fun distraction if nothing else.

Role play. Build a corpus of fictional scenarios too big to memorize and present a random subset in the test.

Also, standard tests on rationality lore and mathematics would work to a degree because they're correlated with actual rationality.

What we need is a rationality equivalent of a katana or a machine gun. One for each student, some basic training and even ninja masters go down pretty quickly (unless they really can dodge bullets). Occupatio "weapon of mass rationality".

To look at the successes of the person taking into account his initial conditions. If he is a Nobel laureate, he have success, if he do science for humanity. If he is an egoist we should to look his happyness. 

I ended up going in a  completely different direction with this: I intend to test my OWN rationality, and I figure that if rationality is about WINNING, about being EFFECTIVE, then I ought to find direct measures of the things I want, and test myself in 6 months or so (timeframe dependent on the toughness/length of the task). This will, in other words, be a test of my ability to understand the territory insofar as that understanding makes me more effective at a given task.

The things in particular, a few subgoals of my personal life-optimization:

An idea that might be both unsustainable and potentially dangerous, but also potentially useful, is to have someone teach as a final test. Less an exam and more a project (with oversight?). Of course, these trainees could be authentic or disguised testers. 

Problems with this idea (non-exhaustive): - Rationality doesn't necessarily make you good at teaching, - Teaching the basics badly are likely to have negative effects on the trainee, - This could potentially be gamed by reformulated regurgitation. 

So... What behaves differently in the presence of Rationa... (read more)

One large theme I've seen in biases is the tendency to affirm positions you already hold, by treating evidence and arguments with imbalance.

So my idea, is to purposefully select arguments from both sides of highly controversial issues such as gun control, abortion, or whatever is polarized at the time period. Then riddle the arguments with mistakes, and challenge the student to find errors in both sides of the issues.

Possibly having a bank of possible rational missteps that they must dole out to different arguments, or a free form analysis that has to be well justified and is subjectively judged by a group of rationalists.

Take any cognitive bias that is supported by previous experimental data. Replicate to confirm. 

Subject students to various training regimens, with control group. 

Test again for presence of cognitive bias, note any improvements.

Repeat, repeat again for other known cognitive biases. 

Not perfect, but it should be enough to make some headway. 

Also just subjecting a student to a battery of tests, ideally creative stuff potentially involving real life scenarios not just written tests, to look for all sorts of cognitive biases. 

Should the student try to game the system by learning, well great! 

How about a test that causes people to build and use mental models and formulas? People are asked to estimate primarily numeric facts based on other facts. In each question, give people a set of "measured facts"* and ask people to estimate more relevant facts/consequences via back-of-envelope calculations (or a computer program, for more precision). But unlike a normal math word problem, set up the test so that, say, 2/3 of the questions cannot be accurately estimated with only the information given. Among that 2/3, half can be accurately estimat... (read more)

Erm... let me be Brennan and go with the "obvious". Find problems whose solutions are known in some field but not widely, provide the initial data and results of additional experiments on request (with "too expensive to perform" being a possible result). Then have two measures:

1)Someone who is _also not an expert_ checks solutions for, well, everything you discuss here. Biases, effort, mysterious answers - you name it. (For effort, you might need to register when every thought was written, not just what it was.)

2)An expert checks the dataset used - what of the really conducted experiments students failed to request and which of them were actually useful.

The 'test even if gamed' reminds me of a labyrinth. Suppose there are several ways of reaching the end, and the participants can't know which way they are set upon, because it is chosen randomly. They are asked questions from outside of their domain of knowledge (it would need a big database to pick from), constructed in such a way that it is impossible to pick the right answer without knowing about various cognitive biases (e.g., the conjunction fallacy etc.) The questions can be independently rated for apparent difficulty, and masters will be given the h... (read more)

And then we have a conversation. Both parties have to agree on the final score.

Basic true/false test; reverse stupidity is not intelligence but rationalists tend to have fewer false beliefs. Taking the test upon entering the school would prevent the school from teaching to the test and the test could be scored on multiple areas of which one is a cunningly disguised synonym for rationality and the others are red herrings so that irrationalists have no incentive to lie on the test.

It seems like rationality overlaps so many different fields that it does not seem very plausible to be able to test rationality specifically. Political and ethical debates though seem to contain a lot of elements dealing with rationality. 

Although this post is old now, I'll still enter my ideas (good or bad) before reading the other comments...

Video games. Expertise in one video game is not good enough; ideally, speed rationality of 100 people could be tested on a new game none of them had seen before.

Along similar lines, ask the 100 people to cooperate in a large artificial project which requires that number of people, such as the manufacture of a complicated item invented for the day. It should be complex enough that cooperation is needed; IE, involve several complex skills such as a 

Try to simulate the apparently supernatural/ create other hoaxes and see who can debunk them.  There is enough domain specific knowledge that it wouldn’t work too well with individuals, particularly if they have a motivation to game the system.  Still if a school doesn’t generally increase its students ability to deal with the apparently supernatural and false information it’s almost certainly bad sign.

Experimental and Organizational tests seem to be the most important test types here; if the students and methods are able to show they're capable, and are measurably better than the students of another craft, then their school is obviously doing something better than other schools anyway, no Reputational test needed.  So I'll concentrate on those.

What do we need for an experimental test?  We need a way of comparing the strengths of students and ideas, to see which are stronger.  The problem here is that there's not really a standard unit of rationality.  I... (read more)

I might use something similar to The Book from Neal Stephenson's Anathem, but less deliberately harmful and more confusingly-related-to-reality. Something where, in order to succeed, you must Change Your Mind, at least partially. If possible, include a real scenario where you must apply the knowledge in a charged context, where people are most prone to irrationality.

A debate-like environment seems like an obvious example for a martial arts-like competition.

Hmm... To me, a master of rationality might seem to be able to debate fairly well with other heads of powerful schools, such as philosophy and physics. I myself can pose some interesting questions to physics knowledgeable people, and refute offhand philosophical stupidity in a stride.

To test students for rationality I guess is easier to test for debiasing, by making classical bias experiments?

I need to mull this over with my fellow Bayesian conspirators.



Why Our Kind Can't Cooperate

From when I was still forced to attend, I remember our synagogue's annual fundraising appeal.  It was a simple enough format, if I recall correctly.  The rabbi and the treasurer talked about the shul's expenses and how vital this annual fundraise was, and then the synagogue's members called out their pledges from their seats.

Let me tell you about a different annual fundraising appeal.  One that I ran, in fact; during the early years of a nonprofit organization that may not be named.  One difference was that the appeal was conducted over the Internet.  And another difference was that the audience was largely drawn from the atheist/libertarian/technophile/sf-fan/early-adopter/programmer/etc crowd.  (To point in the rough direction of an empirical cluster in personspace.  If you understood the phrase "empirical cluster in personspace" then you know who I'm talking about.)

I crafted the fundraising appeal with care.  By my nature I'm too proud to ask other people for help; but I've gotten over around 60% of that reluctance over the years.  The nonprofit needed money and was growing too slowly, so I put some force and poetry into that year's annual appeal.  I sent it out to several mailing lists that covered most of our potential support base.

And almost immediately, people started posting to the mailing lists about why they weren't going to donate.  Some of them raised basic questions about the nonprofit's philosophy and mission.  Others talked about their brilliant ideas for all the other sources that the nonprofit could get funding from, instead of them.  (They didn't volunteer to contact any of those sources themselves, they just had ideas for how we could do it.)

Now you might say, "Well, maybe your mission and philosophy did have basic problems—you wouldn't want to censor that discussion, would you?"

Because people were donating.  We started getting donations right away, via Paypal.  We even got congratulatory notes saying how the appeal had finally gotten them to start moving.  A donation of $111.11 was accompanied by a message saying, "I decided to give **** a little bit more.  One more hundred, one more ten, one more single, one more dime, and one more penny.  All may not be for one, but this one is trying to be for all."

But none of those donors posted their agreement to the mailing list.  Not one.

So far as any of those donors knew, they were alone.  And when they tuned in the next day, they discovered not thanks, but arguments for why they shouldn't have donated.  The criticisms, the justifications for not donating—only those were displayed proudly in the open.

As though the treasurer had finished his annual appeal, and everyone not making a pledge had proudly stood up to call out justifications for refusing; while those making pledges whispered them quietly, so that no one could hear.

I know someone with a rationalist cause who goes around plaintively asking, "How come the Raelian flying-saucer cult can get tens of thousands of members [probably around 40,000] interested in complete nonsense, but we can't even get a thousand people working on this?"

The obvious wrong way to finish this thought is to say, "Let's do what the Raelians do!  Let's add some nonsense to this meme!"  For the benefit of those not immediately stopped by their ethical inhibitions, I will observe that there may be a hundred failed flying-saucer cults for every one that becomes famous.  And the Dark Side may require non-obvious skills, which you, yes you, do not have:  Not everyone can be a Sith Lord.  In particular, if you talk about your planned lies on the public Internet, you fail.  I'm no master criminal, but even I can tell certain people are not cut out to be crooks.

So it's probably not a good idea to cultivate a sense of violated entitlement at the thought that some other group, who you think ought to be inferior to you, has more money and followers.  That path leads to—pardon the expression—the Dark Side.

But it probably does make sense to start asking ourselves some pointed questions, if supposed "rationalists" can't manage to coordinate as well as a flying-saucer cult.

The respected leader speaks, and there comes a chorus of pure agreement: if there are any who harbor inward doubts, they keep them to themselves.  So all the individual members of the audience see this atmosphere of pure agreement, and they feel more confident in the ideas presented—even if they, personally, harbored inward doubts, why, everyone else seems to agree with it.

("Pluralistic ignorance" is the standard label for this.)

If anyone is still unpersuaded after that, they leave the group (or in some places, are executed)—and the remainder are more in agreement, and reinforce each other with less interference.

The ideas themselves, not just the leader, generate unbounded enthusiasm and praise.  The halo effect is that perceptions of all positive qualities correlate—e.g. telling subjects about the benefits of a food preservative made them judge it as lower-risk, even though the quantities were logically uncorrelated.  This can create a positive feedback effect that makes an idea seem better and better and better, especially if criticism is perceived as traitorous or sinful.

So these are all examples of strong Dark Side forces that can bind groups together.

And presumably we would not go so far as to dirty our hands with such...

Therefore, as a group, the Light Side will always be divided and weak.  Atheists, libertarians, technophiles, nerds, science-fiction fans, scientists, or even non-fundamentalist religions, will never be capable of acting with the fanatic unity that animates radical Islam.  Technological advantage can only go so far; your tools can be copied or stolen, and used against you.  In the end the Light Side will always lose in any group conflict, and the future inevitably belongs to the Dark.

I think that one's reaction to this prospect says a lot about their attitude towards "rationality".

Some "Clash of Civilizations" writers seem to accept that the Enlightenment is destined to lose out in the long run to radical Islam, and sigh, and shake their heads sadly.  I suppose they're trying to signal their cynical sophistication or something.

For myself, I always thought—call me loony—that a true rationalist ought to be effective in the real world.

So I have a problem with the idea that the Dark Side, thanks to their pluralistic ignorance and affective death spirals, will always win because they are better coordinated than us.

You would think, perhaps, that real rationalists ought to be more coordinated?  Surely all that unreason must have its disadvantages?  That mode can't be optimal, can it?

And if current "rationalist" groups cannot coordinate—if they can't support group projects so well as a single synagogue draws donations from its members—well, I leave it to you to finish that syllogism.

There's a saying I sometimes use:  "It is dangerous to be half a rationalist."

For example, I can think of ways to sabotage someone's intelligence by selectively teaching them certain methods of rationality.  Suppose you taught someone a long list of logical fallacies and cognitive biases, and trained them to spot those fallacies in biases in other people's arguments.  But you are careful to pick those fallacies and biases that are easiest to accuse others of, the most general ones that can easily be misapplied.  And you do not warn them to scrutinize arguments they agree with just as hard as they scrutinize incongruent arguments for flaws.  So they have acquired a great repertoire of flaws of which to accuse only arguments and arguers who they don't like.  This, I suspect, is one of the primary ways that smart people end up stupid.  (And note, by the way, that I have just given you another Fully General Counterargument against smart people whose arguments you don't like.)

Similarly, if you wanted to ensure that a group of "rationalists" never accomplished any task requiring more than one person, you could teach them only techniques of individual rationality, without mentioning anything about techniques of coordinated group rationality.

I'll write more later (tomorrow?) on how I think rationalists might be able to coordinate better.  But today I want to focus on what you might call the culture of disagreement, or even, the culture of objections, which is one of the two major forces preventing the atheist/libertarian/technophile crowd from coordinating.

Imagine that you're at a conference, and the speaker gives a 30-minute talk.  Afterward, people line up at the microphones for questions.  The first questioner objects to the graph used in slide 14 using a logarithmic scale; he quotes Tufte on The Visual Display of Quantitative Information.  The second questioner disputes a claim made in slide 3.  The third questioner suggests an alternative hypothesis that seems to explain the same data...

Perfectly normal, right?  Now imagine that you're at a conference, and the speaker gives a 30-minute talk.  People line up at the microphone.

The first person says, "I agree with everything you said in your talk, and I think you're brilliant."  Then steps aside.

The second person says, "Slide 14 was beautiful, I learned a lot from it.  You're awesome."  Steps aside.

Well, you'll never know what the third person at the microphone had to say, because by this time, you've fled screaming out of the room, propelled by a bone-deep terror as if Cthulhu had erupted from the podium, the fear of the impossibly unnatural phenomenon that has invaded your conference.

Yes, a group which can't tolerate disagreement is not rational.  But if you tolerate only disagreement—if you tolerate disagreement but not agreement—then you also are not rational.  You're only willing to hear some honest thoughts, but not others.  You are a dangerous half-a-rationalist.

We are as uncomfortable together as flying-saucer cult members are uncomfortable apart.  That can't be right either.  Reversed stupidity is not intelligence.

Let's say we have two groups of soldiers.  In group 1, the privates are ignorant of tactics and strategy; only the sergeants know anything about tactics and only the officers know anything about strategy.  In group 2, everyone at all levels knows all about tactics and strategy.

Should we expect group 1 to defeat group 2, because group 1 will follow orders, while everyone in group 2 comes up with better ideas than whatever orders they were given?

In this case I have to question how much group 2 really understands about military theory, because it is an elementary proposition that an uncoordinated mob gets slaughtered.

Doing worse with more knowledge means you are doing something very wrong.  You should always be able to at least implement the same strategy you would use if you are ignorant, and preferably do better.  You definitely should not do worse.  If you find yourself regretting your "rationality" then you should reconsider what is rational.

On the other hand, if you are only half-a-rationalist, you can easily do worse with more knowledge.  I recall a lovely experiment which showed that politically opinionated students with more knowledge of the issues reacted less to incongruent evidence, because they had more ammunition with which to counter-argue only incongruent evidence.

We would seem to be stuck in an awful valley of partial rationality where we end up more poorly coordinated than religious fundamentalists, able to put forth less effort than flying-saucer cultists.  True, what little effort we do manage to put forth may be better-targeted at helping people rather than the reverse—but that is not an acceptable excuse.

If I were setting forth to systematically train rationalists, there would be lessons on how to disagree and lessons on how to agree, lessons intended to make the trainee more comfortable with dissent, and lessons intended to make them more comfortable with conformity.  One day everyone shows up dressed differently, another day they all show up in uniform.  You've got to cover both sides, or you're only half a rationalist.

Can you imagine training prospective rationalists to wear a uniform and march in lockstep, and practice sessions where they agree with each other and applaud everything a speaker on a podium says?  It sounds like unspeakable horror, doesn't it, like the whole thing has admitted outright to being an evil cult?  But why is it not okay to practice that, while it is okay to practice disagreeing with everyone else in the crowd?  Are you never going to have to agree with the majority?

Our culture puts all the emphasis on heroic disagreement and heroic defiance, and none on heroic agreement or heroic group consensus.  We signal our superior intelligence and our membership in the nonconformist community by inventing clever objections to others' arguments.  Perhaps that is why the atheist/libertarian/technophile/sf-fan/Silicon-Valley/programmer/early-adopter crowd stays marginalized, losing battles with less nonconformist factions in larger society.  No, we're not losing because we're so superior, we're losing because our exclusively individualist traditions sabotage our ability to cooperate.

The other major component that I think sabotages group efforts in the atheist/libertarian/technophile/etcetera community, is being ashamed of strong feelings.  We still have the Spock archetype of rationality stuck in our heads, rationality as dispassion.  Or perhaps a related mistake, rationality as cynicism—trying to signal your superior world-weary sophistication by showing that you care less than others.  Being careful to ostentatiously, publicly look down on those so naive as to show they care strongly about anything.

Wouldn't it make you feel uncomfortable if the speaker at the podium said that he cared so strongly about, say, fighting aging, that he would willingly die for the cause?

But it is nowhere written in either probability theory or decision theory that a rationalist should not care.  I've looked over those equations and, really, it's not in there.

The best informal definition I've ever heard of rationality is "That which can be destroyed by the truth should be."  We should aspire to feel the emotions that fit the facts, not aspire to feel no emotion.  If an emotion can be destroyed by truth, we should relinquish it.  But if a cause is worth striving for, then let us by all means feel fully its importance.

Some things are worth dying for.  Yes, really!  And if we can't get comfortable with admitting it and hearing others say it, then we're going to have trouble caring enough—as well as coordinating enough—to put some effort into group projects.  You've got to teach both sides of it, "That which can be destroyed by the truth should be," and "That which the truth nourishes should thrive."

I've heard it argued that the taboo against emotional language in, say, science papers, is an important part of letting the facts fight it out without distraction.  That doesn't mean the taboo should apply everywhere.  I think that there are parts of life where we should learn to applaud strong emotional language, eloquence, and poetry.  When there's something that needs doing, poetic appeals help get it done, and, therefore, are themselves to be applauded.

We need to keep our efforts to expose counterproductive causes and unjustified appeals, from stomping on tasks that genuinely need doing.  You need both sides of it—the willingness to turn away from counterproductive causes, and the willingness to praise productive ones; the strength to be unswayed by ungrounded appeals, and the strength to be swayed by grounded ones.

I think the synagogue at their annual appeal had it right, really.  They weren't going down row by row and putting individuals on the spot, staring at them and saying, "How much will you donate, Mr. Schwartz?"  People simply announced their pledges—not with grand drama and pride, just simple announcements—and that encouraged others to do the same.  Those who had nothing to give, stayed silent; those who had objections, chose some later or earlier time to voice them.  That's probably about the way things should be in a sane human community—taking into account that people often have trouble getting as motivated as they wish they were, and can be helped by social encouragement to overcome this weakness of will.

But even if you disagree with that part, then let us say that both supporting and countersupporting opinions should have been publicly voiced.  Supporters being faced by an apparently solid wall of objections and disagreements—even if it resulted from their own uncomfortable self-censorship—is not group rationality.  It is the mere mirror image of what Dark Side groups do to keep their followers.  Reversed stupidity is not intelligence.

In this community, agreeing with a poster such as yourself signals me as sycophantic and weak-minded; disagreement signals my independence and courage.  There's also a sense that "there are leaders and followers in this world, and obviously just getting behind the program is no task for so great a mind as mine".

However, that's not the only reason I might hesitate to post my agreement; I might prefer only to post when I have something to add, which would more usually be disagreement. Since I don't only vote up things I agree with, perhaps I should start hacking on the feature that allows you to say "6 members marked their broad agreement with this point (click for list of members)".

However, that's not the only reason I might hesitate to post my agreement; I might prefer only to post when I have something to add, which would more usually be disagreement. Since I don't only vote up things I agree with, perhaps I should start hacking on the feature that allows you to say "6 members marked their broad agreement with this point (click for list of members)".

This is a good point, but I think there's a ready solution to that.  Agreement and disagreement, by themselves, are rather superficial.  Arguments, on the other hand, rationalists have more respect for.  When you agree with someone, it seems that you don't have the burden to formulate an argument because, implicitly, you're referring to the first person's argument.  But when you disagree with someone, you do have the burden of formulating a counterargument.  So I think this is why rationalists tend to have more respect for disagreement than agreement, because disagreement requires an argument, whereas agreement doesn't need to.

But on reflection, this arrangement is fallacious.  Why shouldn't agreement also require an argument?  I think it may seem to add to the strength of an argument if multiple people agree that it is sound, but I don't think it does in reality.  If multiple people develop the same argument independently, then the argument might be somewhat stronger; but clearly this isn't the kind of agreement we're talking about here.  If I make an argument, you read my argument, and then you agree that my argument is sound, you haven't developed the same argument independently... (read more)

If they post just a "Amazing post, as usual Eliezer" without further informative contribution, then I too get this mild sense of "sucking up" going on.

Actually, this whole blog (as well as Overcoming Bias) does have this subtle aura of "Eliezer is the rationality God that we should all worship". I don't blame EY for this; more probably, people are just naturally (evolutionarily?) inclined to religious behaviour, and if you hang around LW and OB, then you might project towards the person who acts like the alpha-male of the pack. In fact, it might not even need to have any religious undertones to it. It could just be "alpha-male mammalian evolution society" stuff.

Eliezer is a very smart person. Certainly much smarter than me. But so is Robin Hanson. (I won't get into which one is "smarter", as they are both at least two levels above me) and I feel he is often-- "under-appreciated" perhaps is the closest word?-- perhaps because he doesn't posts as often, but perhaps also because people tend to "me too" Eliezer a lot more often than they "me too" Robin (but again this might be because EY posts much more frequently than RH).

It's simpler than that: 1) Eliezer expresses certainty more often than Robin, and 2) he self-discloses to a greater degree.  The combination of the two induces tendency to identification and aspiration.  (The evolutionary reasons for this are left as an exercise for the reader.)

Please note that this isn't a denigration -- I do exactly the same things in my own writing, and I also identify with and admire Eliezer.  Just knowing what causes it doesn't make the effect go away.

(To a certain extent, it's just audience-selection -- expressing your opinions and personality clearly will make people who agree/like what they hear become followers, those who disagree/dislike become trolls, and those who don't care one way or the other just go away altogether.  NOT expressing these things clearly, on the other hand, produces less emotion either way.  I love the information I get from Robin's posts, but they don't cause me to feel the same degree of personal connection to their author.)

The nice thing about karma/voting sites like this one is that they provide an efficient and socially acceptable mechanism for signaling agreement: just hit the upmod button.  Nobody wants to read or listen to page after page of "me too"; forcing people to tolerate this would be bad enough to negate the advantage of making agreement visible.  Voting accomplishes the same visibility without the irritating side-effects.

There's a bit of noise, as I sometimes vote up someone I disagree with if they raise an interesting point, and I very, very rarely vote someone down just because I disagree with them.

This "bit of noise" becomes significant on sites with a small number of subscribers, as a +/-2 vote is a "big deal".

I must admit, I think I do find myself going into Vulcan mode when posting on LW. I find myself censoring very simple social cues -- expressions of gratitude, agreement, emotion -- because I imagine them being taken for noise. I think I'm going to make an effort to snap myself out of this.

Same here. It's very natural for me to thank people when they say or do something awesome, to encourage promising newbies, and to express my agreement when I do agree, but I got the impression that such things are generally frowned upon here, so I found myself suppressing them.

Actually, I didn't mind that much -- the power of ideas discussed here way outweighs these social inconveniences, and I can easily live with that. But personally, I would prefer to be able to express my agreement and gratitude without spending too much calories on worrying about my tribal status.

(Of course we'll need to keep the signal/noise ratio in check, but I'll post my ideas on that in a separate comment).

For example, in a community where I have influence, I expect demonstrating explicit support to push community norms towards explicit support, and demonstrating criticism to push norms towards criticism. 

This creates the admittedly frustrating situation where, if a community is too critical and insufficiently supportive, it is counterproductive for me to criticize that. That just models criticism, which gets me more criticism; the more compelling and powerful my criticism, the more criticism I'll get in return.

If  a community is too critical and insufficiently supportive, I do better to model agreement as visibly and as consistently as I can, and to avoid modeling criticism. For example, to criticize people privately and support them publicly.

If a community is too critical and insufficiently supportive, I do well to be actively on the lookout for others' supportive contributions and to reward them (for example: by praising them, by calling other people's attention to them, and/or by paying attention to them myself). I similarly do well to withhold those rewards from critical contributions.

Heh, it seems like this post has primed me for agreement, and I upvoted a lot more comments than I usually do. And it looks like many others did this as well -- look at the upvote counts! I was reading and voting with Kibitzer on, and was surprised to see the numbers.

(Have I just lowered my status by signaling that I'm susceptible to priming?)

Nah, you've raised it, by signaling that you're honest.  At least, that's how it would work among true rationalists (as opposed to anti-irrationalists).  ;-)

This article seems to model rational discourse as a cybernetic system made of two opposite actions that need to be balanced:

Agreement and disagreement are not basic elements of a statement about base reality, they're contextual facts about the relation of your belief to others' beliefs. Is "the sky is blue" agreement or dissent? Depends on what other people are saying. If they're saying it's blue, it's agreement. If they're saying it's green, it's dissent. Someone might disagree with someone by supporting an action, or agree with a criticism of what was previously a shared story. When you have a specific belief about the world, that belief is not made of disagreement or agreement with others, it's made of constrained conditional anticipations about your observations.

This error seems likely related to using a synagogue fundraiser as the central case of a shared commitment of resources, rather than something like an assurance contract! There's a very obvious antirational motive for synagogue fundraisers not to welcome criticism - God is made up, and a community organized around the things its members would genuinely like to... (read more)

Many points that are both new and good.  Like prase, and like a selection of other fine LW-ers with whom I hope to be agreeing soon, I think your post is awesome :)

One root of the agreement/disagreement asymmetry is perhaps that many of us aspiring rationalists are intellectual show-offs, and we want our points to show everyone how smart we are.  Status feels zero-sum, as though one gains smart-points from poking holes in others' claims and loses smart-points from affirming others' good ideas.  Maybe we should brainstorm some schemas for expressing agreement while adding intellectual content and showing our own smarts, like "I think your point on slide 14 is awesome.  And I bet it can be extended to new context __", or "I love the analogy you made on page 5; now that I read it, I see how to take my own research farther..."

Related: maybe we feel self-conscious about speaking if we don't have anything "new" to add to the conversation, and we don't notice "I, too, agree" as something new.  One approach here would be to voice, not just agreement, but the analysis that's going into each individual's agreement, e.g. "I agree; that sounds just ... (read more)

In American culture, when you give money to a charity, you aren't supposed to tell people.  Christian doctrine frowns heavily on that, and we are all partly indoctrinated with that doctrine.  That's why no one sent their "yes" response to the list.

You just wrote a post with 22 web links, and 19 of them were to your own writings.  I think that says more about why we can't cooperate than anything else in the post.

Far from being a negative aspect of the post, the self-linking is a key element of Eliezer's effort to build a common vocabulary for rationalists.  I've personally found them extremely helpful for reminding myself of the context of the words, when I've forgotten.  They're basically footnotes.

How can we cooperate if we don't even speak the same language?

I link to myself because I know what I have written.

First let me say that I do not think that attacks are by their very nature impermissible, and if you do, how dare you put "witty" in scare quotes?  That's just flat-out unkind.

Anyway, it's a little hard for me to defend my comments of two years ago against attack, because I no longer remember what prompted me to make them.  I will do my best to reconstruct my mental state leading up to the comment I made.

I don't think I was necessarily on PhilGoetz's side when I read his comment.  I think I agreed, and still agree, with Technologos.  But when I read the Wise Master's response to it, it didn't sit right with me.  It read like an attempt to fight back against attack with anything that came to hand, rather than an attempt to seek truth.  Surely, I must have felt, if the Wise Master were thinking clearly, he would see that unfamiliarity with the works of others is not an excuse, but in fact the entire problem.  I feel that I wanted to communicate this insight.  I chose the form that I did probably because it was the first one that came to mind.  I hang out on some pretty rough and tumble internet forums, described by one disgruntled former poster as "geek bevis[sic] and ... (read more)

“If I agree, why should I bother saying it? Doesn’t my silence signal agreement enough?”

That’s been my non-verbal reasoning for years now! Not just here: everywhere. People have been telling me, with various degrees of success, that I never even speak except to argue. To those who have been successful in getting through to me, I would respond with, “Maybe it sounds like I’m arguing, but you’re WRONG. I’m not arguing!”

Until I read this post, I wasn’t even aware that I was doing it. Yikes!

I don't know if you have succeeded in becoming a full rationalist, but I know I haven't!  I keep being surprised / appalled / amused at my own behavior.  Intelligence is way overrated!  Rationalism is my goal, but I'm built on evolved wet ware that is often in control.  Sometimes my conscious, chooses-to-be-rationalist mind is found to be in the kiddy seat with the toy steering wheel.

I haven't been publicly talking about my contributions to the Singularity Institute and others fighting to save us from ourselves.  Part of that originates in my father's attitude that it is improper to brag.  

I now publicly announce that I have donated at least $11,000 to the Singularity Institute and its projects over the last year.  I spend ~25 hours per week on saving humanity from Homo Sapiens.  

I say that to invite others to JOIN IN.  Give humanity a BIG term in your utility function.  Extinction is Forever.  Extinction is for ... us?

Thank you, Eliezer!  Once again, you've shown me a blind spot, a bias, an area where I can now be less wrong than I was.

With respect and high regard,
Rick Schwall, Ph.D.
Saving Humanity from Homo Sapiens™ :-|

I suggest trying to determine your true confidence on each statement you write, and use the appropriate language to convey the amount of uncertainty you have about its truth.

If you receive feedback that indicates that your confidence (or apparent confidence) is calibrated too high or too low, then adjust your calibration. Don't just issue a blanket disclaimer like "All of that is IN MY OPINION."

In hindsight, the problem with your fundraiser was obvious. There were two communications channels: one private channel for people who contributed, and one channel for everyone else. Very few people will post a second message after they've already posted one, so the existence of the private channel prevented contributors from posting on the mailing list. Removing all the contributors from the public channel left only nay-sayers and an environment that favored further nay-saying. The fix would be to merge the two channels: publish the messages received from contributors, unless they request otherwise.

I agree with everything you said in your talk, and I think you're brilliant.

I've noticed that I am often hesitant to publicly agree with comments and posts here on LessWrong because often agreement will be seen as spam. While upvotes do count as something, it is far easier to post a disagreement than to invent an excuse to post something that mostly agrees. This can be habit forming.

Comparing say Less Wrong with a Mensa online discussion group I've noticed that my probaility of disagreement is far lower with the self identified rationalists than with the self and test identified generic smart people. The levels of Dark Side Argument are almost incomparable. I have begun disengaging from Dark debates wherever convenient purely to form better habits at agreement.

In fact, agreement is a sort of spam - it consumes space and usually doesn't bring new thoughts. When I imagine a typical conference where the participants are constantly running out of time, visualising the 5-minute question interval consumed by praise to the speaker helps me a lot in rationalising why the disagreement culture is necessary. Not that it would be the real reason why I would flee screaming out of the room, I would probably do even if the time wasn't a problem. 

When I read the debates at e.g. daylightatheism.org I am often disgusted by how much agreement there is (and it is definitely not a Dark Side blog). So I think I am strongly immersed in the disagreement culture. But, all cultural prejudices aside, I will probably always find a discussion consisting of "you are brilliant" type statements extraordinarily boring.

It doesn't have to bring new thoughts to serve a purpose.  A chorus of agreement is an emotional amplifier.

I'm going to agree with the people saying that agreement often has little to no useful information content (the irony is acknowledged). Note, for instance, that content-free "Me too!" posts have been socially contraindicated on the internet since time immemorial, and content-free disagreement is also generally verboten. This also explains the conference example, I expect. Significantly, if this is actually the root of the issue, we don't want to fight it. Informational content is a good thing. However, we may need to find ways to counteract the negative effects.

Personally, having been somewhat aware of this phenomenon, when I've agreed with what someone said I sometimes try to contribute something positive; a possible elaboration on one of their points, a clarification of an off-hand example if it's something I know well, an attempt to extend their argument to other territory, &c.

In cases like the fundraising one, where the problem is more individual misperception of group trends, we probably want something like an anonymous poll--i.e., "Eliezer needs your help to fund his new organization to encourage artistic expression from rationalists. Would you donate money to this cause?", with a poll and a link to a donation page. I would expect you'd actually get a slightly higher percentage voting "yes" than actually donating, though I don't know if that would be a problem. You'd still get the same 90% negative responses, but people would also see that maybe 60% said they would donate.

"A slightly higher percentage"? More like: no correlation.

I recall that McDonalds were badly burned by "would you X". Would people buy salads? oh god yes, they'd love an opportunity to eat out and stick to their diets. Did they buy salads, once McDonalds had added them? Nope.

Similarly I recall that last US election the Ron Paul Blimp campaign was able to get a lot more chartable pledges than real-world money, and pretty quickly died from underfunding.

I've worked for a number of non profits and in analysis of our direct mailings, we would get a better response from a mailing that included one of two things

This is one of the reasons that some types of nonprofits choose to create levels of giving; my guess is that it is gaming these common level of giving ideas by creating artificial norms of participation. Note You can base your levels on actual evidence and not just round numbers! (plus inflation, right?)

We also generally found that people respond well to the idea of a matching donation (which is rational since your gift is now worth more).

I do believe that anonymous fund raising removes information about community participation that is very valuable to potential donors. Part of making a donation is responding the signal that you are not the only one sending a check to a hopeless office somewhere.

Anonymous polls might be a good idea, but especially among rational types, you might want the individual testimony: you get to see some of the reasoning!

I think the synagogue in the story picked up on these ideas and used them effectively. But the nice thing about raising money through direct mailing and the internet is that you can run experiments!

To be honest, I suspect a lot of those folks, and I include myself here, were anti-collectivists first.

In my own mind, the emotive rule "I might follow, but I must never obey" is built over a long childhood war and an eventual hard-fought and somewhat Pyrrhic victory. I know it's reversed stupidity, but it's hard to let go.

What good rationalist techniques are there for changing such things?

Ask "what's bad about obeying?"  Imagine a specific concrete instance of obeying, and then carefully observe your automatic, unconscious response.  What bad thing do you expect is going to happen?

Most likely, you will get a response that says something about who you are as a person: your social image, like, "then I'll be weak".  You can then ask how you learned that obeying makes someone weak...  which may be an experience like your peers teasing you (or someone else) for obeying.  You can then rationally examine that experience and determine whether you still think you have valid evidence for reaching that conclusion about obedience.

Please note, however, that you cannot kill an emotional decision like this without actually examining your own evidence for the proposition, as well as against it.  The mere knowledge that your rule is irrational is not sufficient to modify it.  You need to access (and re-assess) the actual memor(ies) the rule is based on.

Recognizing that "I might follow, but I must never obey"  is an emotional rule is already a good first step, much better than trying to rationalize it.

I've recognized that same pattern in myself - a bad feeling in response to the idea of following / obeying even when it's an objectively good idea to do so. I imagined an "asshole with a time machine" who would follow me around, observe what I did (buy a ham sandwitch for lunch, enter a book store...), go back in time a few seconds before my decision and order me to do it.

Once I realized I was much more angry against this hypothetical asshole than it was reasonable to, I tried getting rid of that anger. I guess I succeeded (the idea doesn't bug me as much), but I don't know if it means I won't have any more psychological resistance to obeying. I am probably still pretty biased towards individualism / giving more value to my opinion just because it's my own, but I'd like to find ways to get rid of that..

Wait a second, now we're using Jews trying to run a synagogue as an example of a group who cooperate and don't always disagree with each other for the sake of disagreeing? Your synagogue must have been very different from mine. You never heard the old "Ten Jews, ten opinions - or  twenty if they're Reform" joke? Or the desert island joke?

I also agree with everyone. In particular, I agree with Cameron and Prase that it's tough to just say "I agree". I agree with ciphergoth that I worry that I'm sucking up to you too much. I agree with Anna Salamon that we tend to be intellectual show-offs. I agree with Julian that many of us probably started off with a contrarian streak and then became rationalists. I agree with Jacob Lyles that there's a strong game theory element here - I lose big if rationalists don't cooperate, I win a little if we all cooperate under Eliezer's benevolent leadership, but to a certain way of thinking I win even more if we all cooperate under my benevolent leadership and there's no universally convincing proof that cooperating under someone else is always the highest utility option. And I agree with practically everything in the main post.

One thing I don't agree with: being ashamed of strong feelings isn't a specifically rationalist problem. It's a broader problem with upper/middle class society. Possibly more on this later.

I personally see public disagreements as a way to refine the intent of the person under the spotlight rather than a social display of individualism. When I disagree with someone it is not for the sake of disagreeing but rather to refine what I may think is a good idea that has a few weak points. I do this to those I respect and agree with because I hope that others will do this to me.

I think the broader question here is not whether we should encourage widespread agreement in order to create cohesion - but rather if we can ensure that the tenets we collecti... (read more)

On 'What Do We Mean By "Rationality"?' when you said "If that seems like a perfectly good definition, you can stop reading here; otherwise continue." - I took your word for it and stopped reading. But apparently comments aren't enabled there.

You have significantly altered my views on morality (Views which I put a GREAT deal of mental and emotional effort into.) I suspect I am not alone in this. 

I think there's a fine line between tolerating the appearance of a fanboy culture, and becoming a fanboy culture. The next rationalist pop star ... (read more)

"[A] survey of 186 societies found, belief in a moralising God is indeed correlated with measures of group cohesion and size." - God as Cosmic CCTV, Dan Jones

I'm not sure if this was at work in your fundraiser, but I know I tend to see exhortations from others that I give to charitable causes/nonprofits as attempts at guilt tripping.  (I react the same way when I'm instructed to vote, or brush my teeth twice a day, or anything else that sounds less like new information and more like a self-righteous command.)  For this reason, I try to keep quiet when I'm tempted to encourage others to give to my pet charity/donate blood/whatever, for fear that I'll inspire the opposite reaction and hurt my goal.  I don't always succeed, but that's an explanation other than a culture of disagreement for why some people might not have contributed to the discussion from a pro-giving position.

This may be why very smart folks often find themselves unable to commit to an actual view on disputed topics, despite being better informed than most of those who do take sides.  When attending to informed debates, we hear a chorus of disagreement, but very little overt agreement.  And we are wired to conduct a head count of proponents and opponents before deciding whether an idea is credible.  Someone who can see the flaws in the popular arguments, and who sees lots of unpopular expert ideas but few ideas that informed people agree on, may giv... (read more)

There is no guarantee of a benevolent world, Eliezer. There is no guarantee that what is true is also beneficial. There is no guarantee that what is beneficial for an individual is also beneficial for a group. 

You conflate many things here. You conflate what is true with what is right and what is beneficial. You assume that these sets are identical, or at least largely overlapping. However, unless a galactic overlord designed the universe to please homo sapien rationalists, I don't see any compelling rational reason to believe this to be the case. 

I one-box on Newcomb's Problem, cooperate in the Prisoner's Dilemma against a similar decision system, and even if neither of these were the case: life is iterated and it is not hard to think of enforcement mechanisms, and human utility functions have terms in them for other humans.  You conflate rationality with selfishness, assume rationalists cannot build group coordination mechanisms, and toss in a bit of group selection to boot.  These and the referenced links complete my disagreement.

I completely agree with this post. It's heartwarmingly and mindnumbingly agreeable, I would like to praise it and applaud it forever and ever. On a more serious note, personally it feels like not contributing anything into the conversation if you're just agreeing. Like for an example if I read a 100 posts in here, I don't feel compelled to add a comment which says just "I agree." to each of them because it feels like it doesn't add to the substance of the issue. - So I'm totally doing what the post predicts.

I have really read a hundred or so post... (read more)

On the other hand, if you are only half-a-rationalist, you can easily do worse with more knowledge.  I recall a lovely experiment which showed that politically opinionated students with more knowledge of the issues reacted less to incongruent evidence, because they had more ammunition with which to counter-argue only incongruent evidence.

What exactly is the problem with this? The more knowledge I have, the smaller a weighting I place on any new piece of data. 

You're awesome, Eli.  I love the mix of rationality and emotion here.  Emotion is a powerful tool for motivating people.  We of the Light Side are rightfully uncomfortable with its power to manipulate, but that doesn't mean we have to abandon it completely.

I recently suggested a rationality "cult" where the group affirmation and belonging exercise is to circle up and have each person in turn say something they disagree with about the tenets of the group.  Then everyone cheers and applauds, giving positive feedback.  But now I see that this is goi... (read more)

I think there's an interesting moral of the anecdote, but I'm not sure it's the one you expressed. 

My conclusion is: rationalists who desire to discard the burdensome yoke of their cultural traditions, linked inextricably as they are to religion, will have to relearn an entirely new set of cultural traditions from scratch. For example, they will need to learn a new mechanism design that allows them to cooperate in donating money to cause that is accepted as being worthwhile (I think the "ask for money and then wait for people to call out contributions" scheme is damned brilliant). 

As the old joke says:  What do you mean 'we', white man?

The real reason ostensibly smart people can't seem to cooperate is that most of them have no experience with reaching actual conclusions.  We train people to make whatever position they espouse look good, not to choose positions well.

Perhaps a way to have comments of agreement that can also work as signalling your own smarts would be to say that you agree, and that the best part/most persuasive part/most useful part is X while providing reasons why. 

Isnt the secret power of Rationality that it can stand up to review? Religious cults are able to demand extreme loyalty because the people are not presented alternatives and are not able to question the view they are handed. One of our strengths seems to be in discernment and argumentation which naturally leads to fractious in-fighting. What would we call "withholding criticism for the Greater Good"?

"But if you tolerate only disagreement - if you tolerate disagreement but not agreement - then you also are not rational.  You're only willing to hear some honest thoughts, but not others.  You are a dangerous half-a-rationalist."

To point in the rough direction of an empirical cluster in personspace.  If you understood the phrase "empirical cluster in personspace" then you know who I'm talking about.

If someone understands the phrase "empirical cluster in personspace," they probably are who you're talking about. =)

This is very interesting; I have usually refrained from replying because I could not think of anything to say that wasn't trivial. Will take care to voice agreement in th future where applicable.

But none of those donors posted their agreement to the mailing list.  Not one.

Couldn't you just ask contributors for the right to make their donations public?

Then clearly your  fund-raising drive would have benefited from a mechanism for publicizing and externalizing support. 

Charitable organizations commonly use a variety of such methods. The example you gave is just one. If correctly designed the  mechanisms  do not cause  support to be swamped by criticism, and they can operate  without suppressing  any free thought or speech.

E.g. publishing (with their agreement) the  names of donors, the amounts, and endorsements; using that information to solicit from other donors; getting endorsements from  respected peo... (read more)

Way to go Eliezer, you have my full support! And another great posting, btw!

To some extent, this was discussed in "The Starfish and the Spider", which is about "leaderless groups". The book praises the power of decentralized, individualistic cultures (that you describe as "Light Side"). However, it admits that they're slower and less-well coordinated than hierarchical organizations (like the military, or some corporations).

You've outlined some of the benefits (recruitment, coordinated action) of encouraging public agreement and identifying with the group. You've also outlined some of the dangers (plur... (read more)

I have been thinking about this subject for a while because I saw the same type of culture of disagreement prevent a group I was a member of from doing anything worthwhile. The problem is very interesting to me because I come from the opposite side of the spectrum being heavily collectivist. I take pleasure in conforming to a group opinion and being a follower but I also have nurtured a growing rationalist position for the last few years. So despite my love of being a follower I often find myself aspiring to a leadership position in order to weld my favore... (read more)

"Those who had nothing to give, stayed silent; those who had objections, chose some later or earlier time to voice them.  That's probably about the way things should be in a sane human community"

Personally I think that you were speaking to the wrong crowd when trying to fund raise. Or perhaps I should say too wide a crowd.  Like trying to fundraise for tokamak fusion in a mailing list where people are interested in fusion in the generality. People who don't believe that tokamaks will ever be stable/usable are duty bound to try and convince the ot... (read more)

There's an easy and obvious coordination mechanism for rationalists, which is just to say they're building X from science fiction book Y, and then people will back them to the hilt, as long as their reputation and track record for building things without hurting people is solid. Celebrated Book Y is trusted to explain the upsides and downsides of thing X, and people are trusted to have read the book and have the Right Opinions about all the tradeoffs and choices that come with thing X. 

So really, it all comes down to the thing that actually powers the... (read more)

I have a modest amount of pair programming/swarming experience, and there are some lessons I have learned from studying those techniques that seem relevant here:

I agree. I don't often say I agree for efficiency. You've made the point more eloquently than I could and my few sentences in support of you would probably strengthen your point socially, but it wouldn't improve the argument in some logical sense.

I love signaling agreement when I can do it and be just as eloquent as the writing I'm agreeing with. Famous authors put a lot of work into the blurbs they write recommending their friend's books. And that work shows. "X is a great summertime romp, full of adventure!" sure is a glowing recommendation, but it's not... (read more)

Our culture puts all the emphasis on heroic disagreement and heroic defiance, and none on heroic agreement or heroic group consensus.

There's a lot more of this in anime, I feel. A lot of characters end up trusting someone from the bottom of their hearts, agreeing to follow their vision to the end, and you see whole group of good guys that are wholeheartedly committed and united to the same idea. Even main characters often show this trait toward others.

"Yes, a group which can't tolerate disagreement is not rational.  But if you tolerate only disagreement—if you tolerate disagreement but not agreement—then you also are not rational". Well, agreement may just be perceived default. If I sit at a talk and find nothing to say about (and, mind you, that happens R. A. R. E. L. Y) it means either that I totally agree or that it is so wrong I don't know where to begin.

Also, your attitude on "we are not to win arguments, we are to win", your explicit rejection of rhetorics (up to the ... (read more)

Wow. I don't identify as a cynic or spock, but of the many articles I have read on Less Wrong since I discovered it yesterday, this one is perhaps the most perspective changing. 

It makes me happy that those traits you list as what rationalists are usually thought of ----disagreeable, unemotional, cynacal, loners---are unfamiliar. The rationalists I have grown up in the past few years reading this site are both optimistic and caring, along with many other qualities.

I'm new to this site and I was compelled to sign up immediately.  

There's not much to add here, but that I hope people appreciate the significance of not shutting off all emotions, much like you argue in this post. 

Those who suspect me of advocating my unconventional moral position to signal my edgy innovativeness or my nonconformity should consider that I have held the position since 1992, but only since 2007 have I posted about it or discussed it with anyone but a handful of friends.

People are also unwilling to express agreement because they know, and fear, group consensus and the pressure to fit in.  Those usually lead to groupspeak and groupthink.

Given that one of the primary messages of the local Powers That Be is that other people's evaluations should be a factor in your own - that other people's conclusions should be considered as evidence when you try to conclude - and that's incompatible with effective rationality, as well as the techniques needed to prevent self-reinforcing mob consensus.

Not only the culture of disagreement takes place. When I see "+1", I think what a mind processes do that: commenter needs some attention but have nothing to say? And so when I want to post "+1", I do not do that, for someone didn't think the same about me. Usually I'm trying to make some complement to original post, or little correction to it with clear approval of the rest. Something not important and, at the same time, not just "+1".

There is a way to solve this problem, but it dangerous. Rationalist can watch discussion clos... (read more)

I wonder if one person can have a big effect on this sort of thing.

For example, I've known charity organizers to publish the number of donors and the total money donated every few days.  Even without identifying donors, that does a lot to make people feel less alone.

An alternate explanation:  I've noticed a trend where rationalists seem more likely to criticize ideas in general.  Perhaps a key experience that needs to happen before some people choose to undergo the rigors of becoming a rationalist is a "waking up" after some trauma that makes them err on the side of being paranoid.  I have observed that most people without a "wake up" trauma prefer to simply retain optimism bias and tend to conserve thinking resources for other uses.  Someone who thinks as much as you do probably does not feel a ne... (read more)

organizing atheists has been compared to herding cats, because they tend to think independently and will not conform to authority - The God Delusion

Maybe - but they seem to work together well enough - if you pay them.

Rather than ourselves making the drastic cultural changes that Eli talks about, perhaps it would be more efficient to piggyback on to another movement which is further down that path of culture change, so long as that movement isn't irrational.  See this URL:

Check out the rest of the web site if you have time, or better yet, buy and read the book the web site is promoting.  As you can see from the URL above, cooperation is an important value in the group.

I have been observing the spiritual practices promoted by ... (read more)

Hrm, overall makes sense. But now, HOW do you suggest, for something here, an online forum, actually doing that sort of thing in the general case without it translating to a whole bunch of people going, effectively, "me too"?

I do remember when for a certain unnamed organization you started the "donate today and tomorrow" drive (or whatever you called it, something to that effect), I did post to a certain mailing list my thoughts that both led me to donate and what I was thinking in response to that sort of appeal, etc etc.

In the pursuit of truth it is rational to argue and, at first glance, irrational to agree. The culling of truth proceeds by "leaving be" the material that is correct  and modifying (arguing with) the part that is not.  (While slightly tangential, it is good to recall that the scientific method can only argue with a hypothesis; never confirm it.)

At a conference where there is a dialogue it is a waste of time to agree, as a lack of argument is already implicit agreement. After the conference, however, the culling of truth further progresses by assi... (read more)

I'm a beginner that thinks meta-discussions are fun..

Eliezer is asking about whether we should tolerate tolerance. Let's suppose -- for the sake of argument -- that we do not tolerate tolerance.  If X is intolerable, then the tolerance of X is intolerable. 

So if Y tolerates X, then Y is intolerable. And so on.

Thus, if we accept that we cannot tolerate toleration, then also we cannot tolerate toleration of tolerance, and also we cannot tolerate toleration of toleration of tolerance.

I would think of tolerance as a relationship between X and Y in which Y acquires the intolerability of X.

I think that there are parts of life where we should learn to applaud strong emotional language, eloquence, and poetry. When there's something that needs doing, poetic appeals help get it done, and, therefore, are themselves to be applauded.

That may be, but I generally find YOUR poetic appeals to make me throw up in my mouth. I read my mother your bit about how amazing it was that love was born out of the cruelty of natural selection, and even she thought it was sappy.

I don't see how individualism can beat out collectivism as long as groups = more power.  for individualism to work each person would have to wield equal power to any group.



Tolerate Tolerance

One of the likely characteristics of someone who sets out to be a "rationalist" is a lower-than-usual tolerance for flaws in reasoning.  This doesn't strictly follow.  You could end up, say, rejecting your religion, just because you spotted more or deeper flaws in the reasoning, not because you were, by your nature, more annoyed at a flaw of fixed size.  But realistically speaking, a lot of us probably have our level of "annoyance at all these flaws we're spotting" set a bit higher than average.

That's why it's so important for us to tolerate others' tolerance if we want to get anything done together.

For me, the poster case of tolerance I need to tolerate is Ben Goertzel, who among other things runs an annual AI conference, and who has something nice to say about everyone.  Ben even complimented the ideas of M*nt*f*x, the most legendary of all AI crackpots.  (M*nt*f*x apparently started adding a link to Ben's compliment in his email signatures, presumably because it was the only compliment he'd ever gotten from a bona fide AI academic.)  (Please do not pronounce his True Name correctly or he will be summoned here.)

But I've come to understand that this is one of Ben's strengths—that he's nice to lots of people that others might ignore, including, say, me—and every now and then this pays off for him.

And if I subtract points off Ben's reputation for finding something nice to say about people and projects that I think are hopeless—even M*nt*f*x—then what I'm doing is insisting that Ben dislike everyone I dislike before I can work with him.

Is that a realistic standard?  Especially if different people are annoyed in different amounts by different things?

But it's hard to remember that when Ben is being nice to so many idiots.

Cooperation is unstable, in both game theory and evolutionary biology, without some kind of punishment for defection.  So it's one thing to subtract points off someone's reputation for mistakes they make themselves, directly.  But if you also look askance at someone for refusing to castigate a person or idea, then that is punishment of non-punishers, a far more dangerous idiom that can lock an equilibrium in place even if it's harmful to everyone involved.

The danger of punishing nonpunishers is something I remind myself of, say, every time Robin Hanson points out a flaw in some academic trope and yet modestly confesses he could be wrong (and he's not wrong).  Or every time I see Michael Vassar still considering the potential of someone who I wrote off as hopeless within 30 seconds of being introduced to them.  I have to remind myself, "Tolerate tolerance!  Don't demand that your allies be equally extreme in their negative judgments of everything you dislike!"

By my nature, I do get annoyed when someone else seems to be giving too much credit.  I don't know if everyone's like that, but I suspect that at least some of my fellow aspiring rationalists are.  I wouldn't be surprised to find it a human universal; it does have an obvious evolutionary rationale—one which would make it a very unpleasant and dangerous adaptation.

I am not generally a fan of "tolerance".  I certainly don't believe in being "intolerant of intolerance", as some inconsistently hold.  But I shall go on trying to tolerate people who are more tolerant than I am, and judge them only for their own un-borrowed mistakes.

Oh, and it goes without saying that if the people of Group X are staring at you demandingly, waiting for you to hate the right enemies with the right intensity, and ready to castigate you if you fail to castigate loudly enough, you may be hanging around the wrong group.

Just don't demand that everyone you work with be equally intolerant of behavior like that.  Forgive your friends if some of them suggest that maybe Group X wasn't so awful after all...

I'm going to make a controversial suggestion: one useful target of tolerance might be religion.

I think we pretty much all understand that the supernatural is an open and shut case. Because of this, religion is a useful example of people getting things screamingly, disastrously wrong.  And so we tend to use that as a pointer to more subtle ways of being wrong, which we can learn to avoid.  This is good.

However, when we speak too frequently, and with too much naked disdain, of religion, these habits begin to have unintended negative effects.

It would be useful to have resources on general rationality to which to point our theist friends, in order to raise their overall level of sanity to the point where religion can fall away on its own.  This is not going to work if these resources are blasting religion right from the get-go.  Our friends are going to feel attacked, quickly close their browsers, and probably not be too well-disposed towards us the next time we speak (this may not be an entirely hypothetical example).

I'm not talking about respect.  That would be far too much to ask.  If we were to speak of religion as though it could genuinely be true, we would be spectacular liars.  Still, not bringing up the topic when it's not necessary, using another example if there happens to be one available, would, I think, significantly increase the potential audience for our writing.

The problem with tolerating religion is that, as Dawkins pointed out, it has received too much tolerance already.  One reason religion is so widespread and obnoxious is that it has been so off limits to criticism for so long.

A good solution to this is to have some diversity of rhetoric. Some people can be blunt, others openly contemptuous, and others more friendly and overtly tolerant. There's room enough for all of these.

The less tolerant people destroy the special immunity to criticism that religion has long enjoyed, and get to be seen as the "extremists". Meanwhile they make the sweetness-and-light folks look more moderate by comparison, which is a useful thing. A lot of people reflexively reject extremism, which they define as simply the most extreme views that they're hearing expressed on a contentious issue. Make the extremists more extreme, and more moderate versions of their viewpoint become more socially acceptable.

I'm very much in favor of what you wrote there. I've been thinking to start a separate thread about this some time. Though feel free to beat me to it, I won't be ready to do so very soon anyway. But here's a stab at what I'm thinking.

A note for theists: you will find LW overtly atheist. We are happy to have you participating, but please be aware that other commenters are likely to treat religion as an open-and-shut case. This isn't groupthink; we really, truly have given full consideration to theistic claims and found them to be false.

This is fair. I could, in principle, sit down and discuss rationality with a group having such a disclaimer, except in favor of religion, assuming they got promoted to my attention for some unrelated good reason (like I've been linked to an article and read that one and two more and I found them all impressive). Not going to happen in practice, probably, but you get my drift.

Except that's not the vibe of what Less Wrong is actually like, IMO, that we're "happy to have" these people. Atheism strikes me as a belief that's necessary for acceptance to the tribe. This is not a Good Thing, for many reasons, the ... (read more)

I'm going to make a controversial suggestion: one useful target of tolerance might be religion.

(I blog using any examples that come to hand, but when I canonicalize I try to remove explicit mentions of religion where possible.  Bear in mind that intelligent religious people with Escher-minds will see the implications early on, though.)

I think you point up the problem with your own suggestion - we have to have examples of rationality failure to discuss, and if we choose an example on which we agree less (eg something to do with AGW) then we will end up discussing the example instead of what it is intended to illustrate. We keep coming back to religion not just because practically every failure of rationality there is has a religious example, but because it's something we agree on.

It's not so much that I'm trying to hide my atheism, or that I worry about offending theists - then I wouldn't speak frankly online.  The smart ones are going to notice, if you talk about fake explanations, that this applies to God; and they're going to know that you know it, and that you're an atheist.  Admittedly, they may be much less personally offended if you never spell out the application - not sure why, but that probably is how it works.

 And I don't plan far enough ahead for a day when religion is dead, because most of my utility-leverage comes before then.

But rationality is itself, not atheism or a-anything; and therefore, for aesthetic reasons, when I canonicalize (compile books or similar long works), I plan to try much harder to present what rationality is, and not let it be a reaction to or a refutation of anything.

they may be much less personally offended if you never spell out the application - not sure why, but that probably is how it works.

Once you connect the dots and make the application explicit, they feel honor-bound to take offense and to defend their theism, regardless of whether they personally want to take offense or not. In their mind, making the application explicit shifts the discussion from being about ideas to being about their core beliefs and thus about their person.

"of someone who I wrote off as hopeless within 30 seconds of being introduced to them."

Few college professors would do this because many students are unimpressive when you first talk with them but than do brilliantly on exams and papers.

I've known people be hopeless for months, then suddenly for no observable reason begin acting brilliantly, another reminder that small data sets aren't sufficient to predict a system as complex as human behaviour. 

I usually have something nice to say about most things, even the ideas of some pretty crazy people.  Perhaps less so online, but more in person.  In my case the reason is not tolerance, but rather a habit that I have when I analyse things: when I see something I really like I ask myself, "Ok, but what's wrong with this?"  I mentally try to take an opposing position.  Many self described "rationalists" do this, habitually.  The more difficult one is the reverse: when I see something I really don't like, but where the person (or better, a whole group) is clearly serious about it and has spent some time on it, I force myself to again flip sides and try to argue for their ideas.  Over the years I suspect I've learnt more from the latter than the former.  Externally, I might just sound like I'm being very tolerant.

Note that tolerance is part of a general conversion strategy.  Nitpicking everyone who disagrees with you in the slightest isn't likely to make friends, but it is likely to make your opponents think you are an arrogant jerk.  Sometimes you just have to keep it too yourself.

Punishing for non-punishment is an essential dynamic for preserving some social hierarchies, at least in schoolyards and in Nazi Germany.

Abby was just telling me this afternoon that psychologists today believe that when kids are picked on in school, it's their own fault - either they are too shy, or they are bullies.  (There is a belief that bullies are picked on in school, something I never saw evidence of in my school days except when it was me doing the picking-on.)

My theory is that the purpose of picking on kids in school is not to have effects on the kid picked on, but to warn everyone else that they will be picked on if they fail to conform.  A kid is thus likely to be picked on if they don't respond to social pressures.  Thus the advice that every parent gives their children, "Just ignore them if they pick on you," is the worst possible advice.  Fight back, or conform; failing to respond requires them to make an example of you and does not impose any cost on them for doing so.

Wolves have a very strict social hierarchy, but I've never noticed evidence of punishment for a failure to punish.  So this behavior isn't necessary.

We can and should reach whatever conclusions about people we wish.  But we should be very slow to fail to observe and accept new evidence about them.

Excluding people from discussion may screen out their nonsense (or at least the things you thought were nonsense), but it also prevents you from discovering that you made a hasty decision.  Once you've started ignoring someone, you can no longer observe what they say - and possibly find that they're smarter than you thought they were.

It's worth acquiring new data even from those you've discarded, at least once in a while.

I think there is an important distinction between cheap and expensive tolerance.  If I am sitting on a plane and don't have a good book and am talking to my seatmate, and they seem stupid and irrational, being tolerant is likely to lead to an enjoyable conversation.  I may even learn something.

But if I am deciding what authors to read, whose arguments to think about more seriously, etc., then it seems irrational to not judge and prioritize with my limited time.

And this relates to indirect tolerance - someone who doesn't judge and prioritize good arguments ... (read more)

The advice isn't about your attitude towards your seatmate's stupidity and irrationality. It's directed at your rationalist buddy sitting on your other side -- she's being advised not to be annoyed at you if you choose to be tolerant.

Eliezer is correct, but this post should be followed up by one about the many places where failing to punish non-punishers, in other words, tolerating free-riders, has negative consequences.  

If you transgress, I might have a problem with you.  If you actively shield a transgressor, I might have a problem with you.  If you just don't punish a transgressor, the circumstances where I might have a problem are pretty rare I think!

The application of this principle to [outrage over the comments and commenters which a blogger declines to delete/ban] is left as an exercise for the reader.

My attitude toward Ben's tolerance depends on the context.  When he does it as a person, I appreciate it.  When he does it as chair of AGI, I don't.  There were some very good presentations this year, but there were also some very bad time-wasters.

Damn M-nt-f-x! Damn every one that won't damn M-nt-f-x!! Damn every one that won't put lights in his windows and sit up all night damning M-nt-f-x!!!

Damn M-nt-f-x! Damn every one that won't damn M-nt-f-x!! Damn every one that won't put lights in his windows and sit up all night damning M-nt-f-x!!!

Since I saw this comment before the post it goes with, I thought it was some sort of rant about people not using Emacs for their comments.  ;-)

Great post.  I think I'd already sort of started trying to do this, although I couldn't have put it as well.  Now what I want to know is how much to tolerate people who are less tolerant than me.  I'm not quite sure what to do when I meet someone who is infuriated by patterns of thinking that I consider only trivially erroneous or understandable under certain circumstances.

I am going to disagree with the idea that 'being "intolerant of intolerance"' is inherently inconsistent. The problem is with the word tolerance, which contains multiple meanings. I think that it is morally wrong to discriminate against people for things that they can't change. Believing that someone of a different race can't possibly be intelligent is a moral wrong. Furthermore, it is so indicative of stupidity that I do not wish to associate with such a person, if they are in a culture where theirs is the minority view.To put it another way, to... (read more)

There's a question of whether there's an important difference in kind between sorts of tolerance.  Here's an analogy which might or might not work: assume that, in general, a driver of a vehicle drives as fast as they think it is safe for cars to be driven in general.  Only impatience would cause them to not tolerate people who drive slower than they; a safety concern could cause them to be upset by people who drive faster, since they consider that speed unsafe.  Say you have two people who each drive at 50 mph.  One of them tolerates only slower drivers b... (read more)

I don't get it. You want us to work with those who refuse to 'punish' foolishness but who aren't fools themselves to, presumably, fight against foolishness. All right, I can see the sense in that. 

Why does it follow that we should censor ourselves when dealing with these non-foolish foolishness enablers? Why can't we work with them and show our disapproval of their enabling?

a far more dangerous idiom that can lock an equilibrium in place even if it's harmful to everyone involved.

Could I get a reference for this? I wanted to refer someone else to it, and my Google searches failed me.

In a situation where someone who seems to be very like-minded is more tolerant to another person X than I would be, I would be very interested in why, if I don't already know. Perhaps my friend has reasons that I would agree with, if I only knew them. (Some pragmatic reasons come to mind.)

If  I still disagree with my friend, even after knowing his reasons, I would then express the disagreement and see if I couldn't convert my friend on the basis of our common views. If I fail to convert him, it is because our views differ in some way. Is the view we disagr... (read more)

... punishment of non-punishers, a far more dangerous idiom that can lock an equilibrium in place even if it's harmful to everyone involved.

Have you done the math?  This would have important implications for the development of intolerant societies - it was clearly crucial to Nazism - but I've never heard of any studies on the subject.  People are still working on first-order punishment.

A good reference on that;
Simon Gächter, Elke Renner, and Martin Sefton, "The Long-Run Benefits of Punishment", Science 5 December 2008 322: 1510 [DOI: 10.1126/... (read more)

Whether someone agrees with us isn't as important as why.

If someone has sufficiently low standards of quality that they fail to disapprove of even the worst garbage, then they're of little use in distinguishing value from nonsense.

As a great deal of nonsense is not only passively but actively harmful (not just failing to be correct, but inclining people towards error), it is vitally important to tell the two apart.  People who can't or won't do this are not only not-helpful, but make our tasks harder.

Strive to have good standards and apply them.  Don't worry about being tolerant or intolerant -- the right mix of behaviors will naturally arise from the application of correct standards.

The communities that I've been a part of which I liked the best, which seemed to have the most interesting people, were also the nastiest and least tolerant.

If you can't call a retard a retard, you end up with a bunch of retards, and then the other people leave. When eventually someone nice came to power, this is invariably what happened.

Eliezer isn't suggesting that you refrain from calling fools "fools".  He's suggesting you tolerate people who are otherwise non-foolish except that they don't call fools "fools".  

Tolerating fools might not be a good idea.  Tolerating non-fools who themselves tolerate fools is, AFAICT, a glaringly good idea.  If you create an atmosphere where everyone has to hate the same people... we run into some of the failure modes of objectivism.

In Hanson and Simler's 'The Elephant in the Brain', they mention Axelrod's (1986) "meta-norm" modelling which shows that cooperation is stable only when non-punishers are punished.

Just a small point-- tolerating tolerance seems to me to be a less powerful tool than the principle of charity, of which plenty has been said on this site. For me, the image:

One of the likely characteristics of someone who sets out to be a "rationalist" is a lower-than-usual tolerance for flaws in reasoning.

doesn't even start to feel right for me from a 'should' perspective (though it is quite familiar from an 'is' perspective). My image of a rationalist is someone exceptionally concerned with making sense of what others are saying, because arguments are not battles.

I have a massively huge problem with this. Every time a non-fiction author or scientist I respect gives credit to a non-rational I cringe inside. I have to will myself to remember that just because they have a lower rationality threshold, does not automatically discredit their work. 

IAWY.  However, regarding the practice of reminding yourself every time in order to prevent the behavior, why expend two units of mental force, opposing each other, when you could just remove both forces?  It'd be more efficient just to get rid of whatever underlying belief or judgment makes you feel the need to be intolerant of the tolerant...  and you'd suffer less.

I'm programmed to get angry when there's misbehavior and I don't know that I can just shut this off when the misbehavior consists of underpunishing. Maybe I should try channeling the anger toward the nonpunishee rather than the nonpunisher?

This post has motivated me to put my foot down aroudn one friend who is so bitchy about others.



You're Calling Who A Cult Leader?

Followup to:  Why Our Kind Can't Cooperate, Cultish Countercultishness

I used to be a lot more worried that I was a cult leader before I started reading Hacker News.  (WARNING:  Do not click that link if you do not want another addictive Internet habit.)

From time to time, on a mailing list or IRC channel or blog which I ran, someone would start talking about "cults" and "echo chambers" and "coteries".  And it was a scary accusation, because no matter what kind of epistemic hygeine I try to practice myself, I can't look into other people's minds.  I don't know if my long-time readers are agreeing with me because I'm making sense, or because I've developed creepy mind-control powers.  My readers are drawn from the nonconformist crowd—the atheist/libertarian/technophile/sf-reader/Silicon-Valley/early-adopter cluster—and so they certainly wouldn't admit to worshipping me even if they were.

And then I ran into Hacker News, where accusations in exactly the same tone were aimed at the site owner, Paul Graham.

I've never heard of Paul Graham saying or doing a single thing that smacks of cultishness.  Not one.

He just wrote some great essays (that appeal especially to the nonconformist crowd), and started an online forum where some people who liked those essays hang out (among others who just wandered into that corner of the Internet).

...well, that outright broke my suspension of disbelief.

Something is going on here which has more to do with the behavior of nonconformists in packs than whether or not you can make a plausible case for cultishness or even cultishness risk factors.

But there are aspects of this phenomenon that I don't understand, because I'm not feeling what they're feeling.

"Gödel, Escher, Bach" by Douglas R. Hofstadter is the most awesome book that I have ever read.  If there is one book that emphasizes the tragedy of Death, it is this book, because it's terrible that so many people have died without reading it.

I know people who would never say anything like that, or even think it: admiring anything that much would mean they'd joined a cult (note: Hofstadter does not have a cult).  And I'm pretty sure that this negative reaction to strong admiration is what's going on with Paul Graham and his essays, and I begin to suspect that not a single thing more is going on with me.

But I'm having trouble understanding this phenomenon, because I myself feel no barrier against admiring Gödel, Escher, Bach that highly.

In fact, I would say that by far the most cultish-looking behavior on Hacker News is people trying to show off how willing they are to disagree with Paul Graham.  Let me try to explain how this feels when you're the target of it:

It's like going to a library, and when you walk in the doors, everyone looks at you, staring.  Then you walk over to a certain row of bookcases—say, you're looking for books on writing—and at once several others, walking with stiff, exaggerated movements, select a different stack to read in.  When you reach the bookshelves for Dewey decimal 808, there are several other people present, taking quick glances out of the corner of their eye while pretending not to look at you.  You take out a copy of The Poem's Heartbeat: A Manual of Prosody.

At once one of the others present reaches toward a different bookcase and proclaims, "I'm not reading The Poem's Heartbeat!  In fact, I'm not reading anything about poetry!  I'm reading The Elements of Style, which is much more widely recommended by many mainstream writers."  Another steps in your direction and nonchalantly takes out a second copy of The Poem's Heartbeat, saying, "I'm not reading this book just because you're reading it, you know; I think it's a genuinely good book, myself."

Meanwhile, a teenager who just happens to be there, glances over at the book.  "Oh, poetry," he says.

"Not exactly," you say.  "I just thought that if I knew more about how words sound—the rhythm—it might make me a better writer."

You pause, trying to calculate whether the term does you too much credit, and finally say, "Well, I have a lot of readers, so I must be a writer."

"I plan on being a writer," he says.  "Got any tips?"

"Start writing now," you say immediately.  "I once read that every writer has a million words of bad writing inside them, and you have to get it out before you can write anything good.  Yes, one million.  The sooner you start, the sooner you finish."

The teenager nods, looking very serious.  "Any of these books," gesturing around, "that you'd recommend?"

"If you're interested in fiction, then definitely Jack Bickham's Scene and Structure," you say, "though I'm still struggling with the form myself.  I need to get better at description."

"Thanks," he says, and takes a copy of Scene and Structure.

"Hold on!" says the holder of The Elements of Style in a tone of shock.  "You're going to read that book just because he told you to?"

There's an audible gasp, coming not just from the local stacks but from several other stacks nearby.

"Well," says the one who took the other copy of The Poem's Heartbeat, "of course you mean that you're taking into account his advice about which books to read, but really, you're perfectly capable of deciding for yourself which books to read, and would never allow yourself to be swayed by arguments without adequate support.  Why, I bet you can think of several book recommendations that you've rejected, thus showing your independence.  Certainly, you would never go so far as to lose yourself in following someone else's book recommendations—"

If there's an aspect of the whole thing that annoys me, it's that it's hard to get that innocence back, once you even start thinking about whether you're independent of someone.  I recently downvoted one of PG's comments on HN (for the first time—a respondent had pointed out that the comment was wrong, and it was).  And I couldn't help thinking, "Gosh, I'm downvoting one of PG's comments"—no matter how silly that is in context—because the cached thought had been planted in my mind from reading other people arguing over whether or not HN was a "cult" and defending their own freedom to disagree with PG.

You know, there might be some other things that I admire highly besides Gödel, Escher, Bach, and I might or might not disagree with some things Douglas Hofstadter once said, but I'm not even going to list them, because GEB doesn't need that kind of moderation.  It is okay for GEB to be awesome.  In this world there are people who have created awesome things and it is okay to admire them highly!  Let this Earth have at least a little of its pride!

I've been flipping through ideas that might explain the anti-admiration phenomenon.  One of my first thoughts was that I evaluate my own potential so highly (rightly or wrongly is not relevant here) that praising Gödel, Escher, Bach to the stars doesn't feel like making myself inferior to Douglas Hofstadter.  But upon reflection, I strongly suspect that I would feel no barrier to praising GEB even if I weren't doing anything much interesting with my life.  There's some fear I don't feel, or some norm I haven't acquired.

So rather than guess any further, I'm going to turn this over to my readers.  I'm hoping in particular that someone used to feel this way—shutting down an impulse to praise someone else highly, or feeling that it was cultish to praise someone else highly—and then had some kind of epiphany after which it felt, not allowed, but rather, quite normal.

I read recently an article on charitable giving which mentioned how people split up their money among many different charities to, as they put it, "maximize the effect", even though someone with this goal should donate everything to the single highest-utility charity. And this seems a bit like the example you cited where, if blue cards came up randomly 75% of the time and red cards came up 25% of the time, people would bet on blue 75% of the time even though the optimal strategy is blue 100%. All this seems to come from concepts like "Don't put all your eggs in one basket", which is a good general rule for things like investing but can easily break down.

I find myself having to fight this rule for a lot of things, and one of them is beliefs. If all of my opinions are Eliezer-ish, I feel like I'm "putting all my eggs in one basket", and I need to "diversify".You use book recommendations as a reductio, but I remember reading about half the books on your recommended reading list, thinking "Does reading everything off of one guy's reading list make me a follower?" and then thinking "Eh, as soon as he stops recommending such good boo... (read more)

I tried to start a Hofstadter cult once. The first commandment was "Thou shalt follow the first commandment." The second commandment was "Thou shalt follow only those even-numbered commandments that do not exhort thee to follow themselves." I forget the other eight. Needless to say it didn't catch on.

You just didn't give it enough time. Remember, it always takes longer than you expect!

I find myself having to fight this rule for a lot of things, and one of them is beliefs. If all of my opinions are Eliezer-ish, I feel like I'm "putting all my eggs in one basket", and I need to "diversify"

See also Robin Hanson's post on Echo Chamber Confidence.

You use book recommendations as a reductio, but I remember reading about half the books on your recommended reading list, thinking "Does reading everything off of one guy's reading list make me a follower?"

I think of all the people who have ever recommended books to me, Eliezer has the most recommendations which I've actually followed. In most of my circle socials, I'm the "smart one", but I'm nowhere near as smart as Eliezer (or most other people on LessWrong, it seems). So I do admire EY a lot. I want to be as smart as he is, and so I try reading all the books he has read.

And it kills me, because I also remember his post about novice editors copying the surface behavior of master editors, without integrating the deep insight, and I know that by reading the same science fiction novels EY has read, I'm committing exactly the same sin. But I don't know what else I can do to try to improve myself.

how people split up their money among many different charities to, as they put it, "maximize the effect", even though someone with this goal should donate everything to the single highest-utility charity.

If I have complete or near-complete trust in the information available to me about the charity's utility, as well as its short-term sustainability, that seems like the right decision to make.

But if I don't - if I'm inclined to treat data on overhead and estimates of utility as very noisy sources of data, out of skepticism or experience - is it irrational to prefer several baskets?

Similarly with knowledge and following reading lists, ideologies and the like.

Yes, even with great uncertainty, you should still put all your eggs into your best basket.

The expected number of eggs lost is least if you choose the best basket and put all your eggs in it, but because of diminishing returns, you're better off sacrificing a few eggs to reduce the variance. However, your charitable donations are such a drop in the ocean that the utility curve is locally pretty much flat, so you just optimise for maximum expected gain.

It follows from the assumption that you're not Bill Gates, don't have enough money to actually shift the marginal expected utilities of the charitable investment, and that charities themselves do not operate in an efficient market for expected utilons, so that the two top charities do not already have marginal expected utilities in perfect balance.

And that you care only about the benefits you confer, not the log of the benefits, or your ability to visualize someone benefited by your action, etc.

Consider scope insensitivity. The amount of "warm fuzzies" one gets from helping X numbers of individuals with a given problem does not scale even remotely linearly with X. Different actions to help with distinct problems, however, sum in a much closer to linear fashion (at least up to some point).

Ergo, "one person with clean water and another with a malaria net" feels intuitively like you're doing more than "two people with clean water".

But if I don't - if I'm inclined to treat data on overhead and estimates of utility as very noisy sources of data, out of skepticism or experience - is it irrational to prefer several baskets?

Very much so. Rational behavior is to maximize expected utility. When rational agents are risk-averse, they are risk-averse with respect to something that suffers from diminishing returns in utility, so that the possibility of negative surprises outweighs the possibility of positive surprises. "Time spent reading material from good sources" is a plausible example of something that has diminishing returns in utility so you want to spread it among baskets. Utility itself does not suffer from diminishing returns in utility. (Support to a charity might, but only if it's large relative to the charity. Or large relative to the things the charity might be doing to solve the problem it's trying to solve, I guess.)

PG runs a discussion site. He's using it as a sort of wide-flung net to catch worthy candidates for the "inner circle" - startup founders who get into his YC program - and is quite open about it (e.g. he explicitly says that YC submissions will among other things be judged on how well their authors are known as HC commenters and how worthy their comments have been judged to be). Why is it surprising that this creates a cult atmosphere of sorts?

Before Hacker News, PG was already famous in the relevant community for his essays, which are often credited, among other things, for the modern revival of interest in Lisp (this is probably an exaggeration). Nobody called him a cult leader back then.

Joel Spolsky is a famous blogger in the programming/CS/IT niche; he has an active discussion forum on his site. Lots of people respect him, lots of other people look down on his posts. Nobody calls him a cult leader.

RMS doesn't even have a discussion forum, and doesn't write a blog. He browses the web through an email-mediated wget; that's not even Web 1.0, it's Web -0.5 or something. He's widely considered to be a cult leader.

I'd guess that to make people think you're behaving like a c... (read more)

Are you aware of the irony in saying Eliezer "won't shut up" about a topic he has demanded everybody shut up about?

I am. I view it as evidence that he recognizes the filtering effect these topics have brought to OB, and intends LW to build a community diverse and independent enough to not let itself be dominated by these topics, unless it so chooses. It's a smart decision.

The "top" page is already entirely dependent on post score.  I'd strongly prefer that there stay some kind of editorial filter on some aspect of LW; we're doing great right now as a community, but many online communities start out high-quality and then change as their increased popularity changes the crowd and the content.

I don't know if that ever happened, and I didn't mean to imply he had been. Suppose someone tells you that you've been acting like a cult leader. Even if you don't agree with the claim, you've just obtained a convenient meta-explanation of why people disagree with you: they're consciously standing up to the cult that isn't there; they're being extra contrarian on purpose to affirm their cherished independence. What I was trying to say is that it's generally dangerous to adopt this meta-explanation; you're better off refusing to employ it altogether or at least guard its use with very stringent empirical criteria.

You can try to correct for the self-serving temptation to overapply a certain explanation.

So... just for the record... this post got up to #1 on HN, and then HN crashed, and is, so far as I can tell, still down a couple of hours later.

When you consider that the Less Wrong site format was inspired by HN, that LW is based on Reddit source code, and that Reddit is a Y Combinator company, I guess that writing about Paul Graham and then getting voted up on Hacker News exceeded the maximum recursion depth of the blogosphere.

This would be an excellent time for a "stack overflow" joke, if only Spolsky could be worked in somehow.

And here you are commenting on HN going down, and here's the guy who submitted this to HN replying to your comment.

"I guess that writing about Paul Graham and then getting voted up on Hacker News exceeded the maximum recursion depth of the blogosphere."

Just wait until PG writes an essay about all this...

It seems to me that only a few groups get the label "cultish", so its not like people put the label on any group with an apparent leader.   Such selective labels probably contain a lot of info, so it seems worth figuring out just what that info is.  It is not wise to just find one group that gets the label which you think is fine, and then decide to ignore the label. 

The straightforward approach would be to collect a dataset of groups, described by various characteristics, including how often folks call them "cultish."  Then one would be in a position to figure out what this label actually indicates about a group.  

Picture of Eliezer in monk's robes (That is you, right?), stories about freemason-esque rituals, specific vocabulary with terms like, "the Bayesian conspiracy".

It's all tongue in cheek, and I enjoy it. But if you're trying to not look like a cult, then you're doing it wrong.

I find myself moved to break possibly the greatest taboo amongst our kind, but if this act of status suicide moves just one reader to action, the sacrifice is worth it.

"Gödel, Escher, Bach" by Douglas R. Hofstadter is the most awesome book that I have ever read.

This whole concept is confusing to me. I enjoy Eliezer's writing because it makes sense and is useful so it becomes part of my identity. I haven't found as many of his newer posts to be useful so a lower number of them are drafted into my identity. My 'self' is largely a collection of ideas and thoughts transmitted to me from other people and I don't find anything wrong with this. I do hope to produce useful knowledge myself but for right now I am educating myself to that point.

If I find a useful tool lying on the ground then I pick it up and use it, I do not try to recreate the tool from scratch in order to make it 'mine', which I feel is a meaningless concept. As long as my beliefs and skills pay for themselves in terms of useful benefits to my life I don't see the point in throwing them away because they came from someone else. I don't care who I am and I am not attached to any specific view of my self other than to try to pick the most effective tools to accomplish some core goals and values.

IAWYC but I think you forgot to include something about jealousy in your analysis, even if few people would admit it's part of it.

I think it's very possible to greatly admire someone and at the same time feel some form of jealousy that inhibits the clear expression of that admiration. By saying that someone else is better (much better) than you are - especially at something that you value - you are in effect admitting to a lower status. 

So all the forced disagreements and claims of independence are in effect just trying to signal that your status is high and you're not submissive, or something like that. 

IAWY, and I actually already replied to your question about this in a comment, but:

One of the prime issues for me as a rationalist trying to learn about marketing (especially direct/internet marketing) was having to get over the fear of being a "dupe" pulled into a "scam" and "cult" situation. Essentially, if you have learned that some group you scorn (e.g. "suckers" or "fools" or whatever you call them) exhibit joining behavior, then you will compulsively avoid that behavior yourself.

I got over it, of course, but you have to actually be self-aware enough to realize that you chose this attitude/behavior for yourself... although it usually happens at a young enough age and under stressful enough conditions that you weren't thinking very clearly at the time.

But once you've examined the actual evidence used, it's possible to let go of the judgments involved, and then the feelings go away.

In other words, persons who have this issue (like me, before) have had one or more negative social experiences linking these behaviors to a disidentified group -- a group the person views negatively and doesn't want to be a part of.  It's a powerfu... (read more)

For what it's worth I don't think you've deliberately set out to become a "cult leader" -- you seem like a sincere person who just happens to be going about life in a rather nonstandard fashion. You've got some issues with unacknowledged privilege and such, and I've gotten impressions from you of an undercritical attractance to power and people who have power, but that's hardly unique. 

I think mostly it's that you confuse people via sending off a lot of signals they don't expect -- like they think you must have some weird ulterior motive for not having gone to college, and instead of seeing public discussion of your own intellect as merely the result of somewhat atypical social skills, it's seen as inexcusable arrogance.

That said, because of my own negative experience(s) with people who've seemed, shall I say, rather "sparkly" at first, but who HAVE turned out to be seeking puppy-dog supplicants (or worse), I tend to be very very cautious these days when I encounter someone who seems to attract a fan club.

With you I've gone back and forth in my head many times as to whether you are what you first struck me as (a sincere, if a bit arrogant, highly ambitious guy) ... (read more)

Well, for one thing, privilege is a major source of bias, and when a person doesn't even realize they (or those they admire) have particular types/levels of privilege, they're going to have a harder time seeing reality accurately.

E.g., when I was younger, I used to think that racism didn't exist anymore (that it had been vanquished by Martin Luther King, or something, before I was even born) and didn't affect anyone, and that if someone didn't have a job, they were probably just lazy. Learning about my own areas of privilege made it possible for me to see that things were a lot more complicated than that.

Of course it's possible for people to go too far the other way, and end up totally discounting individual effort and ability, but that would fall under the category of "reversed stupidity" and hence isn't what I'm advocating.

(And that's all I'm going to say in this thread for now - need to spend some more time languaging my thoughts on this subject.)

When you read someones writings or follow the things they do but don't actually KNOW them, it's very easy to get sucked into a sort of 'larger-than-life' belief about them. 

Because they're famous (and they must be famous because you've heard of them), they're obviously different and special and above regular, normal people. I've found it takes conscious effort to remember that no how famous or smart or talented they are, in the end they're just some guy or girl, with the same flaws as everyone else.

And when you think someone's larger-than-life, it's easy to praise highly, because you're not thinking of them as a normal person, you're thinking of them as ABOVE normal people. That they are special. In light of this, it's easy to see why praise for someone or something, no matter what it is, can be seen as cultish., and how you can fall into the trap of believing praise for anything is cultish.

Regarding this, it's really helpful when Eliezer mentions that he borrowed this or that part of his philosophy from a piece of anime fanfiction.  It helps humanize him, or worse.

 Alright! a few points that I can sort of disagree on or feel were omitted in the essay. I'm being skeptical, not a cultist at all!  
.

My fears aren't really that you're trying to foster a cult, or that it's cultish to agree with you. I got worried when you said that you wanted more people to vocalize their agreement with you and actually work towards having a unified rationalist front. For some reason, I had this mental picture of you as a supervillain declaring your intention to take over the world. 
So I reflected that  I was doing things, somewhat unco... (read more)

I agree with your conclusion, and I love your library allegory.  It's pretty clear that America fears strong emotions in general, and also that "our type" learns cached patterns of ritually approved of nonconformity.

That said, some may be balking, not at admiring someone hugely, but at forming nearly their entire manner of evaluating ideas from a single person, without independent sources of evidence that can label that person "trustworthy".  Anne Corwin reports fearing networks of abstractions that distance people from their own concre... (read more)

"But upon reflection, I strongly suspect that I would feel no barrier to praising Gödel, Escher, Bach even if I weren't doing anything much interesting with my life."

You don't feel yourself to be in status competition with Hofstadter do you? Or E.T. Jaynes, for that matter. Think about effusively praising Nick Bostrom as the last best hope for the survival of humane values, instead.

"I'm hoping in particular that someone used to feel this way - shutting down an impulse to praise someone else highly, or feeling that it was cultish to praise so... (read more)

Figured, since this was linked to again, that I might as well say some of what I think on this:

My reaction is more, well, a couple of things, but part of it could be described like this:
Yes, I do indeed admire you and think you're cool... and my natural instinctive reaction to you is kinda, well, fanboyish, I guess. Hence I try to moderate that... TO AVOID BEING ANNOYING... that is, to avoid, say, annoying you, for instance.

If you can do that quietly without anyone noticing, you're doing it right.  If you make a big deal out of it to prove something to other people, you're doing it wrong.  Should be obvious, really.

If you have 'teachings' rather than suggestions or opinions, and you can't support those claims in a systematic and explicit way, then it doesn't much matter whether you intended to propagate a cult - that's precisely what you're doing.

I'm afraid to read GEB now.  It's been built up so high the only possible reactions I could possibly have are "as good as everybody else thinks it is", or "didn't live up to expectations", with the latter being far more likely.

Let me try to help you. Many people who praise GEB in the highest terms and recommend that everyone read it never finished it. Many read all the dialogues, but only some of the chapters. I have absolutely no data to support turning either of the previous "many" to "most", but wouldn't be surprised by either possibility.

GEB's most important strength, by far, is in giving you a diverse set of metaphors, thought-patterns, paradoxes and ways to resolve them, unexpected connections between heretofore different domains. It enlarges your mental vocabulary - quite forcefully and wonderfully if you haven't encountered these ideas and metaphors before. It's like a very, very entertaining and funny dictionary of ideas.

The exposition of various topics in theory of computation, AI, etc. that it also contains is not as important by comparison, and isn't the best introduction to these topics (it's still good and may well be very enjoyable, depending on your background and interest).

So there's no reason to fear reading GEB. You'll chuckle with recognition at the jokes, metaphors, notions that you've already learned elsewhere, and will be delighted at those you've never seen before. Read all the dialogues; if some of the chapters bore you, resist guilt tripping and skip a few - you'll come back to them later if you need them.

IMO being accused of wanting to be a cult leader is a pure double bind. You either say "yes, I do" and then you're a cult leader, or you say "what? that's crazy because of X, Y, Z..." and then people point at your protestations as evidence that their arguments have some minimal credibility (I am sure someone will do this to EY at some point). It is, prima facie, evident to me that talking to people on the internet about rationality is a poor method of getting acolytes (and even if it were a good one for some people, the Objectivists alr... (read more)

If there's an aspect of the whole thing that annoys me, it's that it's hard to get that innocence back, once you even start thinking about whether you're independent of someone.

Cross-referencing my comment on a different post for a related idea:

Your brain remembers which "simple" predictor best described your decision [. . .]

Your brain learns to predict other peoples' judgments by learning which systems of predictive categories other people count as "natural". If you have to predict other peoples' judgments a lot, your brain starts

Ok, I'm coming out and will admit that I admire you, Eliezer very highly. I think you are the one who taught me the most about rationality and what intelligence is all about. 

Now, I admit that in my past I have fallen into the "adore the guru" trap so I still have this fear in my head and am cautious to not do the same mistake again. The cult-threads here are helping me to evaluate my position carefully.

But I like what you wrote about that innocence of being able to experience real admiration and excitement. I think if you let your critical think... (read more)

You've changed my beliefs and thinking more than anyone outside my family, by a pretty huge margin. This makes me far more likely to raise something to the level of being worth paying attention to just because you've recommended it (as it should), but it also makes me careful on a gut level every time I'm consider adopting yet another belief from you.

I think this is partly because of what you describe in this post, but partly because I know a lot of the existing beliefs I have that will be inclining me to accept the new belief came themselves from you. I'm... (read more)

I don't think people will believe me if they recognize my views as the typical LW-cluster views. They'll just dismiss them.

Which is really rational of them, actually. I think I use the same heuristic. Once I see that someone's beliefs come from a political affiliation, they're weaker evidence to me.

Like... if someone's trying to convince me out of global warming, but then I learn that she's also against affirmative action and immigration and regulation on finance. At first I might have thought she read convincing scientific arguments... (read more)

Word "cult" seems to be used in very vague sense by everyone, and people have different definitions. Here's something I wrote about Paul Graham's and a few other "cults". It's only vaguely relevant, as I used the label "cult" differently.

If you are not into Paul Graham's cult / meme complex, and you hear people who really are - talking how working 100 hours a week on built to sell startup is the best way to prove your worth as a hacker and a human being - they really sound like "cult" members.

Explanation: Emotional overexcitability, a trait common to gifted people and yes there is good reason to believe that most LessWrongers are gifted may cause LW and Hackernews fans to be extra excitable and intense.  You've probably heard that gifted people tend to be more emotional?  Well on your LessWrong survey your respondents claimed an average IQ in the 140s, well beyond the minimums for all the IQ definitions for gifted.  If these readers are unusually emotionally intense, as gifted people tend to be, it's likely their unusual "electricity"... (read more)

Douglas Hofstadter's research group is apparently quite cultish. It's close-knit, dominated by a single person, is not tolerant of disagreement, and has little intellectual interaction with the remainder of the field.

This doesn't make GEB less than excellent. It merely partially explains why they haven't made much progress since.

My personal test for whether you're my "cult leader" or just a good teacher, is how I react when I think you're wrong. If they are merely a teacher, then I will sit down and work out exactly why they're right from base principles, and I'll admit it if I'm confused or if I think they are genuinely wrong. Given how many times in the sequences I've spent a few hours working things out, I feel safe here.

A good teacher says "here is something worth understanding" rather than "here is the teacher's password" - it is a willingness to... (read more)

I know the opposite of stupidity is still stupidity, but every time I see some idiotic attempt to gain status by pointing out how "everone else except me seems to revere Eleizer too much" I have to restrain myself from reacting in the other direction and worshiping the guy.

I used to have the idea that finding flaws in something (a piece of writing or entertainment or an idea or a person) made me better than the person or the creator of the thing I was criticizing.  Then I realized two things which got me to stop: 1) Critics are parasites; they don't generally produce anything that valuable and entertaining themselves, and even beautifully written reviews are pretty low on my list of things to read for edification or fun.  2) When I go around finding flaws in everything, I stop enjoying it, and living a life where I can't enj... (read more)

Critics are parasites; they don't generally produce anything that valuable and entertaining themselves

Debunking mistaken hypotheses is just as important as coming up with new ones. Otherwise our heads would be so filled with confused theories that we could never develop the correct ones.

You've changed my beliefs and thinking more than anyone outside my family, by a pretty huge margin. This makes me far more likely to raise something to the level of being worth paying attention to just because you've recommended it (as it should), but it also makes me careful on a gut level every time I'm consider adopting yet another belief from you.

I think this is partly because of what you describe in this post, but partly because I know a lot of the existing beliefs I have that will be inclining me to accept the new belief came themselves from you. I'm... (read more)

You've changed my beliefs and thinking more than anyone outside my family, by a pretty huge margin. This makes me far more likely to raise something to the level of being worth paying attention to just because you've recommended it (as it should), but it also makes me careful on a gut level every time I'm consider adopting yet another belief from you.

I think this is partly because of what you describe in this post, but partly because I know a lot of the existing beliefs I have that will be inclining me to accept the new belief came themselves from you. I'm... (read more)

Leaving aside the valid points about overrating particular experts, when you have limited exposure to opposing viewpoints on the subject matter; cult-like behavior doesn't even require an intentional cult leader.  Paul Graham doesn't have to willfully cultivate that type of following, for some of it to arise spontaneously as a function of the social structures and participants around him.   

Frequently agreeing with someone who has a lot of good ideas, and who also has high status in a community that you're a member of, is not inherently bad.  But once you ... (read more)



On Things That Are Awesome

This post, which touched on the allowedness of admiration, started me thinking about the nature of things that are awesome.

The first thing one does in such a situation is generate examples.  And my brain, asked to enumerate things that are awesome, said:  "Douglas Hofstadter, E. T. Jaynes, Greg Egan..."

Upon that initial output of my brain, I had many other thoughts:

(1)  My brain was able to list more than one thing that is awesome.  I am not going to dwell on this, because I think it needless to go around saying, "Douglas Hofstadter is awesome, but E. T. Jaynes is awesome too," as though to deliberately moderate or subtract from the admiration of Hofstadter.  The enjoyment of things that are awesome is an important part of life, and I don't think a healthy mind should have to hold back.  But the more things you know that are awesome, the more there is to enjoy—this doesn't mean you should artificially inflate your estimations of awesomeness, but it does mean that if you can think of only one awesome thing, you must be missing out on a lot of life.  And some awesome things, but not all, are compatible enough with yourself that you can draw upon the awesome—Hofstadter and Jaynes are both like this for me, but Greg Egan is not.  So even leaving aside certain mental health risks from having only one awesome thing—it is both enjoyable, and strengthening, to know of many things that are awesome.

(2)  I can think of many places where I disagree with statements emitted by Douglas Hofstadter and Greg Egan, and even one or two places where I would want to pencil in a correction to Jaynes (his interpretation of quantum mechanics being the most obvious).  In fact, when my brain says "Greg Egan" it is really referring to two novels, Permutation City and Quarantine, which overshadow all his other works in my book.  And when my brain says "Hofstadter" it is referring to Gödel, Escher, Bach with a small side order of some essays in Metamagical Themas.  For most people their truly awesome work is usually only a slice of their total output, from some particular years (I find that scary as hell, by the way).

(3)  Once you realize that you're only admiring someone's peak work, you also realize that the work is not the person:  I don't actually know Hofstadter, or Greg Egan, or E. T. Jaynes.  I have no idea what they are (were) like in their personal lives, or whether their daily deeds had any trace of the awesome that is in their books.  If you start thinking that a person is supposed to be as universally and consistently awesome as their best work, so that every word from their lips is supposed to be as good as the best book they ever wrote, that's probably some kind of failure mode.  This is not to try to moderate or diminish the awesomeness: for their best work is that awesome, and so there must have been a moment of their life, a time-slice out of their worldline, which was also that awesome.  But what the symbol "Douglas Hofstadter" stands for, in my mind, is not all his works, or all his life.

(4)  This made me realize a strange thing:  Whenever someone compliments "Eliezer Yudkowsky", they are really complimenting "Eliezer Yudkowsky's writing" or "Eliezer Yudkowsky's best writing that stands out most in my mind".  People who met me in person were often shocked at how much my in-person impression departed from the picture they had in their minds.  I think this mostly had to do with imagining me as being the sort of actor who would be chosen to play me in the movie version of my life—they imagined way too much dignity.  That forms a large part of the reason why I occasionally toss in the deliberate anime reference, which does seem to have fixed the divergence a bit.  And these days I have videos of myself online.  But then the inside of my head is something different again.  It's an odd thought to realize that everyone else who uses the symbol 'Eliezer Yudkowsky' uses it to refer to a quite different thing than you do.

(5)  What chiefly conveys to me the experience of the awesome is to see someone—pardon me, see someone's work —that is way above me.  My most recent experience of the awesome was reading the third book in Jacqueline Carey's Kushiel  series, and realizing that although I want to write with that kind of emotional depth, I can't, and may never be able to in this world.  I looked back at all my own tries in (unpublished) fiction, and it paled to grey by comparison.  It was the same way with reading Hofstadter the first time, and thinking that I could never, ever write as well as Gödel, Escher, Bach; or reading Permutation City, and seeing how far above me Greg Egan was as an idea-based science fiction writer.  And it would have been the same way with Jaynes, if that time I hadn't been thinking to myself, "No, I must become this good."  This is also something of a reply to Carl's comment that we may feel freer to admire those who do not compete with us—for me, the experience of the awesome is most strongly created by seeing someone (or rather their work) outdoing me overwhelmingly, in some place where I have tried my hand.  I don't think there's anything unhealthy about making this a basis of admiration.

(6)  My brain did not immediately enumerate all sorts of things that are too much a part of my background world to be salient:  Science, space travel, the human brain, and the universe are all awesome.  But the latter two are not human works, and you can't draw power from them the same way you can from a human work that is awesome and at least partly imitable.  And the virtue of narrowness seems to play an important part here: an awesome thing that can be viewed in one small chunk and understood in detail will seem more awesome than something big and diffusely awesome.  I would probably admire the space shuttle far more if I knew about it in more detail!

(7)  One of the reasons why I object to Adam Frank's attempt to salvage the concept of "sacredness" from religion, instead of reinventing it from scratch, is that e.g. being contaminated by religious experience makes you more likely to think that sacredness should only be about stars or something—those works that were once thought to be of God—whereas there is often a lot more awesomeness stored up in a human work that you know is human.  If I want to canonize something as sacred, I'll take Gödel, Escher, Bach over a mountain any day.

Previous post: "You're Calling *Who* A Cult Leader?"

Personally, the symbol "Douglas Hofstadter" in my mind stands for "the symbol "Douglas Hofstadter" in my mind".

i disagree with this.  the symbol "X" may stand for "the symbol 'X' in my mind" when you are explicitly thinking "what does the symbol of X stand for in my brain" and you cleverly return "well, it is simply a symbol and i should recognize that and treat it as such."

but in the practical functioning of your mind, the symbol stands for much more than itself.  if, when confronted with the input "X", your brain returned "the symbol X," that would be wholly useless (and possibly send the computational portion of your mind into a recursive loop).  "X" must stand for a some concept outside of "X" for it to serve a purpose in your mind.

a symbol existing solely for the sake of itself with no attachments outside of itself is mentally useless.

a symbol existing solely for the sake of itself with no attachments outside of itself is mentally useless.

Professor Hofstadter writes books about mental symbols, recursive loops, and self-reference. That is to say, it was a joke.

in that case, apologies; i am not familiar with his work.  though after this series of posts, i will certainly be reading G, E, B.

I've frequently thought that an ethics based around doing/praising those things that are "awesome" rather than those things that are "good" might work out well.  (Of course, one might argue that that's basically what Objectivism is...)

That vaguely reminds me of certain late 19th- and early 20th-century writers, such as Wilde, Nietzsche, and D'Annunzio.

It's interesting that you name both Jaynes and Hofstadter, since they represent diametrically opposed approaches to the unmentionable objective (I don't think Bayes' rule is ever mentioned in GEB).

Do Jaynes' awesome points come primarily from his book, or from his MaxEnt work?

We should compose a list of things deemed to be awesome by the LW empirical personspace cluster. 

We should compose a list of things deemed to be awesome by the LW empirical personspace cluster.

I would support that, even if a non-official attempt. I've gotten so much out of recommendations from people here. 

In fact, I think I read Godël, Escher, Bach only after I saw it mentioned in comments on Overcoming Bias. It had been on my list for years, but I never got around to it (I was a bit intimidated by the reviews that talked about the math), and I bought Judgement Under Uncertainty and Rational Choice in an Uncertain World because of recommendations from Eliezer. I admit I'm still intimidated by E.T. Jaynes and Judea Pearl... 

Would love to know what others here think is awesome, including textbooks (I'm currently reading Molecular Biology of the Cell, 5th edition, by Alberts & al., and plan to read MITECS, the Feynman lectures on physics, and Tortora's Principles of anatomy and physiology next)

Invariances: The Structure of the Objective World by Robert Nozick is awesome.

(4) This made me realize a strange thing: Whenever someone compliments "Eliezer Yudkowsky", they are really complimenting "Eliezer Yudkowsky's writing" or "Eliezer Yudkowsky's best writing that stands out most in my mind".

Yeah, he used to be a brilliant AI researcher, and now he's an annoyingly preachy blogger! Haw haw!

It's funny - I also think Greg Egan is awesome, but I think Incandescence overshadows Permutation City - to the point of transforming the previous one into solipsistic wankery by comparison.

Einstein, Turing, Von Neumann, Knuth, de Bruijn are awesome. Melanie Mitchell and Cosma Shalizi are awesome. Bob K. Meyer is awesome.

Interesting.  I favor Diaspora over all the rest combined.

Egan's best ideas are scattered pretty evenly throughout his works, but there is a clear difference in quality of the works themselves.  Curiously, no one seems to agree on which are best, which suggests that people value very different aspects of his writing.

I'll say. My favorite was Distress, and I was hugely disappointed by Indcandesence. 

What are your thoughts regarding his short stories?

I find it reassuring sometimes to look at other people's accomplishments, especially those in areas where I'll probably never push my brain to its full potential, which probably wouldn't meet their potential anyway. (Composing music is an example.) It's reassuring to look away from everyday life, where everyday people seem to spend so much of their time just surviving and not really outputting anything, and see that it IS possible to output something incredible. A beautiful piece of music can be enjoyable in itself, but it's also an inspiration to me to produce something equally amazing in another area. 

there is often a lot more awesomeness stored up in a human work that you know is human.

If you like inspiring old philosophy, I'm reminded of Giovanni Pico Della Mirandola's Oration on the Dignity of Man:

Ignorant of how to yield to the angels and unable to endure the second places, let us compete with them in dignity and glory.  When we have willed it, we shall be not at all below them

An interesting correlated effect of perceiving someone as awesome is the "we're not worthy" starstruck reaction to meeting the object of your admiration in person.  And as Eliezer mentions, you often find reality diverges from the perception that you had.  I noticed that a number of bloggers that attended the SXSW conference expressed surprise at the amount of cognitive dissonance that they encountered both in meeting other bloggers whose work they admired, and when admirers of theirs exhibited starstruck behaviors.

I find that in the rare instance where I meet somebody whose work I admire in person, I find myself deliberately suppressing any untoward fanboyish behaviors.  I do believe in expressing honest and heartfelt admiration, but gushing and fawning are too much.  Maybe I need to devise some sort of metric to calibrate the appropriate expression of admiration... :)

For most people their truly awesome work is usually only a slice of their total output, from some particular years (I find that scary as hell, by the way).

Has anyone any good possible explanations for this phenomenon?

Surely the explanation is just that things which are unusually good are unusual. You wouldn't expect someone to write a book as good as GEB every time they wrote a book, just as you wouldn't expect any given book to be as good as GEB (although I personally got more out of Le Ton Beau de Marot...)

The best stuff, from the top end of the bell curve, will have lots of factors going for it:

The general effect is called "regression toward the mean" .

Curiously, no one seems to agree on which are best, which suggests that people value very different aspects of his writing.

Shouldn't we then consider that the awesomeness mean to which authors (broadly) regress reflects less their talent/circumstances and more our own subjective experience?

Much of it is selection bias. Godel published very little and his two most significant results are 15 years apart. Kafka is all brilliant, all the time. In fact, with great writers who had long careers you often find their very best work scattered over decades.

Sometimes it's just a freak brilliant moment. I had an experience like this reading A Clockwork Orange and having it just blow my head off, then reading as much other Anthony Burgess as I could. The results were ... disappointing. (All his other novels suck. All of them. I looked.)

Mircea Eliade has some interesting thoughts about the concept of sacred and profane and how religion is about revealing the sacred usually camouflaged within profane things. So "sacredness" is independent of religion and the later is just an activity meant to reveal the former.



Your Price For Joining

In the Ultimatum Game, the first player chooses how to split $10 between themselves and the second player, and the second player decides whether to accept the split or reject it—in the latter case, both parties get nothing.  So far as conventional causal decision theory goes (two-box on Newcomb's Problem, defect in Prisoner's Dilemma), the second player should prefer any non-zero amount to nothing.  But if the first player expects this behavior—accept any non-zero offer—then they have no motive to offer more than a penny.  As I assume you all know by now, I am no fan of conventional causal decision theory.  Those of us who remain interested in cooperating on the Prisoner's Dilemma, either because it's iterated, or because we have a term in our utility function for fairness, or because we use an unconventional decision theory, may also not accept an offer of one penny.

And in fact, most Ultimatum "deciders" offer an even split; and most Ultimatum "accepters" reject any offer less than 20%.  A 100 USD game played in Indonesia (average per capita income at the time: 670 USD) showed offers of 30 USD being turned down, although this equates to two week's wages.  We can probably also assume that the players in Indonesia were not thinking about the academic debate over Newcomblike problems—this is just the way people feel about Ultimatum Games, even ones played for real money.

There's an analogue of the Ultimatum Game in group coordination.  (Has it been studied?  I'd hope so...)  Let's say there's a common project—in fact, let's say that it's an altruistic common project, aimed at helping mugging victims in Canada, or something.  If you join this group project, you'll get more done than you could on your own, relative to your utility function.  So, obviously, you should join.

But wait!  The anti-mugging project keeps their funds invested in a money market fund!  That's ridiculous; it won't earn even as much interest as US Treasuries, let alone a dividend-paying index fund.

Clearly, this project is run by morons, and you shouldn't join until they change their malinvesting ways.

Now you might realize—if you stopped to think about it—that all things considered, you would still do better by working with the common anti-mugging project, than striking out on your own to fight crime.  But then—you might perhaps also realize—if you too easily assent to joining the group, why, what motive would they have to change their malinvesting ways?

Well...  Okay, look.  Possibly because we're out of the ancestral environment where everyone knows everyone else... and possibly because the nonconformist crowd tries to repudiate normal group-cohering forces like conformity and leader-worship...

...It seems to me that people in the atheist/libertarian/technophile/sf-fan/etcetera cluster often set their joining prices way way way too high.  Like a 50-way split Ultimatum game, where every one of 50 players demands at least 20% of the money.

If you think how often situations like this would have arisen in the ancestral environment, then it's almost certainly a matter of evolutionary psychology.  System 1 emotions, not System 2 calculation.  Our intuitions for when to join groups, versus when to hold out for more concessions to our own preferred way of doing things, would have been honed for hunter-gatherer environments of, e.g., 40 people all of whom you knew personally.

And if the group is made up of 1000 people?  Then your hunter-gatherer instincts will underestimate the inertia of a group so large, and demand an unrealistically high price (in strategic shifts) for you to join.  There's a limited amount of organizational effort, and a limited number of degrees of freedom, that can go into doing things any one's person way.

And if the strategy is large and complex, the sort of thing that takes e.g. ten people doing paperwork for a week, rather than being hammered out over a half-hour of negotiation around a campfire?  Then your hunter-gatherer instincts will underestimate the inertia of the group, relative to your own demands.

And if you live in a wider world than a single hunter-gatherer tribe, so that you only see the one group representative who negotiates with you, and not the hundred other negotiations that have taken place already?  Then your instincts will tell you that it is just one person, a stranger at that, and the two of you are equals; whatever ideas they bring to the table are equal with whatever ideas you bring to the table, and the meeting point ought to be about even.

And if you suffer from any weakness of will or akrasia, or if you are influenced by motives other than those you would admit to yourself that you are influenced by, then any group-altruistic project which does not offer you the rewards of status and control, may perhaps find itself underserved by your attentions.

Now I do admit that I speak here primarily from the perspective of someone who goes around trying to herd cats; and not from the other side as someone who spends most of their time withholding their energies in order to blackmail those damned morons already on the project.  Perhaps I am a little prejudiced.

But it seems to me that a reasonable rule of thumb might be as follows:

If, on the whole, joining your efforts to a group project would still have a net positive effect according to your utility function—

(or a larger positive effect than any other marginal use to which you could otherwise put those resources, although this latter mode of thinking seems little-used and humanly-unrealistic, for reasons I may post about some other time)

—and the awful horrible annoying issue is not so important that you personally will get involved deeply enough to put in however many hours, weeks, or years may be required to get it fixed up—

—then the issue is not worth you withholding your energies from the project; either instinctively until you see that people are paying attention to you and respecting you, or by conscious intent to blackmail the group into getting it done.

And if the issue is worth that much to you... then by all means, join the group and do whatever it takes to get things fixed up.

Now, if the existing contributors refuse to let you do this, and a reasonable third party would be expected to conclude that you were competent enough to do it, and there is no one else whose ox is being gored thereby, then, perhaps, we have a problem on our hands.  And it may be time for a little blackmail, if the resources you can conditionally commit are large enough to get their attention.

Is this rule a little extreme?  Oh, maybe.  There should be a motive for the decision-making mechanism of a project to be responsible to its supporters; unconditional support would create its own problems.

But usually... I observe that people underestimate the costs of what they ask for, or perhaps just act on instinct, and set their prices way way way too high.  If the nonconformist crowd ever wants to get anything done together, we need to move in the direction of joining groups and staying there at least a little more easily.  Even in the face of annoyances and imperfections!  Even in the face of unresponsiveness to our own better ideas!

In the age of the Internet and in the company of nonconformists, it does get a little tiring reading the 451st public email from someone saying that the Common Project isn't worth their resources until the website has a sans-serif font.

Of course this often isn't really about fonts.  It may be about laziness, akrasia, or hidden rejections.  But in terms of group norms... in terms of what sort of public statements we respect, and which excuses we publicly scorn... we probably do want to encourage a group norm of:

If the issue isn't worth your personally fixing by however much effort it takes, and it doesn't arise from outright bad faith, it's not worth refusing to contribute your efforts to a cause you deem worthwhile.

I think it's about risk to credibility. If I refuse to join, my reputation is entirely my own; it flatters my fierce independence of mind, in contrast to the sheeple. If I join, anything about the organisation might reflect on me, might be used to mock me. Joining is sticking my neck out; making an excuse not to is always the safer choice.

So the group norm we really need to establish is that if you want to criticise someone for joining, only a solid case is acceptable; a cheap shot based on joining behaviour should reflect badly on the speaker.

(I think this is related to the bizarre phenomenon I occasionally see (particularly regarding the Topic That Must Not Be Named) of people saying they don't believe the conclusion of an argument because they don't think it will convince anybody – rather than because they're not convinced.)

So the group norm we really need to establish is that if you want to criticise someone for joining, only a solid case is acceptable; a cheap shot based on joining behaviour should reflect badly on the speaker.

Yes, but perceptions from outside the group are still just as problematic.

Yes, but perceptions from outside the group are still just as problematic.

We can only do two things about that, I think: challenge it where we see it, and worry about it less.

So we want to encourage people to assemble more solid-sounding cases for not joining?

I think what we want to encourage is that "I haven't the time because I'm working on X" is acceptable; or better yet, silence.  "Your website is the wrong font" is what we need to get away from.

If I'm saying why I shouldn't join, either of "I haven't the time" or silence is fine.  If I want to say why you shouldn't join, we should set the bar high, so that if I use joining as a cheap shot against you I look bad.  "You joined a website with a stupid font" is what people fear, and so that might be what we need to act against.

Incidentally, what timezone are you in and when do you sleep?  I'm always a bit surprised to get responses from you in the morning...

Mm. I don't like 'waits'; it sounds like he's wasting his time, and it doesn't have enough LW/OB injokes. Maybe 'He updates priors.'?

It should be obvious from looking at the timestamps of my comments.  I don't sleep.

This worries me... sleepless in charge of the future of humanity is a serious offence

That would be a serious offense, but it's a joke in Eliezer's case.   A bad joke though, encouraging a serious problem.  Loosing most of their productivity through inadequate sleep is a common nerdy error mode.

Innit. I quite like the sleep deprivation high, but it's not a good state for thinking straight. And I also love sleeping and dreaming.

There's always polyphasic sleep schedules. Assuming those actually work, which is not at all well-established...

FWIW, my own experiments with polyphasic sleep have convinced me that they do work, but at the price of a distressing fraction of one's brainpower & creativity.

As I'm sure you're aware, a lot of anecdotal accounts of polyphasic sleep have suggested no loss of cognitive or creative function (after a 1-3 week adjustment period), but those are difficult to evaluate without an external metric; certain kinds of cognitive impairment can paradoxically make you feel you're thinking more clearly (c.f., "I drive better with a couple drinks in me").

I've been intrigued by the idea but have been held back by issues of work schedule, inability to spare two weeks for adjustment, and lack of a way to clearly measure how stupid it makes me.

As I'm sure you're aware, a lot of anecdotal accounts of polyphasic sleep have suggested no loss of cognitive or creative function (after a 1-3 week adjustment period), but those are difficult to evaluate without an external metric; certain kinds of cognitive impairment can paradoxically make you feel you're thinking more clearly (c.f., "I drive better with a couple drinks in me").

Oh yes, I was well aware of that. What I did was play 20 rounds of GBrainy a day and look at my scores. (Why GBrainy? Because I didn't have a few score of comparable IQ tests handy, and it was available in Ubuntu, and was reasonably fun to play.) I forget the exact stats, but it wasn't uncommon for my score to drop by 1/3 compared to when I was sleeping normally. What seemed to be most hard-hit was working memory, which really hurt on the mental arithmetic ones.

(The obvious criticism is that I didn't actually adjust, but I don't think there's any way to prove that either way.)

No one person is "in charge of the future of humanity". I know you were probably being somewhat flippant, but still.

Do you mean people are actually saying "I won't join, because your fonts suck"? Or are they just dropping messages to the effect that your fonts suck into your suggestions box, and not joining - and the connection is surmised?

Good point.  Joining a group introduces a level of implied assent to the group's publicly visible aspects.  As Eliezer suggests, if there's a net gain from the utility of the positive aspects of the group less the utility of the negative, on the balance it's worth consideration as long as the negatives aren't fundamental issues.  The issue is managing that implied assent.

Perhaps another way to look at this is to explore how to cultivate an individual persona that exhibits independence, but also exhibits a visible capability to deliberately subsume that independence to further group goals, i.e. determine how to show others that you can work with a group while disagreeing on non-core principles.  It seems that a great deal of politics involves application of this paradigm.

I think I agree overall, but I can't help but think that this seems to at least mildly conflict with this.

That is, it seems to me that arguments analogous to those you made here could be made against supporting whichever 3rd party/4th party/nth party/independent candidate actually matches one's own position.

In the Free Software movement the typical response to these kinds of demands is pretty simple, "There's the code, please do feel free to go fix it!"

Likewise in the hippy anarchist movements if you suggest something like a rally or a sit-in the usual answer is "Sounds good, when are you going to organise it?"

Which I tend to think is pretty much the right answer. If someone can't be bothered to do the things they suggest themselves then I can't really understand why they think they should be able to convince others to do it for them.

The key is to make the cost for getting in there and starting to do those things really low, making the source available to everyone with a simple download, making it simple to contact the whole group and start organizing.

Personally I've helped with and joined loads of different cults and projects, even started one, and found that the key to getting me to do stuff to help at least is to make it both simple to do and obvious how, to ensure that I realize I don't need permission to go do something.

You've said yourself that you were surprised how much of a barrier even having to send an email to OB was compared to having a big "submit your article here" button on Lesswrong,

I have vague plans to take a look at the source code for less-wrong and fix a couple of things that are annoying me, but it won't be till after the Subgenius show I'm organizing at least, when I have a bit more time.

In the Free Software movement the typical response to these kinds of demands is pretty simple, "There's the code, please do feel free to go fix it!"

One could argue that a large portion of the success of free software is because the ability to fork means that it is less damaged by internal dispute than other collective efforts.

The ability to fork means that internal disputes tend to cut the number of people working on it in half. Sure there's two projects now, but that is not twice as good as one project.

In practice, one fork gets an advantage, more people switch over to work on it, and that form decisively wins with almost all the original contributors. Just like Bitcoin.

In the Free Software movement the typical response to these kinds of demands is pretty simple, "There's the code, please do feel free to go fix it!"

Except in those situations where the response is, "I know you fixed a critical bug, but I've simply reverted all of your edits because you used the wrong indent style"

Given that the only indenting style 99%+ of programmers agree on is "the same style that the rest of the project uses", failing to adhere to the style used is a fairly egregious faux pas and possibly indicative of a disregard for standards and/or lack of attention to context within the program, raising red flags about possible bugs introduced by the patch.

In any case, the correct response would be to reformat your code (any sane code editor can do this with one command) and resubmit the patch.

The point is not that free software programmers specifically refuse to accept wrongly indented code, the point is that they often refuse to accept code based on wholly arbitrary reasons.  Arguing that indentation really isn't an arbitrary reason is fighting the hypothetical; replace it in your mind with something that is.

There's also the "we won't accept this bug report unless it fits this list of arbitrary requirements" gambit (if you actually do manage to submit the bug report following all the requirements, it will still get ignored anyway, but doing it this way they can artificially deflate the number of unfixed bugs and blame things on the user for not following the directions)

I never liked the comparison of the Prisoner's Dilemma with Newcomb, and the Ultimatum Game seems even less like Newcomb.

If you're up against an agent from a species that you know has evolved traits like fairness and spite, then the rational course of action is certainly not to offer a penny. That should be true on any sane theory of rational action.

(For the record, I one-box on Newcomb, defect on the true Prisoner's Dilemma (unless the opponent is somehow using the very same decision-making process as me), and offer a fair deal against a human in the Ultimatum Game.)

If you're up against an agent from a species that you know has evolved traits like fairness and spite, then the rational course of action is certainly not to offer a penny. That should be true on any sane theory of rational action.

But is the rational course of action to accept a penny?

The article mentions opportunity cost, but punts the issue into the long grass

(or a larger positive effect than any other marginal use to
which you could otherwise put those resources, although
this latter mode of thinking seems little-used and
humanly-unrealistic, for reasons I may post about some
other time)

I agree that this mode of thinking gets little explicit
use, but I don't think that people can do well in real life
without it, so I think that we all tend to bodge up
substitutes.

The mode that comes naturally is to undertake courses of action that
we anticipate having positive outcomes and to reject courses
of action that we anticipate having negative outcomes. We
compare against zero.

Sometimes we have a choice of two good options and the
uncomfortable realisation that we ought not to divide our
efforts between them. Perhaps we recognise a convex
situation in which half of each achieves less than all of
the lessor. Perhaps it is simply that it is clear than one
option is better than the other.  If we are comfortable with
letting opportunity costs guide our actions we probably get
on with the preferred action without commenting on the
alternative.

What though if we are uncomfortable with opportunity costs?
We feel bad about neglecting to do something positive, and
we can assuage this guilt by criticising the second best
option by denigrating its merits below zero. This permits us
to reject the second best option using our ordinary, lame,
comparison against zero.

One cause of the negativity that stops our kind cooperating
is that many of us have other things to do and are not
comfortable with opportunity costs. Consequently, we cannot
just get on with our preferred plan of action but must run
down the alternative. We can cure this by becoming more
comfortable with opportunity costs.

That doesn't explain people hanging back from collective
action on altruistic causes that have come top of their
preference list, so it cannot be the sole answer, but I
still wonder if it is the largest part of the answer.

A joking objection: somebody that refuses to join due to sans serif would be harmful to the cause if they join anyway.

A serious objection: it feels wrong and dangerous to join a group that you don't support 100% at the time of joining. This feeling is adaptively correct because group efforts often drift or get hijacked, and a group that's a little out of tune with you is more likely to drift away over time. Especially if the group is new.

I suspect that this sort of drift would be less of a concern if we were less prone to staying in organizations that we wouldn't join. 

A group that's a little out of tune with you may well drift towards your position over time—especially if the group is new or small, and you make an effort to steer the boat.  

I like joining! I just don't like actually doing stuff. ;)

In general I agree with this post, but I am reluctant to say so because we are both in a position that gives us incentives for wishing that the cats would just stop stalking and listen to the established cat-herd.
I don't agree about the Dunbar issue.
Few start-ups need 50 people but very few of the people in our set have the cooperative ability to work well in a start-up.  Very few people outside our set have that ability either.

I tried searching the post for both "Dunbar" and "150" and couldn't find either - could you clarify which bit of this post you're addressing with that? Thanks.

I thought that might be the Dunbar in question (thus my reference to "150") but I still don't know what the point of disagreement is.

And if the group is made up of 1000 people?  Then your hunter-gatherer instincts will underestimate the inertia of a group so large, and demand an unrealistically high price (in strategic shifts) for you to join. 

I would say an equally if not more important issue is that your hunter-gather instincts underestimate the benefits (to you) of joining the thousand-person organization, presuming that they can't be much greater than the benefits of joining a forty-person one.  

Could be, but there are diseconomies of scale as well as economies of scale in large organizations.

On a related note, the value of communications networks (email, IM, telephones, blogs, the post office) seem to increase on the order of n log (n) with respect to the number of users. One may even get negative value, because after something reaches a certain level of popularity, spammers start flocking to it and driving out legitimate communication. Consider all the junk mail you get - and note that junk faxes are illegal! 

So I suspect our instincts are just plain noise when it comes to the value of joining large organizations.

I agree strongly with this post. I have experienced similar objections in various projects I have tried to organize. 

What's the converse: the behaviour needed, from the point of view of the group, trying to lower the costs of joining?

One of the dark arts that I've practiced ocassionally in committee meetings was to get all the "font changers" to put forwards their suggestions, listen carefully, praise and accept the ideas, and leave the meeting with all my plans accepted but in a different font and grammar.

For a rationalist group, this isn't ideal, and you don't want to go around accepting millions of random suggestions. But you could write back to the font changers saying: if you are willing to join the group, I will change the font (or at least have a continued discussion with you about which font is ideal). Maybe another norm should be:

If the efforts involved in addressing the issue (either through changing it or discussing it) are less than the benefit of bringing the person on board, and the suggestions are not made in bad faith, then you should bring them on board.

Of course, there's no reason that Eliezer specifically needs to address the issue personally - some delegation would be fine.

The problem is that it doesn't scale.  Would work fine for seducing 7 people, not so good for 500.

See also Parkinson's Law of Triviality (aka "What colour is your bikeshed?")

Now I do admit that I speak here primarily from the perspective of someone who goes around trying to herd cats; and not from the other side as someone who spends most of their time withholding their energies in order to blackmail those damned morons already on the project.  Perhaps I am a little prejudiced.

Somehow THIS is inspires me to be a cat herder myself. We're talking in metaphor,r ight?

You should first look whether there's some other Canadian mugging victim support group that does not keep their funds invested in a money market fund, before concluding that joining the first group and working on your own are the only possibilities.

Doesn't this line of reasoning apply equally well to the person running what he/she wishes to be a collective effort?  If so, it may cancel itself out.

Is the person who refrains from joining, doing so because he doesn't see the collective compromising enough with his aims, or because he doesn't see the collective compromising in general?  (Or even as being a "collective"?)

I'm surprised to see you post this, Eliezer, because my recollection is that you recently said you don't want people to try to help you in your work, because only 1 in 100,000 is potentially useful, even supposing you could figure out a task for them to do.

This seems mainly to be about the importance of compromise: that something is better than nothing. Refusing only makes sense when there are "multiple games", like the Prisoner's Dilemma; if you can't find an institution that is similar enough, then don't do it.

But I think there is some risk to joining a cause that "seems" worth it. (I can't find it, but) I remember an article on LessWrong about the dangers of signing petitions, which can influence your beliefs significantly despite the smallness of the action.

Um... Eliezer? I just joined (you know me as Vladimir Slepnev from OB) and already  have a suggestion. Wouldn't it be better to remove "Top contributors" from the right section? It's nastily perverting my incentives, can't speak about the others, but sure I'm not alone. Of course this isn't a blackmail attempt :-)

Does "Vote down" on LW mean "not interesting enough to go to the front page"? Because that's how I feel about this. On the other hand on Reddit "Vote down" tends to mean "Doesn't agree with the groupthink", so I'm very reluctant to use it.

voting should have nothing to do with any groupthink.  Vote down for "I'd like the time it took to read that back".  Vote up for "if that writing were removed from my memory, I would want to take the time to read it again."

Maybe it shouldn't but on reddit, and before than on slashdot, and everywhere else I've seen that's how it ended up being used. Up = agree, Down = disagree. Now I want my time back, so down.

 on reddit, and before than on slashdot, and everywhere else I've seen that's how it ended up being used. Up = agree, Down = disagree. 

The hope is that we'll be able to avoid this. For myself, I'm in the habit of upvoting well-argued comments that I nevertheless disagree with.

The hope is that we'll be able to avoid this. For myself, I'm in the habit of upvoting well-argued comments that I nevertheless disagree with.

I would like to believe that's what I'm doing, and I think I'm fooling myself. It's enough if our thresholds for up/downvote are different for comments we agree and disagree, something like:

As most comments are in this not completely brilliant and not complete rubbish category, this is quite close to upvote on agree, downvote on disagree.

In principle, I suppose there could be multi-dimensional voting, with at least different dimensions for degree of agreement, for how well-argued a comment is, and for degree of relevance to the topic (or at least sub-thread).  Of course, if one goes far enough down that road just choosing the multidimensional vote starts to become an energy drain in and of itself... (www.ted.com has at least 8 dimensions for rating their talks - which is enough to dissuade me from rating them...)

Vote down means whatever you want it to mean. Use it to maximse your own utility. 

Speaking as a cat, there are a lot of people who would like to herd me. What makes your project higher-priority than everyone else's?

"Yes, but why bother half-ass involvement in my group?" Because I'm still interested in your group. I'm just also interested in like 50 other groups, and that's on top of the one cause I actually prefer to specialize with.

...It seems to me that people in the atheist/libertarian/technophile/sf-fan/etcetera cluster often set their joining prices way way way too high.

People in the atheist/libertarian/technophile/sf-fan/etc cluster obviously have a ton of different interests, and those interests are time/energy exclusive. Why shouldn't they have high requirements for yet another interest trying to add itself to the cluster?

Those of us who remain interested in cooperating on the Prisoner's Dilemma, either because it's iterated, or because we have a term in our utility function for fairness, or because we use an unconventional decision theory, may also not accept an offer of one penny.

OK.  If someone is presenting you with this type of ultimatuim - what kind of offer would you accept?



Can Humanism Match Religion's Output?

Perhaps the single largest voluntary institution of our modern world—bound together not by police and taxation, not by salaries and managers, but by voluntary donations flowing from its members—is the Catholic Church.

It's too large to be held together by individual negotiations, like a group task in a hunter-gatherer band.  But in a larger world with more people to be infected and faster transmission, we can expect more virulent memes.  The Old Testament doesn't talk about Hell, but the New Testament does.  The Catholic Church is held together by affective death spirals—around the ideas, the institutions, and the leaders.  By promises of eternal happiness and eternal damnation—theologians don't really believe that stuff, but many ordinary Catholics do.  By simple conformity of people meeting in person at a Church and being subjected to peer pressure.  &c.

We who have the temerity to call ourselves "rationalists", think ourselves too good for such communal bindings.

And so anyone with a simple and obvious charitable project—responding with food and shelter to a tidal wave in Thailand, say—would be better off by far pleading with the Pope to mobilize the Catholics, rather than with Richard Dawkins to mobilize the atheists.

For so long as this is true, any increase in atheism at the expense of Catholicism will be something of a hollow victory, regardless of all other benefits.

True, the Catholic Church also goes around opposing the use of condoms in AIDS-ravaged Africa.  True, they waste huge amounts of the money they raise on all that religious stuff.  Indulging in unclear thinking is not harmless, prayer comes with a price.

To refrain from doing damaging things, is a true victory for a rationalist...

Unless it is your only victory, in which case it seems a little empty.

If you discount all harm done by the Catholic Church, and look only at the good... then does the average Catholic do more gross good than the average atheist, just by virtue of being more active?

Perhaps if you are wiser but less motivated, you can search out interventions of high efficiency and purchase utilons on the cheap...  But there are few of us who really do that, as opposed to planning to do it someday.

Now you might at this point throw up your hands, saying:  "For so long as we don't have direct control over our brain's motivational circuitry, it's not realistic to expect a rationalist to be as strongly motivated as someone who genuinely believes that they'll burn eternally in hell if they don't obey."

This is a fair point.  Any folk theorem to the effect that a rational agent should do at least as well as a non-rational agent will rely on the assumption that the rational agent can always just implement whatever "irrational" policy is observed to win.  But if you can't choose to have unlimited mental energy, then it may be that some false beliefs are, in cold fact, more strongly motivating than any available true beliefs.  And if we all generally suffer from altruistic akrasia, being unable to bring ourselves to help as much as we think we should, then it is possible for the God-fearing to win the contest of altruistic output.

But though it is a motivated continuation, let us consider this question a little further.

Even the fear of hell is not a perfect motivator.  Human beings are not given so much slack on evolution's leash; we can resist motivation for a short time, but then we run out of mental energy (HT: infotropism).  Even believing that you'll go to hell does not change this brute fact about brain circuitry.  So the religious sin, and then are tormented by thoughts of going to hell, in much the same way that smokers reproach themselves for being unable to quit.

If a group of rationalists cared a lot about something... who says they wouldn't be able to match the real, de-facto output of a believing Catholic?  The stakes might not be "infinite" happiness or "eternal" damnation, but of course the brain can't visualize 3^^^3, let alone infinity.  Who says that the actual quantity of caring neurotransmitters discharged by the brain (as 'twere) has to be so much less for "the growth and flowering of humankind" or even "tidal-wave-stricken Thais", than for "eternal happiness in Heaven"?  Anything involving more than 100 people is going to involve utilities too large to visualize.  And there are all sorts of other standard biases at work here; knowing about them might be good for a bonus as well, one hopes?

Cognitive-behavioral therapy and Zen meditation are two mental disciplines experimentally shown to yield real improvements.  It is not the area of the art I've focused on developing, but then I don't have a real martial art of rationality in back of me.  If you combine a purpose genuinely worth caring about, with discipline extracted from CBT and Zen meditation, then who says rationalists can't keep up?  Or even more generally: if we have an evidence-based art of fighting akrasia, with experiments to see what actually works, then who says we've got to be less motivated than some disorganized mind that fears God's wrath?

Still... that's a further-future speculation that it might be possible to develop an art that doesn't presently exist.  It's not a technique I can use right now.  I present it just to illustrate the idea of not giving up so fast on rationality:  Understanding what's going wrong, trying intelligently to fix it, and gathering evidence on whether it worked—this is a powerful idiom, not to be lightly dismissed upon sighting the first disadvantage.

Really, I suspect that what's going on here has less to do with the motivating power of eternal damnation, and a lot more to do with the motivating power of physically meeting other people who share your cause.  The power, in other words, of being physically present at church and having religious neighbors.

This is a problem for the rationalist community in its present stage of growth, because we are rare and geographically distributed way the hell all over the place.  If all the readers of this blog lived within a 5-mile radius of each other, I bet we'd get a lot more done, not for reasons of coordination but just sheer motivation.

I'll post tomorrow about some long-term, starry-eyed, idealistic thoughts on this particular problem.  Shorter-term solutions that don't rely on our increasing our numbers by a factor of 100 would be better.  I wonder in particular whether the best modern videoconferencing software would provide some of the motivating effect of meeting someone in person; I suspect the answer is "no" but it might be worth trying.

Meanwhile... in the short-term, we're stuck fighting akrasia mostly without the reinforcing physical presense of other people who care.  I want to say something like "This is difficult, but it can be done" except I'm not sure that's even true.

I suspect that the largest step rationalists could take toward matching the per-capita power output of the Catholic Church would be to have regular physical meetings of people contributing to the same task—not for purposes of coordination, just for purposes of of motivation.

We could try for a group norm of being openly allowed—nay, applauded—for caring strongly about something.  And a group norm of being expected to do something useful with your life—contribute your part to cleaning up this world.  Religion doesn't really emphasize the getting-things-done aspect as much.

And if rationalists could match just half the average altruistic effort output per Catholic, then I don't think it's remotely unrealistic to suppose that with better targeting on more efficient causes, the modal rationalist could get twice as much done.

How much of its earnings does the Catholic Church spend on all that useless religious stuff instead of actually helping people?  More than 50%, I would venture.  So then we could say—with a certain irony, though that's not quite the spirit in which we should be doing things—that we should try to propagate a group norm of donating a minimum of 5% of income to real causes.  (10% being the usual suggested minimum religious tithe.)  And then there's the art of picking causes for which expected utilons are orders of magnitude cheaper (for so long as the inefficient market in utilons lasts).

But long before we can begin to dream of any such boast, we secular humanists need to work on at least matching the per capita benevolent output of the worshippers.

So inasmuch as possible, we'll need real world meetings : humans are social beings, and it was customary to see, hear, touch, smell even, people who'd be in your group in the environment of adaptation. Do we have any rationalist bonfire in preparation ? Excursions ? Doing sport together ? Watching films ?

It's pretty difficult to bond as strongly - and more importantly, as richly - to other people if you don't meet them in real life. That bond is what makes us work together so well, what can oil a well working machine. Families, groups of - real life - friends, are not uncommonly the starting point for successful ventures.

And I think it's not just the meeting in real life part. We need to build up a link, to feel the presence of the other, as another human being, as we would a friend. We need to share activities outside of just meeting an planning stuff. 

We need to get to know and like each other on that fundamental level, by using the goddamn social machinery that's in our head. We're human beings before being rationalists, and we need to use that to our advantage, down to the last bit of it, rather than constantly forgetting about that fact. We run on corrupt hardware, we aren't r... (read more)

Like, non religious monasteries where people would study, work together, live together ? The closest thing I can think of is the academia, but the academia doesn't seem like what I have on my mind.

Maybe Eliezer needs to start that Bayesian conspiracy for real, eh?

And I do care strongly about victims of torture and war. I care about those trapped in dead-end countries or existences, who can't move to seek a better life. I care about the future of myself and the rest of humanity.

The reason Catholics are better organized than humanists is that they're official, communal, and hierarchical and we're not. The reason cults are better organized than Catholics is that they're even more official, communal, and hierarchical.

If the Pope says "Donate ten percent of your money to me," then there's an expectation that ordinary Catholics will obey. They've committed to following what the Pope says.

If you, Eliezer, posted on this forum "Please donate ten percent of your money to the Institute That Must Not Be Named", well...actually, I don't know what would happen. A few rare people might do it to signal that we liked you. But although we often follow you, we are not your followers. We haven't made a committment to you. We associate with you as long as it's convenient for us, but as soon as it stops being convenient, we'll wander off.

If you really want to get an infrastructure as powerful as the Catholic Church, you need to ask us to officially swear loyalty to you and start publically self-identifying as Rationalists with a capital R (the capital letter is very important!) You need to put us through some painful initiation ritual, so we feel a commit... (read more)

That's the way they do it.  I'm asking if there's a different way to do it.

Point A:  A lot of rationalists think wistfully that it would be a good thing if X got done.

No, I'm not saying they thrive by bias, exactly, or at least not the simple kind of bias. They thrive by having a hierarchy and being official. They thrive because they've made a commitment.

Consider marriage. In an ideal world, two people would stay monogamous purely because they loved each other. In reality, that monogamy is going to be tested, and there's going to be some point at which they don't want to keep it. When they're rational, they know the best thing for their future and their children is to stay together, but they realize that they might be too short-sighted to do so later. So they use the institution of marriage to make it socially, financially, and theologically impossible for them to split up later. It's the present self binding potentially irrational future selves. Not only is it not a bias, but if it's done right it's an antidote to bias.

There's that one website, whatsitsname, where you send them money and a resolution. Maybe it's "I will go to the gym every day for a month", and you send them $100. At the end of the month, if you went to the gym every day, they send your money back; if you didn't, they keep it. I wouldn't say you were biased into going... (read more)

We should not underestimate the power of rational thinking for getting the most out of each charity dollar (or unit of effort). Maybe you've heard of charities that give people's old clothes to poor parts of Africa; while this makes people feel good, it has flooded the markets with dirt-cheap clothing, destroying the local textile industry and contributing to the very poverty that the well-meaning donors seek to alleviate.

This is what impresses me about groups like the Bill and Melinda Gates Foundation: they focus on things that are less glamorous but probably more useful, like providing basic financial services in poor areas, or doing R&D on how to make good public health cheaper. This is the kind of thing that can make a difference in the long term, and lead to exponentially growing ripple effects. Charity can be a lot more effective if you spend your resources with your head, not your heart.

On Kiva the group that has donated the most money is the "Atheists, Agnostics, Skeptics, Freethinkers, Secular Humanists and the Non-Religious" group.

I don't want to become a "cleaning up this world"-bot. I have my own goals and aims in life, and they are distinct from the goal of "producing as much positive utility for humanity" as possible. I'd rather spend £99 out of every £100 on myself than give it to a random poor person in the third world, because I am more important than s/he is (more important in the subjective, antirealist sense). If anyone here really is a totally dedicated altruist, (in the sense of weighing the welfare of the other 6*10^9 people on the planet equally to your own) then I pity you, but I'm glad you exist. 

In general, this problem is not soluble, i.e. you can't get a pound worth of altruism from a penny worth of desire to help strangers, at least without the kind of mind-control strategies that religion employs. But we've already decided we don't want to do that. 

However, in the special case of accelerating technology and the singularity, the problem is soluble, because even 1% of the optimizing ability of an FAI is enough to lift the third world from poverty to paradise. 

Apologies for going off topic - but I couldn't really avoid it... 

Perhaps part of the reason rationalists can't be "aimed" at certain charities even by our self-chosen objects of admiration is that we consider their instructions overrideable without moral cost.  If Random Catholic X believes that the Pope delivers the infallible will of God, then anything Random Catholic X does that disobeys the Pope - regardless of his specific situation, assuming the Pope doesn't explicitly exclude people in that situation - is wrong.  It's not necessarily that Random Catholic X is thinking occurently about the possibility th... (read more)

I apologize for the criticism, and I agree with a lot of what you're saying.

However, I want to point out that donating money (and therefore, asking for money) is a somewhat dangerous habit to get into, because it is so very, very fungible (the very essence of fungibleness). I think this is why people sometimes do canned-food drives - even with the weird inefficiencies of collecting and sending canned food instead of money, there's more trust that the money isn't being quietly (or accidentally) diverted into "self-sustaining" efforts - like asking for more money.

In your rhetoric, could you please use more variety - not just money, but also other goods like volunteering time, or a mix of time and money?

Eliezer wrote, "Really, I suspect that what's going on here has less to do with the motivating power of eternal damnation, and a lot more to do with the motivating power of physically meeting other people who share your cause." 

I think this observation strikes very close to the heart of the matter.  People will tell you they attend Catholic mass, for example, for any number of reasons, most of which are probably not available to introspection, but which actually relate to our functioning as social animals.  People are motivated to meet other peop... (read more)

The Mormon Church has much higher compliance rates on tithing and gets a lot more out of its followers than Catholicism. They have Church-only welfare systems and other practical benefits conditional on membership, require spouses and family to turn their backs on those who leave, censor/forbid 'dangerous' information, have followers go on long missionary trips to make belief more of their identity, etc.

In general, I don't think you should view tithing in the face of strong Dark Side techniques as really voluntary charitable giving: people give more becaus... (read more)

On the Wiki page for Ego Depletion linked above, there's an interesting aside. A "positive mood stimulus" like an unexpected gift or a comedy movie clip seems to be able to restore people's depleted self control reserves.

One short-term solution I can see helping with this problem is to have rationalists cluster closer together. This already happens indirectly, when geographic locations are occupied by organizations and cultures that attract or require people with a higher-than-average rate of rationalism. We could encourage this on different scales, clustering in cities, regions, or even in neighborhoods and houses. My housemates and I are already doing this. We collect the more interesting, motivated, insightful people we meet, mostly from the university, and integrate th... (read more)

As to meeting - one thing the various religious meetings aren't, is one big argument. If you're going to have rationalists meet to develop a community, there ought to be a driving purpose, something to achieve with the time besides disagree with each other. Perhaps a "virtual dojo"? Someone has to start building the "martial art", it isn't going to invent itself.

If you're going to do that, though, charge money. You said it yourself elsewhere: if you aren't prepared to pay for it, you don't care.

I wonder in particular whether the best modern videoconferencing software would provide some of the motivating effect of meeting someone in person; I suspect the answer is "no" but it might be worth trying.

I am almost certain the answer is "at least a little bit".

More generally, I know that Aumann's Agreement Theorem means that it should be possible for a group of self-described rationalists to agree on what they should do next, but in practice I think that any choice of subgoal would reduce the number of rationalists who would want ... (read more)

Really, I suspect that what's going on here has less to do with the motivating power of eternal damnation, and a lot more to do with the motivating power of physically meeting other people who share your cause.

Agreed. As I've discussed on OB, I spent an hour a week of my first 18 years in a Catholic church, and this rings very true. When I think back to the social exchanges between the clergy, I'm struck by how comfortable they [ahem, we] all strove to make one another. All the usual ins-and-outs and  cliquey elements of any close-knit group were presen... (read more)

I wonder in particular whether the best modern videoconferencing software would provide some of the motivating effect of meeting someone in person; I suspect the answer is "no" but it might be worth trying.

How about trying to use Croquet (or some other 3D collaborative environment, with voice chat)?

I wonder in particular whether the best modern videoconferencing software would provide some of the motivating effect of meeting someone in person; I suspect the answer is "no" but it might be worth trying.

It probably would a little bit, but it would be such a hassle to set up that only a small fraction of people would do it.

A smaller but easier step in the same direction would be to use real names and real photos on this site.

As for solutions to akrasia, pjeby may have some, you have mentioned meditation, Cognitive Behavioural Therapy, and other posters mentioned yoga and (some) drugs. Something in there ought to give interesting results.

Cognitive-behavioral therapy and Zen meditation are two mental disciplines experimentally shown to yield real improvements.

Does anyone have a link or citation to actual research that supports this claim? It sounds plausible, I just want to check and see exactly how strong the evidence is before investing dozens of hours and/or a few thousand bucks.

Various themes in the culture of Catholicism make it easier to be charitable because they help Catholics avoid the rational arguments that would discourage them.

The most difficult hurdle to giving to a charity is determining if the charitable gift is worthwhile. Will the gift do enough good? Is the charity deserving? Are you just enabling poor people to stay poor? Catholicism by-passes all of these rational arguments with irrational beliefs*. These beliefs may not be universally held, but I believe they are part of the culture:

You wrote "True, the Catholic Church also goes around opposing the use of condoms in AIDS-ravaged Africa. "

http://www.amconmag.com/blog/2009/03/18/a-dead-debate/

"That aside, the good news for the Catholic Church’s supporters is that–even if, inevitably, the Pope’s counterintuitive suggestion enraged the liberal establishment–many editorialists now accept at least part of the Catholic position that the best solution to AIDS in Africa is fundamental behavior change, rather than condoms."

Having just read this post for the first time has made me so happy! 

Let me explain: Eliezer doesn't sound optimistic at all in this essay, especially compared to the gung-ho "we got this!" spirit of almost every other call to action post. And here I am, someone who's so new to LW I only just got to this post, and yet in the last year I have:

I don't have time to construct a full response, but I would like to hit a couple of points.

Catholics vs. rationalists: An analog seems to be large institutional investors (market makers) vs. small or independent investors.  Clearly both kinds of market players (the very big vs. the small) play important roles, but the market makers, well, they have the ability to move the market in different directions because of the strength of their market position.  "Following" the market makers is often viewed as a safe bet (i.e. a cheap risk computation) for... (read more)

So then we could say - with a certain irony, though that's not quite the spirit in which we should be doing things - that we should try to propagate a group norm of donating a minimum of 5% of income to real causes.  (10% being the usual suggested minimum religious tithe.)  And then there's the art of picking causes for which expected utilons are orders of magnitude cheaper (for so long as the inefficient market in utilons lasts).

I can see both the irony and benefit of promoting a group norm of tithing however that sort of social engineering is just not... (read more)

Businesses have team building events which, for all the mockery they generate, seem to work.

Is there a case to organise rationalist paintball or games nights? Maybe during conferences or major gatherings.

1)"purposes of of motivation" is a typo, I presume.

2)Don't use abbreviation CBT. It brings BDSM readings, and it is not even THAT unreasonable to read the idea that males will be more motivated if threatened (or offered pleasure, for certain types) with CBT. ;)

The Catholic Church isn't quite as bright and shiny as it used to be. If it's losing ground in Ireland, this is remarkable.

Your link doesn't prove anything about what Catholic theologians believe.

I'm not sure that Catholics actually tithe, even though they're supposed to. Does anyone have information? 

More generally, trying to build irrational loyalty may have non-obvious costs.

As for rational loyalty, a while ago, I went to a workshop hosted by Unitarians about the people's long term relationship with their religion. The thing that struck me was the amoun... (read more)

Interesting article, and one of the few I've seen that has bothered with this idea.  One of the big problems (as noted elsewhere) is that there is precious little that holds secular humanists together in a coherent, close knit society like religion does.  In fact, that's probably why the vast majority of the planet's population professes faith in God/holy book/enlightened savior.  I have never considered it likely that the average Catholic, for instance, really believes in the doctrone of transubstantiation.  What is so obviously not a miracle (bread remai... (read more)

Your article is based on the premise that it is important for us to help complete strangers who don't mean anything to us. That sacrifice is a constant of righteousness regardless of a person's beliefs or lack thereof.

From an objective viewpoint, sacrifice is wrong. Why should we have to give value in return for lesser value, or no value at all? We should help people because they have value to us, not because they are unable to be valuable at all.

"The man with guilt is the man who will do whatever you tell him to."
The reason religious people do ... (read more)

Really, I suspect that what's going on here has less to do with the motivating power of eternal damnation, and a lot more to do with the motivating power of physically meeting other people who share your cause.

Agreed. As I've discussed on OB, I spent an hour a week of my first 18 years in a Catholic church, and this rings very true. When I think back to the social exchanges between the clergy, I'm struck by how comfortable they [ahem, we] all strove to make one another. All the usual ins-and-outs and  cliquey elements of any close-knit group were presen... (read more)

I don't agree with anything about your post, from assumptions to conclusions.

I'd say it's highly irrational money to give to any charitable cause. As far as I can tell most charities have laudable goals and don't even keep track record of meeting them. The best they can tell is that they actually spent some high percent of their money taken on some efforts vaguely related to the goal, not on the most cost effective means of meeting their goals. That's assuming we know what goals to donate to, what's not really true.

Well, I know for sure that an extremely e... (read more)

The catholics like most other religious/political/humanitarian organizations tend to agree among themselves about the causes they care about. Can you make rationalists to agree on what projects are most deserving of their money and effort (aside from preaching their own views)?

I've been part of an attempt at a virtual meetup using skype, it did seem a fair bit more involving than text chat so it might indeed be a workable path. We certainly had great fun and will do it again.

"then we run out of mental energy"

No. This is bullshit. There is no(t sufficient) good evidence of ego depletion.

Nonsense is generally easier to generate than sense.

Humanism, while fairly nonsensical itself, makes more sense than most world religions.  Thus, any measurable 'output' of Humanism is likely to be less than that of any other religion you might choose.



Church vs. Taskforce

I am generally suspicious of envying crazy groups or trying to blindly copycat the rhythm of religion—what I called "hymns to the nonexistence of God", replying, "A good 'atheistic hymn' is simply a song about anything worth singing about that doesn't happen to be religious."

But religion does fill certain holes in people's minds, some of which are even worth filling.  If you eliminate religion, you have to be aware of what gaps are left behind.

If you suddenly deleted religion from the world, the largest gap left would not be anything of ideals or morals; it would be the church, the community.  Among those who now stay religious without quite really believing in God—how many are just sticking to it from wanting to stay with their neighbors at the church, and their family and friends?  How many would convert to atheism, if all those others deconverted, and that were the price of staying in the community and keeping its respect?  I would guess... probably quite a lot.

In truth... this is probably something I don't understand all that well, myself.  "Brownies and babysitting" were the first two things that came to mind.  Do churches lend helping hands in emergencies?  Or just a shoulder to cry on?  How strong is a church community?  It probably depends on the church, and in any case, that's not the correct question.  One should start by considering what a hunter-gatherer band gives its people, and ask what's missing in modern life—if a modern First World church fills only some of that, then by all means let us try to do better.

So without copycatting religion—without assuming that we must gather every Sunday morning in a building with stained-glass windows while the children dress up in formal clothes and listen to someone sing—let's consider how to fill the emotional gap, after religion stops being an option.

To help break the mold to start with—the straitjacket of cached thoughts on how to do this sort of thing—consider that some modern offices may also fill the same role as a church.  By which I mean that some people are fortunate to receive community from their workplaces: friendly coworkers who bake brownies for the office, whose teenagers can be safely hired for babysitting, and maybe even help in times of catastrophe...?  But certainly not everyone is lucky enough to find a community at the office.

Consider further—a church is ostensibly about worship, and a workplace is ostensibly about the commercial purpose of the organization.  Neither has been carefully optimized to serve as a community.

Looking at a typical religious church, for example, you could suspect—although all of these things would be better tested experimentally, than just suspected—

By using the word "optimal" above, I mean "optimal under the criteria you would use if you were explicitly building a community qua community".  Spending lots of money on a fancy church with stained-glass windows and a full-time pastor makes sense if you actually want to spend money on religion qua religion.

I do confess that when walking past the churches of my city, my main thought is "These buildings look really, really expensive, and there are too many of them."  If you were doing it over from scratch... then you might have a big building that could be used for the occasional wedding, but it would be time-shared for different communities meeting at different times on the weekend, and it would also have a nice large video display that could be used for speakers giving presentations, lecturers teaching something, or maybe even showing movies.  Stained glass?  Not so high a priority.

Or to the extent that the church membership lends a helping hand in times of trouble—could that be improved by an explicit rainy-day fund or contracting with an insurer, once you realized that this was an important function?  Possibly not; dragging explicit finance into things changes their character oddly.  Conversely, maybe keeping current on some insurance policies should be a requirement for membership, lest you rely too much on the community...  But again, to the extent that churches provide community, they're trying to do it without actually admitting that this nearly all of what people get out of it.  Same thing with the corporations whose workplaces are friendly enough to serve as communities; it's still something of an accidental function.

Once you start thinking explicitly about how to give people a hunter-gatherer band to belong to, you can see all sorts of things that sound like good ideas.  Should you welcome the newcomer in your midst?  The pastor may give a sermon on that sometime, if you think church is about religion.  But if you're explicitly setting out to build community—then right after a move is when someone most lacks community, when they most need your help.  It's also an opportunity for the band to grow.  If anything, tribes ought to be competing at quarterly exhibitions to capture newcomers.

But can you really have a community that's just a community—that isn't also an office or a religion?  A community with no purpose beyond itself?

Maybe you can.  After all, hunter-gatherer tribes have any purposes beyond themselves?—well, there was survival and feeding yourselves, that was a purpose.

But anything that people have in common, especially any goal they have in common, tends to want to define a community.  Why not take advantage of that?

Though in this age of the Internet, alas, too many binding factors have supporters too widely distributed to form a decent band—if you're the only member of the Church of the Subgenius in your city, it may not really help much.  It really is different without the physical presence; the Internet does not seem to be an acceptable substitute at the current stage of the technology.

Should the Earth last so long, I would like to see, as the form of rationalist communities, taskforces focused on all the work that needs doing to fix up this world.  Communities in any geographic area would form around the most specific cluster that could support a decent-sized band.  If your city doesn't have enough people in it for you to find 50 fellow Linux programmers, you might have to settle for 15 fellow open-source programmers... or in the days when all of this is only getting started, 15 fellow rationalists trying to spruce up the Earth in their assorted ways.

That's what I think would be a fitting direction for the energies of communities, and a common purpose that would bind them together.  Tasks like that need communities anyway, and this Earth has plenty of work that needs doing, so there's no point in waste.  We have so much that needs doing—let the energy that was once wasted into the void of religious institutions, find an outlet there.  And let purposes admirable without need for delusion, fill any void in the community structure left by deleting religion and its illusionary higher purposes.

Strong communities built around worthwhile purposes:  That would be the shape I would like to see for the post-religious age, or whatever fraction of humanity has then gotten so far in their lives.

Although... as long as you've got a building with a nice large high-resolution screen anyway, I wouldn't mind challenging the idea that all post-adulthood learning has to take place in distant expensive university campuses with teachers who would rather be doing something else.  And it's empirically the case that colleges seem to support communities quite well.  So in all fairness, there are other possibilities for things you could build a post-theistic community around.

Is all of this just a dream?  Maybe.  Probably.  It's not completely devoid of incremental implementability, if you've got enough rationalists in a sufficiently large city who have heard of the idea.  But on the off-chance that rationality should catch on so widely, or the Earth should last so long, and that my voice should be heard, then that is the direction I would like to see things moving in—as the churches fade, we don't need artificial churches, but we do need new idioms of community.

Re: incremental implementability - if we ever do organise LessWrong meetups, we should organise rationalist book clubs. How many people here have actually read Judgement under Uncertainty? I confess I never got around to it, though I meant to, but knowing fellow readers might motivate me. 

And another thing, when are we going to get a LessWrong wiki? The glut of information here and on OB is unmanageable and we ought to force some kind of order on it - a rationalist curriculum or cheat sheet or something. Having "previously in series" at the top of new posts leads to an impenetrable expanding tree of long blog posts, discouraging new members and confusing lazy and forgetful individuals such as myself.

Ironically enough, I just clicked through to see what was behind "horrendously addictive" and lost half an hour.

One possibility is that churches, by being hypothetically obligatory to all, produce communities with approximate gender balance.  By emphasizing inclusiveness they create a place for those who display sub-typical signs of selective fitness, people who hunter-gatherer instincts promote rejecting to avoid social contamination.  With conformity they encourage such people not to drag the group down overly much.  All of these features seem unlikely to form in natural communities if they are pursued explicitly.  By default people join communities that appealed to their gender, communities that signaled status through membership or both.  Most non-religious communities with ideals of inclusiveness also emphasize tolerance and individuality, leading to the less severe physical equivalent of trolls.  

The closest thing that I have found to a secular church really is probably a gym.  Far better than church in most respects, but not up to the standard this post seems to aspire to.

Michael:  "The closest thing that I have found to a secular church really is probably a gym."

Perhaps in the short run we could just use the gym directly, or analogs.  Aristotle's Peripatetic school  and other notable thinkers who walked suggests that having people walking while talking, thinking, and socializing is worth some experimentation.  This could be done by walking outside or on parallel exercise machines in a gym (would be informative which worked better to tease out what it is about walking that improves thinking, assuming the hypothesized causality is true).  Michael, I realize you are effectively already doing this.

It seems to me you're thinking of school here, not university - it's not been my experience that teaching professors don't like teaching.  As my mentor put it, (paraphrased) "Grading papers is what we get paid for - teaching we would do anyway".

As a current TA, agreed completely.  I would gladly hang out in the physics study room and help random undergraduates even if I didn't have assigned office hours.  Gradaing I wouldn't touch with a ten-foot-pole.

Yes! Community matters. The support and friendship my folks get from their church is so intense, so useful to them, that I stopped trying to talk 'em out of their religion when I understood it. Unless you can replace that, give them that support and encouragement they got when my brother went schizophrenic say, you may well do them a disservice by talking them out of their religion even it if were possible.

Personally I get mine from a few places. The subgenii thing doesn't really work well enough, there's maybe two dozen of us active here in the whole continent. We can do about two get-togethers a year and have to fly in cross continental airplanes to do it. Lucky if half of us turn up at one one event. If you don't also happen to be a heavy drinker you're probably not going to fit in all that well either. The fact it's so focused against something rather than for something can also be tricky. It's deliberately exclusive.

More useful to me is the art community. The four nine one gallery even have a building. Squatted, of course. Nobody involved there has enough money to buy or even rent a building. The entire ethos of the folks who originally squatted that building was to use that p... (read more)

You've nailed exactly what worries me in your comment and the original post. You see, belief systems that aim for self-propagation are prone to turn really icky over time. A scientist doesn't want above all else to spread the scientific worldview, a painter doesn't set out to make everyone else paint, even a pickup artist has no desire to make all males alphas - they all have other, concrete goals; but religious or political views have to be viral. There's any number of movements whose adherents have a priority of spreading the word, and right now I can't think of a single such movement I'd want to be associated with.

My examples indicate it's not necessary to hand victory to others. Science didn't spread due to evangelism, science spread because it works. Art spreads because people love it. This is the standard we should be holding ourselves to.

Evangelism is the equivalent of proactive sales with an inferior product. A good evangelist/salesman can push through negative-sum deals, actually destroying total value in the world. If you've spent time in the IT industry, you recognize this picture.

Eliezer said repeatedly that rationalists should WIN. Great, now won't anyone take this phrase seriously? I don't want a rationalist technique to make myself pure from racism or somesuch crap. I want a rationalist technique to WIN. Fo' real. Develop it, and the world will beat a path to your door.

Right now you (we) have no product, and preaching is no substitute.

The Homebrew computer club was pretty much the kind of community that Eliezer describes, it had a big effect on the development of digital systems.  Same probably true for the model railroad club at MIT (where the PDP architecture was created) but I know less about that.  The MIT AI lab was also important that way, and welcomed random people from outside (including kids).  So this pattern has been important in tech development for at least 60 years.  

There are lots of get togethers around common interests -- see e.g. Perlmonger groups in various cities.  See the list of meetups in your city.  

Recently "grass roots organizing" has taken on this character but it is explicitly partisan (though not strongly ideological).  The main example I know of is Democrats for America, which came from the Dean campaign in 2004 but outlasted it.  It is controlled by the members, not by any party apparatus, and hosts weekly community flavored pizza meetups.  

There are also more movable communities like music festivals, the national deadhead network that attended concerts (no longer so active), Burning Man, etc.  These tend to be very strong support communities for their members while they are in session (providing medical, social, and dispute resolution services, etc.) but are otherwise only latent.  

A persuasive school of thought in the economics of religion suggests that in order to build community, churches often artificially increase barriers to exit and require all sorts of crazy behaviour to signal commitment, thus preventing free-riding. Irrational belief and the accompanying ritual seems to be pretty good at this. I'm not too sure how a rationalist community would fare in this respect...   

One problem I heard about communities is that they often START with a purpose, but later END as self-serving institutions. 

At the time I was still a christian a pastor once told an interesting story. I don't know if this is fictional or if it really happened, I'm relating it as I remember. There was a place with a lot of ship accidents and when that happened volunteers had to go to see for rescue. They decided to fund a rescue association so as to be more organized. Over time the association grew and they started to have social events like parties, etc... ... (read more)

How is this significantly different from the Lions Club and Kiwanis, crossed with the local atheist organization?

I see how it's more rationalist-oriented than the Kiwanis, and more service-oriented than the Atheist Club. And they could probably get more charitable value for money by focusing on high-utility causes - if the rationalists were high-level enough, which the sort of people who respond to "rationalist club" ads might not be. But does "altruist rationalists" correspond to such a significant cluster in personspace that they need... (read more)

The idea of rationalist taskforces has its appeal, but given the rate of accelerating change we simply don’t have time to develop a sense of community from scratch which can replace the millennia of development that’s gone into religious institutions.  Our best shot is to TRANSFORM existing religious institutions into something that is compatible with rationality (and this requires some transformation on our part too – I’ll talk about this below).  The Protestant reformation happened in about a dozen or so decades.  Given the trouble that churches are havi... (read more)

Just as a comment on labels, I used to be an "evangelical atheist" but this essay by Sam Harris changed my mind:

 http://richarddawkins.net/article,1702,The-Problem-with-Atheism,Sam-Harris

...I'm not saying that racism is no longer a problem in this country, but anyone who thinks that the problem is as bad as it ever was has simply forgotten, or has never learned, how bad, in fact, it was.

So, we can now ask, how have people of good will and common sense gone about combating racism? There was a civil rights movement, of course. The KKK was ... (read more)

Deleting religion from the world would increase many peoples' fear of death.  Also, to reject all faiths you almost have to admit to yourself that after this life their is only eternal nothingness.  Fear of death is so strong that many people try to convince themselves that a belief they "know" is irrational could be true.

So might an increase in the popularity of cryonics give a huge boost to rationalist organization builders?

And what level of responsibility would this community take upon itself? If on a wintry night the police will drive, beating and kicking, unarmed protesters down the street, will it let the protesters in and leave the police out? Mikhailivsky Cathedral in Kyiv did it, on the night of December 1st, 2013, if I remember it right, and later let people rest inside and served as a hospital base. A protestant church in Luteranska str. also served as a hospital.

I'm not saying this is behavior expected only of churches.

I am saying that 1) the churches occupy a posit... (read more)

When looking at examples of community, as community, it is probably a good idea to look for other types of communities as well, and identify common factors.

One other, successful type of community (which, like the desired community, is volunteer-run, and consists of people with a shared goal of self-improvement) is Toastmasters. The self-improvement in question is in the narrow realms of communication (especially as regards speeches) and leadership, but a lot of the basic principles would probably carry over reasonably well to a rationalist community.

We don't want to create a new religion, but whatever we create to take the place of it needs to offer at least as much as that which it replaces, so we might end up actually needing a new 'religion' whether we like it or not.  If indeed there is a biological predisposition for humans to want to engage in 'worship', then we might as well worship rationally.  I hesitate to call this new organization a religion or the practice worship, those are the things they are replacing, but those words get my idea across. 

How about we create a church-like organization t... (read more)

As a Stirnerite too apathetic and unsociable to pursue even a Union of Egoists, I have no helpful advice to give rather than nitpicks.

It seemed very odd to me that Eliezer seemed to imagine hunter-gatherer bands as intentional communities (which I admit to also being interested in on an abstract level) rather than tribes of related individuals, a sort of proto-clan. More like the ideal of the National Anarchists than Seasteaders, however less appealing we may find the former. Eliezer seems to endorse something like antinatalism, which runs contrary to succ... (read more)

Make sure that the binding of community is done based on a premise that is both simple to understand and allows at least one safe harbor from direct individual criticism, even if that is allowing non-participation in certain activities. A general community needs a safety and a common simple goal allowing for many levels of participation while offering all levels similar benefits of community.

It might be useful, in thinking what these hypothetical organizations would look like, to think about the history of the Elks/Masons/Odd Fellows/Knights of Columbus/etc. Which were essentially social clubs mixed with a primitive form of insurance; you joined the group and paid dues, and those dues paid for the families of members who became disabled or died, with the implicit promise that your family would get the same if it happened to you. Some of them were religiously-oriented, but most weren't (explicitly), and they're probably the most purely community qua community organizations that persisted. 

I think the community that I grew up in might have something that can be looked into as a sort of semi-example.  I grew up in a rural town, and it had no shortage of religiosity, but most community events didn't happen at the churches.  There were weekly sermons sure, but marriages, town hall meetings, debates, just about any big event would happen at our Grange hall .

(http://en.wikipedia.org/wiki/The_National_Grange_of_the_Order_of_Patrons_of_Husbandry , it's basically freemasonry for farmers)

The grange serves as sort of a meta-communal arranger of all th... (read more)

Folks get a variety of satisfactions/comforts from church membership.  Community does seem like a big one, but nebulous.

I think one of the greater draws of church community is a sense of being valued.  For the self-assured this motivator might be hard to grasp.  (Conversely, those of low self-esteem might overestimate its importance.)  Anyway, I recommend research into the psychological problems correlating with religiosity.  I haven't seen such studies in particular, but I've seen studies of psychological problems associated with conservatism and "Ri... (read more)

Eliezer jumps from the ostensible purpose of churches to the claim that they are not optimized for community. The ostensible purpose doesn't tell us much! Churches look to me to have a lot of optimization for community.

I do not claim that churches are optimal but I doubt it is as easy to improve on them as Eliezer implies. The very items he points to look to me to be powerful rituals. Maybe those rituals serve some purpose (eg, brainwashing) other than community, but it is important to understand the data we have about organizing humans. Communities are slow and expensive experimental subjects.

Someone already mentioned a wiki, my suggestion is:

-there needs to be a place to announce rationalist meetings, a page where you can look up your country/city and join a rationalist community or create a new one.

-MENSA could be an inspiration and a place to look for members(although this idea to fish members from another organization has the potential to generate friction).

-there is already too much information on this site, tons of postings and this thread alone now has 28 comments(and counting), I'm not going to invest a lot of time to wade through this ... (read more)

Reading this 13 years later is quite interesting when you think about how far the LW community and EA community have come. 

Actually many such groups exist already, except they're not arbitrarily limited to self-described rationalists -- for instance, the committee that's working on a garden for an elementary school in my neighborhood.

How about adding a feature on LessWrong where we can state our location (in as generic terms as we want, e.g. "Canada"), so that it's a bit easier to judge if there are several other people near us physically to start thinking about holding meetings?

I don't see why "rationalism" would be a good thing to organize around; but I don't think that's what Eliezer is talking about.  As cousin_it noted, Eliezer is implying that rationalism implies altruism.  Should we add altruism to the bundle of extra-rational values that Eliezer thinks are part of rationalism?  Combined with his insistence that "rationalists always win", and his earlier comment that a Bayesian master would place inherent value on rationality, that would make 3 irrational elements of Yudkowskian rationalism.

As cousin_it noted, Eliezer is implying that rationalism implies altruism

As usual, I note once again that Phil Goetz, as on virtually every occasion when he describes me as "seeming" to possess some opinion, is attacking up the wrong straw tree.

I already live in that post religious world. Yes, we do have religion, of course. But to most people here, religion is a private matter. There are people here that goes to church regularly, and for whom this is their prime community, but those are a small minority. 

Instead our communities are the workplace or organized hobbies, or just fiends that one drinks alcohol with regularly. My parents prime community (except family) is the local Orienteering club. My self, I would not say that I have a community right now. Possibly my flat mates, if five people can... (read more)

"But religion does fill certain holes in people's minds, some of which are even worth filling."

Are they?  There is such a thing as a Fruitful Void.  God is used as a placeholder to stop questioning and abolish uncertainty.  Those are very valuable absences.

It's not a God-shaped hole, it's a hole-shaped God.



Rationality: Common Interest of Many Causes

It is a non-so-hidden agenda of this site, Less Wrong, that there are many causes which benefit from the spread of rationality—because it takes a little more rationality than usual to see their case, as a supporter, or even just a supportive bystander.  Not just the obvious causes like atheism, but things like marijuana legalization—where you could wish that people were a bit more self-aware about their motives and the nature of signaling, and a bit more moved by inconvenient cold facts.  The Institute Which May Not Be Named was merely an unusually extreme case of this, wherein it got to the point that after years of bogging down I threw up my hands and explicitly recursed on the job of creating rationalists.

But of course, not all the rationalists I create will be interested in my own project—and that's fine.  You can't capture all the value you create, and trying can have poor side effects.

If the supporters of other causes are enlightened enough to think similarly...

Then all the causes which benefit from spreading rationality, can, perhaps, have something in the way of standardized material to which to point their supporters—a common task, centralized to save effort—and think of themselves as spreading a little rationality on the side.  They won't capture all the value they create.  And that's fine.  They'll capture some of the value others create.  Atheism has very little to do directly with marijuana legalization, but if both atheists and anti-Prohibitionists are willing to step back a bit and say a bit about the general, abstract principle of confronting a discomforting truth that interferes with a fine righteous tirade, then both atheism and marijuana legalization pick up some of the benefit from both efforts.

But this requires—I know I'm repeating myself here, but it's important—that you be willing not to capture all the value you create.  It requires that, in the course of talking about rationality, you maintain an ability to temporarily shut up about your own cause even though it is the best cause ever.  It requires that you don't regard those other causes, and they do not regard you, as competing for a limited supply of rationalists with a limited capacity for support; but, rather, creating more rationalists and increasing their capacity for support.  You only reap some of your own efforts, but you reap some of others' efforts as well.

If you and they don't agree on everything—especially priorities—you have to be willing to agree to shut up about the disagreement.  (Except possibly in specialized venues, out of the way of the mainstream discourse, where such disagreements are explicitly prosecuted.)

A certain person who was taking over as the president of a certain organization once pointed out that the organization had not enjoyed much luck with its message of "This is the best thing you can do", as compared to e.g. the X-Prize Foundation's tremendous success conveying to rich individuals of "Here is a cool thing you can do."

This is one of those insights where you blink incredulously and then grasp how much sense it makes.  The human brain can't grasp large stakes and people are not anything remotely like expected utility maximizers, and we are generally altruistic akrasics.  Saying, "This is the best thing" doesn't add much motivation beyond "This is a cool thing".  It just establishes a much higher burden of proof.  And invites invidious motivation-sapping comparison to all other good things you know (perhaps threatening to diminish moral satisfaction already purchased).

If we're operating under the assumption that everyone by default is an altruistic akrasic (someone who wishes they could choose to do more)—or at least, that most potential supporters of interest fit this description—then fighting it out over which cause is the best to support, may have the effect of decreasing the overall supply of altruism.

"But," you say, "dollars are fungible; a dollar you use for one thing indeed cannot be used for anything else!"  To which I reply:  But human beings really aren't expected utility maximizers, as cognitive systems.  Dollars come out of different mental accounts, cost different amounts of willpower (the true limiting resource) under different circumstances, people want to spread their donations around as an act of mental accounting to minimize the regret if a single cause fails, and telling someone about an additional cause may increase the total amount they're willing to help.

There are, of course, limits to this principle of benign tolerance.  If someone has a project to help stray puppies get warm homes, then it's probably best to regard them as trying to exploit bugs in human psychology for their personal gain, rather than a worthy sub-task of the great common Neo-Enlightenment project of human progress.

But to the extent that something really is a task you would wish to see done on behalf of humanity... then invidious comparisons of that project to Your-Favorite-Project, may not help your own project as much as you might think.  We may need to learn to say, by habit and in nearly all forums, "Here is a cool rationalist project", not, "Mine alone is the highest-return in expected utilons per marginal dollar project."  If someone cold-blooded enough to maximize expected utility of fungible money without regard to emotional side effects explicitly asks, we could perhaps steer them to a specialized subforum where anyone willing to make the claim of top priority fights it out.  Though if all goes well, those projects that have a strong claim to this kind of underserved-ness will get more investment and their marginal returns will go down, and the winner of the competing claims will no longer be clear.

If there are many rationalist projects that benefit from raising the sanity waterline, then their mutual tolerance and common investment in spreading rationality could conceivably exhibit a commons problem.  But this doesn't seem too hard to deal with: if there's a group that's not willing to share the rationalists they create or mention to them that other Neo-Enlightenment projects might exist, then any common, centralized rationalist resources could remove the mention of their project as a cool thing to do.

Though all this is an idealistic and future-facing thought, the benefits—for all of us—could be finding some important things we're missing right now.  So many rationalist projects have few supporters and far-flung; if we could all identify as elements of the Common Project of human progress, the Neo-Enlightenment, there would be a substantially higher probability of finding ten of us in any given city.  Right now, a lot of these projects are just a little lonely for their supporters.  Rationality may not be the most important thing in the world—that, of course, is the thing that we protect—but it is a cool thing that more of us have in common.  We might gain much from identifying ourselves also as rationalists.

In a nutshell, it might be cool to make a website and organization that promotes data collections and debate.

Rationalism requires access to high quality empirical evidence. Holding your hypotheses up to constantly changing data is a major theme of this site.

We can only rationally discuss our hypotheses and beliefs when we have something to test and the quality of datasets floating around on the internet is often low or inaccessible.

A good rationalist project might be to highlight resources for empirical evidence, run "data debates" where experts attack and defend each others datasets; a wiki for best-practices in data collection, or a wiki for navigating popular issues through good datasets (try as a nonexpert to find what studies on taxation and inequality are best and you can end up running in circles).

I think you would want to tailor this kind of project toward non experts, giving people (especially journalists) a good starting place for finding meaningful, well-collected data that can form a good jump point for rational analysis.

A project like this also leaves the door open to many interpretations and many goals, so it isn't necessarily cutting down on the number of voices out there.

I would also be interested in cataloging failed attempts. More and more I have been trying to look at survivorship biases (http://en.wikipedia.org/wiki/Survivorship_bias) behind all my beliefs.

Are there any good examples of projects like this in existence? Maybe we can leverage the community here to throw our weight behind one.

I think you would want to tailor this kind of project toward non experts, giving people (especially journalists)

I like most of your ideas, but I wonder how many journalists are willing to sacrifice readability or sensationalism for truth and accuracy.

As one of your supporters, I have been sometimes concerned that you are doing blog posts instead of working out the Friendly AI theory.  Much more concerned than I show.  I do try to hold it down to an occasional straight question, and hold myself back from telling you what to do.  The hypothesis that I know better than you is at least -50dB.

This post is yet another glimpse into the Grand Strategy behind the strategy, and helps me dispel the fear from my less-than-rational mind.

I find it unsettling that " ... after years of bogging down I threw up my hands and explicitly recursed on the job of creating rationalists."  

You learned that, “The human brain can't grasp large stakes and people are not anything remotely like expected utility maximizers, and we are generally altruistic akrasics.”  Evolution didn’t deliver rationality any more than it delivered arithmetic.  They have to be taught and executed as procedures.  They aren’t natural.  And I wonder if they can be impressed into System 1 through practice, to become semi-automatic.  Right now, my rational side isn’t being successful at getting me to put in 8-hour work days to save humanity.

You learned that, "Dollars come out of different mental accounts, cost different amounts of willpower (the true limiting resource) under different circumstances ... "  That makes some of MY screwy behavior start to make sense!  It's much more explanatory than, "I'm cheap!" or lazy, or insensitive, or rebellious, or contrary.    That looks to me like a major, practical breakthrough.  I will take that to my coach and my therapist, we will use it if we can.  

I don't think my psychologist ever said it.  I doubt it is taught in undergraduate Psychology classes.  Am I just out of touch ?  Has this principle been put into school curricula?  That you had to learn it the hard way, that it isn't just common knowledge about people, " ... paints a disturbing picture."

You’ve done it again.  In a little over one thousand words, you have given me a conceptual tool that makes the world (and myself) more intelligible and perhaps a little more manageable.  Perhaps even a LOT more manageable.  We shall see, in real practice.

I would appreciate any links to information on the mental accounts and amounts of willpower.

Since Less Wrong doesn't have trackbacks, I'll note that I responded to this post here: http://www.overcomingbias.com/2009/03/missing-alliances.html

I've noticed that even Enlightenment projects such as atheism can get dragged down by the low sanity waterline and kept spinning in small and useless circles by the dearth of rationalists and the lack of skill among any rationalist novices present (I include myself as such).

I am very much on board with any project to raise it.

Well, to be honest, I like dogs, and when one is in front of me, I care about it. I don't think it's particularly important to rescue stray dogs (at least, not when compared to people), but I might join such a project because I thought I might have fun doing it.

A stylistic note: you have a parenthetical note defining "altruistic akrasic", but not with the first mention of the term.  If you feel it needs explanation, it needs explanation when you first mention it.

Something about these last couple of posts has been bothering me and I think it is this: you have a misperception regarding the comparative advantages of the group you have assembled. It seems that we are youngish and neither terribly wealthy nor well-connected, but we possess a certain quality of strength or at least the desire to obtain it. Sure, if you convinced us all to donate lots of money to project X that might do some good. But it seems likely that this group can achieve some far greater good by proceeding in a less obvious way. I can only speculate upon what that larger good might be. 

Hrm... May be worthwhile compiling a list of not just causes, but organizations/groups/communities (online or otherwise) that explicitly care about rationalists (or, for a starting point, at least claim to) so that we can begin to actually try to set such a mutual-rationality-project up.

Any comments on why drug legalization is to be considered good except the many historical failures of prohibiting alcohol and tobacco and libertarian speaking of addicts' rights (which, for anyone who does believe "people are to be forcibly protected from themselves" to at least some degree, is a non-argument)?

"If you and they don't agree on everything - especially priorities - you have to be willing to agree to shut up about the disagreement."

Right. Just like anti-theists should shut up about their anti-theism for the benefit of theistic evolutionists.

Well, it's more a case of, for our purposes here "does everyone involved agree that actual rationality is a good thing? Then let's not argue out stuff like which of our causes is the bestest in the common area. Rather, let's hash out basic rationality concepts, or, more to the point, basic methods of training in rationality/creating rationalists. Let's reserve the 'my cause has most utility per effort/dollar/etc' type arguments for elsewhere."

Think of it more analogous to many online forums and so on explicitly banning religious and political arguments, since those tend to go kablewy and if the forum is primarily about something else...

ie, it's not "shut up about it" but "let's agree to shut up about it HERE"

Okay, I can see the sense in that. I just wouldn't want this sort of agreement to devolve into a kind of communally-imposed censorship of certain topics 'for the cause of Reason', in the same way that many evolutionists (theistic and atheistic) keep telling anti-theists to shut up 'for the cause of Evolution'.

In other words, I'm all for restraint if the goal is to focus on rationality, but I'm against it if the goal is to avoid offending people and preserve harmony.

The reason everyone tries to shape a very specific message to fit existing biases rather than challenging the biases directly is that no-one wants to stick their necks out.  For example, there are a whole load of charities that would benefit if scope insensitivity were reduced, but for any of them to fight it would be perceived by scope insensitivity sufferers as talking about people's lives in the cold language of cost-effectiveness.

The effective altruism movement and the 80000 hours project in particular seem to be stellar implementations of this line of thinking.

Also seconding the doubts about the refrain from saving puppies - at the very least, extending compassion to other clusters in mindspace not too far from our own seems necessary from a consistent standpoint.
It may not be the -most- cost-effective, but no reason to just call it a personal interest.

"But of course, not all the rationalists I create will be interested in my own project - and that's fine.  You can't capture all the value you create, and you shouldn't try."

Eliezer you are not creating a posse of rationalists. This is a delusion of grandeur.

Your continual quoting of yourself (a useful technique at OB) is also gaining the grandeur of delusion.

"If someone has a project to help stray puppies get warm homes, then it's probably best to regard them as trying to exploit bugs in human psychology for their personal gain, rather than a worthy sub-task of the great common Neo-Enlightenment project of human progress."

I do not regard the extension of compassion to all living things as a bug. Surely moral progress is making the circle of inclusion ever bigger.

"Ooooh cute puppies, I so want to save them"
"Hey, there's also a hobo in the alley, he looks like he's dead or in bad condition"
"bleh, dirty hobo, I don't even want to have a look"

I understand that it is more pleasant to look upon puppies, that generates a warm feeling, and, my, aren't they just cute ? While a hobo in a dark alley may well just engender repulsion in many people. But putting the wellbeing of a pup before that of a fellow human, including, in ways not quite so obvious as the hobo case, is a fairly repulsive idea in itself too. Beyond the fact that this idea is repulsive, which may not be the main concern of a rationalist, there's the fact that the hobo is likely to have more complex feelings, and more consciousness, that the shades of pain and distress he can feel are just worse than those of the pup; and even beyond that, you're supposed to feel empathy for your fellow human being. 

You see we have some machinery up there in the fleshy attic for just that purpose. It helped, to have other human beings care for you and your misery in the environment of adaptation. So if you see something that has some cue traits, shapes, which you think is alive and warm, and in danger, that would trigger those feelings of compassion, love, will to help, secure, protect. Too bad that pups have neotenic traits, that trigger the very same machinery in our brain, without there being a real purpose to that. There would lie the bug, I'd reckon. ( See http://en.wikipedia.org/wiki/Neoteny ; http://en.wikipedia.org/wiki/Cuteness )

Of course that's forgetting the part about someone exploiting a bug for their own gain as is also said. I'd suppose that some people would do such a thing, for instance using puppy-love, but that one didn't strike much. Well, more precisely I never encountered such a case, so that's why it looks as though it is rare to me. I may be wrong, and such misdoing may be prevalent.

I would suggest getting a dog at some time in your life (doesn't have to be a puppy). They are good company. You get lots of fresh air. They are a constant responsibility. Their life and their comfort are dependent on you. You will enjoy.....growing compassion.

Hobos seem to be an unavoidable part of the distribution of human life. Drugged or alcoholised I doubt if their feelings or their senses are as sharp as my dog's. Somewhere along the line, they have chosen. 

I may have to make the dog experience. Note, I've had dogs at home, several, and other pets, including cats, bunnies, pigeons, etc; of course they were my parent's so it's a bit different.

As for hobos, nope, they didn't really "choose" their state. There's a limit to what a human mind can withstand, and possibly it isn't the same set point for everyone, but past a certain amount of hardships, people break down. Then they fall. They fall because they don't have much willpower or love of life left. And they may try to make that pain feel a tad lighter by using drugs, alcohol. Or simply to have a good time, when they can't really expect anything else to cheer them much. 

I hesitated before adding that, so please don't take it as a an ad hominem attack or anything, but I think one in your case may have to make the hobo experience for himself to realize how it feels. I don't mean that as in "ironical retribution : now it's your turn", but rather to say that you perhaps won't ever come close to understanding how if feels unless you live it yourself.

And this may indeed just happen to anyone. You included. Some people will choose suicide instead, others won't want to and will simply fall down, irresponsive to most obligations or opportunities, even to get better. I'll remind yourself of some recent case, such as 

http://www.cbsnews.com/stories/2009/01/06/ap/business/main4702909.shtml

Finally, I'd rather know that my fellow human would care more for me, than for his pet. I'd try to reciprocate the favor as well, insofar as possible. If I can't even help another human being because I think that my dog or, who knows, my material possession, a book perhaps, has more value than him, then it goes the other way too. I don't want to live in such a world. That I want it or not, may not change the world, and I may be worse off if I care about others in a world where others don't care about me, but I'll be worse off in any of those, than in a world where we each care for each other, with some passion.

There is a humanness to it which is so often absent in the other posts.

I work with drug addicts every day. Believe me - they choose.

I work with drug addicts every day. Believe me - they choose.

EDIT: My above objection is unclear. I should have replied ADBOC.

They are presented with situations in which multiple alternatives are possible, and they select one. That is choosing. Their choices may be explained by psychological, environmental and/or chemical factors, but not explained away. See Explaining vs Explaining Away.

That is too easy. When you see "someone choose to X", you'll usually take it to mean that the bloke could've done otherwise, ergo, if he choose to do something that did him wrong, he's responsible and hence, deserves the result he's obtained. 

Maybe you can stretch the definition of responsibility too (stretch away http://yudkowsky.net/rational/the-simple-truth ), but the idea that people could do otherwise, or deserve their fate if they chose to do something 'wrong', knowing it was wrong to do it ... even barring the idea of a deserved fate, people often fall back to human nature, resorting to their heuristics and "general feeling about doing this or that".

That's not a choice. That's more like a curse, when your environmental conditions are just right and strong enough to give such processes PREDOMINANCE over your own 'rational' sophisticated mind. In such cases, you won't act rationally anymore; you've already been taken over, even if temporarily. We've been discussing akrasia and ego depletion a bit lately, this falls in the same category. Rationality is but the last layer of your mind. It floats over all those hardwired components of your mind. It is pretty fragile and artificial, at least when it comes to act rationally, as opposed to thinking rationally, or even easier, thinking about rationality.

So whether someone "choose it", or not, whatever meaning is bestowed upon the word choice, is not the most important thing. It's to understand why someone did something of a disservice to himself, and how he could be helped out of it, and if he should be helped out of it in the first place.

This question is totally meaningless for materialists and consequentialists.  The entire business of attaching blame and deserts must be abandoned in favour of questions either to do with predictions about the world or to do with what will give the best total effect.

I'll do a post on this when I've composed it, but the start of it is the case of Phineas Gage.

I think this is too extreme. Maybe blame and desert are best dispensed with, but it seems likely that we (our volitions) terminally disvalue interference with deliberate, 'responsible' choices, even if they're wrong, but not interference with compulsions. Even if that's not the case, it also seems likely that something like our idea of responsible vs. compulsive choice is a natural joint, predicting an action's evidential value about stable, reflectively endorsed preferences, which is heuristically useful in multiple ways.

I don't think that needs to be a terminal value. People's deliberate choices provide information about what will actually make them happy; with compulsions, we have evidence that those things won't really make them happy.

I agree that it's useful to have words to distinguish what we want long-term when we think about it, and what we want short-term when tempted, and I've just done a post on that subject.  However, I don't see how that helps rescue the idea of blame and deserving.

However, I don't see how that helps rescue the idea of blame and deserving.

In case there was any confusion, I didn't mean to say it does.

I think this is too extreme. Maybe blame and desert are best dispensed with, but it seems likely that we (our volitions) terminally disvalue interference with deliberate, 'responsible' choices, even if they're wrong, but not interference with compulsions. Even if that's not the case, it also seems likely that something like our idea of responsible vs. compulsive choice is a (natural joint)[http://www.overcomingbias.com/2008/02/where-boundary.html], predicting an action's evidential value about stable, reflectively endorsed preferences, which is heuristically useful in multiple ways.

They are presented with situations in which multiple alternatives are possible, and they select one.

This does not cut it. First, you need to additionally specify that they are fully aware of these multiple possibilities. When a man decides to cross the street and gets killed by junk falling from the sky, he didn't choose to die.

Second, the word "select" fully encapsulates the mystery of the word "choose" in this context.

Third (I didn't originally make this clear), I'm not looking for a fully reductive explanation of choice, so the "explaining away" discussion isn't relevant. The statement "Believe me - they choose" appears to be attempting to communicate something, and I believe the payload is hiding in the connotation of "choose" (because the denotation is pretty tautological: people's actions are the result of their choices).

Belatedly I recall prior discussion of connotation. I've edited my original reply to include the flashy LW keyword "ADBOC".

So my statement was technically true, but you disagree with the connotations. If I state them explicitly, you will explain why you think they are wrong. Sounds like a sucker's game to me and I doubt I have any responsibility for your connotations (I am assuming the you agree denotationally but oject connotatively).

In a sense you are butting in on another conversation - where connotations are linked and have grown in context.. My use of the word choose is related to infotropism's descripiton of a hobo.

I have no idea where you connotations are - so you have all the cards.

If you tell an addict - "One more injection in that vein and we will amputate your leg," then he will inject.

When you are in the middle of an orgasium, come out of it, you want in again - Big Time.

If a thin and hungry wolf meets a well fed and groomed dog, and the dog says, "Come wih me, Humans are wonderful, they feed me. Their houses are warm. They are kind. The wolf follows along. Sounds like a good deal. But then he sees the collar. "What's that?" He says. "Oh" the dog says, "they use a leash, when we go walkies". 

Connotations on the word "choice" are many, dialectical and necessarily VAGUE.

Sounds like a sucker's game to me and I doubt I have any responsibility for your connotations [...] I have no idea where you connotations are - so you have all the cards.

This isn't an adversarial game. How do you know I will disagree with you? Even if you did know, why avoid it?

In a sense you are butting in on another conversation - where connotations are linked and have grown in context.. My use of the word choose is related to infotropism's descripiton of a hobo.

You uttered a statement of the form "Believe me - " in direct reply to a comment I found fairly insightful. Infotropism laid out the connotation of his use of the word "choose" quite well, IMO, and your statement seems at odds with that.

When you are in the middle of an orgasium, come out of it, you want in again - Big Time.

If you define "choice" to cover this scenario in the context of a "who is worth helping" discussion, I question the value of the definition.

Connotations on the word "choice" are many, dialectical and necessarily VAGUE.

When that is the case for a word, you cannot use it to make a clear point without a supporting explanation. I'm assuming you didn't intend to make a vague point.

Things don't have to be adversial and they don't have to not be adversial. I do not know if we are being adversial. Nor do I know if I was being adversial. I do however think my forecast of a possible disection of my answer has been met by you answer.

In a sense I would think that everything we say is tautological for ourselves and seldom tautological for others. I would certainly think my useage of the word "choice" is personal and ideosyncratic as choosing and its fundament is after all anchored in the moment of existence. The object of choosing is undefined until defined and this "search-result" is charged with the web of individuality.

"If you define "choice" to cover this scenario (reentrance to the orgasium) in the context of a "who is worth helping" discussion, I question the value of the definition."

I have not at any point participated in the discussion "who is worth helping". (My answer to that is too radical for your ears.) In other words your disection is wrong - as it has been at every stage. As such a mechaniclal deconstruction based on your own hobby horses must necessarily be.

I am trying to express some complicated truths. You, kind sir, do not have access to these truths. Nor can I give you access. You are looking at my finger. 

I found the above comment to be mostly incoherent, so I'll reply to the meaningful parts.

I have not at any point participated in the discussion "who is worth helping".

Infotropism made a comment that essentially said people are more likely to help "cute puppies" than "dirty hobos" due to buggy hardware. You replied that your dog's senses are probably sharper than a hobo's, and that the hobo chose his or her condition. I deem that "participation", even if you didn't understand what was being discussed or implied.

I think we two are in a personal dialogue here - off the beaten track as it were, as  I don't think others wil come visiting. Fine. We are also weaving a thread of  mutual "conotations" (or in our case "misconnotations"). Also fine. A little case-study - just for us!

As you point out - Infotropism made a point about helping cute puppies contra hobos. This was a reply to an earlier point from me on "compassion". Compassion is not directly related to helping. I work in the helping profession - this does not mean I am theoretically interested in "helping". I was not participating in a discussion on helping. Originally I was attacking Eliezer for his arrogance, which has been sidestepped to diverse diversions. Infortropism and I went on to riff on common and separate themes. Then you came along.

I am neither posturing nor condescending. I am simply making the point, that what I say will appear incohernt to you, just as I do not understand why you are so sure you are right, why you think you can find meaningful parts from a whole you find incoherent and why you think you have the right to deconstruct or correct another's expression. What you assume to be a rational and impartial analysis (by you of me) appears posturing and condescending to me! Your analysis postulates a greater intelligence, a sharper insight, a greater stringency. None of which I recognize.

Yours is also the conceit of Eliezer who wants to program intelligence and thus thinks that things have to be reduced to algorithms, before one has understood them. It is a mechanical intelligence. 

Does one wish to dance with a jerky doll or talk to a human? For that is how your deconstruction seems to me! 

Let's just say that I am divergent and you are convergent in our ways of thinking???

You win more points than I do from our audience. This is because convergence is the dominant style here on LW. Once in a while I get a little snarky over it. And probably I should be moving on to greener pastures. Even though I think these two styles should be able to finde a synthesis or at least improve on each other.

why you think you have the right to deconstruct or correct another's expression

I think I have that right because I do have that right.

You must be talking about epistemic accuracy. Getting things right and not just less wrong.

I am actually rather curious.... who or what has given you this right? What does it correlate with? 

I severely doubt you've tried extending compassion to any nonhuman things on their own terms rather than on ours. We're smart enough versus a dog to play a kind of "coherent extrapolated volition" game. What ought I to want, if I were a dog, but given what I know as a human? "Intelligence. Urgently. Food can wait, I don't give a damn if I'm cold or have fleas, fix my brain. I'm a fucking cripple."

That is what the starting point of compassion for all life would look like. So, when you consider the puppy-rehomers, it's pretty obvious they are just letting their cuteness instincts hijack their higher minds, and they want to spread the contagion.

"if I were a dog, but given what I know as a human?"

Intelligence (you're joking)
Urgently (why are they always rushing about?)
Food can wait (you're joking)
Fix their brain THEY are cripples - oh look at that rabbit - I'm outta here.

Why should I wish to extend compassion on non-human terms? I do not want a human dog, nor do they want to be human. They like being dogs - and now I'm talking nonsense. It's sorta contagious.

I think the puppies thing was more "while valuable, we may perhaps undervalue various other compassionate causes relative to that specific one due to the 'awwwww, puppies' effect, which we don't necessaraly have for all creatures."

"Eliezer you are not creating a posse of rationalists."

According to my first quotation from Eliezer he seems to think, that HE is "creating rationalists".

I just don't see how another person can create a rationalist. This work you do yourself - with a little help from your friends.

Eliezers monologues on OB were fun. They were useful fragments and mirrors. Hints and metaphors. In a sense he coined the word "rationalist" as a useful suggestion for  an identity.

I am still hanging around here 'cos I too think there is some utility in chosing to be "rational".

But I do not accept Eliezer's checklist as being exhaustive - annasalamons questionaire is an absurd example of its narrowness. And unfortunately also an example of Eliezer being right - he is creating "rationalists" after his own image.

So beware the creation of rationalists. And let's have a little bit of independent thinking around here instead.

"I just don't see how another person can create a rationalist. This work you do yourself - with a little help from your friends."

You can lead a brain to data, but you can't make it think.  Thinking is a choice you make for yourself.  No one else can do it for you.

Is this supposed to mean something?  It seems opaque, and quickly checking Google tells me that the phrase "grandeur of delusion" is so uncommon that this comment shows up as result #3.  Was it merely a typo?  Even if it was, how does one 'gain' anything of the sort?

But I like to do things thoroughly, så let me try to explain.

English is no longer my first language, so my language use  can probably become a little private. A private language is of course no language at all. So maybe you are right, that I wrote something without any meaniing at all (other than to me).

I am using a rhetorical device - playing on the upper sentence - "delusion of grandeur". Such rhetorical reversals add something or other, though I would gladly agree that it is something of a darkish art and perhaps a type of meaning-illusion - adding meaning without in itself having meaning. But meaning is such a slippery thing based on leaps of intuition and not in any way digital that such devices and "armies of metaphors" are the very stuff of communication.

What I am more and more coming to regard as Eliezers meglomania, which surely must be baed on an illusion. But saying the "deluded largeness of self-importance" is  not a very effectful phrase.

So I was indulging in the art of "suggestion" - in some uncontrolled sense priming the reader´s associations.

I do not regard the extension of compassion to all living things as a bug. 

So, you think we should feel compassion for Fusobacterium necrophorum specimens?

I don't feel any, I'm happy not feeling any, and I'm also happy knowing my immune system doesn't hold back against them.

I strongly expect future versions of humane morality won't include any particular compassion for microorganisms, either.

You are using the Dark Arts.  Dogs are not parasitic microorganisms.  Marshall did not specify the function that maps organisms into appropriate levels of compassion.  His statement does not imply the absurdity you are trying to reduce it to.

It's pretty clear-cut. Bacteria are living things, therefore compassion for all living things implies compassion for bacteria. If it's appropriate to feel compassion for dogs but not bacteria, the property that makes it so is not life, but something else.

It's pretty clear-cut.  He spoke of showing a particular level of compassion to a dog.  He also spoke of showing some compassion to all living things.  He did not say to show the same level of compassion to all living things.  I believe you fail to understand that your argument is not logical because you are thinking in terms of binary distinctions.  Your mention of that "the property that makes it so" demonstrates this.

Zero or nonzero is a binary distinction. Do you disagree that it's appropriate to feel zero compassion for bacteria?

You're still thinking in binary terms.  Zero or non-zero is a distinction that can be made arbitrarily useless.

If someone said that they wanted everyone in the world to have shoes, you would not assume that they also wanted people with no feet to have shoes.  If a bacteria qualitatively lacks the feelings that are necessary for you to feel compassion for them, you assume they are not included.

If the universe were colonized by nothing but bacteria, I would not sterilize it, even if that bacteria could never evolve into anything else.

Your use of "parasitic" is also Dark: it serves no purpose other than to trigger the negative emotional associations of the word.  

I used the word parasitic because he gave, as his example, a specific parasitic organism.

If I reply, "And humans will develop compassion for robots who have been designed to mimic a few of our human traits" would this refute your refutation?

Thus your reply: Adds a distinction to which I must agree - but my argument still stands.



Helpless Individuals

When you consider that our grouping instincts are optimized for 50-person hunter-gatherer bands where everyone knows everyone else, it begins to seem miraculous that modern-day large institutions survive at all.

Well—there are governments with specialized militaries and police, which can extract taxes.  That's a non-ancestral idiom which dates back to the invention of sedentary agriculture and extractible surpluses; humanity is still struggling to deal with it.

There are corporations in which the flow of money is controlled by centralized management, a non-ancestral idiom dating back to the invention of large-scale trade and professional specialization.

And in a world with large populations and close contact, memes evolve far more virulent than the average case of the ancestral environment; memes that wield threats of damnation, promises of heaven, and professional priest classes to transmit them.

But by and large, the answer to the question "How do large institutions survive?" is "They don't!"  The vast majority of large modern-day institutions—some of them extremely vital to the functioning of our complex civilization—simply fail to exist in the first place.

I first realized this as a result of grasping how Science gets funded: namely, not by individual donations.

Science traditionally gets funded by governments, corporations, and large foundations.  I've had the opportunity to discover firsthand that it's amazingly difficult to raise money for Science from individuals.  Not unless it's science about a disease with gruesome victims, and maybe not even then.

Why?  People are, in fact, prosocial; they give money to, say, puppy pounds.  Science is one of the great social interests, and people are even widely aware of this—why not Science, then?

Any particular science project—say, studying the genetics of trypanotolerance in cattle—is not a good emotional fit for individual charity.  Science has a long time horizon that requires continual support.  The interim or even final press releases may not sound all that emotionally arousing.  You can't volunteer; it's a job for specialists.  Being shown a picture of the scientist you're supporting at or somewhat below the market price for their salary, lacks the impact of being shown the wide-eyed puppy that you helped usher to a new home.  You don't get the immediate feedback and the sense of immediate accomplishment that's required to keep an individual spending their own money.

Ironically, I finally realized this, not from my own work, but from thinking "Why don't Seth Roberts's readers come together to support experimental tests of Roberts's hypothesis about obesity?  Why aren't individual philanthropists paying to test Bussard's polywell fusor?"  These are examples of obviously ridiculously underfunded science, with applications (if true) that would be relevant to many, many individuals.  That was when it occurred to me that, in full generality, Science is not a good emotional fit for people spending their own money.

In fact very few things are, with the individuals we have now.  It seems to me that this is key to understanding how the world works the way it does—why so many individual interests are poorly protected—why 200 million adult Americans have such tremendous trouble supervising the 535 members of Congress, for example.

So how does Science actually get funded?  By governments that think they ought to spend some amount of money on Science, with legislatures or executives deciding to do so—it's not quite their own money they're spending.  Sufficiently large corporations decide to throw some amount of money at blue-sky R&D.  Large grassroots organizations built around affective death spirals may look at science that suits their ideals.  Large private foundations, based on money block-allocated by wealthy individuals to their reputations, spend money on Science which promises to sound very charitable, sort of like allocating money to orchestras or modern art.  And then the individual scientists (or individual scientific task-forces) fight it out for control of that pre-allocated money supply, given into the hands of grant committee members who seem like the sort of people who ought to be judging scientists.

You rarely see a scientific project making a direct bid for some portion of society's resource flow; rather, it first gets allocated to Science, and then scientists fight over who actually gets it.  Even the exceptions to this rule are more likely to be driven by politicians (moonshot) or military purposes (Manhattan project) than by the appeal of scientists to the public.

Now I'm sure that if the general public were in the habit of funding particular science by individual donations, a whole lotta money would be wasted on e.g. quantum gibberish—assuming that the general public somehow acquired the habit of funding science without changing any other facts about the people or the society.

But it's still an interesting point that Science manages to survive not because it is in our collective individual interest to see Science get done, but rather, because Science has fastened itself as a parasite onto the few forms of large organization that can exist in our world.  There are plenty of other projects that simply fail to exist in the first place.

It seems to me that modern humanity manages to put forth very little in the way of coordinated effort to serve collective individual interests.  It's just too non-ancestral a problem when you scale to more than 50 people.  There are only big taxers, big traders, supermemes, occasional individuals of great power; and a few other organizations, like Science, that can fasten parasitically onto them.

I'd like to see some examples of types of large institutions that you believe should exist, but don't due to lack of coordination.

In conservation biology, flagship species play the role of cute puppies:

These species are chosen for their vulnerability, attractiveness or distinctiveness in order to best engender support and acknowledgment from the public at large. Thus, the concept of a flagship species holds that by giving publicity to a few key species, the support given to those species will successfully leverage conservation of entire ecosystems and all species contained therein.

This is fighting a bias with a bias: people do not care as much as they should about conservation while they care too much of cute puppies. Science in general could adapt this technique: use "popular" subjects to attract funds to "good but unpopular" subjects.

If this is too much of the "dark side" for you, umbrella species might be more appropriate.

As has been already mentioned, science of old was largely funded by individuals; scientists (or 'natural philosophers') were largely patrons of wealthy individuals. Presumably, this was because supporting an individual provides a good emotional fit (and thus serves as a good signal of status) in a way that funding pure research does not.

I'm not sure I'm following the logic here. The failure of science to raise money via voluntary means is evidence that it is too much of a non-ancestral problem?

Well, I'll agree that if we somehow had science as it exists now for a few hundred generations, we'd probably be better at funding it. But thats true of anything. Standard economics predicts that funding large-scale public goods is difficult via voluntary means, and public choice explains why its difficult for governments too. If you believe Coase this difficulty is a feature, not a bug, because it takes transaction (i.e., organizational) costs into account.

Of course, it shouldn't come as any surprise to anyone that a scientist is complaining that people don't fund enough science ;) To be honest, I don't know where I could donate money to science to make a difference. Its very hard for non-scientists to judge the feasibility of scientific projects. So much of science seems to be a complete and utter waste of smart people and resources.

One thing we can do is promote the use of prizes over normal funding.

But individuals do fund science (at least in the US): individuals give pretty substantial amounts to universities, even if it's less overall than what's provided by governments. 

As you sort of allude to later, the issue may be less that individuals don't fund science, as that they don't fund particular science. I would speculate that this is in no small part because we generally realize that we wouldn't be very good at picking particular science to fund, so we give general, and let other people decide exactly what projects to pursue. This opens the process up to lots of problems, but it's not obvious that it's worse than the feasible alternatives.

(In the same way, lots of people choose to give to generalist charities like Oxfam, rather than trying to evaluate specific projects for themselves, though (a) I suspect it's easier to tug people's heartstrings for charitable projects; and (b) people probably overestimate their knowledge of what works in charity more than in science.)

"But it's still an interesting point that Science manages to survive not because it is in our collective individual interest to see Science get done, but rather, because Science has fastened itself as a parasite onto the few forms of large organization that can exist in our world."

Can't it be both? It's not as if the government's support of science is completely unrelated to its being in our collective interest. It's awfully cynical simply to presume, without comment, that governments don't ultimately work for our collective interest (even if they can at times be very misguided).

More generally, this post seems full of lots of lines, like the above, that sort of seem true at first glance, but upon closer inspection are either quite banal, vacuous, or only questionably correct. How about some supporting evidence or arguments?

In the old days science was done by independently wealthy people, and how successful it was. Can today's scientists create profitable enterprises to fund their work? FHI is supposedly full of good programmers. Say, everyone works on a joint project half a week and does science the other half. Sounds like a real world application for the community's rationality and cooperation abilities, what do you say Eliezer?

The answer is, of course, that there was just as much shallow and awful music then as now. The difference is that what people think of as "classical" is the best of the past few hundred years. Those who compare hundreds of years of "classical" (which wasn't a single genre in any case) to fiftyish years of rock are comparing the best of one to the mediocre of the other. And these days, record labels are (tending to "were") a patronage system.

Obvious title: Night Is To Be Loved (in Latin: amanda nox).

Edit: Another piece I've contemplated writing: Paperclip Maximizer for contrabass clarinet.

Link me to some obscure Beethoven-like academics? I'll give it a try.

An ad-hoc (more-or-less-)top-of-my-head sampler, if you're really curious (sorted alphabetically by composer and chronologically by work):

Folks like these are the intellectual (if not "cultural") heirs of the "standard canon". Some of them are as good as the three B's (most of them are at least at the level of say, Schumann or Mendelssohn), and all of them are currently living academics (or former academics).

(Then, in addition, there are the European non-academics like Boulez, etc.)

People appreciate air travel without study of aerospace engineering.

But much less rarely do people appreciate a good plane without study of aerospace engineering. Exceptions would be people who think "a good plane" is a plane with reclining seats and champagne, and the stealth bomber. 

In this sense, people can and do appreciate the Beatles without study of musical theory, but rarely can they appreciate 'classical masters' without it. (Of course, this is blurred by cultural and social forces requiring you to signal enjoyment and admiration for the names Mozart, Bach, Beethoven, etc)

you can't deny that there is a genuine achievement behind it that can't be faked.

and that in some cases (classical master), it requires understanding of the specific field to recognise the achievement, and in other cases (Beatles) it doesn't. Or rather, it relies on something that's already present in the vast majority of humans, and so isn't considered a specific field. The Beatles were playing on understandings that were already present; current masters are playing on understandings that require training.

I think people without the specific understandings conflat... (read more)

Is it your contention that modern musicians write Clasical minuets and Baroque fugues which are in some cases better than the best of the older works that are still listened to, but that no-one cares because much of the value of those works is in their role in a canon?  

I could easily believe that in those cases, but I simply don't believe it in the case of Opera.  The Opera cannon is just not very large.  Some people have heard the whole thing and only like a few dozen operas.  It doesn't seem likely that there isn't demand among such people for higher quality new material in old styles, so if no new material is becoming popular then the un-met demand makes me think that contemporary music students are failing to produce work that this audience actually values due to now knowing how to replicate the merits of older compositions.  

It should really be pretty easy to do a controlled experiment with a naive population to see how common it is for modern artists to be able to impress an audience as much as their 18th and 19th century precursors did.  

I'm seriously interested in someone performing some experiments on this subject.  It seems to me that it would provide an extremely practi... (read more)

I went to a few lectures on mathematical music theory once.  I've forgotten most of it, but I recall learning that most of the music I can enjoy (pre-1900 Western classical, 20th century pop and rock) is, structurally, confined to a very special case among all the possible scales that a music system could be built on.  Someone like Schoenberg is to all the other music I listen to, as Mars is to all the different continents of the earth.

(Aside: remember the scene in "Close Encounters of the Third Kind" where the aliens communicate in music? I saw it again recently, and it cracked me up, because it was obviously trying to sound "alien" but it really wasn't.  It sounded like the tricky part of a Leonard Bernstein piece.  There's much more "alien" music right here on this planet!)

So I think Beethoven really might have been more accessible to the listeners of his day than contemporary classical music is to us.  Beethoven, at least, wrote his symphonies in the same key as an ordinary folk ditty.  (Sometimes he even kept the ditty!)  

I'm not sure how possible it is to adapt one's ear so that a totally new scale sounds pleasant.  I can't listen to much classical music past Stravinsky and get any pleasure out of it.  But then again, I first listened to Indian classical music in adolescence, and that has a completely different structure than Western music, and it sounded good to me instantly, no inferential distance at all.

In addition to the emotional issues you raise, there's the question of thresholds and scalability.  If the puppy program already exists, giving $10 will help more puppies.  But, for many scientific research projects, there's no point in even starting with less than $100K in hand. That could be $10 each from 10,000 people.  An easy decision, perhaps, for the 9999th person, but who wants to give the first $10?  

Elsewhere I've suggested "Social Escrow" as a solution.   You pledge a certain amount, contingent on enough other people doing so and perha... (read more)

"But by and large the answer to the question "How do people maintain the functioning of their bodies" is "They don't!" The vast majority of people - some of them extremely skilled in medicine and physiology - simply fail to exist in the first place."

Managing to misunderstand a question you yourself ask is a pretty impressive feat.

Just the weekend before last I was hearing a scientist say "we have 30 projects we know, know, will give good results. That's not even counting the worthy speculative work. We can fund: maybe five."

Science as an institution is absolutely poverty-bound. Find a way of getting it a bigger bite of GDP, and the speedup could be immense.

Find a way to give it a bigger bite of GDP, and new bureaucrats will arise to seize the money for worthless projects, generating more noise in the journals?  We could be in a situation analogous to the situation in some countries where giving money to beggars just reallocates more of the economy to begging without increasing the income of the average beggar.

No doubt some of the marginal money would be wasted, but that's always true and is true now. Science is and would be worth it even if the haircut was immense, and I don't see a reason that the additional spending would be that much more wasted. 

Also, the begging scenario you describe isn't particuarly scary. If giving more money to scientists meant there were more scientists each with the same funding levels we have now, that seems like a perfectly fine outcome. If it meant there were more fundraisers seeking money for science and each raised the same quantity of funds, that also seems like a fine outcome.

You're only looking at funds for "Science" that get used for something useful. How much of the funds are used suboptimally or completely wasted? Pretty much every funding (science, charities, government etc.) except for capitalist free market (and even that only in case where there's little potential for abuse) is extremely inefficiently spent, as there's no optimization mechanism based on results, so it's optimized for some very indirect proxies (number of publications, emotional appeal, political interest). Basic research almost by definition doesn't have anything to directly optimize on. So no - just giving "Science" more money wouldn't necessarily improve everyone's well-being.

I cannot think of any plausible mechanism how basic research can be funded in a self-optimizing manner. Prediction markets on its long term impact? That's the best I can think of, but considering how unproven real world prediction markets are even in far easier cases I wouldn't really have high hopes for that.

This kind of thing is often considered one of the main roles of government: funding important projects on a constant basis over a long period of time.   It's hard to fund those with charity; charity funding tends to be inconsistent over time, and people who do give to charity are likely to give to whatever cause is "popular" that year.  I wouldn't want to try to fund "maintenance of one specific bridge every year over the next 50 years" with just charitable contributions from people who use that bridge and benefit from it, because some ... (read more)

But by and large, the answer to the question "How do large institutions survive?" is "They don't!"  The vast majority of large modern-day institutions - some of them extremely vital to the functioning of our complex civilization - simply fail to exist in the first place.

I'd love to see a followup post on these modern day institutions that don't exist. So much of our environment and experience is dominated by our tribal instincts that it is diffiucult to picture which institutions would exist were we somewhat more rational.

As I understand it, this is supposed to be one of the things government is for - to coordinate spending when trying to do these things privately would suffer from a free rider problem.  I try not to talk about politics on here - mind-killer and all that - but one way to address this would be to try to improve the rationality of voters.  I increasingly believe that preparing people to be participants in a democracy should be the primary function of schools.

The concept of a large modern-day institution that fails to exist strikes me as bizarre and incoherent. Is the idea a large institution that could exist if we were somehow able to twiddle causal factor X Judea-Pearl-style? (If so, it immediately poses the question of what causal factor X is for any specific proposed non-existent institution.)

"How do large institutions survive?" is "They don't!"

No, seriously! How can Eliezer say that when they obviously do? For example, many countries are more than a hundred years old.

In some Greek myth there's a fleet heading off to war - an important endeavor, involving a group of more than 50 people - but they get held up by some bad weather. After exhausting all the usual remedies, the fleet's leadership determines that the gods have to be appeased by some extreme measure, so he summons his daughter from home and sacrifices her. It's all very sad, but it works; the storm abates and the war can proceed.

Have we considered encouraging people to donate to science in a similar way? Not r... (read more)

But by and large, the answer to the question "How do large institutions survive?" is "They don't!"

Funding large-scale projects seems like a perfect job for financial markets. Maybe society should figure out the detailed reasons why financial markets don't invest (more) in science, and fix these issues, one step at a time.

I suspect allocation of returns is one such issue, but it looks solvable by having shares over patents, risk mitigation should work by diversifying the fund, same as current index funds. Diversification also mitigates the long-term/spiky nature of the investment, but if sporadic returns are still an issue they could be smoothed out by ... (read more)

It's quite possible to raise money for microgrants (c. one-paycheck amount) for young scientists. From individuals. And then keep it up year in and year out. And add more subcategories (e.g., a friend of mine started with a single grant for both botanists and zoologists, then a year later there were two, and now other people started running their own and we have four.)

You can't fund big science this way, but people do pay money. You probably can't raise money for any kind of science, but it's not a general rule at the very least.

Old post, but I want to chip in some data regardless.

Science which can be done by nonspecialists gets wide participation. For example, the Audubon Society's annual Great Backyard Bird Count draws more than 150k participants per year: https://www.audubon.org/conservation/about-great-backyard-bird-count

There are only big taxers, big traders, supermemes, occasional individuals of great power; and a few other organizations, like Science, that can fasten parasitically onto them.

I agree with your general point about funding Science.
I agree with your general point about there being more potentially beneficial
large scale institutions than actually exist.

I think that there are a small handful of additional types of large organizations
which do manage to exist in addition to the types you've listed:



Money: The Unit of Caring

Steve Omohundro has suggested a folk theorem to the effect that, within the interior of any approximately rational, self-modifying agent, the marginal benefit of investing additional resources in anything ought to be about equal.  Or, to put it a bit more exactly, shifting a unit of resource between any two tasks should produce no increase in expected utility, relative to the agent's utility function and its probabilistic expectations about its own algorithms.

This resource balance principle implies that—over a very wide range of approximately rational systems, including even the interior of a self-modifying mind—there will exist some common currency of expected utilons, by which everything worth doing can be measured.

In our society, this common currency of expected utilons is called "money".  It is the measure of how much society cares about something.

This is a brutal yet obvious point, which many are motivated to deny.

With this audience, I hope, I can simply state it and move on.  It's not as if you thought "society" was intelligent, benevolent, and sane up until this point, right?

I say this to make a certain point held in common across many good causes.  Any charitable institution you've ever had a kind word for, certainly wishes you would appreciate this point, whether or not they've ever said anything out loud.  For I have listened to others in the nonprofit world, and I know that I am not speaking only for myself here...

Many people, when they see something that they think is worth doing, would like to volunteer a few hours of spare time, or maybe mail in a five-year-old laptop and some canned goods, or walk in a march somewhere, but at any rate, not spend money.

Believe me, I understand the feeling.  Every time I spend money I feel like I'm losing hit points.  That's the problem with having a unified quantity describing your net worth:  Seeing that number go down is not a pleasant feeling, even though it has to fluctuate in the ordinary course of your existence.  There ought to be a fun-theoretic principle against it.

There is this very, very old puzzle/observation in economics about the lawyer who spends an hour volunteering at the soup kitchen, instead of working an extra hour and donating the money to hire someone to work for five hours at the soup kitchen.

There's this thing called "Ricardo's Law of Comparative Advantage".  There's this idea called "professional specialization".  There's this notion of "economies of scale".  There's this concept of "gains from trade".  The whole reason why we have money is to realize the tremendous gains possible from each of us doing what we do best.

This is what grownups do.  This is what you do when you want something to actually get done.  You use money to employ full-time specialists.

Yes, people are sometimes limited in their ability to trade time for money (underemployed), so that it is better for them if they can directly donate that which they would usually trade for money.  If the soup kitchen needed a lawyer, and the lawyer donated a large contiguous high-priority block of lawyering, then that sort of volunteering makes sense—that's the same specialized capability the lawyer ordinarily trades for money.  But "volunteering" just one hour of legal work, constantly delayed, spread across three weeks in casual minutes between other jobs?  This is not the way something gets done when anyone actually cares about it, or to state it near-equivalently, when money is involved.

To the extent that individuals fail to grasp this principle on a gut level, they may think that the use of money is somehow optional in the pursuit of things that merely seem morally desirable—as opposed to tasks like feeding ourselves, whose desirability seems to be treated oddly differently.  This factor may be sufficient by itself to prevent us from pursuing our collective common interest in groups larger than 40 people.

Economies of trade and professional specialization are not just vaguely good yet unnatural-sounding ideas, they are the only way that anything ever gets done in this world.  Money is not pieces of paper, it is the common currency of caring.

Hence the old saying:  "Money makes the world go 'round, love barely keeps it from blowing up."

Now, we do have the problem of akrasia—of not being able to do what we've decided to do—which is a part of the art of rationality that I hope someone else will develop; I specialize more in the impossible questions business.  And yes, spending money is more painful than volunteering, because you can see the bank account number go down, whereas the remaining hours of our span are not visibly numbered.  But when it comes time to feed yourself, do you think, "Hm, maybe I should try raising my own cattle, that's less painful than spending money on beef?"  Not everything can get done without invoking Ricardo's Law; and on the other end of that trade are people who feel just the same pain at the thought of having less money.

It does seem to me offhand that there ought to be things doable to diminish the pain of losing hit points, and to increase the felt strength of the connection from donating money to "I did a good thing!"  Some of that I am trying to accomplish right now, by emphasizing the true nature and power of money; and by inveighing against the poisonous meme saying that someone who gives mere money must not care enough to get personally involved.  This is a mere reflection of a mind that doesn't understand the post-hunter-gatherer concept of a market economy.  The act of donating money is not the momentary act of writing the check, it is the act of every hour you spent to earn the money to write that check—just as though you worked at the charity itself in your professional capacity, at maximum, grownup efficiency.

If the lawyer needs to work an hour at the soup kitchen to keep himself motivated and remind himself why he's doing what he's doing, that's fine.  But he should also be donating some of the hours he worked at the office, because that is the power of professional specialization and it is how grownups really get things done.  One might consider the check as buying the right to volunteer at the soup kitchen, or validating the time spent at the soup kitchen.  I may post more about this later.

To a first approximation, money is the unit of caring up to a positive scalar factor—the unit of relative caring.  Some people are frugal and spend less money on everything; but if you would, in fact, spend $5 on a burrito, then whatever you will not spend $5 on, you care about less than you care about the burrito.  If you don't spend two months salary on a diamond ring, it doesn't mean you don't love your Significant Other.  ("De Beers: It's Just A Rock.")  But conversely, if you're always reluctant to spend any money on your SO, and yet seem to have no emotional problems with spending $1000 on a flat-screen TV, then yes, this does say something about your relative values.

Yes, frugality is a virtue.  Yes, spending money hurts.  But in the end, if you are never willing to spend any units of caring, it means you don't care.

What really makes people uncomfortable is taking this to its logical conclusion and pointing out that enough economic inefficiency is as much of a human tragedy as, say, driving a school bus full of kids off a cliff.  Which I absolutely believe.

I have trouble applying this post's message to the charity I know closely, Wikimedia.

[I'm a volunteer media contact in the UK, for both WMF and WMUK. This is in no way an official statement.]

The Wikimedia Foundation is a weird one. There are very few staff for hundreds of thousands of volunteers. This leads to problems trying to put meaningful numbers together for Guidestar ...

It takes money to run, but for the current funding drive we've deliberately adopted a strategy of getting the greatest number of donors rather than a few big-ticket donors, specifically to ensure our editorial independence. If I recall correctly, the average donation per donor is actually down slightly this year so far compared to last year. The more donors, the more people feel a bond to us.

If you're enormously rich, your money would be nice (thank you!) but even nicer would be your knowledge. (English Wikipedia is notoriously bad at keeping idiots out of experts' faces, but there are many other Wikimedia projects. Photos are easy and welcome, for example.) This year's drive will include asking people to contribute to the projects.

So yes, we actually want your time. Your brain. Your soul.

If people are so keen to donate time rather than money to charities, this suggests the creation of charities specifically designed to harness that.

Yes, and it's widely regarded as a problem -- for someone with rare skills or knowledge, it is usually far more valuable for them to donate money to buy time from others, rather than to donate their own time.  A computer programmer really should not be making and serving soup at a homeless shelter.  The same amount of time spent coding could pay for several people capable of doing the same thing. 

Wikipedia can directly harness those with rare knowledge, and can do so piecemeal, in five-minute intervals, rather than by taking days at a time as even extremely short employment would require.  For them it doesn't make sense to pay someone to write an article on an obscure topic.  It does seem to make sense for them to pay for servers and sysadmins.

(It's true that their treatment of experts really could be better.  They have managed to drive several experts away because dealing with some of the editors is just not worth the time.)

Are there other areas where it actually makes sense to have volunteered time rather than donating money?

The expertise problem is one of Wikipedia's perennial headaches. Whereas most actual experts are happy to talk about their field with interested amateurs and even take their ideas seriously, structurally it's just about impossible to keep an indefinitely renewed supply of idiots out of the experts' faces on Wikipedia.

Just giving experts primacy was tried by Citizendium and failed badly - the token of expertise used was credentials and it turns out that cranks care a lot more about credentials than actual experts do, so the cranks moved in and CZ became known for pseudoscience.

I don't know of other ideas for how to keep idiots out of experts' faces, and I've been around English Wikipedia for seven years now. Any are welcomed, even if we or someone has likely tried them already.

One thing that might be going on here is that you can put money in the bank for later.  You can't do that with time - if you don't use all your time doing something, you have wasted it, not saved it.  When I consider spending money on charity, I'm not usually weighing it against my other expenses - I'm weighing it against the risk that I will be hit by a cement truck and need as much as I can possibly have put away in my savings account.  Perhaps this is only because I'm pretty poor.

Another thing that might also be only me or a group of people similar to me is expense compartmentalization.  I'm very reluctant to buy most things.  I own exactly one pair of shoes and I'm repairing them with duct tape, but I won't replace them until I have no choice.  However, as soon as I enter the grocery store, anything I want goes in the cart, because I consider food purchases to be non-optional.  Similarly, I might care more in some very real sense about five dollars' contribution to Charitable Goal X than I do about a burrito.  However, if the overpriced burrito is the only dinner available (if for some reason I can't go home and eat leftovers on the cheap), I'll still buy it, because I don't consider going without dinner altogether to be a viable option.  Money is only a fungible unit of value in a situation where the opportunities to spend it are distributed in a more or less flat way.

You can't do that with time - if you don't use all your time doing something, you have wasted it, not saved it.

Another thing that might also be only me or a group of people similar to me is expense compartmentalization. 

I believe the standard term is "mental accounting", the same force that leads you to drive across town to save $10 on a $30 shirt but not $10 on a $500 laptop.

People who genuinely can't trade their time for substantial money under professional specialization may have legitimate cause to want to walk around handing out pamphlets instead.

I don't assume underemployment, I assume that employment isn't usually traded on a direct fungible-time-for-fungible-money basis (unless one is employed as some kind of freelancer).  Most jobs come with an expectation of a long-term commitment, or at least constraints on when the work is done.  It's well and good in theory to toss around the idea that people who are volunteering time to a charity could have just gotten second jobs and donated the money, but the odds that they could have gotten second jobs that would conveniently fill the empty time they had to offer - scattered piecemeal around their schedules - are negligible.

I don't think the abandon with which I purchase groceries is the same phenomenon as that kind of mental accounting, because I'm very conservative about non-food purchases in a similar price range, not just with major expenses.

Salaried professionals often cannot do an extra hour of work in order to donate the proceeds to charity. My employer basically prohibits me from moonlighting/consulting/etc. Even many hourly employees can't get extra hours at work as that would be higher-rate overtime that their employer is unwilling to pay. Monetary charitable giving takes away from my current bottom line, but charitable working just eats into my leisure hours. 

Since I cannot do extra paid work without fear of consequences at my primary job, my non-work time may be practically worthless. I can only use it to do things that I might otherwise pay someone else to do. If I can do work around the house, then I can save the cost of paying the plumber. Suppose I make $100/hr (nominally) and the plumber charges $50/hr. Assuming we can do the same job in the same time, I haven't lost $50/hr by doing it myself instead of paying the plumber, I've simply lost the utility of those hours which I may not rate highly if I'd have otherwise laid on the couch watching Simpsons reruns.

Some units of caring cost more than others. I can donate $100 to charity, or I can do 100 hours of work for that charity using hours that only cost me ... (read more)

Julian's comment is on point though.  I've been involved with any number of charitable organizations where it is expected that people donate significant time for things like bake sales or craft fairs or dinners in order to raise money, where if you took the money raised minus costs divided by the total hours spent, people would have done better taking second jobs at McDonald's and donating the money.  

Plus, we're often providing a product which wouldn't sell for that price on the open market, with custom driven largely by people's affinity for the organization raising the money.   

All in all, fund-raisers that aren't either a good leisure activity for all involved, or relentlessly and professionally focused and profitable (i.e. don't encourage random volunteers -- only those with relevant marketable skills and make sure the venture would at least be break-even if you accounted for fair value of labor) are just a horrendous waste of resources.  Just get people to write checks.  

And yes I beat this drum at every socially appropriate opportunity for every charitable organization I'm associated with.

The charities are being rational - they're raising money in a way which is effective given the irrationality of the givers.

Yet another thing where raising the rationality waterline would help us all.

You might be underestimating the value of social involvement in your equation.  If new people become involved in the organization as a result of a "fundraiser" then this may lead to a higher expected value than direct donation, all things being equal.

I tried to make this observation before, but my point doesn't seem to have been addressed in this followup.

Throwing money in the direction of a problem without checks and balances to ensure that the money is actually spent productively is wrong.

For example, suppose that Dark Side Charity's message is just like Light Side Charity's message: "give me money to save the world". However, Dark Side Charity doesn't spend the money on saving the world, but on sending out more and more requests. Giving money to Dark Side Charity would be wrong. Because the two charities's requests are identical, giving money to Light Side Charity based only on the request is also wrong.

You might argue that you just need to estimate the probability that you are talking to the Light Side. However, remember that Dark Side Charity will grow when someone sends it money, changing the frequency that Dark Side Charity requests are encountered. If (as might well be the case) the system is already at equilibrium, then your probability estimate will depend primarily on the force stopped the positive feedback - e.g. the cost of sending the request. Spam is frequent primarily because it is cheap to send.

Did you just prove that in the absence of trustworthy auditors believed to be trustworthy, the Dark Side always wins because it invests more resources into future growth?

In this particular case, the Light charity is like a bacteria that you've engineered to produce a desired protein that you want that is not needed for its own survival.  When you put these bacteria in a bioreactor, mutations inevitably take some back to the wild type, which don't make that protein but put all their energy into reproduction.  They quickly take over the bioreactor and drive the "altruistic" bacteria into extinction.  This is not a PD case where some equilibrium arises between exploitation and cooperation.  Without some countervailing force not specified here, exploitation wins.

You make a huge unspoken assumptions that people actually care about charities getting their stated work done. There's very little evidence for it, and plenty of evidence against it. As far as we know people donate time and money to charities to signal their moral character to others, and to receive pleasant feelings of contributing in return.

So you'd be right, if your basic assumption wasn't so completely mistaken. To be honest this assumption is extremely common, so it's not just your mistake, but it doesn't make it any less false.

You mistake my assumptions.  I am talking to people who I assume care at least a little about actual impact on the real world, and trying to pry them loose from a charitable world optimized mostly around pleasant feelings.

I think most of these people (whose actions achieve more in signaling and warm fuzzy feelings than getting the stated work done) do genuinely care, they're just doing it wrong.

My usual metric of whether I'm wasting my time (I'm not the first to suggest this, to be sure), has long been to value my time at some amount of money, and consciously think either "am I saving more money by doing this than the value of my time" or "am I enjoying this enough that I would spend the value of my time for this entertainment".

For instance, I don't really bother with most amusement parks because the sum cost of admission, plus the time "cost" of waiting in lines, is more value than I want to spend on the limited enjoyment of the rides.

If anything, I tend to be more stingy with time than money, because it's harder to convert money back into time than the other way around.

The Red Cross made this same point in a blog post recently: http://blogs.redcross.org.uk/emergencies/2010/01/help-not-hinder-haiti/ - I think it's the first time I've seen a charity make the point so explicitly and publicly.

I wonder how far your observation is generalizable across all people. I would have predicted the opposite effect.

I tend to be much more willing to donate money to charities than to donate time. And I find this to be a general principle (ie I tend to pay my taxes without grumbling too much, but when some stupid government policy wastes my time, that's when I get angry and write to my congressperson).

Possible explanations: I grew up in a wealthy family, and/or I don't really actually spend money on anything beyond necessities because the library gives books out for free.

Informal poll: If asked to donate either one hour of free time, or your hourly wage, to a worthy charity that would receive equal benefit from either, which would you rather do? Disregard taxes being deducted from your wage and that sort of thing.

Thinking about this, I suspect people treat charity as only a means to the end of self-cultivation (and sometimes also socializing and teamwork). The personal involvement is the payoff. It's this linkage that fouls when they spend money to get more efficient charity but at the expense of a completely impersonal transaction.

A lot of charities try to personalize the money donation, but that feels like a dirty hack to me. I think in the end we'd be better off cutting the linkage and trying to persuade people that self-cultivation is a worthy but distinct goal. (I think it's seen as a bit unworthy if not sugared with good deeds; consider people's attitude to meditation.)

I was at a music festival a few years ago and spoke with a grassroots activist about this very issue. I told him I thought it was more effective for me to give his cause money than time, and he enthusiastically agreed: the leverage that we get from supporting the cause, together, with my money and their activist smarts, is far greater than the dilettante effort that I could myself muster. 

Since then donated a few $K to the cause via monthly deduction, and they've had several major wins in that period. 

People who want to give time when they could better spend the money aren't really (or only) trying help the cause: they're trying to buy themselves absolution.

taw saw it. Volunteering gets things done, but not the "stated thing." Charities with effective volunteering systems seldom state that what they are trying to get done may be... (what follows is a grab bag of unstated goals, feel free to add your own):

challenge the specialized professional identity of potential volunteers and encourage them to think of themselves in another light: as citizens, neighbors, people who could under less lucky circumstances be poor/at risk of natural disaster/in need of instruction... etc.
increase happiness through fa... (read more)

Every time I spend money I feel like I'm losing hit points. 

I would like to thank the LessWrong community for substantially curing me of this. I am not totally over it and rationality is not the only reason I made progress, but it did substantially contribute to the idea that money is a resource with which I can solve problems and the main reason not to is it might be better spent on different problems later. 

I like Peter Singer's "drowning child" argument in "Famine, Affluence, and Morality" as a way to illustrate the imperative to donate and, by implication, the value of money. As he says, "we ought to give the money [spent on fancy clothes] away, and it is wrong not to do so."

I do think there's a danger, though, in focusing on the wrongness of frivolous spending, which is relatively easy to criticize. It's harder to make people think about the wrongness of failing to make money that they could have donated. Opportunity costs are always harder to feel viscerally.

That said, if people want to mail in good 5 year old apple laptops, or 3 year old laptops in good working condition, the cause that cannot be named will probably benefit from them and the donors can benefit, I suspect, from the exceptional tax benefits associated with donating electronic goods.
Old but still fully functional cars are would also be appreciated.

Umm - who are these people that would rather donate their time than their money?

I guess, I have never been one of those people - unless someone needs work in my realm of expertise (in my case, tweaking computers to do what you want it to do, fairly cheaply, or training people to use them), I don't volunteer for very much at all. 

I do love modern web banking - I can set my bank account to send $5 a month to my local NPR/PBS affiliate, 2nd week of the month, the Monday after my payday (So I can turn it off if I'm unexpectedly tight). The ACLU get it's $5 on ... (read more)

Have you ever noticed that wealthy people often leave money to charity in their wills? It would make sense from a utility standpoint to donate while alive because you can be more involved in the use of your money and ultimately gain the appreciation/satisfaction/utils from the result. You gain no utils when dead and I'm assuming that the prospect of future utility is less valuable than the act of donation in the present. Therefore, why do so many people donate to charity in their wills? A big reason is time. They often don't have time (as perceived by them... (read more)

I was disappointed.  I thought that Buffett's time, used to pick good charities, could be far more valuable than his money.  I think Buffett would be much better at this than Gates.  Gates should be leaving all his money to Buffett, not the other way around.

Governments set up a couple of hacks to counter this effect : taxes, and tax deductions for donations.

There are probably better solutions, and we'll probably be reading about them here :)

Is there a more detailed psychological evaluation of the "spending money is like losing hitpoints" side of things? What bugs us the most? I don't think it's losing money as much as "spending money on something on which other people don't", with the associated mental image of being a sucker. It's some kind of reverse "keeping up with the Joneses&quo... (read more)

What does it mean if you have no units of money to spend? It seems rational to accept that, if I do not have enough money to pay for my own food, then society has deemed me too worthless to survive; and if I do not have enough money to spend on influencing the future, then society has deemed my desires not worth considering.

This is clearly true, but how is a human self supposed to survive that realization, and maintain the self-esteem necessary to go out and attempt to acquire money?

I like thinking about this in terms of transmission losses.  When you donate money, you convert from your time -> money -> charitable work at maximum efficiency.  When you donate time and work on something you don't specialize in, you are incurring substantial losses.

Of course, you are also having fun, and that value should go into the equation.  It doesn't make any sense for people to only value impact on the world...and not value their own enjoyment.  Right?  Excluding your own utility from the optimization would be absurd.

Hi! Long time lurker first time poster here.  I linked to this from a recent article of Scott's, so I'm a little late to the party.

A couple of things struck me about this: one, people who support an organization's work or 'want to help' may be (in many cases justifiably) suspicious about the way money is spent.  Giving labour gives them some control over how that labour will be used; if it's used in a way that is obviously counter to the stated aims of the organization/what the individual volunteering actually cares about, they can leave.

Interesting post. Reminds me of one of the things my parents think is odd about me. It causes me a pang of emotional pain to buy lunch at the cafeteria ("I should have planned better and packed enough food and saved $2") but I have no problem donating large amounts to charity. I think it has to do with the guilt factor of spending money on myself, which is replaced by the I'm-a-good-person glow of giving to charity. I probably donate nearly 5% to 10% of my total income, which is still much less than I could donate, but I'm going to wait until I have a steady 'adult' job rather than an $11/hour lifeguarding job to really push that. 

That's good stuff.  I really relate to " ... the poisonous meme saying that someone who gives mere money must not care enough to get personally involved."  That one runs on automatic in my head.  It's just one of many ways my brain lies to me.

“Every time I spend money I feel like I'm losing hit points. ”  Now, I don’t know your personal situation, and I can certainly relate.  My mother is a child of the Great Depression and lived her life out of a fear of poverty.  She taught me to worship Bargain and Sale and to abhor “unnecessar... (read more)

In our society, this common currency of expected utilons is called "money".  It is the measure of how much society cares about something.

And why should we expect a common currency of utilions? Money can buy you lots of things, but not anything. Plenty of people give up lucrative careers for more satisfying ones. That doesn't negate your overall argument, but I think you're wrong on that particular point. 

My view is that charity has less to do with actually helping the needy than with signaling compass... (read more)

Plenty of people give up lucrative careers for more satisfying ones.

That's the whole point EY is making - in this very example money is the fungible currency of utilons.  How much more satisfying?  Satisfying enough to give up $X/year.  

I feel the reasons you cite are all weaker than the real reason: we give work instead of money because we want to know the cause is sincere. Analogously, it's better to give a hobo bread than money, because he'd just buy booze.

Also, moralizing with an ulterior motive is bad in my metric. Didn't think I would ever downvote you, but here goes.

This "real reason" of which you speak does not sound like the real reason to me.  This is the best possible gloss you could put on it, not the most plausible one.

Having an open ulterior motive is fine in my book.  Don't trust me?  Think that makes the net expected utility too low?  Fine, go donate to the Methuselah Foundation or Foresight Institute instead.  But don't think you can get away with just donating time.  Find someone you trust enough to donate money.

Believe me, I understand the feeling.  Every time I spend money I feel like I'm losing hit points.  That's the problem with having a unified quantity describing your net worth:  Seeing that number go down is not a pleasant feeling, even though it has to fluctuate in the ordinary course of your existence.

If you don't spend two months salary on a diamond ring, it doesn't mean you don't love your Significant Other.  ("De Beers: It's Just A Rock.")  But conversely, if you're always reluctant to spend any money on your SO, and yet seem to have no emotional problems with spending $1000 on a flat-screen TV, then yes, this does say something about your relative values.

I disagree, or at least the way it's phrased is misleading.  The obvious completion of the pattern is that you care more about a flat screen TV than your SO.  But that's not a valid com... (read more)

"It is the measure of how much society cares about something.

This is a brutal yet obvious point, which many are motivated to deny.

With this audience, I hope, I can simply state it and move on.  It's not as if you thought "society" was intelligent, benevolent, and sane up until this point, right?" - saying that a non-intelligent object can "care" about something is strange.

Also, your position of no one using the logic for feeding is clearly distorted - I hear from time to time from not-so-stupid people that it is merely an... (read more)

very, very old puzzle/observation in economics about the lawyer who spends an hour volunteering at the soup kitchen, instead of working an extra hour and donating the money to hire someone to work for five hours at the soup kitchen.

Where else can I read discussions of this idea?  If it's old I'd expect to find something before at least 2006.

Sorry, I'm a bit confused. Not being fully versed in the terminology of utilitarians, I may be somewhat in the dark...

... but, is the point of this piece "Money should be the unit of caring" or "Money is the unit of caring"? I expected it to be the latter, but it reads to me like the former, with examples as to why it currently isn't. That is, if money were actually the unit of caring—if people thought of how much money they spend on something as synonymous with how much they care about something—then a lawyer would hire someone to work... (read more)

If the slaves have no money, but the slave owners are wealthy, does that mean that the slaves who try to use their time and energy to revolt don't care, because they have no money? And the wealthy owners, who free a slave every 20 years because they own so many one more or less makes little difference to them, they somehow care more? 

This site is so much fun, because I find all the ideas that I've always liked, and some more besides that are just as good.

I'll disagree on one point. Time is a much more common utilon of giving, and I believe in fact was used in some utopian communes as a unit of contribution and extraction from a common pot. I think people often depreciate giving money for a couple of reasons. First, because of the orders of magnitude difference in ability to pay. Gates and Buffet can give more than the accumulated net worth of a number of towns, and not even notice the ... (read more)

Unfortunately, money is not and cannot be a universal system for representing value.  There are some things whose value cannot be summed up by any such system.

Integrity, for example, is proverbially a thing which can be sold but never bought.  Its utility comes from its inability to be exchanged for something else and retain its value.

The idea that everything of value can be converted into a generic and interchangeable medium is incompatible with the concept of value itself.

"Indeed you can usually tell when the concepts of democracy and citizenship are weakening. There is an increase in the role of charity and in the worship of volunteerism. These represent the élite citizen's imitation of noblesse oblige; that is, of pretending to be aristocrats or oligarchs, as opposed to being citizens." —John Ralston Saul



Purchase Fuzzies and Utilons Separately

There is this very, very old puzzle/observation in economics about the lawyer who spends an hour volunteering at the soup kitchen, instead of working an extra hour and donating the money to hire someone...

If the lawyer needs to work an hour at the soup kitchen to keep himself motivated and remind himself why he's doing what he's doing, that's fine.  But he should also be donating some of the hours he worked at the office, because that is the power of professional specialization and it is how grownups really get things done.  One might consider the check as buying the right to volunteer at the soup kitchen, or validating the time spent at the soup kitchen.

I hold open doors for little old ladies.  I can't actually remember the last time this happened literally (though I'm sure it has, sometime in the last year or so).  But within the last month, say, I was out on a walk and discovered a station wagon parked in a driveway with its trunk completely open, giving full access to the car's interior.  I looked in to see if there were packages being taken out, but this was not so.  I looked around to see if anyone was doing anything with the car.  And finally I went up to the house and knocked, then rang the bell.  And yes, the trunk had been accidentally left open.

Under other circumstances, this would be a simple act of altruism, which might signify true concern for another's welfare, or fear of guilt for inaction, or a desire to signal trustworthiness to oneself or others, or finding altruism pleasurable.  I think that these are all perfectly legitimate motives, by the way; I might give bonus points for the first, but I wouldn't deduct any penalty points for the others.  Just so long as people get helped.

But in my own case, since I already work in the nonprofit sector, the further question arises as to whether I could have better employed the same sixty seconds in a more specialized way, to bring greater benefit to others.  That is: can I really defend this as the best use of my time, given the other things I claim to believe?

The obvious defense—or perhaps, obvious rationalization—is that an act of altruism like this one acts as an willpower restorer, much more efficiently than, say, listening to music.  I also mistrust my ability to be an altruist only in theory; I suspect that if I walk past problems, my altruism will start to fade.  I've never pushed that far enough to test it; it doesn't seem worth the risk.

But if that's the defense, then my act can't be defended as a good deed, can it?  For these are self-directed benefits that I list.

Well—who said that I was defending the act as a selfless good deed?  It's a selfish good deed.  If it restores my willpower, or if it keeps me altruistic, then there are indirect other-directed benefits from that (or so I believe).  You could, of course, reply that you don't trust selfish acts that are supposed to be other-benefiting as an "ulterior motive"; but then I could just as easily respond that, by the same principle, you should just look directly at the original good deed rather than its supposed ulterior motive.

Can I get away with that?  That is, can I really get away with calling it a "selfish good deed", and still derive willpower restoration therefrom, rather than feeling guilt about it being selfish?  Apparently I can.  I'm surprised it works out that way, but it does.  So long as I knock to tell them about the open trunk, and so long as the one says "Thank you!", my brain feels like it's done its wonderful good deed for the day.

Your mileage may vary, of course.  The problem with trying to work out an art of willpower restoration is that different things seem to work for different people.  (That is:  We're probing around on the level of surface phenomena without understanding the deeper rules that would also predict the variations.)

But if you find that you are like me in this aspect—that selfish good deeds still work—then I recommend that you purchase warm fuzzies and utilons separately.  Not at the same time.  Trying to do both at the same time just means that neither ends up done well.  If status matters to you, purchase status separately too!

If I had to give advice to some new-minted billionaire entering the realm of charity, my advice would go something like this:

I would furthermore advise the billionaire that what they spend on utilons should be at least, say, 20 times what they spend on warm fuzzies—5% overhead on keeping yourself altruistic seems reasonable, and I, your dispassionate judge, would have no trouble validating the warm fuzzies against a multiplier that large.  Save that the original, fuzzy act really should be helpful rather than actively harmful.

(Purchasing status seems to me essentially unrelated to altruism.  If giving money to the X-Prize gets you more awe from your friends than an equivalently priced speedboat, then there's really no reason to buy the speedboat.  Just put the money under the "impressing friends" column, and be aware that this is not the "altruism" column.)

But the main lesson is that all three of these things—warm fuzzies, status, and expected utilons—can be bought far more efficiently when you buy separately, optimizing for only one thing at a time.  Writing a check for $10,000,000 to a breast-cancer charity—while far more laudable than spending the same $10,000,000 on, I don't know, parties or something—won't give you the concentrated euphoria of being present in person when you turn a single human's life around, probably not anywhere close.  It won't give you as much to talk about at parties as donating to something sexy like an X-Prize—maybe a short nod from the other rich.  And if you threw away all concern for warm fuzzies and status, there are probably at least a thousand underserved existing charities that could produce orders of magnitude more utilons with ten million dollars.  Trying to optimize for all three criteria in one go only ensures that none of them end up optimized very well—just vague pushes along all three dimensions.

Of course, if you're not a millionaire or even a billionaire—then you can't be quite as efficient about things, can't so easily purchase in bulk.  But I would still say—for warm fuzzies, find a relatively cheap charity with bright, vivid, ideally in-person and direct beneficiaries.  Volunteer at a soup kitchen.  Or just get your warm fuzzies from holding open doors for little old ladies.  Let that be validated by your other efforts to purchase utilons, but don't confuse it with purchasing utilons.  Status is probably cheaper to purchase by buying nice clothes.

And when it comes to purchasing expected utilons—then, of course, shut up and multiply.

I'm amused and relieved to have finally followed the "shut up and multiply" link - dozens of prior allusions left me puzzled at the advice to multiply in the biblical sense.  I'd always felt it a bit cultish to win by having more (indoctrinated) babies :)

Today I overhead a man in the supermarket telling his wife that maybe they should buy some lottery tickets, and I was reminded of Eliezer's "opening doors for little old ladies" line (which he repeated in his recent video answers).

Isn't buying lottery tickets also a form of purchasing warm fuzzies? I'm not sure that opening doors for little old ladies is any more defensible for a utilitarian than buying lottery tickets is for a rationalist.

To expand on this comparison a bit more, one important difference between the two is that once a person understands the concept of expected value, and knows that lottery tickets have expected value below purchase price, the warm-fuzzy effect largely goes away. But for some reason, at least for Eliezer, the warm-fuzzy effect of opening a door for an old lady doesn't go away, even though he knows that doing so creates negative expected utilons.

Perhaps the warm-fuzzy effect remains because Eliezer rationalizes it thus: if I can restore my willpower through the warm-fuzzy effect of opening doors for little old ladies, I can be more productive in producing utilons through my work, so it's really a good thing after all, and I deserve the warm-fuzzy effect. But perhaps a rationalist can use a similar line of thought to keep the warm-fuzzy effect of buying lottery tickets. Should one do so?

ETA: Apparently Eliezer already addressed the issue of lottery tickets, with the following conclusion:

Biases are lemons, not lemonade, and we shouldn't try to make lemonade out of them - just burn those lemons down.

Which seems completely inconsistent with the position he takes here...

Buying lottery tickets seems less likley to trigger ancestral envrionment reward circuitry than having a positive interaction with another person. Windfall from the capricious environment seems a worse bet than good will towards you in a small tribe where word gets around. This is even completely ignoring the plausible root of most altruism in kin selection.

I think holding open doors for old ladies is not only defensible, but entirely practical for utilitarians.

First, there's plenty of research suggesting that little actions like this can have significant spillover effects on our attitudes for some time after . Second, how exactly are you going to convert that handful of seconds into a higher utility payoff? Are you going to stay at work for an extra hour so that, if you run into some people in need of assistance after you leave, you can not help them? Are you going to stand there on the other side of the door and think about important AI problems while the old lady struggles to open it? 

Are you going to stand there on the other side of the door and think about important AI problems while the old lady struggles to open it?

Kiva.org has the distinct honor of being the only charity that has ensured me maximum utilons for my money with an unexpected bonus of most fuzzies experienced ever.  Seeing my money being repaid and knowing that it was possible only because my charity dollars worked, that the recipient of my funds actually put the dollars to effective use enough to thrive and pay back my money, well, goddamn it felt good.  

kiva feels suspiciously well-optimized on three counts -- there's the utilons (which, given that you're incentivizing industry and entrepreneurship, are pretty darn good), the warm fuzzies you mentioned, and the fact that it seems it could also help me overcome some akrasia with regards to savings.  If I loan money out of my paycheck to kiva each month, and reinvest all money repaid, then (assuming a decent repayment rate), the money cycling should tend to increase, meaning that if I need to, say, put a down payment on a house one day, I can take some out, knowing it's already done good.

I feel very suspicious of my mind for being convinced this plan is optimal along one dimension, and extremely strong along two others.  It doesn't seem as though it should be so easy.  If I'm missing something (along any dimension), please feel free to tell me.

if X is such a great option, why is it not more popular?

I begin to suspect that rationalists should simply delete this question from their mental vocabularies.  Most popular things are optimized to be popular with an audience that doesn't know how to resist manipulation (but thinks itself invincible, in accordance with the bias blind-spot bias); this gives rise to a case of the majority is always wrong.

This is probably too late to be read by anyone, but here is a column by Steven Landsburg, my favorite economist, which says essentially the same thing; he simply phrases it as "don't diversify your charity 'portfolio': shut up, multiply, and give your whole charity budget to the most deserving one".

"Utilons" isn't quite the right word: utilons are all I purchase.  My utility function is a sum of components: I can decompose it into a local part to do with my happiness and the happiness of those close to me (and thus status, warm fuzzies and the like) and a global part to do with things like the lives of strangers and the future of humanity.  I try to strongly mark the boundary between those two, so I don't for example value the lives of people in the same country as me more than those in different countries.

You're saying I can more optimally spend resources on efforts that clearly serve one or the other than on efforts that try to do both and do neither well, and I agree, I'd just phrase it differently: purchase big-picture utility and small-picture utility separately.

Perhaps Eliezer doesn't directly value fuzzies or status, so when he is purchasing them he isn't purchasing utilons directly.  Rather, he is purchasing motivation to continue doing things which directly purchase utilons.  In other words, he doesn't really want fuzzies, but if he doesn't buy any, he'll lose his motivation to be altruistic altogether.  So he buys fuzzies to keep his motivation up which allows him to keep directly purchasing utilons - the things he does actually value.  That's at least how I read it.

By coincidence, I already do this - donating two hours a week to a local charity for children with learning difficulties, and donating cash to the Gates foundation (they seem much better qualified than me to calculate the expected return on charity investement), and a portion of the charity donations from my upcoming wedding is earmarked for the "establishement at which Eliezer works". I actually did it following the logic of this post, so it wan't a coincidence either.

This may be the good reaction for rationalists, but how do you feel about it, ... (read more)

Man doesn't live by warmth, status and altruism alone however.  

For a more comprehensive list of things that may contribute to efficacy I would suggest Aristotle's Ethics or Tim Ferris' blog and 4 Hour Work Week.  

Worth pointing out that one probably has to mix up the warmth and status generating activities quite a bit to avoid diminishing returns too.  The first large check you give away will surely be very effective, after the fifth, maybe not.  Tipping generously when its appropriate will always buy status and warmth with Prospect Theory's predicted effective multiplier for small numbers around a reference point.  

Do you view this more as "Your true utility isoclines are concave in the plane of utilons vs. fuzzies", or, "You are not a rational utility-maximizer"?

I would have made this into a longer post, but it works much better appended to this one:

It's clear that you can't just make willpower appear with a snap of your fingers, so I consider fuzzies to be utilons for many human utility functions. However, utilitarians have it even better -- if they get fuzzies by giving fuzzies to someone else, they get to count all of the fuzzies generated as utilons. I urge people focused on being effective utilitarians to keep this in mind if they feel like they're running low on fuzzies.

This one was actually news to me.  Separately is more efficient, eh?  Hmmm... now I get to rethink my actions.  

I had deliberately terminated my donations to charities that seemed closer to "rescuing lost puppies".  I had also given up personal volunteering (I figured out {work - earn - donate} before I heard it here.)  And now I'm really struggling with akrasia / procrastination / laziness /rebellion / escapism.

"You could, of course, reply that you don't trust selfish acts that are supposed to be other-benefiting as an "... (read more)

But if that's the defense, then my act can't be defended as a good deed, can it?  For these are self-directed benefits that I list.

I'm glad I'm an egoist and don't have to worry about stuff like this.

Maybe relevant to this post: the googolplex dust specks issue seems to be settled by nonlinearity/proximity.

Other people's suffering is non-additive because we value different people differently. The pain of a relative matters more to me than the pain of a stranger. A googolplex people can't all be important to me because I don't have enough neural circuitry for that. (Monkeysphere is about 150 people.) This means each subsequent person-with-dust-speck means less to me than the previous one, because they're further from me. The infinite sum may converge to... (read more)

I may be straying from your main point here, but...

Could you really utilize these 60 seconds in a better, more specialized way? Not any block of 60 seconds - these specific 60 seconds, that happened during your walk.

Had you not encountered that open trunk, would you open your laptop in the middle of that walk and started working on a world changing idea or an important charity plan? Unlikely - if that was the case you were already sitting somewhere working on that. You went out for a walk, not for work.

Would you, had you not encountered that open trunk, fi... (read more)

I follow the virtue-ethics approach, I do actions that make me like the person that I want to be. The acquisition of any virtue requires practice, and holding open the door for old ladies is practice for being altruistic. If I weren't altruistic, then I wouldn't be making myself into the person I want to be. 

It's a very different framework from util maximization, but I find it's much more satisfying and useful. 

My plan to get myself to purchase utilons is to find the most efficient fuzzy cause I can, then say "This is how important it is for me to save my money."  Then when the time comes to purchase utilons, I can say "You know that all-important fuzzy cause?  Turns out there are even better causes out there, although they might not make you feel quite so warm inside."

Try to wean yourself off the need for warm fuzzies instead.

EDIT: No, don't try to wean yourself off the warm fuzzies, but get the warm fuzzies from friends and family, not from people in distress in need of charity. Feel good about yourself because you are achieving your goals, including altruistic ones. (end of edit)

Carl Rogers, founder of person centred counselling, theorised that there is an "organismic self", with all the attributes and abilities of the human organism within its own skin, and a "self-concept" built up from what the ... (read more)

I'm posting here because I just saw a Facebook campaign to raise awareness of child abuse via profile pictures and chain letters. It takes little effort, and the marginal utility seemed extremely low, but I understand now that it is actually very good at generating fuzzies.
As a side effect, the fuzzies provide an incentive, and it does generate a little bit of utility, so it's not entirely a bad thing unless it causes people to fall into the "I've done my bit for the world" mindset.

Just a note:  The established term for "a hypothetical unit of utility" is "util" or "utile" (typically pronounced "yootle").

Why is it acceptable overhead to cater to primate impulses to the tune of $110,000?

I get that part of rationality is making the most of the faulty brain you have, but I'm not clear on the right way to decide which instincts to fight against, and which to placate.

And why does having more money justify spending SO more on fuzzies or status? wouldn't it be cheaper to have a social circle of non-billionaires, and have top-dog status by being the first with a macbook air? (which you would have bought anyway)

No.  MUCH more expensive.  It would hurt your business interests.
Really, $110,000 is an order of magnitude too little for a billionaire.  

Does anyone really track the marginal utility of their possible investment this way? Utilons - sure. But ROI on status? ROI on "warm fuzzies"?

Also, this assumes we have good estimates of the ROI on all our options. Where do these estimates come from? In the real world, we often seem to spread our bets -  constantly playing a game of multi-armed bandit with concept drift. 

There are more basic desires as well.  The warm fuzzy feeling may go towards attracting the opposite sex.  I had my testosterone reduced, first through drugs, and then through castration.  Did I overcome biases and become "less wrong"?  Yes, I did.  Any questions are welcome.

I'm interested in the mental effects as data, not in trying it out at home.

But in my own case, since I already work in the nonprofit sector, the further question arises as to whether I could have better employed the same sixty seconds in a more specialized way, to bring greater benefit to others.

You're assuming that time, rather than stamina, is the limiting factor to the amount of work you can get done in a given day, but if that's so then sleeping is the hugest time waste ever. (Or that telling someone that their trunk is open costs as much stamina as the same amount of time spent on your day job.)

I wouldn't state the motivation for a "diverse charity portfolio" as positively desiring warm fuzzies-- rather, I think the aversion to a mixed set (note that I doubt we would usually want an only-hands-on set of charities-- too much work and would feel like pushing a boulder up a hill) is about potential exhaustion at repeatedly doing the one "most efficient" thing to the point that you're not taking 60 seconds of mental refreshment. Psychological viability is the missing element here, causing us to intuitively sense that the proposal isn't actually best, utility calculation be as it may (the actual calc would not have such problems). 

the concentrated euphoria of being present in person when you turn a single human's life around

Should read "when you try to turn a single human's life around".

I have no idea what the actual percentage is, but I know there are people that are damned to suffering no matter how many helping hands they get. For reference, look at lottery winners who blow it all & end up back in poverty, or even in debt. 

All this is quite right, but misses an essential point: 

How can we align those three goals more effectively?

How can we use the human desire for status and warm fuzzies to maximize utilons? 

And on the topic, I saved a sheep Friday. I felt all warm and fuzzy, and not just from the wool, but as I rode away I noted that most of what I know about such animals involves eating them! 

Is the value of an action determined from the recipient or the giver?  Using the example of telling someone their trunk is open, your cost in the action is 60 seconds and the benefit to them was... what?  I suppose that would depend on the rest of the context.  (Was it about to rain?  Valuables in the car?)  The example with the lawyer has more numbers available but the starting point of "worth" needs to be determined before the correct action can be determined.

This is only slightly relevant to this post, however.  If warm fuzzies are the desired benefit, the cost/benefit ratio can completely ignore the recipient.  (Technically, you are the recipient?)  The same goes for status.



Selecting Rationalist Groups

Previously in series:  Purchase Fuzzies and Utilons Separately
Followup to:  Conjuring an Evolution To Serve You

GreyThumb.blog offered an interesting comparison of poor animal breeding practices and the fall of Enron, which I previously posted on in some detail.  The essential theme was that individual selection on chickens for the chicken in each generation who laid the most eggs, produced highly competitive chickens—the most dominant chickens that pecked their way to the top of the pecking order at the expense of other chickens.  The chickens subjected to this individual selection for egg-laying prowess needed their beaks clipped, or housing in individual cages, or they would peck each other to death.

Which is to say: individual selection is selecting on the wrong criterion, because what the farmer actually wants is high egg production from groups of chickens.

While group selection is nearly impossible in ordinary biology, it is easy to impose in the laboratory: and breeding the best groups, rather than the best individuals, increased average days of hen survival from 160 to 348, and egg mass per bird from 5.3 to 13.3 kg.

The analogy being to the way that Enron evaluated its employees every year, fired the bottom 10%, and gave the top individual performers huge raises and bonuses.  Jeff Skilling fancied himself as exploiting the wondrous power of evolution, it seems.

If you look over my accumulated essays, you will observe that the art contained therein is almost entirely individual in nature... for around the same reason that it all focuses on confronting impossibly tricky questions:  That's what I was doing when I thought up all this stuff, and for the most part I worked in solitude.  But this is not inherent in the Art, not reflective of what a true martial art of rationality would be like if many people had contributed to its development along many facets.

Case in point:  At the recent LW / OB meetup, we played Paranoid Debating, a game that tests group rationality.  As is only appropriate, this game was not the invention of any single person, but was collectively thought up in a series of suggestions by Nick Bostrom, Black Belt Bayesian, Tom McCabe, and steven0461.

In the game's final form, Robin Gane-McCalla asked us questions like "How many Rhode Islands would fit into Alaska?" and a group of (in this case) four rationalists tried to pool their knowledge and figure out the answer... except that before the round started, we each drew facedown from a set of four cards, containing one spade card and one red card.  Whoever drew the red card got the job of trying to mislead the group.  Whoever drew the spade showed the card and became the spokesperson, who had to select the final answer.  It was interesting, trying to play this game, and realizing how little I'd practiced basic skills like trying to measure the appropriateness of another's confidence or figure out who was lying.

A bit further along, at the suggestion of Steve Rayhawk, and slightly simplified by myself, we named 60% confidence intervals for the quantity with lower and upper bounds; Steve fit a Cauchy distribution to the interval ("because it has a fatter tail than a Gaussian") and we were scored according to the log of our probability density on the true answer, except for the red-card drawer, who got the negative of this number.

The Paranoid Debating game worked surprisingly well—at least I had fun, despite somehow managing to draw the red card three out of four times.  I can totally visualize doing this at some corporate training event or even at parties.  The red player is technically acting as an individual and learning to practice deception, but perhaps practicing deception (in this controlled, ethically approved setting) might help you be a little less gullible in turn.  As Zelazny observes, there is a difference in the arts of discovering lies and finding truth.

In a real institution... you would probably want to optimize less for fun, and more for work-relevance: something more like Black Belt Bayesian's original suggestion of The Aumann Game, no red cards.  But where both B3 and Tom McCabe originally thought in terms of scoring individuals, I would suggest forming people into groups and scoring the groups.  An institution's performance is the sum of its groups more directly than it is the sum of its individuals—though of course there are interactions between groups as well.  Find people who, in general, seem to have a statistical tendency to belong to high-performing groups—these are the ones who contribute much to the group, who are persuasive with good arguments.

I wonder if there are any hedge funds that practice "trio trading", by analogy with pair programming?

Hal Finney called Aumann's Agreement Theorem "the most interesting, surprising, and challenging result in the field of human bias: that mutually respectful, honest, and rational debaters cannot disagree on any factual matter once they know each other's opinions".  It is not just my own essays that are skewed toward individual application; the whole trope of Traditional Rationality seems to me skewed the same way.  It's the individual heretic who is the hero, and Authority the untrustworthy villain whose main job is not to resist the heretic too much, to be properly defeated.  Science is cast as a competition between theories in an arena with rules designed to let the strongest contender win.  Of course, it may be that I am selective in my memory, and that if I went back and read my childhood books again, I would notice more on group tactics that originally slipped my attention... but really, Aumann's Agreement Theorem doesn't get enough attention.

Of course most Bayesian math is not widely known—the Agreement Theorem is no exception here.  But even the intuitively obvious counterpart of the Agreement Theorem, the treatment of others' beliefs as evidence, receives little shrift in Traditional Rationality.  This may have something to do with Science developing in the midst of insanity and in defiance of Authority; that is a historical fact about how Science developed.  But if the high performers of a rationality dojo need to practice the same sort of lonely dissent... well, that must not be a very effective rationality dojo.

Previous post: "Purchase Fuzzies and Utilons Separately"

So far there've only been LW/OB meetups in the Bay area -- is there any way we could plot the geographic distribution of LW members and determine whether there are other spots where we could get a good meetup going?

I have put up a post for everyone to tell us where they are in the world.

There's been meets on the East Coast too, but it's about time they expanded beyond America's shores.

Carl shulman and I were speaking about lw meetups at the end of June here in the uk. London, oxford and Cambridge were mentioned. I am in Edinburgh. 

The trouble with the scoring as described is that it is not zero sum, and, as far as I can tell, constitutes a prisoner's dilemma.  That is, if you would cooperate on the one-shot PD, you should also completely ignore a red card handed you.  This can be remedied by giving the red card -3 times the score of the group.

ETA: I suppose this PD-equivalence collapses if one player believes themself to be significantly more effective than the other three (or if anyone believes anyone believes this etc. etc.)

The downside is that your observation messes up the game a bit. The upside is that your observation means that in "really real" situations, rationalists would be even less likely to try to deceive each other. :)

I like the concept of the Paranoid Debating game, but would propose one modification. Rather than always having a player assigned to deceive, have one with 50% probability, but don't reveal to anyone (except the deceiver) whether there is a deceiver in the group. To implement this with a group of n players, first choose a spokesman and give him a spade, then deal each other player one card from a deck containing 2n-3 black cards and one red card.

As another possible variant, introduce a small (say, 1/52) chance that everyone except the spokesman is red, and everyone except the spokesman knows it. To implement this, first choose a spokesman at random, then choose a dealer from the remaining players. The dealer looks at one card at random. If it's the ace of diamonds, he prepares a deck containing only diamonds; otherwise, he prepares a deck containing 2n-3 black cards and one heart, shuffles it and then deals from it. Getting a diamond means that everyone else has a diamond; getting a heart means that everyone else has black cards.

Heh - why should you know whether all the others are evil or not?  How interesting would it be, if, by being pulled hard in different directions by liars who didn't know the others were lying, the spokesperson ended up with a more accurate estimate?

There's endless variety here, since this is essentially a form of Werewolf) about real facts.  I can't wait to play it.

Heh - why should you know whether all the others are evil or not?

Logistics. It isn't practical to have someone shuffle a deck if they aren't allowed to see any of the cards they're shuffling, so if you're using playing cards to assign roles, at least the dealer will know whether or not the players are all red.

One possible solution would be to have a PDA or smartphone assign the roles, and pass it around. If you do it this way, you could also have a small chance that one player is given the exact real answer. (But red players could falsely claim that they have it.)

Our version had one person (Robin Gane-McCalla) as central coordinator.  Also, it's quite possible to shuffle small units of cards without seeing their undersides.

A simple variant with interesting results would be to deal everyone one card from a full deck.  Anyone who is dealt a diamond is a deceiver.
The dealer can be the spokesman, so it will rotate each turn.
This way there is a 1/4 chance that any given person is a deceiver, and a small (1/(4^n))-ish chance that all n players (including the dealer) are trying to deceive each other.

Trying to reach the best outcome for everyone with an unknown number of deceivers in the mix?  Sounds like life.

But the spokesperson is the only one known to be trustworthy who has to put together the final estimate - if they're a deceiver, they can just say "One googol!" or whatever.

Paranoid Debating suggestion: after uncovering the red menace, spend a few minutes trying to figure out what effect the disinformation had on your estimate, then make a new one.

Average all the group members' suggestions as to how many Rhode Islands will fit in Alaska, then throw out the guess farthest from the average, re-average, and make that the center of your distribution.

Ah... sorry for not being clear. My suggestion was meant to help participants test their rationality, learn about biases, and internalize that knowledge through experience, not as a way to improve their estimate.

"[...] collectively thought up in a series of suggestions by [...] Black Belt Bayesian [...] and steven0461."

I thought I should pick something more unique than "steven"; the specific number is one of those one-person in-jokes.

As someone who is largely not likely to ever attend a LW/OB meetup, is there any chance of organizing a net-based variant of this game? It sounds reasonably fun and useful.

It would be easy to play it on IRC, if we had a suitable webapp to support it.  I've created a #lesswrong channel on irc.freenode.net - not sure it's in-mission for them, but I guess they'll decide that.  I'll add something about timezone to my location survey.

The game that Paranoid Debating most reminds me of is Mafia (or Werewolf).) Most of the players are cooperating to achieve a common goal, but there is a minority of secret saboteurs who are trying to achieve the opposite goal. I didn't think it was an interesting game until I played it with a group of skilled players, and then I had a lot of fun.

Other games might be enjoyable in a Paranoid Debating-like format. For instance, Paranoid Go could involve teams that decide collectively which move to play, and each team includes one saboteur who is trying to make the team lose.

we were scored according to the log of our probability density on the true answer, except for the red-card drawer, who got the negative of this number.

This part still needs to be improved by someone. Log probability densities are only defined up to an additive constant log of a scaling factor. A player could get a high score by drawing the red card for a question with an answer in small units.

To normalize the scores, you could subtract the average of the log probability densities across groups.

When we tried Paranoid Debating at the Boston meetup a few years back, we often had the problem that the deceiver didn't know enough about the question to know which direction to mislead in. I think the game would work better if the deceiver were simply trying to bias the group in a particular direction rather than make the group wrong. I think that's also a closer approximation to real life - plenty of people want to sell you their product and don't know or care which option is best. Not many just want you to buy the wrong product.

I feel I ought to say that I really appreciated this post.

I have been struggling for some time, as I read through the archives, with the degree to which isolated intellectual problem-solving is presented as the heart of Fun. This very much does not describe "my Way" and I have been feeling increasingly alienated by it. 

Consequently, it is a great relief to me to see you acknowledge that your essays are "skewed toward individual application." 

It's not that I'm opposed to it, and it's not that I expect you to change your style (not least because you're reading this, if you are, 18 months "in the future"). 

I just appreciate the acknowledgment, however transient, that it is one Way among many. 

Regarding chicken breeding: individual selection would do better with a larger breeding population. In a population of size N, destroying a rival's egg reduces the average per-chicken egg output by 1/N, but laying an egg increases your own output by 1. Sabotaging rivals becomes less important as population size increases. 

Group selection probably still produces better outcomes, because then chickens will actually cooperate instead of being (at best) indifferent to each other.

You can notice this same effect in all sorts of zero-sum games. If there are only two players, then sabotaging your opponent is exactly as important as helping yourself, but if there are many players, then sabotaging your opponents becomes less attractive.

There is a reason selective breeding in business tends to focus on behavior, rather than personnel, in the very least the turn around is much faster and your replacement population will be more strongly influences by the positive selection. 

It seems a good lens to view various management trends and ideas, to see what effects they could be predicted to have on both the people-space and behavior-space populations. 

On the other hand, games as selectors can serve a dual role, both as a calibrated test and as a means to learn, especially because of the potential influence of play on reinforcing the less conscious techniques used in rationality. Unfortunately, there is a risk of diminishing returns if the game is used too much for either purpose. 

This seems like a key missing ingredient in a lot of the "rationality dojo" suggestions I'm seeing - there's a heavy focus on competition and individual selection, and not a lot of focus on rationalist groups.

This post is really about 2 issues, both interesting. The 'game' thread is interesting and fun.

However, the 'group vs individuals issue' deserves attention as well! 
I believe it is entirely true, and this simple observation may sky-rocket efficiency in many areas.
At the same time, this isn't very apealing on a personal level. There doesn't seem place for our ego's anymore. That may be rational, but not fun. Also, as individualists will collectively agree, groups just. suck. I can't be creative 'in a group'. And I suspect I am not alone in that... 

I'm puzzled about why people preferred the spokesman version of paranoid debating to the initial version where the median number was the team's answer. Designating a spokesman publicly as a non-deceiver provides information about who the deceiver is. In one case, we determined who the deceiver was by two of us telling the spokesman that we were sufficiently ignorant about the subject relative to him that he should decide based only on his knowledge. That gave our team a big advantage that had little relation to our rationality. I expect the median approach can be extended to confidence intervals by taking the median of the lows and the median of the highs, but I'm not fully confident that there are no problems with that.

Thumbs-up; nice to see collective rationality advocated here.



Incremental Progress and the Valley

Yesterday I said:  "Rationality is systematized winning"

"But," you protest, "the reasonable person doesn't always win!"

What do you mean by this?  Do you mean that every week or two, someone who bought a lottery ticket with negative expected value, wins the lottery and becomes much richer than you?  That is not a systematic loss; it is selective reporting by the media.  From a statistical standpoint, lottery winners don't exist—you would never encounter one in your lifetime, if it weren't for the selective reporting.

Even perfectly rational agents can lose.  They just can't know in advance that they'll lose.  They can't expect to underperform any other performable strategy, or they would simply perform it.

"No," you say, "I'm talking about how startup founders strike it rich by believing in themselves and their ideas more strongly than any reasonable person would.  I'm talking about how religious people are happier—"

Ah.  Well, here's the the thing:  An incremental step in the direction of rationality, if the result is still irrational in other ways, does not have to yield incrementally more winning.

The optimality theorems that we have for probability theory and decision theory, are for perfect probability theory and decision theory.  There is no companion theorem which says that, starting from some flawed initial form, every incremental modification of the algorithm that takes the structure closer to the ideal, must yield an incremental improvement in performance.  This has not yet been proven, because it is not, in fact, true.

"So," you say, "what point is there then in striving to be more rational?  We won't reach the perfect ideal.  So we have no guarantee that our steps forward are helping."

You have no guarantee that a step backward will help you win, either.  Guarantees don't exist in the world of flesh; but contrary to popular misconceptions, judgment under uncertainty is what rationality is all about.

"But we have several cases where, based on either vaguely plausible-sounding reasoning, or survey data, it looks like an incremental step forward in rationality is going to make us worse off.  If it's really all about winning—if you have something to protect more important than any ritual of cognition—then why take that step?"

My first reason is that, on a professional basis, I deal with deeply confused problems that make huge demands on precision of thought.  One small mistake can lead you astray for years, and there are worse penalties waiting in the wings.  An unimproved level of performance isn't enough; my choice is to try to do better, or give up and go home.

"But that's just you.  Not all of us lead that kind of life.  What if you're just trying some ordinary human task like an Internet startup?"

My second reason is that I am trying to push some aspects of my art further than I have seen done.  I don't know where these improvements lead.  The loss of failing to take a step forward is not that one step, it is all the other steps forward you could have taken, beyond that point.  Robin Hanson has a saying:  The problem with slipping on the stairs is not falling the height of the first step, it is that falling one step leads to falling another step.  In the same way, refusing to climb one step up forfeits not the height of that step but the height of the staircase.

"But again—that's just you.  Not all of us are trying to push the art into uncharted territory."

My third reason is that once I realize I have been deceived, I can't just shut my eyes and pretend I haven't seen it.  I have already taken that step forward; what use to deny it to myself?  I couldn't believe in God if I tried, any more than I could believe the sky above me was green while looking straight at it.  If you know everything you need to know in order to know that you are better off deceiving yourself, it's much too late to deceive yourself.

"But that realization is unusual; other people have an easier time of doublethink because they don't realize it's impossible.  You go around trying to actively sponsor the collapse of doublethink.  You, from a higher vantage point, may know enough to expect that this will make them unhappier.  So is this out of a sadistic desire to hurt your readers, or what?"

Then I finally reply that my experience so far—even in this realm of merely human possibility—does seem to indicate that, once you sort yourself out a bit and you aren't doing quite so many other things wrong, striving for more rationality actually will make you better off.  The long road leads out of the valley and higher than before, even in the human lands.

The more I know about some particular facet of the Art, the more I can see this is so.  As I've previously remarked, my essays may be unreflective of what a true martial art of rationality would be like, because I have only focused on answering confusing questions—not fighting akrasia, coordinating groups, or being happy.  In the field of answering confusing questions—the area where I have most intensely practiced the Art—it now seems massively obvious that anyone who thought they were better off "staying optimistic about solving the problem" would get stomped into the ground.  By a casual student.

When it comes to keeping motivated, or being happy, I can't guarantee that someone who loses their illusions will be better off—because my knowledge of these facets of rationality is still crude.  If these parts of the Art have been developed systematically, I do not know of it.  But even here I have gone to some considerable pains to dispel half-rational half-mistaken ideas that could get in a beginner's way, like the idea that rationality opposes feeling, or the idea that rationality opposes value, or the idea that sophisticated thinkers should be angsty and cynical.

And if, as I hope, someone goes on to develop the art of fighting akrasia or achieving mental well-being as thoroughly as I have developed the art of answering impossible questions, I do fully expect that those who wrap themselves in their illusions will not begin to compete.  Meanwhile—others may do better than I, if happiness is their dearest desire, for I myself have invested little effort here.

I find it hard to believe that the optimally motivated individual, the strongest entrepreneur a human being can become, is still wrapped up in a blanket of comforting overconfidence.  I think they've probably thrown that blanket out the window and organized their mind a little differently.  I find it hard to believe that the happiest we can possibly live, even in the realms of human possibility, involves a tiny awareness lurking in the corner of your mind that it's all a lie.  I'd rather stake my hopes on neurofeedback or Zen meditation, though I've tried neither.

But it cannot be denied that this is a very real issue in very real life.  Consider this pair of comments from Less Wrong:

I'll be honest —my life has taken a sharp downturn since I deconverted. My theist girlfriend, with whom I was very much in love, couldn't deal with this change in me, and after six months of painful vacillation, she left me for a co-worker. That was another six months ago, and I have been heartbroken, miserable, unfocused, and extremely ineffective since.

Perhaps this is an example of the valley of bad rationality of which PhilGoetz spoke, but I still hold my current situation higher in my preference ranking than happiness with false beliefs.

My empathies: that happened to me about 6 years ago (though thankfully without as much visible vacillation).

My sister, who had some Cognitive Behaviour Therapy training, reminded me that relationships are forming and breaking all the time, and given I wasn't unattractive and hadn't retreated into monastic seclusion, it wasn't rational to think I'd be alone for the rest of my life (she turned out to be right). That was helpful at the times when my feelings hadn't completely got the better of me.

So—in practice, in real life, in sober fact—those first steps can, in fact, be painful.  And then things can, in fact, get better.  And there is, in fact, no guarantee that you'll end up higher than before.  Even if in principle the path must go further, there is no guarantee that any given person will get that far.

If you don't prefer truth to happiness with false beliefs...

Well... and if you are not doing anything especially precarious or confusing... and if you are not buying lottery tickets... and if you're already signed up for cryonics, a sudden ultra-high-stakes confusing acid test of rationality that illustrates the Black Swan quality of trying to bet on ignorance in ignorance...

Then it's not guaranteed that taking all the incremental steps toward rationality that you can find, will leave you better off.  But the vaguely plausible-sounding arguments against losing your illusions, generally do consider just one single step, without postulating any further steps, without suggesting any attempt to regain everything that was lost and go it one better.  Even the surveys are comparing the average religious person to the average atheist, not the most advanced theologians to the most advanced rationalists.

But if you don't care about the truth—and you have nothing to protect—and you're not attracted to the thought of pushing your art as far as it can go—and your current life seems to be going fine—and you have a sense that your mental well-being depends on illusions you'd rather not think about—

Then you're probably not reading this.  But if you are, then, I guess... well... (a) sign up for cryonics, and then (b) stop reading Less Wrong before your illusions collapse!  RUN AWAY!

"No," you say, "I'm talking about how startup founders strike it rich by believing 
in themselves and their ideas more strongly than any reasonable person would.  ..."

It's important to realize that this is another myth perpetuated by the media and our ignorance of the statistics.  Most startups fail; I think the statistics are that 80% die in the first 5 years.  But the ones that get written up in glowing articles are the ones that succeeded.  Of course all those founders who struck it rich believed strongly in their ideas, but so did many of those that failed.  That irrational belief may be a crucial ingredient for success, but it doesn't supply a guarantee.  Most of the people who held that irrational belief worked for businesses that failed--but they didn't get their name in the paper, so they're relatively invisible.

Still, if everyone who does succeed has an irrational belief in their own success, then it's not wrong to conclude that such a belief is probably a prerequisite (though certainly not a "guarantee") for success.

16th through 19th-century rationalists advocated views something like the views Eliezer is advocating.  This view was eventually reflected in the art of the day, as exemplified by Bach and, later, by the strict formalisms of classical music.

In the 19th century, romanticism was an artistic reaction against rationalism.  We're talking Goethe, Beethoven, Byron, and Blake.  In painting, it was also a reaction against photography, searching for a justification for continuing to paint.

During the romantic period, Nietzsche used romantic artistic ideas to criticize rationality, by saying that life is worth living when we commit to values, and rationality undermines our commitment to our values.  He offered as an alternative the culture/value creator, who leads his culture to greatness.  This greatness, he says, can only be attained if we reject rationalism.  There is some happiness theory in there as well, including the idea that war isn't justified by values, war justifies values.  This seems to be a riff on the idea that the striving and drama is itself what we value.

In the 20th century, Max Weber rephrased it this way:  Societies are legitimized by tradition, rea... (read more)

I'd like to see it as its own post, illustrated with quotes from Nietzsche or quotes from those interpreting Nietzsche.

A rationalist can take a small concrete problem, reduce it to essentials, figure out a good strategy and follow it. No need to brainf*ck yourself and reevaluate your whole life - people have built bridges and discovered physical laws without it. For examples of what I want see Thomas Schelling's "Strategy of Conflict": no mystique, just clear mathematical analysis of many real-life problems. Starts out from toys, e.g. bargaining games and PD, and culminates in lots of useful tactics for nuclear deterrence that were actually adopted by the US military after the book's publication. How's that for "something to protect"?

I for one would be happy if you just wrote up, mathematically, your solution concept for Newcomb's and PD. Is it an extension of superrationality for asymmetric games, or something else entirely? If we slowly modify one player's payoffs in PD, at what precise moment do you stop cooperating?

When there is a conventional wisdom it usually pays for most people to become more rational just so they can better anticipate, assimilate, remember and use that conventional wisdom.  But once your rationality becomes so strong that it leads you to often reject conventional wisdom, then you face a tougher tradeoff; there can be serious social costs from rejecting conventional wisdom.  

Things are actually a bit worse than this, because there is also no theorem that says there is only one valley, so there's no guarantee that even after you climb out of this valley, your next step won't cause you to go off a precipice.

BTW, there's a very similar issue in economics, which goes under the name of the Theory of the Second Best. Markets will allocate resources efficiently if they are perfectly competitive and complete, but there is no guarantee that any incremental progress towards that state, such creating some markets that were previously missing, or making some markets more competitive, will improve social welfare.

An incremental step can be a loss where you have two errors reversing each other. You have error A that causes suffering a and error B that causes anti-a. You cure B, and suddenly you experience a. The anti-rationalist says "quick, reinstate B". I say "no, work back from a to A and cure A". 

Example: pessimists make better calibrated estimates but are worse off for happiness and health. IMO the pessimists are probably not accepting the reality they predict, they are railing against it, which is a variety of magical thinking.

Even perfectly rational agents can lose.  They just can't know in advance that they'll lose.  They can't expect to underperform any other performable strategy, or they would simply perform it.

I think your formulation in this post is the clearest, and I agree with it. In previous posts, you may have said things which confused your point, such as this:

Said I:  "If you fail to achieve a correct answer, it is futile to protest that you acted with propriety."

The strong interpretation of this quote is that if you lose, you weren't being rational... (read more)

But if you don't care about the truth - and you have nothing to protect - and you're not attracted to the thought of pushing your art as far as it can go - and your current life seems to be going fine - and you have a sense that your mental well-being depends on illusions you'd rather not think about -

..then it may already be too late, since the seed of doubt is already planted. 

I wish.  People seem capable of sustaining themselves in this state for indefinite periods.

Most people are not signed up for cryonics, so if you postulate that the "benefit" to an individual of cryonics is massive compared to the increment in quality of life that being irrationally comforted brings, then almost everyone ought to be epistemically rational. 

I don't know what's up with the italics here.  It doesn't show like that in the editor or in the raw HTML.  Copying to another application and repasting doesn't fix it, etc.

Rationality does not guarantee results at the single human scale. 

Making a decision that is statistically correct only works out in the long run, over a number of such decisions. 

You can make a decision that was the correct decision given the information you had, and then it doesn't work out. 

This is an experiment with quoted text.  Now is the time for all good men to come to the aid of their country, don't ya think?

From a statistical standpoint, lottery winners don't exist - you would never encounter one in your lifetime, if it weren't for the selective reporting.

Well... one of my grandmothers' neighbors, whose son I played with as a child, did indeed win the lottery. (AFAIK, it was a relatively modest jackpot, but he did win!)

Also, re: cryonics: My current understanding is that being an organ donor is incompatible with cryonic preservation. Is this correct? (Myself, I think I'd rather be an organ donor...)

If you don't prefer truth to happiness with false beliefs...

Does it make sense to talk about preferring something over happiness?  I know what you mean if we take a folk definition of happiness as something like "bubbly feelings".  But I don't think you mean folk happiness; for this statement to have impact, it has to mean Happiness, defined to include all of your values.

I think what I'm trying to ask is:  Isn't it by definition irrational (failing to maximize your happiness) to prefer truth to happiness?

Insofar as this is an issue, it would be useful to have a map of the stages of the progress of rationality, so we can put common valleys on the map and avoid them (this is inspired by some meditation traditions that have maps of meditation stages one of which is called the "Dark Night").

I'm talking about how startup founders strike it rich by believing in themselves and their ideas more strongly than any reasonable person would.

For each founder that succeeds this way how many waste years in a doomed venture because they believe too much in themselves, ... (read more)

And only now I finally get why some of the people I know kept telling me, again and again, "okay, but rationality is not enough for everyone to get through their lives, people need something to believe in..." they were just picturing the step of being "realistic".

It has dawned on me that nearly all the illusions I was wrapped in were making my life considerably unhappier. 

I guess that's why I've never experienced anything close as finding myself worse off because of studying rationality, not even after the first steps. 

Eliezer said:  "Even the surveys are comparing the average religious person to the average atheist, not the most advanced theologians to the most advanced rationalists."

Very true.  Wouldn't it be a kicker if that was done and we found out that the most advanced theologians ARE the most advanced rationalists?  I suspect the chances of something like this being true are higher than most of us think.

I think that it is very important to look at how much work the commenter put into their comment. 

One thing that kills discussion boards is that the conversations become too cliched. Mr. A makes the standard comment. Mr. B make the standard rebuttal. Mr. A makes the standard defence. Mr. B makes the traditional follow up.

When Mr. A makes the standard comment, is that for real, or is it just trolling? Tough question. I think that there comes a point at which one has to get tough and do drive-by downvoting on valid, on topic comments, because they are common place and threaten to destroy the discussion by making it too familiar, swamping the discussion with the banal.

The other side to this it if Mr. A makes a three paragraph comment. 1)His point. 2)The standard rebuttal. 3)Why he thinks his points survives the standard rebuttal. At this point we know that Mr. A is not a troll. He has put in too much work to count  coup on getting a bite. He is making a effort to move the discussion on briskly so that it can reach unbroken ground. He has earned an explanation of why his comment is crap, and I would say that he has earned the right to an actual typed in criticism instead of a down vote.... (read more)



Whining-Based Communities

Previously in series:  Selecting Rationalist Groups
Followup to:  Rationality is Systematized Winning, Extenuating Circumstances

Why emphasize the connection between rationality and winning?  Well... that is what decision theory is for.  But also to place a Go stone to block becoming a whining-based community.

Let's be fair to Ayn Rand:  There were legitimate messages in Atlas Shrugged that many readers had never heard before, and this lent the book a part of its compelling power over them.  The message that it's all right to excel—that it's okay to be, not just good, but better than others—of this the Competitive Conspiracy would approve.

But this is only part of Rand's message, and the other part is the poison pill, a deadlier appeal:  It's those looters who don't approve of excellence who are keeping you down.  Surely you would be rich and famous and high-status like you deserve if not for them, those unappreciative bastards and their conspiracy of mediocrity.

If you consider the reasonableness-based conception of rationality rather than the winning-based conception of rationality—well, you can easily imagine some community of people congratulating themselves on how reasonable they were, while blaming the surrounding unreasonable society for keeping them down.  Wrapping themselves up in their own bitterness for reality refusing to comply with the greatness they thought they should have.

But this is not how decision theory works—the "rational" strategy adapts to the other players' strategies, it does not depend on the other players being rational.  If a rational agent believes the other players are irrational then it takes that expectation into account in maximizing expected utility.  Van Vogt got this one right: his rationalist protagonists are formidable from accepting reality swiftly and adapting to it swiftly, without reluctance or attachment.

Self-handicapping (hat-tip Yvain) is when people who have been made aware of their own incompetence or probable future failure, deliberately impose handicaps on themselves—on the standard model, in order to give themselves an excuse for failure.  To make sure they had an excuse, subjects reduced preparation times for athletic events, studied less, exerted less effort, gave opponents an advantage, lowered their own expectations, even took a drug they had been told was performance-inhibiting...

So you can see how much people value having an excuse—how much they'll pay to make sure they have something outside themselves to blame, in case of failure.  And this is a need which many belief systems fill—they provide an excuse.

It's the government's fault, that taxes you and suppresses the economy—if it weren't for that, you would be a great entrepreneur.  It's the fault of those less competent who envy your excellence and slander you—if not for that, the whole world would pilgrimage to admire you.  It's racism, or sexism, that keeps you down—if it weren't for that, you would have gotten so much further in life with the same effort.  Your rival Bob got the promotion by bootlicking.  Those you call sinners may be much wealthier than you, but that's because God set up the system to reward the good deeds of the wicked in this world and punish them for their sins in the next, vice versa for the virtuous:  "A boor cannot know, nor can a fool understand this: when the wicked bloom like grass and all the doers of iniquity blossom—it is to destroy them till eternity."

And maybe it's all true.  The government does impose taxes and barriers to new businesses.  There is racism and sexism.  Scientists don't run out and embrace new ideas without huge amounts of work to evangelize them.  Loyalty is a huge factor in promotions and flattery does signify loyalty.  I can't back religions on that divine plan thing, but still, those wealthier than you may have gotten there by means more vile than you care to use...

And so what?  In other countries there are those with far greater obstacles and less opportunity than you.  There are those born with Down's Syndrome.  There's not a one of us in this world, even the luckiest, whose path is entirely straight and without obstacles.  In this unfair world, the test of your existence is how well you do in this unfair world.

I earlier suggested that we view our parents and environment and genes as having determined which person makes a decision—plucking you out of Platonic person-space to agonize in front of the burning orphanage, rather than someone else—but you determine what that particular person decides.  If, counterfactually, your genes or environment had been different, then it would not so much change your decision as determine that someone else would make that decision.

In the same sense, I would suggest that a baby with your genes, born into a universe entirely fair, would by now be such a different person that as to be nowhere close to "you", your point in Platonic person-space.  You are defined by the particular unfair challenges that you face; and the test of your existence is how well you do with them.

And in that unfair challenge, the art of rationality (if you can find it) is there to help you deal with the horrible unfair challenge and by golly win anyway, not to provide fellow bitter losers to hang out with.  Even if the government does tax you and people do slander you and racists do discriminate against you and others smarm their way to success while you keep your ethics... still, this whole business of rationality is there to help you win anyway, if you can find the art you need.  Find the art together, win together, if we can.  And if we can't win, it means we weren't such good rationalists as we thought, and ought to try something different the next time around.  (If it's one of those challenges where you get more than one try.)

From within that project—what good does a sense of violated entitlement do?  At all?  Ever?  What good does it do to tell ourselves that we did everything right and deserved better, and that someone or something else is to blame?  Is that the key thing we need to change, to do better next time?

Immediate adaptation to the realities of the situation!  Followed by winning!

That is how I would cast down the gauntlet, just to make really, really sure we don't go down the utterly, completely, pointlessly unhelpful, surprisingly common path of mutual bitterness and consolation.

Previous post: "Incremental Progress and the Valley"

One of the greatest benefits I've gotten from (westernized) Buddhism is the idea that a resistance to reality is at the root of much unhappiness.

It seems absurd to me that the human mind so constantly wishes that reality was different - I don't see how it serves our evolutionary needs.  But while I don't have an explanation, it is amazing how often I find myself denying reality instead of "Immediate adaptation to the realities of the situation!  Followed by winning!".  For example, when I encounter bad, unexpected auto traffic, whining is such a horribly unproductive reaction that it still boggles my mind every time I do it. Yet in many moods (already tired, stressed) it is my default response.

I think many rationalists would get a lot more personal happiness out of working on this single concept, as well as improving strategy for our causes, than many of the narrower and more complex ideas presented on OB/LW.

Well, I do have quite a bit of the "bitter loser" in me, but I don't go blaming other people for my failures. All I do is waste my time reading blogs on the internet and playing video games, so, as that other guy named Buffett put it, it's my own damn fault.

"But this is only part of Rand's message, and the other part is the poison pill, a deadlier appeal:  It's those looters who don't approve of excellence who are keeping you down."

As lethal as I'm sure it will be to speak even faint praise of a person that is so widely hated that expressing loathing of her is a common 'applause light'...

That's not what Rand's message was.  It wasn't even part of her message.  One of her main points was, to use the classical phrase, that evil is ultimately impotent.  The power of evil to harm comes entirely from the failure of good to recognize it and refuse to loan it its own power.

Rand's message was that people were keeping themselves down, that they had bought into ethical and ideological positions and accepted them without questioning, that they had accepted teachings which passed off poorly-disguised wolves as lambs long before they'd developed the critical thinking skills to evaluate the teachings.  And that the teachings were that white was black and black was white, etc.

I am often struck that the people who declaim Rand's writings and ideas most vehemently, especially those that use their proclaimed disapproval to win the approval of others, almost always hold up crude parodies of what Rand actually said in the process, and rarely address her actual positions and their strengths and weakness (of which there are many in both categories).

"One of her main points was, to use the classical phrase, that evil is ultimately impotent. The power of evil to harm comes entirely from the failure of good to recognize it and refuse to loan it its own power."

This is a defense of Rand?  I agree it's one of her main points.  Also completely false, to the point where I consider it a classic error of people trying to reform social systems.  The idea that if you can just expose the evil of the system, that will fix the problems.

Intuitive, noble, and totally wrong when applied to a world where evil most often emerges from the behavior systems which are not easily understood or modified.

I do think Rand was being a bit more complex than that. The whole point of "Atlas" is: the heroes are failing to win because they insist on acting as though they were in an ideal fair world, but those who who accept the status quo and work to win inside it will end up burned worse, because the system is structured to corrupt and consume them - meanwhile our heroes escape with virtue intact. "Atlas" constructs a spread of parasitic, beaten, adapting, fair-but-accepting, and fair-and-renouncing characters to illustrate this. Rand is trying to say "a rationalist who understood the rules of the game would decide not to play".

Really, the fault with "Atlas" is that it posits an awful world-spanning System that in factual reality, just doesn't exist. And without that premise it's two inches of wasted paper.

I'm glad to see that many others have pointed out EJ's mistaken interpretation of Objectivism. To add a prototypical passage to demonstrate the error:

Ellsworth Toohey: There's the building that should have been yours. There are buildings going up all over the city which are great chances refused and given to incompetent fools. You're walking the streets while they're doing the work that you love but cannot obtain. This city is closed to you. It is I who have done it! Don't you want to know my motive? 

I always interpreted the 'Looters and Moochers' differently; a corollary to the 'It's okay to Win,' statement saying 'It's okay that others Lose - they did so by their own hand.' Rather than offering an excuse for Rationalists/Ubermenschs/Super-Geeks to say 'Nice guys finish last,' I read it as an indictment of that very behaviour.  Only 'Looters and Moochers' make excuses, blame others, and fault circumstances - the Super-Geek Wins despite all of those.

I'd wager that Ayn Rand would agree with me if I said this to her (if she wasn't too busy denouncing me ... (read more)

Doing things other people don't like isn't cheating, but punishing people for doing things you don't like isn't cheating either, and doing things that other people don't like without taking the possible punishment into account isn't rational (= leads to not-winning).

disclaimer: the ranty part is not directed at yudkowsky

"From within that project - what good does a sense of violated entitlement do?  At all?  Ever?  What good does it do to tell ourselves that we did everything right and deserved better, and that someone or something else is to blame?  Is that the key thing we need to change, to do better next time?"

I dunno. I don't follow that many competitive endeavours but the people who cast about looking for excuses after a loss tend to be pretty good. Admittedly the people who go on about what a bitch you... (read more)

I think American Atheists might be better than objectivists as an example of a whining-based rationalist community.

I come hailing as a more learned Objectivist than I was before. This article actually caused me to go find an online Objectivist community for the purpose of observing them to see if your assertion was true. I've found that it is not. I have not met a single "whiny" Objectivist out of all of the Objectivists I now chat almost-daily with.

Objectivism holds a primacy of existence attitude towards reality, as opposed to a primacy of consciousness attitude. This means that reality comes before our wishes, and if we want our wishes to come true, we hav... (read more)

I think it's perfectly possible to maximize your outcome given current conditions while still being resentful that it is only a local maxima and there are much higher hills that you are being prevented from climbing.

You know, I hadn't noticed before, but the claim that rationality should make you win is isomorphic to a similar contention I have about ethics.  I guess that shouldn't be surprising since ethics is tied to decision-making, and so is this definition of 'rationality'.

So I'll come out and say it - ethics specifies criteria for judging which (character|actions|outcomes) are the best.

"And if we can't win, it means we weren't such good rationalists as we thought, and ought to try something different the next time around."

This attitude, that somehow, every single obstacle to success or happiness is solved by rationality, is a mistake, I think.  People are not in control of the amount of opportunity they have, and i don't think being supremely rational is a sure way to triumph.  Victims of slavery and car crashes are extreme examples, but I think there's more subtle situations in which no reasoned plan of action can straightforwardly help you "win."

This raises the question of what positive attributes we can attempt to apply to this little sub-culture of aspiring rationalists. Shared goals? Collaborative action? 

Some have already been implying heavily that rationality implies certain actions in the situation most of us find ourselves in, does it make sense to move forward with that? 

Is success here just enabling the growth of strong rationalist individuals, who go forth and succeed in whatever they choose to do, or to shape a community, valuing rationality, which accomplishes things?

I think my problem is that far too often I make decisions as if I am in the "should universe" described here:

One of the failure modes I've come to better understand in myself since observing it in others, is what I call, "living in the should-universe".  The universe where everything works the way it common-sensically ought to, as opposed to the actual is-universe we live in.  There's more than one way to live in the should-universe, and outright delusional optimism is only the least subtle.  Treating the should-universe as your point

It's those looters who don't approve of excellence who are keeping you down.  Surely you would be rich and famous and high-status like you deserve if not for them, those unappreciative bastards and their conspiracy of mediocrity.

Any Objectivists who believe this have missed half of Ayn Rand's message and are doing Objectivism completely wrong.

Not only did they miss one of the main points of John Galt's three hour long speech in Atlas Shrugged, but people who level this accusation against Objectivism as a whole missed it as well.

Well, let's.  Other than secondary characters like The Fountainhead's Henry Cameron (a great architect whose spirit has been broken), which of Rand's heroes are like this?

Surely you would be rich and famous and high-status like you deserve if not for them, those unappreciative bastards and their conspiracy of mediocrity.

You're showing stellar advertising skills with this WIN thing. I'm nowhere close. Honest applause and upvote. Now we gotta prepare something for the inevitable moment when the masses come and ask us how to WIN.

"There's not a one of us in this world, even the luckiest, whose path is entirely straight and without obstacles.  In this unfair world, the test of your existence is how well you do in this unfair world."

Of course shutting up and multiplying, always advancing forward and doing the impossible is the way to go. But as said, the test of instrumental rationality is whether  or not you succeed at what you've set yourself up to. 

If rationality is being signaled for intellectual honesty's sake alone, or maybe pride, then this signal may not correlate w... (read more)

Another great post, thanks Eliezer!
But, if rationality is for you to win, shouldn't you try to keep it a secret from others? Like if you knew a way to make money in the stock market would you spread it if that nullified your advantage?

Is it possible that humans, with their limited simulation abilities, do not have the mental computational resources to simulate an irrational persons more effective beliefs?

This would mean that the 'irrational' course of action would be the more effective.

Immediate [and optimal] adaptation to the realities of the situation!  Followed by winning!

The first sentence is rationality as process; the second is rationality as outcome [winning].

Shouldn't a "rationality is ..." slogan communicate both aspects, and not just one or the other?

I realize that "systematized winning" sort of hightlights both aspects, but I think that it still seems to imply that it's primarily about winning, when it's about both equally.

I see your point and your purpose, but I have 2 caveats:

The whole issue resists analysis, because "m... (read more)

The fact that it would be wonderful and inspirational if rationality was always the winning strategy, doesn't mean that rationality is always the winning strategy.

I would offer that rationality is not a winning strategy, it is a meta-strategy for identifying winning strategies.



Mandatory Secret Identities

"But there is a reason why many of my students have achieved great things; and by that I do not mean high rank in the Bayesian Conspiracy.  I expected much of them, and they came to expect much of themselves." —Jeffreyssai

Among the failure modes of martial arts dojos, I suspect, is that a sufficiently dedicated martial arts student, will dream of...

...becoming a teacher and having their own martial arts dojo someday.

To see what's wrong with this, imagine going to a class on literary criticism, falling in love with it, and dreaming of someday becoming a famous literary critic just like your professor, but never actually writing anything.  Writers tend to look down on literary critics' understanding of the art form itself, for just this reason.  (Orson Scott Card uses the analogy of a wine critic who listens to a wine-taster saying "This wine has a great bouquet", and goes off to tell their students "You've got to make sure your wine has a great bouquet".  When the student asks, "How?  Does it have anything to do with grapes?" the critic replies disdainfully, "That's for grape-growers!  I teach wine.")

Similarly, I propose, no student of rationality should study with the purpose of becoming a rationality instructor in turn.  You do that on Sundays, or full-time after you retire.

And to place a go stone blocking this failure mode, I propose a requirement that all rationality instructors must have secret identities.  They must have a life outside the Bayesian Conspiracy, which would be worthy of respect even if they were not rationality instructors.  And to enforce this, I suggest the rule:

  Rationality_Respect1(Instructor) = min(Rationality_Respect0(Instructor), Non_Rationality_Respect0(Instructor))

That is, you can't respect someone as a rationality instructor, more than you would respect them if they were not rationality instructors.

• This doesn't set Rationality_Respect1 equal to Non_Rationality_Respect0.  It establishes an upper bound.  This doesn't mean you can find random awesome people and expect them to be able to teach you.  Explicit, abstract, cross-domain understanding of rationality and the ability to teach it to others is, unfortunately, an additional discipline on top of domain-specific life success.  Newton was a Christian etcetera.  I'd rather hear what Laplace had to say about rationality—Laplace wasn't as famous as Newton, but Laplace was a great mathematician, physicist, and astronomer in his own right, and he was the one who said "I have no need of that hypothesis" (when Napoleon asked why Laplace's works on celestial mechanics did not mention God).  So I would respect Laplace as a rationality instructor well above Newton, by the min() function given above.

• We should be generous about what counts as a secret identity outside the Bayesian Conspiracy.  If it's something that outsiders do in fact see as impressive, then it's "outside" regardless of how much Bayesian content is in the job.  An experimental psychologist who writes good papers on heuristics and biases, a successful trader who uses Bayesian algorithms, a well-selling author of a general-audiences popular book on atheism—all of these have worthy secret identities.  None of this contradicts the spirit of being good at something besides rationality—no, not even the last, because writing books that sell is a further difficult skill!  At the same time, you don't want to be too lax and start respecting the instructor's ability to put up probability-theory equations on the blackboard—it has to be visibly outside the walls of the dojo and nothing that could be systematized within the Conspiracy as a token requirement.

• Apart from this, I shall not try to specify what exactly is worthy of respect.  A creative mind may have good reason to depart from any criterion I care to describe.  I'll just stick with the idea that "Nice rationality instructor" should be bounded above by "Nice secret identity".

• But if the Bayesian Conspiracy is ever to populate itself with instructors, this criterion should not be too strict.  A simple test to see whether you live inside an elite bubble is to ask yourself whether the percentage of PhD-bearers in your apparent world exceeds the 0.25% rate at which they are found in the general population.  Being a math professor at a small university who has published a few original proofs, or a successful day trader who retired after five years to become an organic farmer, or a serial entrepreneur who lived through three failed startups before going back to a more ordinary job as a senior programmer—that's nothing to sneeze at.  The vast majority of people go through their whole lives without being that interesting.  Any of these three would have some tales to tell of real-world use, on Sundays at the small rationality dojo where they were instructors.  What I'm trying to say here is: don't demand that everyone be Robin Hanson in their secret identity, that is setting the bar too high.  Selective reporting makes it seem that fantastically high-achieving people have a far higher relative frequency than their real occurrence.  So if you ask for your rationality instructor to be as interesting as the sort of people you read about in the newspapers—and a master rationalist on top of that—and a good teacher on top of that—then you're going to have to join one of three famous dojos in New York, or something.  But you don't want to be too lax and start respecting things that others wouldn't respect if they weren't specially looking for reasons to praise the instructor.  "Having a good secret identity" should require way more effort than anything that could become a token requirement.

Now I put to you:  If the instructors all have real-world anecdotes to tell of using their knowledge, and all of the students know that the desirable career path can't just be to become a rationality instructor, doesn't that sound healthier?

What does this post even mean? I don't have access to my own respect function, and I don't know if I'd mess with it this way even if I did.

If you were to say tomorrow "I've been lying about the whole AI programmer thing; I actually live in my parents' basement and have never done anything worthwhile in any non-rationality field in my entire life," then would I have to revise my opinion that you're a very good rationality teacher? Would I have to deny having learned really valuable things from you?

Or would I have to say, "Well, this guy named Eliezer taught me everything I know, he's completely opened my mind to new domains of knowledge, and you should totally read everything he's written - but he's not all that great and I don't have any respect for him and you shouldn't either" when referring people to your writing?

Or to put it another way...let's say there are two rationality instructors in my city. One, John, is a world famous physicist, businessman, and writer. The other, Mary, has no particular accomplishments outside her rationality instruction work. However, Mary's students have been observed to do much better at their careers than John's, and every time ... (read more)

If you were to say tomorrow "I've been lying about the whole AI programmer thing; I actually live in my parents' basement and have never done anything worthwhile in any non-rationality field in my entire life," then would I have to revise my opinion that you're a very good rationality teacher? Would I have to deny having learned really valuable things from you?

But the fact that reality doesn't disentangle this way, is in a sense the whole point - it's not a coincidence that things are the way they are.

If we get far enough to have external real-world standards like those you're describing, then yes we can toss the "secret identity" thing out the window, so long as we don't have the problem of most good students wanting only to become rationality instructors themselves as opposed to going into other careers (but a teacher who raised their students this way would suffer on the 'accomplished students' metric, etc.).  But on the other hand I still suspect that the instructors with secret identities would be revealed to do better.

I've never seen anything from Eliezer that proves that he's done anything at all of value except be a rationality teacher. I know of two general criteria by which to judge someone's output in a field that I am not a part of:

1) Academic prestige (degrees, publications, etc.) 
and
2) Economic output (making things that people will pay money for). 

Eliezer's institution doesn't sell anything, so he's a loss on part 2. He doesn't have a Ph.D or any academic papers I can find, so he's a loss on part 1, as well. Can SIAI demonstrate that it's done anything except beg for money, put up a nice-looking website, organize some symposiums, and write some very good essays?

To be honest, I'd say that his output matches the job description of "philosopher" than "engineer" or "scientist". Not that there's anything wrong with that. Many works that fall broadly under the metric of philosophy have been tremendously influential. For example, Adam Smith was a philosopher.

Eliezer seems to have talents both for seeing through confusion (and its cousin, bullshit) and for being able to explain complicated things in ways that people can understand. In other words, he'd be an amazing university professor. I just haven't seen him prove that he can do anything else.

Yes - in fact, the only thing that leads me to suspect that EY and SIAI are doing anything worth doing is the quality of EY's writings on rationality.

Is the point about respect for instructors supposed to generalize to instructors of disciplines other than rationality?

If so, what do you make of Nadia Boulanger? Her accomplishments as a musician (or otherwise) are unimpressive relative to those of her students and peers, and yet she is regarded as one of the greatest music teachers ever, and is accorded correspondingly deep respect by music historians, composers, etc. Are they all wrong to respect her so much, or does it not apply to music or this case?

It seems to me that a better formula for determining respect would somehow reflect the respect given to her students which they say is significantly due to her influence as a teacher. For example, if Aaron Copland singles her out as an amazing teacher who profoundly affected his musical life & education, then she deserves some of the respect given to him. And likewise for her many other students who went on to do great things.

There seems to be an implicit underlying belief in this post that teaching is not (or should not be) an end in and of itself, or at least not a worthy one. I think Boulanger and teachers of her caliber show that that's just not the case. 

You've got things the wrong way round. It is the quality of the teacher's students that tell us whether we wish to study under her. The teachers own achievements are a proxy which we resort to because we need to decide now, we cannot wait to see the longer term effects on last years students.

Another proxy is the success of the teacher in getting her students through examinations. This is a proxy because we don't really want the certificate, we what the achievement that we think it heralds. We can assess the strength of this proxy checking whether success in the examinations really does herald success in real life.

I agree with the conclusion of the original post but find the argument for it defective. The key omission is that we don't have a tradition of rationality dojo's, so we do not yet have access to records of whose pupils went on to greatness. Nor do we have records that would validate an examination system.

Notice that the problems of timing are inherent. The first pupils, who went on to real world success, prove their teachers skill in an obvious way, but how did they choose their teacher? Presumably they took a risk, relying on a proxy that was available in time for the forced choice they faced.

Has this requirement been successfully implemented for CFAR instructors?

In the boost phase of a newly launched idea, it's actually a really good idea to train teachers. That gives you exponential growth.

It's a fail if the discipline gets into a death spiral about teaching teachers to teach teachers, iff the recursion lacks a termination condition. (Suitable conditions left as an exercise.)

Even in the cruise phase, an idea needs a teacher replacement rate of >= 1.

In cruise phase, it's a fail if every student wants to teach. But I don't see how it's a fail if some students want to teach and proceed to do so. Nor do I see how it's a fail if they end up being most of the teachers.

The intersection of two very rare categories of people is nobody.

Aren't you the same guy who, just a few days ago, pointed out how much better a trained professional is at his job than some volunteer? Teaching is a nontrivial skill.

You're wasting huge amounts of optimization power, here, in two different ways.  Firstly, you're saying that no one should focus his efforts on becoming a good rationality instructor, that any work he does on that is entirely meaningless unless he is at least as good at something else.  Secondly, you're saying that no one should focus his efforts on instructing people in rationality, that they should spend most of their time on whatever other thing it is that makes them impressive.   If you have someone who is naturally better at instructing people in rationality than in anything else, you are wasting most of the surplus you could have gained from him in these two ways.

I'm sympathetic to your concern, but surely there must be a way we can avoid throwing out the baby with the bathwater?

Personally I suspect that the bathwater only really gets dirty when you are teaching something that is essentially useless in modern society, like martial arts or literary criticism.  Most people who study, say, engineering don't do so in the hopes of becoming teachers of engineering.

Now you might say that this is because teachers of engineering are expected to also do research, but firstly that doesn't explain the disparity between fields, and secondly, I don't think that the example of tertiary education is one to aspire to in this way.  I seem to recall you are an autodidact, so you may not have the same trained gut reaction I do, but I have seen too many people who did not have the skill of teaching but were good researchers teaching horribly, and I remember one heartbreaking example of an excellent teacher denied tenure because the administrators felt his research was not up to snuff too well, to want to optimize rationality teachers on any basis other than their ability to teach rationality.

While I think martial arts are pretty useful by hobby standards (although their usefulness is broad enough that they might not be optimal for specialists in several fields), several historical and cultural factors in their practice have combined to create an unusually fertile environment for certain kinds of irrationality.

First, they're hard to verify: what works in point sparring might not work in full-contact sparring, and neither one builds quite the same skillset that's useful for, say, security work, or for street-level self-defense, or for warfare.  It's difficult to model most of the final applications, both because they entail an unacceptably high risk of serious injury in training and because they involve psychological factors that don't generally kick in on the mat.

Second, they're all facets of a field that's too broad to master in its entirety in a human lifetime.  A serious amateur student can, over several years, develop a good working knowledge of grappling, or of aikido-style body dynamics, or empty-hand striking, or one or two weapons.  The same student cannot build all of the above up to an acceptable level of competence: even becoming sort of okay at the entire sp... (read more)

To be fair, for people who are used to thinking in math, pseudo-mathematical notation is as readable as English, with advantages of brevity and precision.

"People used to thinking in math" currently describes a large portion of users on this site. Use of gratuitous mathematical notion is likely to help keep it that way.

Dude, what on Earth are you talking about.  E. T. Jaynes was a Big Damn Polymath.  I seem to also recall that in his later years he was well-paid for teaching oil companies how to predict where to drill, though that's not mentioned in the biography (and wouldn't rank as one of his most significant accomplishments anyway).

Well if we develop rationality tests, then you should rely on the teachers who help their students do better on tests.  And if you can't develop tests, then I don't see why you'd think you had evidence that any particular person was good at teaching rationality.  Relying on their ability to do something useful as a predictor of their ability to teach rationality seems nearly as bad as relying on their publication record, or their IQ, or wealth, etc.  I say focus on developing tests.

I wonder if this idea comes as a shock because everyone was planning on becoming rationality instructors, i.e., I should have warned everyone about this much earlier?

But I must also consider that it might really be that stupid.  Damn, now I wish I knew the actual number of upvotes and downvotes!

I don't know if I'm part of who Eliezer heard, but I'm planning on trying to start a rationality training group on Saturdays in the SF bay area, for middle and high school students with exceptional mathematical ability.  I want to create a community that thinks about thinking, considers which kinds of thinking work for particular tasks (e.g., scientific progress; making friends), and learns to think in ways that work.  The reason I'm focusing on kids with exceptional mathematical ability is that I'm hoping some of them will go on to do the kind of careful science humanity needs, with the rationality to actually see what actually helps.  The aim is not so much to teach rationality knowledge, since AFAICT the "art of human rationality" is mostly a network of plausible guesswork at this point, but to get people aiming, experimenting, measuring, and practicing in a community, sharing results, trying to figure out what works and actually trying the best ideas (real practice; community resistance to akrasia).  With some mundane math teaching mixed in.

As to "day job" credentials, I've had unusual success teaching mathematical thinking (does this count as "day job"?  at least math teaching success is measurable by, say, the students' performance on calculus exams), bachelor degrees in math and "great books", and two or three years' experience doing scientific research in various contexts.  I don't know if this would put me above or below Eliezer's suggested bar to a stranger.

Thales, so the story goes, because of his poverty was taunted with the uselessness of philosophy; but from his knowledge of astronomy he had observed while it was still winter that there was going to be a large crop of olives, so he raised a small sum of money and paid round deposits for the whole of the olive-presses in Miletus and Chios, which he hired at a low rent as nobody was running him up; and when the season arrived, there was a sudden demand for a number of presses at the same time, and by letting them out on what terms he liked he realized a large sum of money, so proving that it is easy for philosophers to be rich if they choose, but this is not what they care about.

This is a good example of what I meant over in the evolutionary psychology thread; coming up with evolutionary psychology explanations is a good practice to avoiding succumbing to 'arguments from incredulity', as I like to call this sort of comment.

"Oh, I couldn't think of how astronomy could possibly be useful in weather or crop forecasting, so I'll just assume the stories about Thales are a lie."

" Forecasting Andean rainfall and crop yield from the influence of El Niño on Pleiades visibility", Nature 403, 68-71 (6 January 2000):

"Farmers in drought-prone regions of Andean South America have historically made observations of changes in the apparent brightness of stars in the Pleiades around the time of the southern winter solstice in order to forecast interannual variations in summer rainfall and in autumn harvests. They moderate the effect of reduced rainfall by adjusting the planting dates of potatoes, their most important crop1. Here we use data on cloud cover and water vapour from satellite imagery, agronomic data from the Andean altiplano and an index of El Niño va

Some thoughts from my experience in a martial arts dojo:

We avoid lots of failure modes by making sure (as far as reasonably possible) that people are there to train first and everything else second.  One consequence of this is that we don't attach a whole lot of our progress to any particular instructor; we're blessed with a number of people who are really good at aikido, and we learn from all of them, and from each other.

On setting the bar too high for instructors:  Most martial arts rely on a hierarchy of instructors, where the average dojo head is a reasonably normal person who is expert but not necessarily elite at the discipline.  The "famous" people in the art travel around and deliver seminars to everybody else.  Dojo head type people will also travel to attend more seminars than the average junior student, for obvious reasons.

All sorts of human enterprises work this way (although the formality of the hierarchy varies widely); everything from yoga to religions to Linux Users Groups.  It's a good system.

How much of what you're trying to do could be accomplished by largely tabooing the term "rationality" in rationality dojos, and having the community be really really attached to that tabooing?  So that the dojos are for "finding ways of thinking that actually bring accurate beliefs" and "finding ways of thinking that actually help people reach their goals", with mostly no mention of a term like "rationality" that's easy to reify?  If we talked like that, actual and prospective students and teachers might naturally look outward, to the evidence that various thinking processes were or weren't helping.  Such evidence would be found partly in terms of the actual "day job" accomplishments (or lack of accomplishments) of the teacher, and also in terms of "day job" accomplishments of the students after vs. before joining the group, and also in terms of any measures that a group of active, experimentally minded rationality students could think up of whether they were actually becoming better at forming accurate beliefs.

What work is the word "secret" doing in this post? It seems to me that you're talking about public identities, ones visible to outsiders, ones that potential students (not yet enrolled in the Conspiracy) can look at to evaluate would-be instructors. Are you using the phrase "secret identities" merely because it sounds cool?

Ditto with "conspiracy." I'd argue that giving LW the language and trappings of a 12-year old boys' club is ultimately detrimental to its mission, but it looks like I'm in the minority.

How much of Objectivism's failure was due to its teachers not having developed sufficient awesomeness elsewhere, and how much was due to the fact that it, say, tried to claim that it had the One True Method of Thought, instead of fostering an environment where all teachings were conjectural, teachers were facilitators of investigation instead of handers-down of The Answer, and everyone together tried to figure out what worked?

I mean, to what extent can we avoid similar failure modes by fostering a culture that doesn't reify anyone's teachings, but that instead tries to foster a culture of experimenting, thinking up new strategies, pooling data, and asking how we can tell what does and doesn't work?

Among the failure modes of martial arts dojos, I suspect, is that a sufficiently dedicated martial arts student, will dream of...

...becoming a teacher and having their own martial arts dojo someday. 

I do not think this analogy fits.  Martial arts is a self-contained bubble.  What else is there to do but teach?  To use a variation on the analogy, if someone being trained in the United States Marine Corps were given the question of what a truly dedicated student of the USMC were to become, they would probably answer along the lines of someone who kills th... (read more)

Among the failure modes of martial arts dojos, I suspect, is that a sufficiently dedicated martial arts student, will dream of..
becoming a teacher and having their own martial arts dojo someday.

I think that accademia is also subject to this mode of failure. As an exercise, try to think of great literary figures who were also professors of literature at major universities. Off the top of my head, I can think of exactly one: Vladimir Nabokov, and he was notably contemptuous of his colleagues. Can anyone else think up anymore?

Obviously success in other realms is bayesian evidence that someone would make a better rationality instructor.  But as many others have argued, in this post Eliezer exaggerates the importance of this type of evidence.  

I have a question: why are you panicking about this now? It's not like we have a huge problem yet with too many teachers, or too many freshly founded schools.

Yes, and my impression has been that annointed disciples are generally the instigators of things going subtly wrong in self-reinforcing ways. People with big, novel ideas are not necessarily good judges of character.

I've been expecting a deliberately daft post from Eliezer Yudkowsky and/or Robin Hanson to see whether we vote them up just based upon status. 

Makes sense, though I will quibble with your opening line. What you say about martial arts dojos was probably true up until about twenty years ago, but today I suspect a sufficiently dedicated martial arts student is in fact dreaming of becoming a champion MMA fighter. 

And you know, now that I think about it, even twenty years ago, I'm not sure anyone was dreaming of becoming a dojo owner. That was just what they could practically achieve. But they were dreaming of becoming a Dark Lord:

"Surely you've wanted to hurt people," said Professor Quirrell.  "You wanted to hurt those bullies today. Being a Dark Lord means that people you want to hurt get hurt.

I guess the failure mode that you're concerned with is a slow dilution because errors creep in with each successive generation and there's no external correction.

I think that the way we currently prevent this in our scientific efforts is to have both a research and a teaching community. The research community is structured to maximise the chances of weeding out incorrect ideas. This community then trains the teachers.

The benefits of this are that you get the people who are best at communicating doing the teaching and the people who are the best at research... (read more)

The mini-intro to this post on the craft and community sequence page says that it was not well received. But the requirements that this write up recommends really act as beautiful safeguard against becoming pedantic. If I hadnt read this page quite early (before I got past the 25% mark on the sequences), I doubt I would have stopped myself from falling into a happy death spiral  (I honestly still really struggle with that one all the time). 

It's really hard for me even now to "not speak over much of the way" (though, I mostly think it to myself, ... (read more)

If you have "something to protect", if your desire to be rational is driven by something outside of itself, what is the point of having a secret identity? If each student has that something, each student has a reason to learn to be rational -- outside of having their own rationality dojo someday -- and we manage to dodge that particular failure mode. Is having a secret identity a particular way we could guarantee that each rationality instructor has "something to protect"?



Beware of Other-Optimizing

I've noticed a serious problem in which aspiring rationalists vastly overestimate their ability to optimize other people's lives.  And I think I have some idea of how the problem arises.

You read nineteen different webpages advising you about personal improvement—productivity, dieting, saving money.  And the writers all sound bright and enthusiastic about Their Method, they tell tales of how it worked for them and promise amazing results...

But most of the advice rings so false as to not even seem worth considering.  So you sigh, mournfully pondering the wild, childish enthusiasm that people can seem to work up for just about anything, no matter how silly.  Pieces of advice #4 and #15 sound interesting, and you try them, but... they don't... quite... well, it fails miserably.  The advice was wrong, or you couldn't do it, and either way you're not any better off.

And then you read the twentieth piece of advice—or even more, you discover a twentieth method that wasn't in any of the pages—and STARS ABOVE IT ACTUALLY WORKS THIS TIME.

At long, long last you have discovered the real way, the right way, the way that actually works.  And when someone else gets into the sort of trouble you used to have—well, this time you know how to help them.  You can save them all the trouble of reading through nineteen useless pieces of advice and skip directly to the correct answer.  As an aspiring rationalist you've already learned that most people don't listen, and you usually don't bother—but this person is a friend, someone you know, someone you trust and respect to listen.

And so you put a comradely hand on their shoulder, look them straight in the eyes, and tell them how to do it.

I, personally, get quite a lot of this.  Because you see... when you've discovered the way that really works... well, you know better by now than to run out and tell your friends and family.  But you've got to try telling Eliezer Yudkowsky.  He needs it, and there's a pretty good chance that he'll understand.

It actually did take me a while to understand.  One of the critical events was when someone on the Board of the Institute Which May Not Be Named, told me that I didn't need a salary increase to keep up with inflation—because I could be spending substantially less money on food if I used an online coupon service.  And I believed this, because it was a friend I trusted, and it was delivered in a tone of such confidence.  So my girlfriend started trying to use the service, and a couple of weeks later she gave up.

Now here's the the thing: if I'd run across exactly the same advice about using coupons on some blog somewhere, I probably wouldn't even have paid much attention, just read it and moved on.  Even if it were written by Scott Aaronson or some similar person known to be intelligent, I still would have read it and moved on.  But because it was delivered to me personally, by a friend who I knew, my brain processed it differently—as though I were being told the secret; and that indeed is the tone in which it was told to me.  And it was something of a delayed reaction to realize that I'd simply been told, as personal advice, what otherwise would have been just a blog post somewhere; no more and no less likely to work for me, than a productivity blog post written by any other intelligent person.

And because I have encountered a great many people trying to optimize me, I can attest that the advice I get is as wide-ranging as the productivity blogosphere.  But others don't see this plethora of productivity advice as indicating that people are diverse in which advice works for them.  Instead they see a lot of obviously wrong poor advice.  And then they finally discover the right way—the way that works, unlike all those other blog posts that don't work—and then, quite often, they decide to use it to optimize Eliezer Yudkowsky.

Don't get me wrong.  Sometimes the advice is helpful.  Sometimes it works.  "Stuck In The Middle With Bruce"—that resonated, for me.  It may prove to be the most helpful thing I've read on the new Less Wrong so far, though that has yet to be determined.

It's just that your earnest personal advice, that amazing thing you've found to actually work by golly, is no more and no less likely to work for me than a random personal improvement blog post written by an intelligent author is likely to work for you.

"Different things work for different people."  That sentence may give you a squicky feeling; I know it gives me one.  Because this sentence is a tool wielded by Dark Side Epistemology to shield from criticism, used in a way closely akin to "Different things are true for different people" (which is simply false).

But until you grasp the laws that are near-universal generalizations, sometimes you end up messing around with surface tricks that work for one person and not another, without your understanding why, because you don't know the general laws that would dictate what works for who.  And the best you can do is remember that, and be willing to take "No" for an answer.

You especially had better be willing to take "No" for an answer, if you have power over the Other.  Power is, in general, a very dangerous thing, which is tremendously easy to abuse, without your being aware that you're abusing it.  There are things you can do to prevent yourself from abusing power, but you have to actually do them or they don't work.  There was a post on OB on how being in a position of power has been shown to decrease our ability to empathize with and understand the other, though I can't seem to locate it now.  I have seen a rationalist who did not think he had power, and so did not think he needed to be cautious, who was amazed to learn that he might be feared...

It's even worse when their discovery that works for them, requires a little willpower.  Then if you say it doesn't work for you, the answer is clear and obvious: you're just being lazy, and they need to exert some pressure on you to get you to do the correct thing, the advice they've found that actually works.

Sometimes—I suppose—people are being lazy.  But be very, very, very careful before you assume that's the case and wield power over others to "get them moving".  Bosses who can tell when something actually is in your capacity if you're a little more motivated, without it burning you out or making your life incredibly painful—these are the bosses who are a pleasure to work under.  That ability is extremely rare, and the bosses who have it are worth their weight in silver.  It's a high-level interpersonal technique that most people do not have.  I surely don't have it.  Do not assume you have it, because your intentions are good.  Do not assume you have it, because you'd never do anything to others that you didn't want done to yourself.  Do not assume you have it, because no one has ever complained to you.  Maybe they're just scared.  That rationalist of whom I spoke—who did not think he held power and threat, though it was certainly obvious enough to me—he did not realize that anyone could be scared of him.

Be careful even when you hold leverage, when you hold an important decision in your hand, or a threat, or something that the other person needs, and all of a sudden the temptation to optimize them seems overwhelming.

Consider, if you would, that Ayn Rand's whole reign of terror over Objectivists can be seen in just this light—that she found herself with power and leverage, and could not resist the temptation to optimize.

We underestimate the distance between ourselves and others.  Not just inferential distance, but distances of temperament and ability, distances of situation and resource, distances of unspoken knowledge and unnoticed skills and luck, distances of interior landscape.

Even I am often surprised to find that X, which worked so well for me, doesn't work for someone else.  But with so many others having tried to optimize me, I can at least recognize distance when I'm hit over the head with it.

Maybe being pushed on does work... for you.  Maybe you don't get sick to the stomach when someone with power over you starts helpfully trying to reorganize your life the correct way.  I don't know what makes you tick.  In the realm of willpower and akrasia and productivity, as in other realms, I don't know the generalizations deep enough to hold almost always.  I don't possess the deep keys that would tell me when and why and for who a technique works or doesn't work.  All I can do is be willing to accept it, when someone tells me it doesn't work... and go on looking for the deeper generalizations that will hold everywhere, the deeper laws governing both the rule and the exception, waiting to be found, someday.

As an aspiring rationalist you've already learned that most people don't listen, and you usually don't bother - but this person is a friend, someone you know, someone you trust and respect to listen.

I've actually had some success with Other-optimizing, so I'm going to go out on a limb and defend it. Doing it well isn't easy and doesn't give you the quick ego/status boost you get from giving someone a pithy injunction. You need to gather enough information about the other person's goals to uniquely determine what action you take, essentially giving away some of your optimization power for the other person to use for their own purposes. Of course, this mostly eliminates the usual motivation (i.e. status) while also being vastly more difficult.

I'm with you, Saturn.  Doing it well isn't easy at first, but I've found I've gotten quite good at it by mostly asking questions and keeping my mouth shut.  I tend to act as an option-provider and a debugger. I let them do most of the actual determination of actions, and use my own power to help them realize the primary goals they're optimizing for, realize unconsidered courses of action that may lead to those goals, and challenge existing assumptions.  I disagree about the status motivation though - when I've actually helped someone optimize, I feel like a real badass.

I've lived with being pushed on by people with power over me my whole life. My parents were far more determined to see me graduate from college than I was, and they succeeded in ensuring that I did so, by supervising me to the extent that I was supervised in high school. And, to be honest, if they hadn't insisted that I do my homework and literally driven me to classes, I probably wouldn't have graduated.

In general, unless someone pushes me, all I do is waste time. I play video games, or Magic, or surf the Internet and write comments. Everything else, I have to be forced to do by someone. I've never learned how to force myself to work hard on something that isn't purely mechanical and that I don't feel like doing at the moment, because whenever I tried to fail, my parents just kept pushing harder and harder until I succeeded. Willpower? What a horrible, terrible concept! Why would any sane person want to do something they don't feel like doing, if they weren't being coerced into doing it? I don't need willpower. I have parents!

I have a tendency to divide activities into "things I want to do" and "things I do because other people make me do them", and I tr... (read more)

Do you believe that CronoDAS's interests would be served by this?  If so, how is it not a problem with them?  If not, why do you believe that CronoDAS's parents should or would be persuaded not to put CronoDAS's interests first?

Working for a living is enormously burdensome.  Future generations won't be able to believe how much of our time it took up - and of course it takes up a lot less of our time on average than that of many other people, especially those in poorer countries or the people of the past.  Still, I would argue that it's worth it, not because of the work ethic but just on a personal cost/benefit calculation.

I completely agree that working is an enormous pain in the ass, and the work ethic is a load of crap. If I had a private income I wouldn't work another day; I'd do my own thing.

However, having the money to have your own place and stuff is really really advantageous.  Living with your parents will only become less appealing as you get older, and it doesn't work as a long-term plan.  If you don't program already, learn to program and get a job doing that - it sucks a lot less than a lot of other jobs.  And having your own money, and your own space, is honestly great.

I promise, I think the moralism around working is a stinky pile of crap; I'm saying only that you should consider the advantages of a salary on purely selfish grounds.

I am not currently suicidal. There are things in life I enjoy very much, and I am undergoing psychiatric treatment (and have been for a long time). I've had the discussion about me, my past, depression, antidepressants, therapists, school, jobs, life, death, and similar things many times on Less Wrong. I've gotten somewhat tired of it, and at least one other poster has told me the same. If I bring something like this up again in another context, feel free to ask me about it again, but please let this dead thread stay dead.

People who think they have no authority may be surprised by how much damage they can do just by talking in an authoritative tone.  See believing everything you're told and cached thoughts.  A simple "YMMV" might be enough to prevent that.

I agree with you that power brings blinders (as well as bringing some useful sorts of vision: I've watched more than one person improve their self-understanding, and their understanding of why organizations are structured as they are, once they got in a position of responsibility).

I also agree that people who have something work for them often run around recommending it way too much, with way too little attention to the person in front of them.

That said, when I get advice from people or books, and when I actually try the advice, it often works.  Enough so that I should be ditching my current habits and trying out new forms a lot, if I want to actually be effective.  I would have thought this would obtain for most people (and that most of us stay consistent in our habits for much the same reason that we stay consistent in our initial disagreements with epistemic peers -- inertia, fear of a status hit from changing, that sort of thing).  But maybe people vary here?

If you could take ALL the advice from productivity blogs and have it ALL work for you, wouldn't it require less than a month to ascend to godhood?

If you could take ALL the advice from productivity blogs and have it ALL work for you, wouldn't it require less than a month to ascend to godhood?

Unless many of them are multiple ways to accomplish the same thing and therefore not cumulative even if they do work.

I'm not saying it all delivers promised miracles for me, I'm saying that enough of what I try works enough better than what I was doing as to be easily worth the costs of experimenting.  There's nothing particularly optimal about my current habits; what works for others is often a better guide to what will work for me than is "what I happen to already be doing" (especially if the other is skilled at what they do, and/or is generalizing from what works for a large set of people); and the data and freedom that comes from trying new things and from watching the results helps.  Also, most of the reason I don't do more real habit shifts is stuff in the vicinity of fear/inertia, given that it often helps when I do (and this has held even in some (most?) cases where someone insisted I really should change some particular trait/habit, and I insisted that they were wrong, though I realize this is a dangerous thing to say).  I realize YMMV.

Just to be clear -- I originally started mentioning things to you for the reasons you mention in this post, i.e., "I don't normally give out this much individual advice for less than $200/hour, but hey, this is Eliezer..."

However, after I (pretty quickly) realized that you weren't actually taking my comments any more seriously than you would random blog posts, I changed strategy, and focused on including information in my replies to you that would be useful to other people...  which is why my replies to you now often end up pretty highly rated; in fact, they're usually my highest-rated comments.  (It's of course also possible that people are more likely to read replies to your comments, or that I get status attributed by daring to advise you, or any number of other reasons.)

Anyway...  once I noticed that you weren't actually listening, I stopped actually trying to teach you anything and started using your comments more as a springboard for teaching others, while maintaining the illusion that the advice was directed at you.  Hope you don't mind too much.  ;-)

(By the way, "different things work on different people" is bullshit when it comes to the brain.  "My brain works differently from other people's" is not a valid extenuating circumstance: I don't accept it as an excuse from my clients, any more than Jeffreyssai would.)

I tried reading your blog posts and couldn't (allergic to your style), but I'm sorry to inform you that you haven't reached the level of universal generalizations as yet.  The stories you make up to explain why your tricks work are not the deep answers which constrain both the rule and the exception; from other sciences I have learned what true general models of the human mind look like, and your explanations, I'm afraid, are not in that class. The fully general art of combating human akrasia has not been invented by you.  Your clients are only the ones for whom your techniques happen to work.

I hope that having discovered some tricks that work for some people is enough honor for you; and that you do not need to claim that your tricks work universally in order to value them.  And that it does not wound you too deeply, if there are some people for whom your advice does not yet work, and who you do not yet understand.  This is not the counsel of despair: study the exception and the rule, and you may find the deeper law.

Of course you could decide that I'm just being lazy.  (Laughs.)

I tried reading your blog posts and couldn't (allergic to your style)

It's not just you. pjeby's blog's style reads like a cross between a preacher, a used-car salesman, and a self-help booklet.

I'm glad he's found techniques that work for him and apparently many other people, I absolutely respect what he's doing, and he seems like a great guy overall... but his writing style borders on physically painful for me.

I'm sorry to inform you that you haven't reached the level of universal generalizations as yet.

My generalizations aren't, for the most part, in my blog posts, nor in most of my for-pay material, actually.  Abstractions don't help most people take action.  The only really important "theory" on my blog is The Multiple Self, which was where I first realized that I was being stupid to assume that my conscious mind had ANY direct control over my actions, given how late consciousness appeared from an evolutionary perspective.

Most of the other generalizations my work sits on top of can be found in General Semantics and NLP, anyway...  they just don't help much in their raw form.

But here is a useful generalization: if you test autonomous responses, you can create techniques that work.  If you're not testing, or not making use of your autonomous, involuntary responses (both mental and physical), you're utterly wasting your time.

More than half of my early blog posts are wastes of time, in precisely that sense.  They were written long before I learned how to shut up and test, as it were.

The fully general art of combating human akrasia has not been invented by you. 

...and that was too abstract.  As a writer, I'd recommend - though YMMV - that you try interlacing an abstract explanation like this one with a specific, concrete technique.  I know nothing of NLP, so you needed to explain "submodalities of motivation" or at least link it (Google doesn't show how any such thing could be helpful).  You're assuming knowledge of things I've never heard of, and would probably be allergic to most standard expositions of (I can't stand standard self-help writing style).

You don't seem to have a strong instinct for realizing what the other person already knows or doesn't know, but then most people appear to me to lack this instinct, which I suppose indicates that I possess a talent in this area.  Unfortunately, that also means I have no idea how to advise people who lack that talent.  You'd have to ask someone who started out without talent and developed skill.

It seems to me that for this kind of self-treatment it doesn't really matter if it's a placebo effect or not. It's even a little unclear if the distinction is meaningful. Isn't the main question whether it works or not? If the benefits are largely a placebo effect then it would be useful to pare down the techniques to 'the simplest thing that fools me enough to work, with the minimum of mumbo-jumbo' but the important thing is the working.

If you want to carry out a scientific study on how and why the techniques work then untangling the placebo effect is more important but if there are benefits to be gained from a not-completely-understood process then it seems worth at least considering taking them, while being aware of possible negative consequences.

See, there's this thing called the "placebo effect". How do you know which of your willpower tricks work only because you expect them to work? Or should I not ask that?

The placebo effect is a term that refers to psychological reactions intruding on studies intended to measure non-psychological effects. When both the thing being tested and its outcome are purely psychological to begin with, then the term "placebo effect" is either meaningless or a misleading term for all uncontrolled variables. If you want to accuse a psychological study of failing to control for an important variable, you have to name that variable, and "placebo effect" is not specific enough.

The #1 most important thing in doing virtually any self-help technique worthy of the name is being able to pay attention to your unconscious, automatic responses, without adding voluntary thought or anosognosiac explanations on top of them. And in my experience, it's the hardest thing to learn to do on your own; and as far as I can tell, nobody (not even me) has made a systematic attempt to teach it.

Actually, I think people have made systematic attempts to teach it. Those attempts were named 'Zen', and promptly drowned in a sea of mysticism and bullshit that also called itself Zen. A few years back, I was in a group where we did the 'sitting' meditation that you often see given to novices: sit still, focus on your breathing, and blank your mind for awhile. I observed that it was comfortable and calming, and thought that was the point. Then I read Crowley on Religious Experience, linked from Less Wrong, which said that you're supposed to maintain a posture so rigidly that it becomes progressively more uncomfortable until you break. Then I read something you wrote, about observing your own reactions, and I was enlightened: the purpose is to put your mind in a baseline state so tha... (read more)

(By the way, "different things work on different people" is bullshit when it comes to the brain. "My brain works differently from other people's" is not a valid extenuating circumstance: I don't accept it as an excuse from my clients, any more than Jeffreyssai would.)

Maybe so, but the particular bits of advice needed to produce a desired change are certainly different for different people. Correct me if I'm wrong, but as far as I can tell, you haven't systematized this to any extent further than using your own intuition to pick something out of a bag of tricks you've collected. Now, the entire field of psychology currently works this way, and I've personally found some of your tricks useful. But if you want to be taken more seriously, I believe you should stop simply dispensing advice and start posting about ways we can speed up our search through advice-space.

Ha! Little did you know that I optimize other people's lives using advice I haven't even tried myself. (That way I'm not biased by my own experience.) 

Living life, getting through the day, is obviously an enormously complex process. Whether we are rational or irrational, we make decisions based on a large number of short-cuts. These "short-cuts" have evolved over time and have their origins in our routines, our values, etc. However, since they don't completely capture our full decision-making system (i.e., don't reproduce every time the decision we'd make if we had enormous time and energy to decide each one), they introduce certain ineffi... (read more)

Maybe we need a site like reddit for self-help tips.  That way you could try the thing that worked for the most people first.

Even better would be an Amazon like recommendation system - 'other people who benefited from this tip also benefited from...' 

"And because I have encountered a great many people trying to optimize me, I can attest that the advice I get is as wide-ranging as the productivity blogosphere"

This is awesomely hilarious.  People are constantly trying to optimize me too.  Since I'm constantly trying to optimize myself, I kinda like it :).  But it is true that they often seem very confident about what will work, when it doesn't for me.

The worst one is sleep apnea.  Here I have a serious medical condition, confirmed by sleep studies, that I've tried several surgeries for, and I m... (read more)

This is awesomely hilarious. People are constantly trying to optimize me too. 

Hey, you know what I've discovered that really works to stop that?

...no, just kidding.  So is that because they care about Seasteading or because you seem to them like such a rational person?  Do you know?

I agree that there are many people running around who are overconfident with their advice because it happens to work for them. But could there also be people out there with potentially good advice who never talk about it because of underconfidence?

Personally, I relish all advice, good or bad. I would consider it worth to hear bad advice from 10 people in order to hear substantially good advice from one. I can just toss out the bad advice; it doesn't cost me much, and I'm pretty confident about my bullshit filter. Of course, this approach to advice may not ... (read more)

Reasonably good Other models are something I strongly suggest aspiring x-rationalists to work on. Among other things they let you mimic the talents of deep empathy and avoid many of the problems described in this post. It's one of the major benefits I've seen coming from serious rationality.

It requires seriously paying attention to individuals, and eventually groups of people, and periodically questioning all your assumptions about why they behave they way they do. And eventually it can open your eyes up about how your own mind works. 

Just don't expect it to take less than a decade or two...

I wonder if it would help to make a site called something like "rate my advice", with separate rating axes for effectiveness, ease and long-term sustainability.

We underestimate the distance between ourselves and others.  Not just inferential distance, but distances of temperament and ability, distances of situation and resource, distances of unspoken knowledge and unnoticed skills and luck, distances of interior landscape.

And distances of values. Even when the advice in question is given for some neutral, instrumental aim, it can contain implicit, non-obvious trade-offs that may interact poorly with other goals. These may be things that simply never occurred to the adviser, as there was nothing to draw his att... (read more)

Relevant: This is a post I wrote on my personal blog. I had taken up Tim Ferriss' slow carb diet with huge success, and friends were very interested in it because it was working for me - influence of friends being the main reason most people take up anything. So I had to write a post detailing all the necessary epistemic cautions to avoid other-pessimising.

First, if the person trying to tell you about their Amazing!  New!  Method!  doesn't provide enough sufficiently strong evidence to at least rationally convince you that you should look further into the matter, it's almost certainly a scam.  It's the same as someone trying to convince you that they've discovered/built a potent new energy source.  The people who discovered radioactivity behaved very differently than people peddling perpetual motion usually do.

Second, the bit about  "But most of the advice rings so false as to not even seem w... (read more)

What actions are recommended when you think a friend is making bad choices?

True, our advice is imperfect.
True, our advice is often ignored.
True, giving advice may damage our friendship.  

I think part of the problem is subconscious status-seeking.  If you give someone advice, it kind of puts you in a high status position relative to the recipient of the advice.

But you've got to try telling Eliezer Yudkowsky.  He needs it, and there's a pretty good chance that he'll understand.

Perhaps part of it is that Yudkowsky has high status in this community.  So that status-seekers will be especially tempted to give advice to Yudkowsky.  

One of the critical events was when someone on the Board of the Institute Which May Not Be Named, told me that I didn't need a salary increase to keep up with inflation - because I could be spending substantially less money on food if I used an online coupon service.  And I believed this, because it was a friend I trusted, and it was delivered in a tone of such confidence.  So my girlfriend started trying to use the service, and a couple of weeks later she gave up.

How did Mandatory Secret Identities have to do with this post?  I think you should try to reduce explicit connections between posts as much as possible, so people feel comfortable reading them in any order.

This is rather unnerving. I shamefully admit that the idea that I might accidentally do harm is something I hadn't seriously considered. People come to me for advice all the time and I always qualify it by saying things like "Here is what I would do, but every situation is different" and "consider that there is probably a lot more to be said on this topic" but it never occurred to me that I could accidentally do serious harm to someone by offering a little advice. 

Between this and the inferential difference, is there much hope at all for trying to educate and help people? 

This does appear all too common.  This was a needed post.

Be grateful that people think you are important enough to be worth optimizing.  It's a compliment, even if it can be frustrating.  You alpha, you!

This is a very refreshing thing to hear.  I think the best lesson to take from the pattern of things not working to everyone is to tailor advice to different people.  As a simplistic example, a forgetful friend isn't likely to benefit from a strategy to do anything that relies on them remembering to do something.  And to be correspondingly less enthusiastic about getting people to try things the less well you know them and the track record of their strategy use.



Akrasia and Shangri-La

Continuation of:  The Unfinished Mystery of the Shangri-La Diet

My post about the Shangri-La Diet is there to make a point about akrasia.  It's not just an excuse: people really are different and what works for one person sometimes doesn't work for another.

You can never be sure in the realm of the mind... but out in material foodland, I know that I was, in fact, drinking extra-light olive oil in the fashion prescribed.  There is no reason within Roberts's theory why it shouldn't have worked.

Which just means Roberts's theory is incomplete.  In the complicated mess that is the human metabolism there is something else that needs to be considered.  (My guess would be "something to do with insulin".)

But if the actions needed to implement the Shangri-La Diet weren't so simple and verifiable... if some of them took place within the mind... if it took, not a metabolic trick, but willpower to get to that amazing state where dieting comes effortlessly and you can lose 30 pounds...

Then when the Shangri-La Diet didn't work, we unfortunate exceptions would get yelled at for doing it wrong and not having enough willpower.  Roberts already seems to think that his diet ought to work for everyone; when someone says it's not working, Roberts tells them to drink more extra-light olive oil or try a slightly different variant of the diet, rather than saying, "This doesn't work for some people and I don't know why."

If the failure had occurred somewhere inside the dark recesses of my mind where it could be blamed on me, rather than within my metabolism...

If Roberts's hypothesis is correct, then I'm sure that plenty of people have made some dietary change, started losing weight due to the disrupted flavor-calorie association, and congratulated themselves on their wonderful willpower for eating less.  When I moved out of my parents' home and started eating less and exercising and losing more than a pound a week, you can bet I was congratulating myself on my amazing willpower.

Hah.  No, I just stumbled onto a metabolic pot of gold that let me lose a lot of weight using a sustainable expenditure of willpower.  When that pot of gold was exhausted, willpower ceased to avail.

(The metabolically privileged don't believe in metabolic privilege, since they are able to lose weight by trying! harder! to diet and exercise, and the diet and exercise actually work the way they're supposed to... I remember the nine-month period in my life where that was true.)

When I look at the current state of the art in fighting akrasia, I see the same sort of mess.

People try all sorts of crazy things—and as in dieting, there's secretly a general reason why any crazy thing might seem to work: if you expect to win an internal conflict, you've already programmed yourself to do the right thing because you expect that to be your action; it takes less willpower to win an internal conflict you expect to win.

And people make up all sorts of fantastic stories to explain why their tricks worked for them.

But their tricks don't work for everyone—some others report success, some don't.  The inventors do not know the deep generalizations that would tell them why and who, explain the rule and the exception.  But the stories the inventors have created to explain their own successes, naturally praise their own willpower and other virtues, and contain no element of luck... and so they exhort others:  Try harder!  You're doing it wrong!

There is a place in the mind for willpower.  Don't get me wrong, it's useful stuff.  But people who assign their successes to willpower—who congratulate themselves on their stern characters—may be a tad reluctant to appreciate just how much you can be privileged or disprivileged by having a mental metabolism where expending willpower is effective, where you can achieve encouraging results, at an acceptable cost to yourself, and sustain the effort in the long run.

The metabolically privileged don't believe in metabolic privilege, since they are able to lose weight by trying!

Some of us do believe in it since we are able to stay very thin without trying. I have never dieted and never needed to.

But, we probably don't post very much on diet blogs.

I come from a family of thin people who eat fairly unhealthily but are quite active. When I first stopped living with my parents, I basically stopped exercising and ate even more unhealthily. I became very unfit in the sense of e.g., not being able to run a block without getting out of breath, but gained very little weight. So I figure the causation is probably not mainly  exercise -> thinness, but more on the lines of genes -> (thinness  & athleticism) or genes -> thinness -> athleticism.

Americans who have grown up in at least moderate financial security have developed astounding rates of obesity. People who grew up in Nazi-occupied countries who were malnourished as children also developed astoundingly high obesity rates as adults. From the evidence I've seen, genetics is over-emphasized as the missing factor in almost every medical theory before enough is known to know better. While income correlates with obesity, it does not explain the physiological mechanism through which poorer people (relative wealth may seem to mean much more than absolute wealth, interestingly) have a much harder time staying healthy.

It seems much more plausible that both semi-adaptable epigenomic variation and multi-generational lifestyle adaptions play bigger roles in generating familial and social trends of obesity. The nutrition, gut health, and overall health of BOTH parents contributes to the making of a child, and the mother's health strongly affects it from then until birth, after which point colostrum and then breast milk will continue to play a direct parent-to-child role in the young one's development.

Though there is no conclusive research that I'm aware of, it is probable that ... (read more)

Slightly off topic here, but even in cases where it is "just willpower" that a person needs, anecdotal experiences suggest that said willpower is often more easily obtained by strategy than by, um, willpower. For example, I was unable to do much of anything in college, and stressing out about it (which is what I somehow thought "willpower" was; I wasn't very intrapersonally sophisticated) didn't help, and eventually trying to investigate how I worked and how to sort of rewire the relevant skillsets, did help. Similarly, someone I know well yo-yo dieted for a couple decades, literally (though with longish pauses), then used the Beck CBT book to successfully stick to one of those same diets. (I realize willpower of any variety won't help some with healthy weight loss. I don't mean the example like that. It's just interesting that even willpower kind of isn't about willpower.)

I've got a slew of digestion issues and some metabolic problems (first ulcer at age 13). Pertinent info I've learned:

2) Treating your diet like a controlled scientific experiment does wonders. For about a year I never at more than 2 - 4 ingredients per meal (an ingredient being a single, unprocessed, whole food). That was a tough year, and my diet remains restricted due to what I learned, but the health I've earned is invaluable. What helps me is to think of food as a source of fuel, not pleasure.

"There are no outs.  Even if someone else would call it an extenuating circumstance and forgive me for giving up, I'll just get it done anyway."

This post and Extenuating Circumstances aren't literally contradictory, but their implications seem to point in opposite directions. I would like to see more discussion of when to apply this mode of thinking and when to apply the Extenuating Circumstances mode of thinking.

Right now I'm interpreting the difference as being that if you really want to lose weight, you shouldn't accept "I have an inconvenient metabolic set point" as an excuse not to do so, but you should realize that it will shift which routes are easier than others and take that into account when planning your best strategy for weight loss. So you might try devote effort to finding some clever trick instead of trying to steamroller ahead with sheer willpower.

Maybe I'll do a longer reply later...  The basic answer is that you can do the impossible but it comes with a price.  Burn down every obstacle, sacrifice whatever it takes, devote any amount of time and any amount of energy required?  You only get a few shots of that magnitude.  Sure, if I made it the one priority in my life and gave up that FAI stuff, I could lose weight.

The metabolically privileged don't believe in metabolic privilege, since they are able to lose weight by trying!

I, for one, believe in metabolic privilege. There is enormous variance in the human metabolism. I am six feet tall, I have (in the past) consistently eaten over 3,000 calories a day, rarely eat less than 2,000, engage in an irrationally miniscule amount of exercise, and have not tipped past 135 pounds in ten years.

People who grew up in Nazi-occupied countries who were malnourished as children also developed astoundingly high obesity rates as adults. From the evidence I've seen, genetics is over-emphasized as the missing factor in almost every medical theory before enough is known to know better. While income correlates with obesity, it does not explain the physiological mechanism through which poorer people (relative wealth may seem to mean much more than absolute wealth, interestingly) have a much harder time staying healthy.

It seems much more plausible that both semi-adaptable epigenomic variation and multi-generational lifestyle adaptions play bigger roles in generating familial and social trends of obesity. The nutrition, gut health, and overall health of BOTH parents contributes to the making of a child, and the mother's health strongly affects it from then until birth, after which point colostrum and then breast milk will continue to play a direct parent-to-child role in the young one's development.

Though there is no conclusive research that I'm aware of, it is probable that children establish certain growth limitations based on signals about nutrient availability received directly fro... (read more)

I've joked that I've been on "the video game diet" - I would be so absorbed in my video games that I'd skip meals.

I think I give some credit for how SLA and ADCR work for me to "willpower", but when I look at my dietary history, it is not one of willpower!  I stayed overweight for 2 years before discovering SLA.  The difference was a technique that worked, not willpower.  And for exercise, I was out of shape for ~5 years until I found a form of exercise (olympic-style weightlifting) that was really fun.  My willpower didn't change.

My mind keeps wanting to take credit, but really, these were matters of technique.  Although, that perspective leads me to pitch these techniques more, not less!

Of any area that is fraught with bad advice and poor thinking, it has to be nutrition. Because of the emotions tied up in body image, I think it may even surpass politics as a mindkiller.

As far as anecdotal evidence goes, I've always been very thin, but my wife has struggled with multiple diets. She tried Shangri-La at my suggestion, and experienced the appetite suppression, but with no weight change. That seems even stranger for Roberts's theory than it just not working.

Diet is heavily moralized, and advice often boils down to "try harder and it will... (read more)

This could have been a good article. Unfortunately, Eliezer falls into the same trap as Robert by implicitly making up his own model (the "metabolic privilege model") which should explain "everything". 
Whereas some argue that the "non-responders" are lacking willpower, Eliezer argues that they are just metabolically disprivileged. Thus, he explains why the rest does not respond. 

But what does it mean to be "metabolically disprivileged"? Is our metabolic system really such a static system? 

Heh. I just started on a slow carb diet. It's been fantastically successful - I lost 8kg in a week (105kg down to 97kg), which is generally considered rather too fast, but I have lots of energy and feel great.

I got it from Four Hour Body, Tim Ferriss' latest magnum opus of, ah, broscience. He applied science to his own body! ... then generalised from himself to everyone else in the world. But the diet's promise was remarkable and it just so happened that I like all the foods he listed for it, so it wouldn't be onerous. And it hasn't been. I don't miss pota... (read more)

Eliezer, excuse me if you've already done this, but have you tried doing your own research about what's going on with your metabolism? Everything you've mentioned has been trying other people's ideas about diet and exercise.

Insulin / tendency to insulin resistance. Or perhaps your body is just very reluctant to give up fat. In Atkins' book he describes some extreme cases of such people one chap could not lose fat on 800 calories a day of pure fat in his diet. 

I would also consider the effect of high cortisol levels on metabolism. Apart from Cushing's {disease,syndrome} it would appear that high cortisol levels are associated with various forms of childhood trouble (illness, neglect, abuse, hunger) - perhaps an epigenetic effect. And high cortisol produces a strong tendency to... (read more)

I've suffered from insomnia for as long as I can remember (I'm 25).  I've tried every form of medication / therapy / sleep study / sleep hygiene that you could possibly imagine.  Just like Eliezer can't lose a pound -- I can't still can't get into a normal / sustainable sleeping pattern.  Very frustrating!  We have a long way to go.

I stay thin without even trying, but I'm not metabolically priviledged. The secret ingredient is lifelong malnutrition and occasional outright starvation.

OK, guilty. Most of my successes in life so far are explained by the fact that it's easy for me to work hard for long periods of time without burning out, and that my internal reward system is set up to make delayed gratification easy. 

...Amusingly, I used to think I had inherited an awful metabolism that made it impossible for me to lose weight, because it is really hard for me to lose weight by dieting, even though I was swimming competitively and very fit. A couple of years ago, when I finally decided that my actual weight was just fine and what the hell, I concluded that I was fortunate to have a fast metabolism and be able to eat whatever I wanted without gaining weight. Unsure what to conclude from this. 

The whole business is an unbelievable nightmare realm. I'm slightly underweight, but I've watched several people close to me go though all sorts of struggles with it, and I can understand how much everyone wants to be the one who's going to deliver the secret that can help all these people achieve what they want.

On the engineering level, only one fact matters: change in energy stored equals energy consumed minus energy expended (as The Hacker's Diet observes).   But acting on that equation looks like the hardest thing in the world.  Did you read "Brea... (read more)

On the engineering level, only one fact matters: change in energy stored equals energy consumed minus energy expended 

There's a hundred factors being identified that e.g. control how fast energy gets sucked up by fat cells leaving you weak and still hungry, versus how long energy is left available in the bloodstream leaving you feel strong and ready for running.  Or e.g. how much nutrient that passes into your mouth is absorbed in the intestinal tract.  Or e.g. when exercise creates new lean muscle that burns more calories on its own.

The fact that change in fat equals fat stored minus fat consumed is technically true but useless:  I deny its connotations.  The idea that the calories you take in through your mouth are the "input" and that the exercise you do to burn them is "output" and that the balance between the two is all that matters is false but appealing bullshit that plays hell with the bodies and feelings of every poor fat person who tries to live that lie.  Between input and output there is a giant complicated machine and yes the exact form of the input and the exact form of the output and what you ate as a kid and all sorts of other things affect it.

false but appealing bullshit that plays hell with the bodies and feelings of every poor fat person who tries to live that lie

This is precisely how I feel about most self-help and productivity advice, except substituting "mind" for "bodies", and "procrastinator" for "fat person".  ;-)

I'm going to hazard a theory why the olive oil in the morning causes weight loss. I do something similar, except I use coconut oil. I put a dollop into my morning coffee along with other foods like tumeric and, cocoa beans. I'm making up an energetic cocktail with lots of good stuff in it.
The fats in this slow digestion and cause satiation. It doesn't seem to me like there's any rocket science to it. Fats are slower to digest and provide long lasting energy. If you keep the carbs in this low or non-existent, you don't get an insulin rush, which leads to d... (read more)

Looking at this, and then at Yvain's blue-minimizing robot analogy...

... I wonder if akrasia isn't just what happens when the conscious "rider" tries to enforce something on the unconscious "robot"?

Due to recent emotional trauma, I've shifted from a rather cliche procrastinating college student to someone much more focused. On the inside, it feels like I'm just trying harder - but remembering how I felt a year ago, it's clearly not that simple. A year ago, I felt like I was trying as hard as I feasibly could.

Of possible relevance for failure to lose weight on a diet: Clinical significance of adaptive thermogenesis

I don't have access to the article, and have only read the abstract. If anybody does have access or has read the paper, what are the environmental factors that might influence thermogenesis during dieting (as mentioned in the abstract)?

it's a relief to hear of others not having success with shangri-la.  i wish it worked for everyone but it doesn't and it's (apparently) not just me doing it wrong.  though how you mess up drinking oil is beyond me.

i have lost 20 pounds this year (after about 2 years of trying various strategies including shangrila) and the answer was just discipline.  cut out sweets ruthlessly and  practice letting myself feel hunger.  but i'm definitely plateaued now.  and i have to exercise my free will every day to stay there.  and it slowly starts moving up when i relax it.  sigh

and i wish exercise worked as well.  but i'd already maxed out that strategy years ago.

How does one reject the hypothesis "You're failing because you aren't trying hard enough / you're doing it wrong?"

In the case of the Shangri-la bit, it obviously works, but in the "eat less, excersize more" diet, how can one conclude that the failing is in the strategy and not the user?

I'm not trying to say you're wrong; I'm genuinely curious as to how one can decide this approach fails.



Collective Apathy and the Internet

Yesterday I convered the bystander effect, aka bystander apathy: given a fixed problem situation, a group of bystanders is actually less likely to act than a single bystander.  The standard explanation for this result is in terms of pluralistic ignorance (if it's not clear whether the situation is an emergency, each person tries to look calm while darting their eyes at the other bystanders, and sees other people looking calm) and diffusion of responsibility (everyone hopes that someone else will be first to act; being part of a crowd diminishes the individual pressure to the point where no one acts).

Which may be a symptom of our hunter-gatherer coordination mechanisms being defeated by modern conditions.  You didn't usually form task-forces with strangers back in the ancestral environment; it was mostly people you knew.  And in fact, when all the subjects know each other, the bystander effect diminishes.

So I know this is an amazing and revolutionary observation, and I hope that I don't kill any readers outright from shock by saying this: but people seem to have a hard time reacting constructively to problems encountered over the Internet.

Perhaps because our innate coordination instincts are not tuned for:

Etcetera.  I don't have a brilliant solution to this problem.  But it's the sort of thing that I would wish for potential dot-com cofounders to ponder explicitly, rather than wondering how to throw sheep on Facebook.  (Yes, I'm looking at you, Hacker News.)  There are online activism web apps, but they tend to be along the lines of sign this petition! yay, you signed something! rather than How can we counteract the bystander effect, restore motivation, and work with native group-coordination instincts, over the Internet?

But mostly I just hand you an open, unsolved problem: make it possible / easier for groups of strangers to coalesce into an effective task force over the Internet, in defiance of the usual failure modes and the default reasons why this is a non-ancestral problem.  Think of that old statistic about Wikipedia representing 1/2,000 of the time spent in the US alone on watching television.  There's quite a lot of fuel out there, if there were only such a thing as an effective engine...

Blink. You read Reddit, right? Have you never noticed that every time there's an outrageous story, everyone on Reddit bands together and does something about it? Dusty the cat? The ReMax debacle? That woman who got her cruise cancelled and the Redditors sent enough to get her a new one? Also, http://www.cracked.com/article_17170_8-awesome-cases-internet-vigilantism.html . This is pretty impressive. If I'd, say, put a big poster up in a school about Dusty the Cat or ReMax, I doubt the students would have been able to mount half as coherent or overwhelming a response as the Internet did.

And Anonymous versus Scientology was pretty impressive too.

All of these have some things in common. They're responses to a single outrageous incident, they're things that the mainstream media doesn't cover, and they don't take a huge time commitment to solve. So there is a big difference between them and, say, fighting world hunger.

But what I gather from these examples is that anonymity and the bystander effect do not suddenly change the incentive structure for people online. Possibly the best known Internet action-taking campaign ever was the anti-Scientology one perpetrated by...Anonymous.

I would suggest we shift our inquiries in the direction of why the Internet is so good at Dusty the Cat style operations and so bad at end world hunger style operations. I think it probably has to do with the way people use the Internet itself: short attention spans and novelty-seeking.

On the other hand, the Internet can pull through for people long-term: witness Howard Dean, Barack Obama, Ron Paul, and "netroots". So maybe it has more to do with the fragmented nature of the Internet. Reddit is a natural place for Ron Paul fans to get together and organize Ron Paul related things, but there are lots of fragmented communities and none of them is specifically focused on world hunger. Nor would a sudden interest in solving world hunger on one community's part spread to another.

I don't know. Don't have a specific answer. Just think we need to shift direction away from "Why is the Internet so bad at this?" because it isn't

The key problem is not doing collective action, but agreeing on what collective actions we think are worth doing.  Governments excel at overcoming coordination problems to choose and implement collective actions.  Its problem is that it often chooses badly.

There are many benefits to surrounding yourself with extremely bright rationalists and scientific generalists.  But I wonder if Eliezer has been too successful in sparing himself from the tedium and the trouble of interacting with and observing the common run of scientifically-illiterate irrational not-particularly-bright humanity.  If he had been forced to spend a few years in an ordinary American high school or in an ordinary workplace -- or even if he had had lengthy dealings with a few of the many community activists of the San Francisco Bay Area where he lives -- or even if he just had 20 more years of life experience -- I wonder if he would still think it is a good idea to "make it possible / easier for groups of strangers to coalesce into an effective task force over the Internet" using only the skills for working in groups that come from the ancestral environment.

The way it is now, to devise an effective plan to change society, a person needs more rationality skill and more true information about their society than most people have.  But I humbly submit that that is not a bug, but rather a feature!  So is the fact that the instincts and emotions and biases that come from the ancestral environment are not enough to do it.  (I sometimes go even further and say that it is important to be able to use rationality and deliberation to veto or override the instincts and emotions and biases that come from the ancestral environment.)

And I do not think it is particularly useful to frame what I just said as elitism.  It is just an acknowledgement of the following reality: for almost any plan you can come up with for empowering the masses, I can come up with a plan that preferentially empowers the people more likely to use the new power for good -- for some definition of "good" that you and I can both agree on.  Science and technology and other means of empowering people have become too potent for scientists and technologists and others not to think through what people are likely to do with the new power.

EDIT: for the sake of perspective and balance, I note that the mere fact that a person has read this post and consequently probably has a strong interest in the subject matter of this web site might be enough evidence of rationality to ameliorate my concerns about empowering them with a new technology for collaboration provided that the collaboration has a goal or mission statement less ambiguous than the current mission statement of a certain institute that must not be named, but if Eliezer's purpose is to empower only the people interested enough in rationality and knowledge to keep coming back to this web site, he should say so instead of speaking of empowering people in general.

There are certain resonances between Robin's comment and this one, which is why I put it here.

Let's first assess the current state of the art. The Facebook Causes application does not meet all your criteria, but it hits a few pretty well. It puts money front and center, and tracks the amount you've donated, as well as the amount you've "raised" by referring friends who then donate. It also provides a number of means by which to tell friends about causes -- you decide what seems least annoying.

I notice someone's already registered The Institute Which Must Not Be Named

How can one be sure that the money actually goes to said cause?

I donated to TIWMNBN last night, and received a receipt from the networkforgood.org domain.  Network For Good is an eight-year-old company which processes donations for a number of non-profits.  Their Wikipedia page doesn't seem to throw any red flags so far as I can see.

It seems to me that the open source community has this problem effectively conquered.  ESR's Homesteading the Noosphere is a pretty good analysis of how.

But mostly I just hand you an open, unsolved problem: make it possible / easier for groups of strangers to coalesce into an effective task force over the Internet,

Solution: wait 5 years for internet connection speeds to increase by an order of magnitude and for everyone to have ultralight netbooks with good webcams on them, and let groups convene in a much-improved version crossover of second life and facebook in exactly the same way that groups of hunter-gatherers convened on the savannah. 

It is an elegant solution, because rather than attempting to work around our barely-evolved-monkey brains, it merely changes the internet to be more like the EEA. 

I'm trying to use a primitive version of this by disallowing comments on my blog and forcing people to comment on it on facebook, where they have a fixed identity and where their social circle overhears the conversation. 

Good idea, but it'll be a lot more than 5 years until telecommunications can come close to the richness of face-to-face contact. (Just one example.) Probably more important still is the difference between having to set up a conversation vs. having people constantly at hand, feeling like they're at hand, and being constantly available yourself.

Probably more important still is the difference between having to set up a conversation vs. having people constantly at hand, feeling like they're at hand, and being constantly available yourself.

When facebook chat meets skype meets WoW, this will cease to be a problem. 5, maybe 10 years. Think WiMax. 

Lanier's article is interesting. But the things people already do on WoW contradict most of the thrust of the argument that you are making. WoW avatars are primitive imitations of the human form... with NO facial features at all! Yet, people have got married on the basis of WoW interactions. 

The difference, I suspect, is that in WoW people interact with each other in a virtual world, whereas in videoconferencing you just have a disembodied, pixellated head to look at. 

I like your facebook idea. In my opinion anonymity is one of the big players in this mess, it creates a sense of normality that can be easily just a deception; even if people could hear the "plea for help" all it takes is the majority of posts making fun of it for reducing it's effectiveness, yet this majority of posts could have been wrote by the same person using many nicknames taking advantage of his anonymity... Since, in this scenario, most people seem to agree, the casual surfer would feel, even if he doesn't like the comments, that at some point making fun of someone crying for help is normal and socially accepted.

I couldn't help but notice that Eliezer's list of idea up there described Kickstarter to a T. I have no idea when Kickstarter was launched. I'd be using Kickstarter myself for just about everything if I wasn't having difficulties getting my Amazon account working correctly.

If the goal of promoting rationality conflicts with the goal of creating a taskforce, why expend energy reconciling those goals? Purchase utilons separately! Become a charismatic leader. Make inspirational speeches on YouTube. Give orders to a close circle of lieutenants. Go all the way.

It's irrational to want a rational taskforce, rather than an efficient one.

Perhaps the point is that an irrational task force won't be efficient long-term, in subtle ways that can not be controlled by ordering them around.

Justify this assertion. It sounds like a rationalization to me.

Also, I see no need for a long-term taskforce, seeing as the game will soon change radically for Reasons That May Not Be Named.

On both points: humility. The effect of ordering irrational people around is not predictable enough for it to be a better option than having a taskforce that can guide itself rationally. (And, as Vladimir says, if you end up needing the taskforce to do something requiring rationality, you're out of luck.)

Justify this assertion. It sounds like a rationalization to me.

Ordering a thousand fanatic janitors to program an optimizing compiler will bear no fruit.

Also, I see no need for a long-term taskforce, seeing as the game will soon change radically for Reasons That May Not Be Named.

There is enough uncertainty in this business to worry about planning humanity's development even 150 years ahead.

Ordering a thousand fanatic janitors to program an optimizing compiler will bear no fruit.

Did you actually think about that for five minutes?

Order your thousand fanatic janitors to study computer programming. Now you've got, say, 990 fanatic janitors begging forgiveness from the Great Leader for their failure, and ten minimally-competent programmers. Programmers continue training, while janitors atone by seeing to the programmers' every material need.

Consider how much time some potential world-changing genius wastes with preparing their own food, shopping for clothes, waiting in line for things, and so on. Given fanatical dedication to a cause, and a staff of less-skilled but equally-dedicated assistants, one of the chosen few could simply say "I want a ham sandwich" and get back to work, knowing that a ham sandwich prepared exactly to their previously-expressed specifications will be  presented to them within minutes, without another precious thought allocated to the details of logistics.

Ordering a thousand fanatic janitors to program an optimizing compiler will bear no fruit.

If I replace "intelligence" with "skills", the point still stands.

Rationality is a skill. Replacing "intelligence" with "skills" gives the following point:

www.reddit.com/r/SuicideWatch/ seems to be doing alright.

I can see your link in the sidebar, but not in the comment.

It's been proven that communities built on small world principle (social networks) scale well. I know some people well, and each of them know some people well, and so on. When I need help or whatever I tell that to my closest friends and ask top pass it on. That's how chain letters work.

http://blog.wired.com/business/2009/03/yes-we-plan-how.html

Their idea seems to be to combine a social networking site with facilities for coordinating action and a karma system. If it can be designed in such a way that signals are honest, karma is fair and the system becomes widely-used, I imagine it could be highly effective. On the other hand, Facebook and co. give free karma that's instantly visible to all your associates, so I fear it will be very difficult for the new site to invade the market. 

I'm new here and didn't know if this has been a topic of discussion yet, but I found this story to be fascinating:

In short, two psychologists modeled decision-making in a variation of the Prisoner's Dilemma with a "quantum" probability model. Their motivation was to reconcile results from actual studies (the participants consistently made apparently irrational choices) with what classical probability theory predicts a rational agent would choose.

Oh, and the quantum thing isn't new-age mysticism at all. It's simply a model wherein instead of a binary choice, a choice can sort of be 0 and 1 simultaneously. I don't claim to fully understand it, but it sounds awfully interesting.

EDIT: I looked at the context, and I'm setting a bad example for thales.  This is off-topic for the post, so it should have been put in Open Thread instead.

But EY already responded, so I'll leave my comment instead of deleting it.

the original motivation for developing quantum mechanics in physics was to explain findings that seemed paradoxical from a classical point of view. Possibly, quantum theory can better explain paradoxical findings in psychology, as well.

Same justification Penrose used for saying quantum mechanics is required to explain consciousness.

If you were asked to gamble in a game in which you had a 50/50 chance to win $200 or lose $100, would you play? In one study, participants were told that they had just played this game, and then were asked to choose whether to try the same gamble again. One-third of the participants were told that they had won the first game, one-third were told they had lost the first game, and the remaining one-third did not know the outcome of their first game. Most of the participants in the first two scenarios chose to play again (69% and 59%, respectively), while most of the participants in the third scenario chose not to (only 36% played again). These results violate the “sure thing principle,” which says that if you prefer choice A in two complementary known states (e.g., known winning and known losing), then you should also prefer choice A when the state is unknown."

This is very interesting.  I would guess that this is linked to instinctive fight-or-flight decisions, and has to do with adrenaline, not rational decisions.

participants who were told that their partner had defected or cooperated on the first round usually chose to defect on the second round (84% and 66%, respectively). But participants who did not know their partner’s previous decision were more likely to cooperate than the others (only 55% defected).

I assume this is a 2-round PD?  Otherwise, why 66% defecting in response to cooperation?

As the scientists showed, both classical and quantum probability models accurately predict an individual’s decisions when the opponent’s choice is known. However, when the opponent’s action is unknown, both models predict that the probability of defection is the average of the two known cases, which fails to explain empirical human behavior.

When the action is unknown, you don't assume 1-1 odds.  But you certainly would predict that P(defection) | unknown is between P(defection) | defection and P(defection) | cooperation.

To address this problem, the scientists added another component to both models, which they call cognitive dissonance, and can also be thought of as wishful thinking. The idea is that people tend to believe that their opponent will make the same choice that they do; if an individual chooses to cooperate, they tend to think that their opponent will cooperate, as well.

In the quantum model, on the other hand, the addition of the cognitive dissonance component produces interference effects that cause the unknown probability to deviate from the average of the known probabilities.

Sounds to me - and this is based on more than what I quoted here - like they are simply positing that people think that the probability of their defecting is correlated with the probability of the other person defecting.  Possibly they just don't understand probability theory, and think they're working outside it.  I attended a lecture by Lofti Zadeh, inventor of fuzzy logic, in which he made it appear (to me, not to him) that he invented fuzzy logic to implement parts of standard probability theory that he didn't understand.

But the math for that explanation doesn't work.  You'd have to read their paper in Proceedings of the Royal Society B to figure out what they really mean.

The idea is that people tend to believe that their opponent will make the same choice that they do; if an individual chooses to cooperate, they tend to think that their opponent will cooperate, as well.

It sounds like they're describing Evidential Decision Theory.

I've heard other Bayesians say they're not impressed with Zadeh.  I know fuzzy logic primarily as a numerical model of a nonstandard deduction system, as opposed to anything that would be used in real life.

I have invited 27 friends to the SIAI facebook cause. 

Let's try to all invite roughly that many. Post your accomplishments in this thread. 



Bayesians vs. Barbarians

Let's say we have two groups of soldiers.  In group 1, the privates are ignorant of tactics and strategy; only the sergeants know anything about tactics and only the officers know anything about strategy.  In group 2, everyone at all levels knows all about tactics and strategy.

Should we expect group 1 to defeat group 2, because group 1 will follow orders, while everyone in group 2 comes up with better ideas than whatever orders they were given?

In this case I have to question how much group 2 really understands about military theory, because it is an elementary proposition that an uncoordinated mob gets slaughtered.

Suppose that a country of rationalists is attacked by a country of Evil Barbarians who know nothing of probability theory or decision theory.

Now there's a certain viewpoint on "rationality" or "rationalism" which would say something like this:

"Obviously, the rationalists will lose.  The Barbarians believe in an afterlife where they'll be rewarded for courage; so they'll throw themselves into battle without hesitation or remorse.  Thanks to their affective death spirals around their Cause and Great Leader Bob, their warriors will obey orders, and their citizens at home will produce enthusiastically and at full capacity for the war; anyone caught skimming or holding back will be burned at the stake in accordance with Barbarian tradition.  They'll believe in each other's goodness and hate the enemy more strongly than any sane person would, binding themselves into a tight group.  Meanwhile, the rationalists will realize that there's no conceivable reward to be had from dying in battle; they'll wish that others would fight, but not want to fight themselves.  Even if they can find soldiers, their civilians won't be as cooperative:  So long as any one sausage almost certainly doesn't lead to the collapse of the war effort, they'll want to keep that sausage for themselves, and so not contribute as much as they could.  No matter how refined, elegant, civilized, productive, and nonviolent their culture was to start with, they won't be able to resist the Barbarian invasion; sane discussion is no match for a frothing lunatic armed with a gun.  In the end, the Barbarians will win because they want to fight, they want to hurt the rationalists, they want to conquer and their whole society is united around conquest; they care about that more than any sane person would."

War is not fun.  As many many people have found since the dawn of recorded history, as many many people have found out before the dawn of recorded history, as some community somewhere is finding out right now in some sad little country whose internal agonies don't even make the front pages any more.

War is not fun.  Losing a war is even less fun.  And it was said since the ancient times:  "If thou would have peace, prepare for war."  Your opponents don't have to believe that you'll win, that you'll conquer; but they have to believe you'll put up enough of a fight to make it not worth their while.

You perceive, then, that if it were genuinely the lot of "rationalists" to always lose in war, that I could not in good conscience advocate the widespread public adoption of "rationality".

This is probably the dirtiest topic I've discussed or plan to discuss on LW.  War is not clean.  Current high-tech militaries—by this I mean the US military—are unique in the overwhelmingly superior force they can bring to bear on opponents, which allows for a historically extraordinary degree of concern about enemy casualties and civilian casualties.

Winning in war has not always meant tossing aside all morality.  Wars have been won without using torture.  The unfunness of war does not imply, say, that questioning the President is unpatriotic.  We're used to "war" being exploited as an excuse for bad behavior, because in recent US history that pretty much is exactly what it's been used for...

But reversed stupidity is not intelligence.  And reversed evil is not intelligence either.  It remains true that real wars cannot be won by refined politeness.  If "rationalists" can't prepare themselves for that mental shock, the Barbarians really will win; and the "rationalists"... I don't want to say, "deserve to lose".  But they will have failed that test of their society's existence.

Let me start by disposing of the idea that, in principle, ideal rational agents cannot fight a war, because each of them prefers being a civilian to being a soldier.

As has already been discussed at some length, I one-box on Newcomb's Problem.

Consistently, I do not believe that if an election is settled by 100,000 to 99,998 votes, that all of the voters were irrational in expending effort to go to the polling place because "my staying home would not have affected the outcome".  (Nor do I believe that if the election came out 100,000 to 99,999, then 100,000 people were all, individually, solely responsible for the outcome.)

Consistently, I also hold that two rational AIs (that use my kind of decision theory), even if they had completely different utility functions and were designed by different creators, will cooperate on the true Prisoner's Dilemma if they have common knowledge of each other's source code.  (Or even just common knowledge of each other's rationality in the appropriate sense.)

Consistently, I believe that rational agents are capable of coordinating on group projects whenever the (expected probabilistic) outcome is better than it would be without such coordination.  A society of agents that use my kind of decision theory, and have common knowledge of this fact, will end up at Pareto optima instead of Nash equilibria.  If all rational agents agree that they are better off fighting than surrendering, they will fight the Barbarians rather than surrender.

Imagine a community of self-modifying AIs who collectively prefer fighting to surrender, but individually prefer being a civilian to fighting.  One solution is to run a lottery, unpredictable to any agent, to select warriors.  Before the lottery is run, all the AIs change their code, in advance, so that if selected they will fight as a warrior in the most communally efficient possible way—even if it means calmly marching into their own death.

(A reflectively consistent decision theory works the same way, only without the self-modification.)

You reply:  "But in the real, human world, agents are not perfectly rational, nor do they have common knowledge of each other's source code.  Cooperation in the Prisoner's Dilemma requires certain conditions according to your decision theory (which these margins are too small to contain) and these conditions are not met in real life."

I reply:  The pure, true Prisoner's Dilemma is incredibly rare in real life.  In real life you usually have knock-on effects—what you do affects your reputation.  In real life most people care to some degree about what happens to other people.  And in real life you have an opportunity to set up incentive mechanisms.

And in real life, I do think that a community of human rationalists could manage to produce soldiers willing to die to defend the community.  So long as children aren't told in school that ideal rationalists are supposed to defect against each other in the Prisoner's Dilemma.  Let it be widely believed—and I do believe it, for exactly the same reason I one-box on Newcomb's Problem—that if people decided as individuals not to be soldiers or if soldiers decided to run away, then that is the same as deciding for the Barbarians to win.  By that same theory whereby, if a lottery is won by 100,000 votes to 99,998 votes, it does not make sense for every voter to say "my vote made no difference".  Let it be said (for it is true) that utility functions don't need to be solipsistic, and that a rational agent can fight to the death if they care enough about what they're protecting.  Let them not be told that rationalists should expect to lose reasonably.

If this is the culture and the mores of the rationalist society, then, I think, ordinary human beings in that society would volunteer to be soldiers.  That also seems to be built into human beings, after all.  You only need to ensure that the cultural training does not get in the way.

And if I'm wrong, and that doesn't get you enough volunteers?

Then so long as people still prefer, on the whole, fighting to surrender; they have an opportunity to set up incentive mechanisms, and avert the True Prisoner's Dilemma.

You can have lotteries for who gets elected as a warrior.  Sort of like the example above with AIs changing their own code.  Except that if "be reflectively consistent; do that which you would precommit to do" is not sufficient motivation for humans to obey the lottery, then...

...well, in advance of the lottery actually running, we can perhaps all agree that it is a good idea to give the selectees drugs that will induce extra courage, and shoot them if they run away.  Even considering that we ourselves might be selected in the lottery.  Because in advance of the lottery, this is the general policy that gives us the highest expectation of survival.

...like I said:  Real wars = not fun, losing wars = less fun.

Let's be clear, by the way, that I'm not endorsing the draft as practiced nowadays.  Those drafts are not collective attempts by a populace to move from a Nash equilibrium to a Pareto optimum.  Drafts are a tool of kings playing games in need of toy soldiers. The Vietnam draftees who fled to Canada, I hold to have been in the right.  But a society that considers itself too smart for kings, does not have to be too smart to survive.  Even if the Barbarian hordes are invading, and the Barbarians do practice the draft.

Will rational soldiers obey orders?  What if the commanding officer makes a mistake?

Soldiers march.  Everyone's feet hitting the ground in the same rhythm.  Even, perhaps, against their own inclinations, since people left to themselves would walk all at separate paces.  Lasers made out of people.  That's marching.

If it's possible to invent some method of group decisionmaking that is superior to the captain handing down orders, then a company of rational soldiers might implement that procedure.  If there is no proven method better than a captain, then a company of rational soldiers commit to obey the captain, even against their own separate inclinations.  And if human beings aren't that rational... then in advance of the lottery, the general policy that gives you the highest personal expectation of survival is to shoot soldiers who disobey orders.  This is not to say that those who fragged their own officers in Vietnam were in the wrong; for they could have consistently held that they preferred no one to participate in the draft lottery.

But an uncoordinated mob gets slaughtered, and so the soldiers need some way of all doing the same thing at the same time in the pursuit of the same goal, even though, left to their own devices, they might march off in all directions.  The orders may not come from a captain like a superior tribal chief, but unified orders have to come from somewhere.  A society whose soldiers are too clever to obey orders, is a society which is too clever to survive.  Just like a society whose people are too clever to be soldiers.  That is why I say "clever", which I often use as a term of opprobrium, rather than "rational".

(Though I do think it's an important question as to whether you can come up with a small-group coordination method that really genuinely in practice works better than having a leader.  The more people can trust the group decision method—the more they can believe that it really is superior to people going their own way—the more coherently they can behave even in the absence of enforceable penalties for disobedience.)

I say all this, even though I certainly don't expect rationalists to take over a country any time soon, because I think that what we believe about a society of "people like us" has some reflection on what we think of ourselves.  If you believe that a society of people like you would be too reasonable to survive in the long run... that's one sort of self-image.  And it's a different sort of self-image if you think that a society of people all like you could fight the vicious Evil Barbarians and win—not just by dint of superior technology, but because your people care about each other and about their collective society—and because they can face the realities of war without losing themselves—and because they would calculate the group-rational thing to do and make sure it got done—and because there's nothing in the rules of probability theory or decision theory that says you can't sacrifice yourself for a cause—and because if you really are smarter than the Enemy and not just flattering yourself about that, then you should be able to exploit the blind spots that the Enemy does not allow itself to think about—and because no matter how heavily the Enemy hypes itself up before battle, you think that just maybe a coherent mind, undivided within itself, and perhaps practicing something akin to meditation or self-hypnosis, can fight as hard in practice as someone who theoretically believes they've got seventy-two virgins waiting for them.

Then you'll expect more of yourself and people like you operating in groups; and then you can see yourself as something more than a cultural dead end.

So look at it this way:  Jeffreyssai probably wouldn't give up against the Evil Barbarians if he were fighting alone.  A whole army of beisutsukai masters ought to be a force that no one would mess with.  That's the motivating vision.  The question is how, exactly, that works.

IAWYC, but I think it sidesteps an important issue.

A perfectly rational community will be able to resist the barbarians. But it's possible, perhaps likely, that as you increase community rationality, there's a valley somewhere between barbarian and Bayesian where fighting ability decreases until you climb out of it.

I think the most rational societies currently existing are still within that valley. And that a country with the values and rationality level of 21st century Harvard will with high probability be defeated by a country with the values and rationality level of 13th century Mongolia (holding everything else equal).

I don't know who you're arguing against, but I bet they are more interested in this problem than in an ideal case with a country of perfect Bayesians.

I agree such a valley is plausible (though far from obvious: more rational societies have better science and better economies; democracies can give guns to working class soldiers whereas aristocracies had to fear arming their peasants; etc.).  To speculate about the underlying phenomenon, it seems plausible that across a range of goals (e.g., increasing one’s income; defending one’s society against barbarian hordes):

Slightly above-average amounts of rationality fairly often make things worse, since increased rationality, like any change in one’s mode of decision-making, can move people out of local optima.  

Significantly larger amounts of rationality predictably make things better, since, after awhile, the person/society actually has enough skills to notice the expected benefits of “doing things the way most people do them” (which are often considerable; cultural action-patterns don’t come from nowhere) and to fairly evaluate the expected benefits of potential changes, and to solve the intrapersonal or societal coordination problems necessary to actually implement the action from which best results are expected.

Though I agree with Yvain's points elsewhere that we need detailed, concrete, empirical arguments regarding the potential benefits claimed from these larger amounts of rationality.

"Jeffreyssai probably wouldn't give up against the Evil Barbarians if he were fighting alone."

But since Jeffreyssai is a fictional creation of Eliezer Yudkowsky, appealing to what we imagine he would do is nothing more than an appeal to Eliezer Yudkowsky's ideas, in the same way that trying to confirm a newspaper's claim by picking up another copy of the same edition is just appealing to the newspaper again.

How can we test the newspaper instead of appealing to it?

Fortunately, this is a case where the least convenient possible world is quite unlike the real world, because modern wars are fought less with infantry and more with money and technology. As technology advances, military robots get cheaper, and larger portions of the military move to greater distances from the battlefield. If current trends continue, wars will be fought entirely between machines, until one side runs out of robots and is forced to surrender (or else fight man-vs-machine, which, in spite of what happens in movies, is probably fruitless suicide).

A couple comments. I think I overall agree, though I admit this is one of those "it gives me the willies, dun want to think about it too much" things for me. (Which, of course, means it's the sort of thing I especially should think about to see what ways I'm being stupid that I'm not letting myself see...)

Anyways, first, as far as methods of group decision making better than a chain of command type thing... I would expect that "better" in this context, would actually have to have a stricter requirement than merely "produces a more ... (read more)

...well, in advance of the lottery actually running, we can perhaps all agree that it is a good idea to give the selectees drugs that will induce extra courage, and shoot them if they run away. 

I've set my line of retreat at a much higher extreme. I expect humans trained in rationality, when faced with a situation where they must abandon their rationality in order to win, to abandon their rationality. If the most effective way to produce a winning army is to irreversibly alter the brains of soldiers to become barbarians, the pre-lottery agreement, for m... (read more)

I'm wondering whether the rationalists can effectively use mercenaries.  Why doesn't the US have more mercenaries than US soldiers?  In the typically poverty-stricken areas where US forces operate, we could hire and equip 100-1000 locals for the price of a single US soldier (which, when you figure in health-care costs, is so much that we basically can't afford to fight wars using American soldiers anymore).  We might also have less war opposition back at home if Americans weren't dying.

Voted up because dealing with uncooperative people is a necessary part of the art and war is the extreme of "uncooperative". 

Also, historically, evil barbarians regularly fall prey to some irrational doctrine or personal paranoia that wastes their resources (sacrifice to the gods, kill all your Jews, kill everybody in the Ukraine, have a cultural revolution).

We in the US probably have a peculiar attitude on the rationality of war because we've never, with the possible exception of the War of 1812, fought in a war that was very rational (in terms of the benefits for us).  The Revolutionary war?  The war with Mexico?  The Civil War?  The Spanish-American War?  WWI?  WWII?  Korea?  Vietnam?  Iraq?  None of them make sense in terms of self-interest.

Well sure. Otherwise you're just wasting the alcohol!

"If we desire to defeat the enemy, we must proportion our efforts to his powers of resistance.  This is expressed by the power of two factors which cannot be separated, namely, the sum of available means and the strength of the Will."

Carl Von Clausewitz, On War, Chapter 1, Section 5. Utmost Exertion of Powers

(I'm still planning on putting together a post of game theory, war, and morality, but I think most of you will be inclined to disagree with my conclusions, so I'm really doing my homework for this one.)

For seeing someone's source code to act as a commitment mechanism, you have to be reasonably sure that what they show you really is their source code - and also that their source code is not going to be modified by another agent between when they show it to you, and when they get a chance to defect.

While it's possible to imagine these conditions being met, it seems non-trivial to imagine a society where they are met very frequently.

If agents face one-shot prisoner's dilemmas with each other very often, there are other ways to get them to cooperate - assumi... (read more)

What about just paying them to fight? You can have an auction of sorts to set the price, but in the end they'd select themselves. You could still use the courage enhancing drugs and shoot those who try to breach the contract.

One might respond "no amount of (positive) money could convince me to fight a war", but what about at some negative amount? After all, everyone else has to pay for the soldiers.

Eliezer's point is that, given a certain decision theory (or, failing that, a certain set of incentives to precommitment), rational soldiers could in fact carry out even suicide missions if the tactical incentives were strong enough for them to precommit to a certain chance of drawing such a mission.

This has actually come up: in World War II (citation in Pinker's "How the Mind Works"), bomber pilots making runs on Japan had a 1 in 4 chance of survival.  Someone realized that the missions could be carried out with half the planes if those planes carried bombs in place of their fuel for the return trip; the pilots could draw straws, and half would survive while the other half went on a suicide mission.  Despite the fact that precommitting to this policy would have doubled their chances of survival, the actual pilots were unable to adopt this policy (among other things, because they were suspicious that those so chosen would renege rather than carry out the mission).

I think Eliezer believes that a team of soldiers trained by Jeffreysai would be able to precommit in this fashion and carry the mission through if selected.  I think that, even if humans can't meet such a high standard by training and will alone, that there could exist some form of preparation or institution that could make it a workable strategy.

In group #2, where everybody at all levels understand all tactics and strategy, they would all understand the need for a coordinated, galvanized front, and so would figure out a way to designate who takes orders and who does the ordering because that is the rational response.  The maximally optimal rational response might be a self-organized system where the lines are blurred between those who do the ordering and those who follow the orders, and may alternate in round-robin fashion or some other protocol.  That boils down to a technical problem in operatio... (read more)

Any one reminded of 'The World of Null-A'? Rationalists do win the war over barbarians in this case.

Interesting. It seems to imply however that a rationalist would always consider, a priori, its own individual survival as the highest ultimate goal, and modulate - rationally - from there. This is highly debatable however: you could have a rationalist father who considers, a priori, the survival of his children to be more important than its own, a rationalist patriot, who considers, a priori, the survival of its political community to be more important than its own etc. 

The moral of Ends Don't Justify Means (Among Humans) was that even if philosophical though experiments demonstrate scenarios where ethical rules should be abandoned for the greater good, real life cases are not as clear cut and we should still obey these moral rules because humans cannot be trusted when they claim that <unethical plan> really does maximize the expected utility - we cannot be trusted when we say "this is the only way" and we cannot be trusted when we say "this is better than the alternative".

I think this may be the source of the repul... (read more)

I've heard you say a handful of times now: as justified by some decision theory (which I won't talk about yet), I one-box/cooperate.  I'm increasingly interested.

I agree with every sentence in this post.  (And I read it twice to make sure.)

I don't understand the assumption that each rationalist prefers to be a civilian while someone else risks her life. They can be rational and use a completely altruistic utility function that values all people equally a priori. The strongest rationalist society is the rationalist society where everyone have the same terminal values (in an absolute rather than relative sense).

Perhaps slightly off topic, but I'm skeptical of the idea that two AIs having access to each other's source code is in general likely to be a particularly strong commitment mechanism. I find it much easier to imagine how this could be gamed than how it could be trustworthy. 

Is it just intended as a rhetorical device to symbolize the idea of a very reliable pre-commitment signal (in which case perhaps there are better choices because it doesn't succeed at that for me, and I imagine would raise doubts for most people with much programming experience) or is it supposed to be accepted as highly likely to be a very reliable commitment signal (in which case I'd like to see the reasoning expanded upon)?

A life spent on something less valuable than itself is wasted, just as money is squandered on junk.  If you want to respect the value of your life, you must spend it on something more valuable to you than you are.  If you invest your life into something more valuable than you are, you are not throwing it away, you are ensuring that it is spent wisely.

People sacrifice their best years passing their genes on, knowing that the continuation of the species is more valuable than those years, and they fight in war because freeing themselves and future generations... (read more)

I found this post very disturbing, so I thought for a bit about why. It reads very much like some kind of SF dystopia, and indeed if it were necessary to agree to this lottery to be part of the hypothetical rationalist community/country, then I wouldn't wish to be a part of it. One of my core values is liberty -  that means the ability of each individual to make his or her own decisions and live his or her life accordingly (so long as it's not impeding anyone else's right to do the same). No government should have the right to compel its citizens to become... (read more)

Oh, my first downvote. Interesting. Bad Leisha, you've violated some community norm or other. But given that I'm new here and still trying to determine whether or not this community is a good fit for me, I'm curious about the specifics. I wonder what I did wrong.

A single downvote is not an expression of a community norm. It is an expression by a single person that there was something, and it could be pretty much anything, about your post that that one person did not like. I wouldn't worry until a post gets to -5 or so, and -1 isn't very predictive that it will.

Note: This post is a concerted rational effort to overcome the cached thought 'oh no, someone at LW doesn't like what I wrote :( ' and should be taken in that spirit.

The "someone at LW doesn't like what I wrote" part is accurate. You don't need the "oh no" and ":(" parts. Just because someone disagrees with you, doesn't mean that you are wrong.

Personally (and I did not vote on your post either way), I don't think you are quite engaging with the problem posed, which is that each of these hypothetical rationalists would rather win without being in the army themselves than win with being in t... (read more)

But reversed stupidity is not intelligence.  And reversed evil is not intelligence either.  It remains true that real wars cannot be won by refined politeness.  If "rationalists" can't prepare themselves for that mental shock, the Barbarians really will win; and the "rationalists"... I don't want to say, "deserve to lose".  But they will have failed that test of their society's existence.

Are you assuming that niceness (not torturing people, not killing civilians) is correlated with rationality?

Reading this all brings a question to my mind. Does your  Pareto-good decision theory allow me to get richer than average? Assume decreasing marginal utility of money for everyone.

This is a thoughtful, thorough analysis of some of the inherent problems with organizing rational, self-directing individuals into a communal fighting force.  What I don't understand is why you view it as a special problem that needs a special consideration.

Society is an agreement among a group of people to cooperate in areas of common concern.  The society as one body defends the personal safety and livelihood of its component individuals and it furnishes them with certain guarantees of livability and fair play.  In exchange, the component individuals ple... (read more)

I'm reminded of the Iain M. Banks Culture in its peaceful and militant modes.

It would be really interesting to brainstorm how to improve a military. The conventional structure is more-or-less an evolved artifact, and it has the usual features of inefficiency (the brainpower of the low ranks is almost entirely wasted) and emergent cleverness (resilience to org-chart damage and exploitation of the quirks of human nature to create more effective soldiers). Intelligent design ought to be able to do better.

Here's one to get it started: how about copying the nerve structure in humans and have separate parallel afferent and efferent ranks? That is, a chain of command going down, and a chain of analysis going up.

there's nothing in the rules of probability theory or decision theory that says you can't sacrifice yourself for a cause

Indeed. I wonder what the "expected utility of future selves" crew makes of this.

I think you may have waded into the trees here, before taking stock of the forest.  By which I mean that this problem could definitely use some formalization, and may be much more important than we expect it to be.  I've been studying the ancient Mongols recently; their conquests tested this, and their empire had the potential to be a locked-in dystopia type of apocalypse, but they failed to create a stable internal organizational structure.  Thus, a culture that optimizes for both conquest & control, at the expense of everything else, c... (read more)

I think that's an understatement of the potential danger of rationality in war. Not for the rationalist, mind, but for the enemy of the rationalist.

Most rationality, as elaborated on this site, isn't about impassively choosing to be a civilian or a soldier. It's about becoming less vulnerable to flaws in thinking.

And war isn't just about being shot or not shot with bullets. It's about being destroyed or not destroyed, through the exploitation of weaknesses. And a great deal of rationality, on this very site, is about how to not be destroyed by our inherent... (read more)

... and perhaps practicing something akin to meditation or self-hypnosis, can fight as hard in practice as someone who theoretically believes they've got seventy-two virgins waiting for them.

I'm sure meditation and self-hypnosis would be great... but I'm voting to include real virgins in the lottery! Given that a rationalist society would probably have tinkered with the gender balance and the universal appeal of a hero in uniform I wouldn't expect too many complaints!

You didn't mention in the Newcomb's Problem article that you're a one-boxer.

As a die-hard two-boxer, perhaps someone can explain one-boxing to me.  Let's say that Box A contains money to save 3 lives (if Omega thinks you'll take it only) or nothing, and Box B contains money to save 2 lives.  Conditional on this being the only game Omega will ever play with you, why the hell would you take Box A only?

I suspect what all you one-boxers are doing is that you somehow believe that a scenario like this one will actually occur, and you're trying to broadcast your intent to one-box so Omega will put money in for you.

The example of Athens vs. Sparta is our best datapoint:  It pitted the ancient world's most rational society against the ancient world's greatest warrior society, well-controlled in terms of wealth, technology, geography, and genetics.  Their war was evenly matched, but Sparta won in the end.

Sparta was 1/3 the size of Athens+Attica (100,000 vs. 300,000), with only 1/5 as many citizens (8,000 vs 40,000).

if they have common knowledge of each other's source code.

Isn't this a logical impossibility? To have knowledge is to contain it in your source code, so A is contained in B, and B is contained in A...

Alternatively, I'm considering all the strategies I could use, based on looking at my opponent's strategy, and one of them is "Cooperate only if the opponent, when playing against himself, would defect."

"Common knowledge of each other's rationality" doesn't seem to help. Knowing I use TDT doesn't ... (read more)

I'm wondering why you wrote this article. (gensym) you're describing and assigning the name "war" has virtually nothing to do with any real world "war" situations, so you could as well describe it as a thought experiment, or use some less loaded metaphor.

A society of rational agents ought to reach the conclusion that they should WIN, and do so by any means necessary, yes? 
Then why not just nuke 'em? *

*replace 'nuke' with whatever technology is available; if our rationalist society has nanobots, we could modify them into something less harmful than barbarians. 

Offer amnesty to barbarians willing to bandon their ways; make it as possible as we can for individual barbarians to defect to our side; but above all make sure the threat is removed. That's what constitutes winning.

Don't assume the rationalists have super powerful technology.



Of Gender and Rationality

Among all self-identified "rationalist" communities that I know of, and Less Wrong in particular, there is an obvious gender imbalance—a male/female ratio tilted strongly toward males.

Yet surely epistemic and instrumental rationality have no gender signature.  There is no such thing as masculine probability theory or feminine decision theory.

There could be some entirely innocuous explanation for this imbalance.  Perhaps, by sheer historical contingency, aspiring rationalists are recruited primarily from the atheist/libertarian/technophile cluster, which has a gender imbalance for its own reasons—having nothing to do with rationality or rationalists; and this is the entire explanation.

And then there are the less innocuous explanations—those that point an accusing finger at the rationalist community, or at womankind.

If possible, let's try not to make things worse in the course of having this discussion.  Remember that to name two parts of a community is to split that community—see the Robbers Cave experiment:  Two labels → two groups.  Let us try not to make some of our fellow rationalists feel singled-out as objects of scrutiny, here.  But in the long run especially, it is not a good thing if half the potential audience is being actively filtered out; whatever the cause, the effect is noticeable, and we can't afford to ignore the question.

(1)  While the pure math of the right Way has no gender signatures on it, we can imagine that men and women are annoyed to different degrees by different mistakes.  Suppose that Less Wrong is too disagreeable—that relative to the ideal, just-right, perfectly-rational amount of disagreement, we have a little more disagreement than that.  You can imagine that to the men, this seems normal, forgivable, takeable in-stride—wrong, perhaps, but not really all that annoying.  And you can imagine that conversely, the female-dominated mirror-image of Less Wrong would involve too much agreement relative to the ideal—lots of comments agreeing with each other—and that while this would seem normal, forgivable, takeable-in-stride to the female majority, it would drive the men up the wall, and some of them would leave, and the rest would be gritting their teeth.  (This example plays to gender stereotypes, but that's because I'm speculating blindly; my brain only knows half the story and has to guess at the other half.  Less obvious hypotheses are also welcome.)  In a case like this, you begin by checking with trusted female rationalists to see if they think you're doing anything characteristically male, irrational, and annoying.

(2)  The above points a finger at the rationalist community, and in particular its men, as making a mistake that drives away rational women.  The complementary explanation would say:  "No, we have exactly the rational amount of argument as it stands, or even too little.  Male newcomers are fine with this, but female newcomers feel that there's too much conflict and disagreement and they leave."  The true Way has no gender signature, but you can have a mistake that is characteristic of one sex but not the other, or a mistake that has been culturally inculcated in one gender but not the other.  In this case we try to survey female newcomers to see what aspects seem like turn-offs (whether normatively rational or not), and then fix it (if not normatively rational) or try to soften the impact somehow (if normatively rational).  (Ultimately, though, rationality is tough for everyone—there are parts that are hard for anyone to swallow, and you just have to make it as easy as you can.)

(3)  It could be some indefinable difference of style—"indefinable" meaning that we can't pin it down tightly enough to duplicate—whereby male writers tend to attract male recruits and female writers attract female recruits.  On this hypothesis, male writers end up with mostly male readers for much the same reason that Japanese writers end up with mostly Japanese readers.  In this case I would suggest to potential female authors that they should write more, including new introductions and similar recruiting material.  We could try for a mix of authorial genders in the material first encountered on-site.  (By the same logic that if we wanted more Japanese rationalists we might encourage potential writers who happened to be Japanese.)

(4)  We could be looking at a direct gender difference—where I parenthetically note that (by convention in such discussions) "gender" refers to a culture's concept of what it means to be a man or woman, while "sex" refers to actual distinctions of XX versus XY chromosomes.  For example, consider this inspirational poster from a 1970s childrens' book.  "Boys are pilots... girls are stewardesses... boys are doctors... girls are nurses."  "Modern" cultures may still have a strong dose of "boys are rational, girls are un-self-controlled creatures of pure feeling who find logic and indeed all verbal argument to be vaguely unfeminine".  I suppose the main remedy would be (a) to try and correct this the same way you would correct any other sort of childhood damage to sanity and (b) present strong female rationalist role models.

(5)  The complementary hypothesis is a direct sex difference—i.e., the average female human actually is less interested in and compelled by deliberative reasoning compared to the average male human.  If you were motivated to correct the sex balance regardless, you would consider e.g. where to find a prefiltered audience of people compellable by deliberative reasoning, a group that already happened to have good gender balance, and go recruiting there.

(6)  We could be looking an indirect gender difference.  Say, boys are raised to find a concept like "tsuyoku naritai" ("I want to become stronger") appealing, while girls are told to shut up and keep their heads down.  If the masculine gender concept has a stronger endorsement of aspiring to self-improvement, it will, as a side effect, make a stronger endorsement of improving one's rationality.  Again, the solutions would be female authors to tailor introductions to feminine audiences, and strong female role models.  (If you're a woman and you're a talented writer and speaker, consider reading up on antitheism and trying to become a Fifth Horsewoman alongside Dawkins, Dennett, Harris and Hitchens...?)

(7)  We could be looking at an indirect sex difference.  The obvious evolutionary psychology hypothesis behind the imbalanced gender ratio in the iconoclastic community—the atheist/libertarian/technophile cluster—is the idea that males are inherently more attracted to gambles that seem high-risk and high-reward; they are more driven to try out strange ideas that come with big promises, because the genetic payoff for an unusually successful male has a much higher upper bound than the genetic payoff for an unusually successful female.  It seems to me that male teenagers especially have something like a higher cognitive temperature, an ability to wander into strange places both good and bad.  To some extent, this can be viewed as a problem of authorial style as well as innate dispositions—there's no law that says you have to emphasize the strangeness.  You could start right out with pictures of a happy gender-balanced rationalist unchurch somewhere, and banner the page "A Return To Sanity".  But a difference as basic as "more male teenagers have a high cognitive temperature" could prove very hard to address completely.

(8)  Then there's the hypothesis made infamous by Larry Summers:  Male variance in IQ (not the mean) is higher, so the right tail is dominated by males as you get further out.  I know that just mentioning this sort of thing can cause a webpage to burst into flames, and so I would like to once again point out that individual IQ differences, whether derived from genes or eating lead-based paint as a kid, are already as awful as it gets—nothing is made any worse by talking about groups, since groups are just made out of individuals.  The universe is already dreadful along this dimension, so we shouldn't care more whether groups are involved—though of course, thanks to our political instincts, we do care.  The remedies in this not-actually-any-more-awful case are (a) continue the quest to systematize rationality training so that it is less exclusively the preserve of high-g individuals, and (b) recruit among prefiltered audiences that have good gender balance.

(9)  Perhaps women are less underrepresented on Less Wrong than may at first appear, and men are more likely to comment for some reason.  Or perhaps women are less likely to choose visibly feminine usernames.  The gender ratio at physical meetups, while still unbalanced, seems noticeably better than the visible gender ratio among active commenters on the Internet.  Not very plausible as a complete explanation; but we should consider hypotheses that involve unbalanced participation/visibility rather than unbalanced attraction/retention.

We should also look for specific, teachable “gateway” skills that might allow more women to participate in LW.

I remember reading some story about how women did persistently worse in a particular organic chemistry course than men did, until they added a training session explicitly teaching mental rotation (there’s a gender gap in visual/spatial abilities), after which point test scores equalized because mentally rotating the molecules was no longer a barrier, and other skills could come into play.  I can’t find the webpage, though (though there’s a bit of corroboration here), so take the story with a grain of salt.

Given the comments elsewhere in the thread about gender differences in expected agreeableness, and about women being discouraged by downvotes, it sounds like one plausible barrier concerns how to have heart in the face of criticism.  Maybe someone should write a post or two on process/growth vs. trait models of ability, and how to have the former.  Or on how to keep in mind that people are responding to your words, not your inner soul, and that there’s some system of rules that determines their responses that you can learn to hack.  Or something along these lines.  There a... (read more)

Actually, I had a number of "aha" moments along these lines when I read a book called "Hardball for women". It's a book about how to explain the cultural difference of business to women - another notoriously all-male province. It really changed the way I thought about a lot of things - pointed out the alternative point-of-view etc.

There are some really great anecdotes about differences between male and female culture - which are somewhat US-centric, and very generalised, but worth thinking about. 

The one I can most easily bring to mind is that in general, boys, while growing up,  rough-house a lot when they play. So they learn that a bit of ribbing is just in fun... whereas a lot of girls never do - the only exposure girls have to either physical or verbal roughness is when they get told off for doing something wrong... so they learn that when it gets rough, they're in for trouble.

I recognised in myself that when my boss told me I'd done something wrong, I had a really strong negative reaction compared with most of my male colleagues. They had realised that the boss was just letting them know what not to do, so it didn't happen again. I'd automatically gone into... (read more)

Teaching thicker skin a good idea. Even a blog post on the psychology of receiving and responding to anonymous Internet criticisms and engaging in debates without taking it personally would be interesting to me. 

As a woman, I suspect the people on the internet forums on which I feel most at home make an effort to be nicer to me (and other women). Whenever I comment on those forums anonymously, there are many more negative comments and they are more aggressive than any I receive when I'm not anonymous- comments both from men and women. Maybe just associating a comment with a name or a face makes people more friendly in general- I don't know. 

As a person who is more motivated by criticism than praise, I tend to be careful about researching and crafting my comments to avoid unhelpful or obvious attacks, because criticisms tend to attract an inordinate amount of my attention and I'll fixate on the one criticism and forget about all the upvotes and praise. I try to keep things in perspective but it's my personality to focus more on errors. 

In my experience women like to share their thoughts with everyone but can be less inclined to argue with random strangers. Depending on the topic, some of the lesswrong comment threads seem to be a forum for debate, and less of a place to share thoughts. Maybe if they were reframed as "share your take" instead of "dive into the debate," they'd have more more appeal, but I don't know if that's the goal. 

I was talking to my brother the other day about the blinders that come from hanging out only with math/physics/compsci nerds.  And he suggested that yes, it is valuable to expose oneself to many types of people, but looking for “normal people” or “non-nerds” is the wrong way to do it; normal people are boring.  The thing to do is to find people who share some other kind of passionate interest -- people’s whose enthusiasm for public speaking, or windsurfing, or whatever it is has driven the creation of their own interesting, idiosyncratic culture.

As a student, I participated in a (fairly small) number of programs for women in math.  The programs were all lousy.  I love it when I find other women I can really talk to -- it makes me feel more at home with myself, my gender, and my ability to learn to think.  But these programs weren’t like that.  These programs were blah.  “Adding more women” is a boring aim, like “meeting normal people” or “meeting non-nerds”.  Usually it’s achieved by taking whatever it is that might make the program distinctive (e.g., math talent, or an analytical/argumentative spirit) and watering down that distinctiveness until more women are involved.

I do want to emphasize - it was in a previous version of the post, in fact, but I took it out - that I am maintaining my phrasing of my goal as create rationalists not create female rationalists.  But if half of the audience is being filtered for some silly avoidable reason, then I want to fix that.

I am maintaining my phrasing of my goal as create rationalists not create female rationalists

There is a strong selfish incentive for single male rationalists to pursue this goal, though.  I know I would love to have my next girlfriend be a rationalist (if only to avoid my most recent failure mode), and given the numbers, that's probably not something every male rationalist can hope for right now.

 You don't stop reading a good book because it uses a funny font.

You very well might, if you found the font so distracting that you couldn't enjoy the book. I think that you can only assert that this is a failure mode by misunderstanding who is being "silly" and who has control of avoiding the "avoidable".

You don't stop reading a good book because it uses a funny font.

Of course not! You stop reading it because there are too many plot holes, the characters irritate you or the author is just too naive for you to stomache. Meanwhile the guy who bought the other printing of the book which has a more aesthetic font keeps reading to the end and then gives it to his friends.

I had similar experiences in my first year of university (though it was Women in Science instead of Math, a slightly larger population). It was boring.

Women in Rationality screams "pointless PC navel-gazing" because of association with these experiences. 

I've lurked OB/LW for quite some time now (about a year) and haven't posted much for many of the same reasons as divia (intimidated by the quality, felt like I wasn't familiar enough, etc) and have tried to get a few people that are interested in this kind of thing to follow along with me to little success. This post made me wonder why people I was so sure would care about rationality didn't care to join the community here and further why I sit on the sidelines.

My first thoughts were that this group feels "cliquey". There are a lot of in-phrases and technical jargon floating around, which to an outsider can be very intimidating.

On top of that every incorrect comment is completely and utterly destroyed by multiple people. I know and you know we're dismantling ideas in an attempt to kick out biases and fallacies every time they appear, but to an outsider it looks/feels like an attack on all fronts. I think this stems from the separation of ideas from the self, which is really the first step on the road to rationality. Anyone who hasn't made that step feels like they are being personally attacked, and it isn't an easy step to make. Dislodging your ideas from your self-image ... (read more)

I think this stems from the separation of ideas from the self, which is really the first step on the road to rationality. Anyone who hasn't made that step feels like they are being personally attacked, and it isn't an easy step to make.

Even if you've made the step in general, it doesn't help when people use status-signaling language in their comments.  e.g. "Have you thought of X?" is a lot better than, say, "Clearly you haven't paid any attention to X", if your goal is to actually improve discussion, rather than to get a charge from demolishing your opponent.  (I suspect that the concept of a martial art  of rationality doesn't help with this, from a priming perspective.)

Setting a frame of etiquette that indicates we are all here to help people become rationalists rather than to show off our own skills at rationalism might help with this.

We are engaged in a collaborative effort that produces a webpage documenting the interplay of ideas. For example

The argument for the importance of X is unconvincing because ...

The flaw in the argument is easily remedied thus ...

Addressing the commentor is a mistake. It invites the replier to read the commentors mind to the detriminate of responding to the actual words of the comment.

I'm sensitised to this from attempting to teach Go to beginners. It is Black's move that makes bad shape/is too close to thickness/small/slow. If I have to correct a mistake I don't say "your move was bad", I say "black's move is bad". Black and White are characters in a collaborative fiction and me and my pupil are having an Author to Author conversation about how to maintain the dramatic tension and not just have White beat up Black.

My first thoughts were that this group feels "cliquey". There are a lot of in-phrases and technical jargon floating around, which to an outsider can be very intimidating.

This is a feature, not a bug.  If you spend a day discussing, say, Newcomb's problem, and it doesn't change the way you think and speak about similar situations in the future -- if you don't find easier, faster ways of describing the situation, which were previously unavailable to you -- then you've probably wasted a day.

The effect this has on newcomers is a bug though.  Hopefully the Wiki, once it's active and fully implemented, will help to address this.

On top of that every incorrect comment is completely and utterly destroyed by multiple people.

I desperately wish that there were a way to emotionally differentiate between attacking a meme someone is carrying and attacking a person.

On OB/LW this primarily takes the form (started by Eliezer, I think) of embedding a link to a previous article in every other sentence, which certainly comes off as intimidating, at least to me.

That's interesting -- I quite enjoy that convention, and feel like it makes the site more penetrable to newcomers.  To me, the purpose of the links seems to be "if this sentence seems to follow from the last, keep reading. If I seem to have made an unsupported leap, you may profit by following the link."

There are a number of average sex differences in personality traits that would contribute to more males identifying as "rationalists" than females.

Here are the sex differences found in the Big Five personality inventory, from a cross-cultural survey by Costa et al.:

Men score higher on the Assertiveness facet of Extraversion

Men score higher on Openness to Ideas, especially in the US. Women score higher on Openness to Feelings and Openness to Aesthetics. In the US, men also score higher on Openness to Fantasy. 

Some particular items, such as identification with the word "logic," were skewed strongly towards males

An interest in rationality may depend on Openness to Ideas. Otherwise, someone just isn't going to care about the kind of things we talk about here.

Furthermore, the identification of males, but not females, with words like "logic" suggests that perhaps part of the gender gap of interest in rationality is about words like "logic," and "rationality." Women are often labeled as "irrational" or "illogical" when they are perceived as overemotional, and this labeling m... (read more)

Do women, on average, have more connected social lives than men do? It's very easy for a few people with no life to effectively dominate a community like this simply by spending more time than any "normal" person would want to. If women are more likely to have "a life" and less likely to become fixated on a specific hobby, that could explain why we see fewer women commenters. (One reason I'm here is that I have very few people in Real Life that I talk to regularly.)

A possibly relevant data point is that males are roughly four times more likely to have autism or Asperger's syndrome than females.

I think MBlume's point was that there is a fairly mainstream theory of autism spectrum disorders (which includes Asperger's) that claims they can be explained as extreme cases of the 'male brain'. If there is a correlation between the male brain traits that in extreme form are diagnosed as autism/Asperger's and the patterns of thinking that would lead to an interest in this community and if it is true that autism/Asperger's fall on a continuum rather than being discretely identifiable conditions then the gender bias observed here could be explained by the same factors that explain the gender bias in these conditions.

The implicit hypothesis here is that the average community member on this site would score higher on tests designed to diagnose autism spectrum disorders than the general population, without necessarily scoring high enough to be diagnosed with the condition. That seems at least plausible to me.

Far from a complete explanation, but it often is hard to simultaneously view oneself as female and as intellectually able, even given evidence of intellectual ability.  Role models can help, but artificially manufacturing role models (e.g., by preferentially making women’s writing visible) has its own costs.  Others’ remarked surprise at how one is at once female and intellectual/rational/etc. can make this harder.

One relevant subskill here is... I don’t know how to say it.  Something like “the ability to keep in mind the whole complex layout of the evidence, without letting your anticipations get overwhelmed by the nearest cliche”.  So that even though gender is terribly salient (more salient than, say, GRE scores), gender doesn’t affect one’s views of one’s abilities to a greater extent than do similarly informative non-gender data points.

A second relevant subskill is the ability to put in a full effort even in the presence of threatening stereotypes and probable failure.  Eliezer has written about many aspects of this one, but not the “in the presence of threatening stereotypes” part.

If anyone feels up to writing a tutorial on one of these skills, I'd like to read it.  And it might be useful to both members of underrepresented groups and everyone else.

Remember that to name two parts of a community is to split that community

Gender's far from the only division here, I would say.  There's also a difference in approach to rationalism, that may also have some overlap with gender differences.

I personally consider myself interested in rationalism for the practical benefits: models that are useful, for real-life definitions of useful...  not useful for "Knowing The Absolute Truth And Being Right".  However, this doesn't appear to be a common attitude on LW.

In the computing field, there's a stereotype that says the difference between men and women is that men care about computing for its own sake, whereas women care about doing other things with computers, how computers can be used to interact with people, and so on.  In other words, that women have a more instrumental view of computers than men.

Of course, some men take this to mean that women are therefore not as skilled as men with computers, but I have not found this to be true.  The women I've known in computing were happy to develop as much skill as was required by their instrumental aims -- quite often more skill than the men I knew!  They just didn't make a religion o... (read more)

Strongly seconded.  To sum up the most important points:

Instrumental rationality has its own skillset, related to but far from identical to the current OB/LW corpus.  It's a skillset we need if we want to deal well with the practical world.

Right now, folks with skill at instrumental rationality who come upon LW are likely to leave again.  We aren't set up to give them what they're looking for, or to avoid misinterpreting them, or to ask for what they can teach us.

Adding a partial focus on practical, visible applications (i.e., including instrumental rationality in LW) might well improve the gender balance.

(1) I agree with Nanani, and think it would be awful to actively try to "recruit" females, or even really do anything to entice them to come/stay. Though I appreciate the spirit of the post nonetheless because I think it's a very interesting and important issue, and I think it's okay to acknowledge it and question it. If anything, efforts to even out the male/female imbalance would have to be made on a much greater scale to start to see change.

(2) Do people really think that it's an issue of females frequenting Less Wrong and then LEAVING? I doubt it. I suspect that a much lower proportion of females even happen upon the blog in the first place. This would eliminate a number of the explanations.

(3) This is an issue that deeply intrigues me. I have some fairly simple theories. Unfortunately, I am not well-versed enough in evol. psych., gender studies, history, sociology, etc. to feel like I have enough background to really get at the heart of the matter. So most of my ideas are purely anecdotal.

I believe that females on a whole are less interested in intellectual pursuits. Particularly intellectual pursuits that are HARD and take a higher amount of mental ho... (read more)

If you really truly want to improve the gender balance on LessWrong.com, you will delete this post from the sequence, and never bring it up again. I know it's well-meaning, but as a woman it just makes me feel weird and singled out. I am convinced from long, sad experience that as long as the conversation circles around gender, it'll do more harm than good; I find the research on stereotype threat to be powerfully convincing and explanatory.

In reading through the comments (I didn't get to all 240 of them, I'll admit), I found it striking that constructive suggestions occurred when someone reframed the question from "How can we make women feel more welcome?" to "How can we make newcomers feel more welcome?"

And to everyone who was so ready to come up with biological/evolutionary theories to explain this possible gender imbalance, I have a stunning, heretical statement to make:

Men's and women's brains are not significantly different. Observed differences between genders in thought patterns and behavior are cultural and can change.

I humbly suggest that if you disagree, then read the actual studies that make claims to the contrary. Ask yourself, "How emotionally... (read more)

I am reminded of Paul Graham's explanation for the low number of female startup partners from Ideas for Startups:

I didn't realize it till I was writing this, but that may help explain why there are so few female startup founders. I read on the Internet (so it must be true) that only 1.7% of VC-backed startups are founded by women. The percentage of female hackers is small, but not that small. So why the discrepancy?

When you realize that successful startups tend to have multiple founders who were already friends, a possible explanation emerges. People's best friends are likely to be of the same sex, and if one group is a minority in some population, pairs of them will be a minority squared. [1]

I would suspect that all the more fundamental reasons (2, 4, 5, 6, 7, and 8) are factors, but that they are then magnified by 1 and 3.  As far as 9 is concerned, I am female myself and have never commented on Less Wrong before, to provide a single, anecdotal data point.  

Not entirely sure, though I believe I did post a couple of comments to Overcoming Bias a while back.  I used to comment on reddit and comment semi-regularly on Hacker News, which refutes the first explanation that I thought of, that it was a matter of my time, since clearly I do sometimes take time to comment on the internet.  

The comments here are high quality, which is somewhat intimidating, and also makes things take longer, since I want to think more carefully about what I say, but that would probably apply to Hacker News as well.  

A possible explanation consistent with the quotation I mentioned is that even though I read all the posts here and on Overcoming Bias, I don't think I've thought about the issues deeply enough to have much original to contribute.  And that may have something to do with the fact that most of my friends aren't all that interested in the topics.  I imagine if I were talking about the posts more often in real life I would feel like I had more to contribute.  

I'm in a similar situation - I comment (sometimes) on reddit and HNews, and have occasionally posted a few sentences to OB, but I am much less likely to comment here. The high quality of the posts and comments leads me to agonize a bit overmuch about every part of a comment, and sometimes I will write, edit, and rewrite a comment before deciding to just not comment at all. I, too, often feel I would not be contributing anything original.

(I should also note in this comment that I am male.)

Network-effect makes a big difference too. After all - you have to arrive here some way - usually by being told about it by friends. Sure, some people arrive by accident - just happen to be browsing through HP fanfic or something... but a lot will arrive through their friends... and a lot will stay because they find friends.

...which leads us back to people's friends tending to be same-sex. If there are few people of your own sex in the group then it's got less... er... ambient friend-potential... 

you have to work harder to be with a bunch of people that have a different culture than yourself. Genders have different cultures, so add that on top of the new culture of LW itself and unless you're a particularly socially-capable person (and LWs tend not to be), then it's less likely that you'll find friends.

Obviously this is a generalisation and likely only a very small part of the pressures involved in a very complicated process... but it's there.

1) People tend to hold beliefs for social reasons. For example, belief in theism allows membership of the theist community, the actual existence of a deity is largely irrelevant. 

2) For most people, in order to maintain close social relationships it is necessary to maintain harmonious beliefs with nearby members of your social network. Changing your beliefs may harm your social ties.

3) The larger your social network, the more you have to lose by changing your beliefs.

4) Less Wrong encourages questioning and changing of beliefs.

5) On average, women have larger social networks than men.

6) Less Wrong encourages the adoption of strange and boring beliefs, largely based in maths and science.

7) Advocating strange and boring beliefs does not signal high status, rather it signals a misunderstanding of widely accepted social norms, and therefore poor social skills.

8) Much of a woman's percieved value as a human being is tied to her ability to navigate the social world, men may be forgiven for making the occasional faux pas, women are not. Women are therefore strongly averse to signalling poor social skills.

1) Willingness to join Less Wrong is inverse... (read more)

I find myself prefacing a lot of statements with "Where I come from" or "On this side of the water" when I'm talking to a religious person whose friendship I desire to keep e.g. my parents.  This lets you provide exactly the same argument, which probably ends up being processed in exactly the same way, while letting the other person know that you don't expect them to assent immediately.

I'm a female-type person.  I can't speak to anyone else, but I did make a post a while ago, and it was met largely with indifference and I wound up taking a (small) karma hit.  This did a variety of things, some useful and some not, but one thing it hasn't done is encourage me to take the time to write another top-level post.

If I'm wandering around a large in-person gathering and I drift over to an interesting conversation and say something and get shot down - even if it's because I said something stupid - I'm more likely to drift away or at least shut up rather than continue to hang out with and seek approval from Those People Who Were Mean To Me™.  "Drifting away" is much easier on the Internet, and if more women are giving up after making one or two poorly-received comments, that could easily explain the gender bias.

Possible solutions if I have the right idea (no idea how palatable they are to others):

1) Be more parsimonious with downvotes and generous with upvotes in general.

2) Attempt to draw out individual women Less Wrong ers on particular topics (solicited input puts one out on less of a social limb).

3) Identify who makes each vote on a comment or post, so people can identify Those People Who Were Mean To Me™ and not have to consider the entire Less Wrong community as a whole to be united against them.

I wonder if there is a gender difference in tone of the way people introduce themselves to a group. Per my experience, the girl way seems to be personal sharing (signal: "I'm approachable"), the guy way seems to be chiming in on topic (signal: "I'm capable"). Since your article was weighted more to personal sharing than to providing something topically useful, I think you might have gotten a confused reaction from the regulars ("how is this supposed to help me be a rationalist?").

I wonder if allowing explicitly flagged "hello / about me posts" would help? Normal contextual politeness would kick in and the response to such a post would be much less aggressive.

I'm not sure I like your solutions but I think your sort of experience might not be atypical. My female friends and family have often reacted to criticism of their ideas with what I (a man) found to be an overly defensive posture. My reply was always to tell them not to take things so personally. My guess is that boys are tend to receive more encouragement and confidences boosting from parents and teachers and so are more confident putting their ideas out there and don't take poor reception as hard- but I don't really know. 

I've definitely made comments (here and elsewhere) that were taken poorly and lead me to back off commenting for a while. I know where your coming from but I think identifying votes can easily lead retaliatory voting which is all kinds of irrational and is a disincentive for honest voting. I'd also be wary of devaluing karma by being more generous with it. 

I'm curious what you have in mind for (2). I guess if topics were specifically about gender-related biases there would be room for it. I think some of few women here might be annoyed by this.

It would be nice if there was some information on individual comments regarding either the

Why not just when you click Vote Down, if they're considered new, a little message appears that says " is new to the site.  Could you gently explain why you are disrecommending their comment to others?"

You once responded to someone's comment by writing:

"It would seem we don't appreciate your genius. Perhaps you should complain about this some more."

I'm a professor at a women's college and when I read this comment I thought to myself that a significant percentage of women who read this would not want to participate in this site.

http://lesswrong.com/lw/7i/rationality_is_systematized_winning/4zp

I am male with Agreeableness probably at least as high as the average female, and that comment annoyed me also. I wouldn't say that such dismissive sarcasm is never deserved, but I don't see how that post came anywhere near deserving it. Eliezer seems to have a short fuse with some individuals, but without knowing the history between them or being interested in digging it up, such comments seem mean-spirited. They may also look like an evasion. 

Agreed.  This reminds me of an anecdote a high school teacher once shared with me about when he switched from coaching the boys' track team to the girls' track team.  He didn't adjust his coaching strategy at all and in short order had a fair number of crying high school girls on his hands.

Personally I'm really annoyed by all the complaints about gender imbalance in so many smarter-than-average communities. There is high male to female ratio on almost every possible extreme of the society, both "good" extremes and "bad" extremes. This is natural. Until rationality hits the mainstream, it will stay this way. If it hits the mainstream, it will automatically balance itself. That's all.

Regardless of whether the current gender imbalance is natural, some aspects of rationalist community and of rationalist activism might work better if we could get a more even gender-balance, all else equal.

Unrelated to gender, but related to inclusion: should we make LW, or some portion of LW, more accessible to teenagers somehow?  It's been argued that we'll the best rationalists will be people who learn it young; but to judge by introductions in the new welcome thread, and by responses to the current survey, we seem to have few to no teenagers.

This is a very old thread, but I would still like to comment to make the point that I had assumed for a couple years (seriously, years) that, like so many other places on the internet, "open to anyone" actually meant "open to anyone over eighteen". And then I had assumed that I would make an embarassment of myself here, like I did some years ago on the good old sl4 wiki.

Seriously, you want us to come along  with our /argumenta ex silentium/ and all? ...if this is really the community sentiment I have to wonder why the "popular Harry Potter fanfiction" angle isn't being milked more for its recruiting potential. I suppose that's what dignity is.

Fifteen right now, a sophmore at a magnet high school. Quite shallow (for instance, my biggest concern right now is my upcoming Haruhi Suzumiya cosplay). Too emotional (my AP Computer Science teacher makes me cry twice a week). Pitiably immodest (see aforementioned gratuitous reference to AP Computer Science and AP BC Calculus). I fooled around on the sl4 wiki when I was about twelve. Some people might still remember that.

Thanks for letting me know.  If you want any help charting a good education, especially a good rationality education, I'd love to talk to you (I just sent you a PM also to that effect, which you can see by clicking on the red mailbox icon next to your name).

Are there any other teenagers on LW who care to reveal themselves?

More than a month too late, but I'm fifteen, and also a girl. Got here from Harry Potter and the Methods of Rationality, which I found out about from TV Tropes. You really should milk that, you know. :)

I am 18 years old, somewhat new to LW and not as congruent/rational as desired. If your offer stands for others who are not under 18, I'd love to hear about that. I could use some help. 

I do not think there is a need make LW more accessible to teenagers. I am not even sure I know what that means. Are we, those younger, that alien? (rethorical question) "Teenage" is a joke. Not as funny as religion, though. (A 12 years old is sitting at a bar with coworkers after a long day of work, 150 years ago: normal) As far as a I am concerned the differences between "teenagers" and adults are from age segregation. Differences in style, not principles. 

You might be interested in reading The Case Against Adolescence by Dr. Robert Epstein. (I believe the last edition is called Teen 2.0) 

It is eye-opening on many aspects. There is a story in it that struck me. A twelve year old had an affair with his married teacher (who had two kids on her own). She went to prison for two-three years. Once out of the slammer, she had sex again with her ex-pupil. This time around 7-8 years of prison. While in prison she gave birth to a child. The child was raised by the father (the student) and that father's mother.
Reporters asked the young man if the imprisoned woman had abused of him; he answered negatively, that love united them. Once the ex-teacher got out of prison for the second time she married the then adult lover, went into their car with their kid and rolled into the sunset.

How immature. Both of them. Love at teenage? Meh. Love is only for old people like Romeo (~16) and Juliet. (~14) Those crazy homo sapiens.

I am a 16 year old. To be honest, most teens wouldn't handle the site. The requirement for an understanding of mathematics, logic, and science are beyond the reach of most, and the desire of most of the rest. That said, I have introduced two friends of mine to HPMOR and they have taken to it, and I am leading them towards Less Wrong. On the other hand? I don't know how many adults would handle less wrong either. If you want my advice on how to be more appealing to teenagers, it is relatively simple. 

Link everything, so that someone who doesn't understand can follow your links and find out.  Useful more for teens than for adults, it is still good practice. Few intelligent teens will tolerate a teens area for long.  

I found LW as a teenager and it seems extremely accessible, at least to me, but nobody in my age group who I've shown it to has agreed.

This is an old post and I have little to add, but I notice that I'm very surprised and a bit put off by it. I'm surprised and put off by many similar things.

I speak as a female with an intuitive grasp of logic, anal-retentiveness and detail-orientedness. I also have primarily made friends with neurodiverse people, with a disproportionately large percentage being on the autism spectrum. I almost became a standard computers-and-stuff-that-xkcd-talks-about geek, but ended up becoming a video-games-and-anime-and-fanfiction geek instead. In an alternate universe, I might have eventually ended up a technical writer or computer programmer.

And as such, it always feels strange and off-putting to me when people talk about how there aren't women on Less Wrong (/playing video games/whatever the "masculine" pursuit of the week is) and speculate about how these mysterious, socially-oriented creatures are put off by the most attractive qualities (e.g., people not being agreement-bots). I'm probably exceptionally prone to thinking that I should go away because nobody wants me here (or at whatever other place it is), but things like this make me feel unwelcome. But so does everything else... (read more)

I've only just come into contact with this place, and normally I avoid commenting the day I start somewhere, but this post was compelling considering how I found LW.

A very good friend of ours sent a link to LW to my husband, but not to me.  Usually he will send links to both of us he believes we'll both be interested in, and links only to me that he feels I'll be interested in but not my husband, and vice versa.

So clearly he felt I wouldn't be interested in this place, despite knowing that I am fond of rational discourse.  Fortunately, my husband knew I would, and so I am here.  I just found it an interesting data point in the context of this particular conversation.

Edit: Though this makes me wonder, why didn't I come across LW myself? Why didn't I bother searching for such things?

(This looks pretty old, but I decided it couldn't hurt to be the Female with an Anecdote)

I'd found Less Wrong when I was already looking for a better understanding of rationality than could be found browsing through random atheist blogs, so I pounced on the sequences like a rabid kitten.  When I went looking for how to actually apply the general principles of rationality, my mind naturally gravitated towards, well... Its own functioning. And the ways I wound up applying what I learned were substantially less about the 'calibration' and 'winning' that had first caught my eye.

I came for the dissent, like a good Intellectual Hipster, but I think I stayed for Luminosity.

It's not true to say that I just don't have a great personal interest in abstract epistemics, or winning, or making sure that my beliefs are correct, because I do. I really, really do. But as soon as I calmed down from Man-With-A-Hammer-Syndrome, I found that I don't like straight-up arguing nearly as much as I thought I did, though I absolutely stand by the necessity of sharpening our minds against each other. I enjoy pieces on how fully rational people might interact with others more than I like the more abstract musi... (read more)

As a rationalist who happens to be female, here is my take on this:

1) On an ideal amount of agreement vs disagreement : while it may be true that female dominated segments of the internet have much more agreement in their comments than male dominated ones, these same segments are significantly less rational, on average, and to a degree so are the topics they revolve around. 

Rationalists tend not to bother with stating the obvious, and there isn't much "nice post" type commentary around here, so even if the amount of agreeing were higher on this community, it would not be obvious. This "invisible agreement" issue has been discussed before isn't really all that tied to gender as far as I can tell.

2) Can't comment on this because obviously, LW and OB do not contain significant turn offs for me. 

3) If a recruit is attracted because the poster shares their sex organs, they aren't a very promising recruit.  

How about an experiment where a male writer posts under a more feminine name? 

As for recruiting Japanese rationalists, good luck doing that in English. Maybe some of your key posts ought to be translated instead. Hire a professional.

Perhaps, by sheer historical contingency, aspiring rationalists are recruited primarily from the atheist/libertarian/technophile cluster, which has a gender imbalance for its own reasons—having nothing to do with rationality or rationalists; and this is the entire explanation.

This seems immensely more likely than anything on that list. Libertarian ideology is tremendously dominated by white males - coincidentally, I bet the rationality community matches that demographic - both primarily male, and primarily caucasian - am I wrong? I'm not big into the rationalist community, so this is a theoretical prediction right here. Meanwhile, which of the listed justifications is equally likely to apply to both white females and non-white males?

Now, that's not to say the list of reasons has no impact. Just that the reason you dismissed, offhand, almost certainly dominates the spread, and the other reasons are comparatively trivial in terms of impact. If you want to solve the problem you'll need to accurately describe the problem.

Biggest failure of the Rat community right now is neglecting emotional work, biggest upgrade to my rationality BY FAR (possibly more than reading the sequences even) has been in feeling all my emotions & letting them move through me till I'm back to clarity. This is feminine coded rationality imo (though for silly cultural reasons). AoA / Joe Hudson is the best resource on all this. He also works with Sama & OAI compute teams (lol).

Whatever it is that makes women less likely to participate in sites such as Less Wrong, I am completely oblivious to it. For whatever reason, a high percentage of boys would find Less Wrong boring, and so would an even higher percentage of girls. It is true that my everyday-life interests are more "feminine" than seems to be the LW average (writing fiction, composing music, singing in a choir, as opposed to hard-sciences math and physics, which I chose not to study in university partly for the reason that my teachers wanted me to because I'm a gi... (read more)

1). There is a lot of, for want of a better term, "mental masturbation" around here: arguing for the sake of arguing, debating insignificant points, flashy but ultimately useless displays of intellect etc. Men tend to enjoy this sort of thing much more than women. Perhaps the female equivalent would be "social masturbation" -- endless gossiping about other people's trivia.

2). There's a major bias toward discussing math and science topics on here, and objective rather than subjective experience. Rationality, as a meta-construct, arguably... (read more)

Conspiracy theories tend to be male dominated, much more so than LW is. Yet the anti-vax conspiracy seems to be female-dominated and cater heavily to females.

One explanation is that the issue has to do with children, meaning that it appeals to parents and general and mothers in particular (for, so sue me, evo-psych reasons). 

Nonetheless, it would be interesting to study that conspiracy theory and see what sort of other effects occurred indirectly from any original significant difference.

Was there unfulfilled demand among irrational females for a conspiracy... (read more)

One thing I'm sure it's not is the example in #6 - that men are more into self-improvement.  My wife is involved in the female self-improvement community, and there are endless workshops, conferences, books, etc.

What is different is the approach - it's on things like becoming more integrated, more aware of cultural prejudice, more aware of the impressions you give other people, more in touch with your body, avoiding repression.  Not how to apply Bayesian reasoning to ordinary life.  (I know that's a caricature of LW, but you get the idea).  Women, on avera... (read more)

The gender ratio at physical meetups, while still unbalanced, seems noticeably better than the visible gender ratio among active commenters on the Internet.

That part is perfectly predictable.  Men are less deterred than women by lack of face-to-face contact in relationships.  Film at eleven.

I don't really know what the reason for the gender imbalance is, though I suspect reasons 4 to 8 all play a part, but I think it's highly likely that if you could find explanations for the gender imbalance in undergraduates studying math, physics and computer science, among sci-fi fans, programmers and libertarians and within the classic works of philosophy then you'd have sufficient explanation.

The fact that this question has been debated in all those areas for many years and we don't have very good answers suggests that it is not easy to answer. I think ... (read more)

The obvious evolutionary psychology hypothesis behind the imbalanced gender ratio in the iconoclastic community - the atheist/libertarian/technophile cluster - is the idea that males are inherently more attracted to gambles that seem high-risk and high-reward; they are more driven to try out strange ideas that come with big promises, because the genetic payoff for an unusually successful male has a much higher upper bound than the genetic payoff for an unusually successful female.

For much of our evolutionary history the idea of a consumption partner rather than a production partner would have been an unaffordable luxury. Desirable properties in a mate were primarily those that would support survival and reproduction. 

I think the claimed preference is also weaker in reality than people think. This is a common theme in the seduction community. What people are actually attracted to is not necessarily what they say they are looking for - sexual attraction is not based on a   conscious rational weighting of positive and negative attributes.

This of course just pushes the problem back a step, but isn't the breakdown in Myers-Briggs between Thinking and Feeling types something like 60:40 for men and 30:70 for women?  Mightn't this have something to do with it?  

Computer scientists are very highly represented here; a show of hands on IRC found more than half had some CS background. This site is particularly appealing to the CS mindset, so that's not so surprising, but it means that Less Wrong inherits the same massive gender imbalance that computer science has. Of course, this only pushes the question one step away, to the reasons why CS has a gender imbalance; but that's a question that's already been studied, with many hypotheses put forth.

Did you know that according to the last survey females (sex at birth) on LessWrong have a higher IQ with p=0.058?

Irresponsible speculation alert: people join LW because they dig the ideas and/or because they dig the community. The ideas are more enticing for people with higher IQ, the community is more enticing for.. guys. Thus, at equal levels of IQ more women will be filtered out because they feel (on average) less comfortable with the community.

Like I said, I don't assign the above explanation an overwhelming epistemic status, but I do think that the IQ... (read more)

i am a female and have been following OB and LW for about 3 months in googlereader, really liking it, although i never comment (how can i improve on elezier's genius?). may not matter, but i do work in IT. at any rate, i was compelled to register with this site since i wonder if the LW "group" doesn't contain more females than we think. Is the definition of a "member" anyone who consistently reads this blog, regardless of registration status, or anyone who has taken the extra 15 seconds to register, or those registered members who end u... (read more)

I've noticed strong female representation (where I least expected to find it) in The Skeptic Zone,an Australian skeptics group. The feeling I get of that community (even just as a podcast lurker) is that it's much more lighthearted than LW/OB. Whether that makes any difference to sex ratios, I don't know. 

For most of the time I've listened to the podcast, there's been regular strong contributions from females. My gut feel would have been that having good female role models would encourage more female participation, however I just did a quick eyeballing of the Skeptic Zone's FaceBook fans and it looks typically about 5:1 biased to males. 

This touches on something that I've been thinking about, but am not sure how to put into words. My wife is the most rational woman that I know, and its one of the things that I love about her. She's been reading Overcoming Bias, but I've never been completely sure if its due to the material, or because she's a fan of Eliezer. Its probably a combination of the two. In either case, she's shown no interest in this particular group, and I'm not sure why.

I also have a friend who is the smartest person and the best thinker that I've ever met. He's a practicing r... (read more)

The obvious evolutionary psychology hypothesis behind the imbalanced gender ratio in the iconoclastic community is the idea that males are inherently more attracted to gambles that seem high-risk and high-reward; they are more driven to try out strange ideas that come with big promises, because the genetic payoff for an unusually successful male has a much higher upper bound than the genetic payoff for an unusually successful female. ...  a difference as basic as "more male teenagers have a high cognitive temperature" could prove very hard to ad

Exposing yourself to karma judgements is similar to asking someone out on a date, or otherwise risking rejection.  Men have to do this all the time; I think a typical man has to approach or flirt with over 100 women just to get 1 date.  Women don't have to do it, and so don't get used to doing it.

I was introduced to LW with a link and an endorsement that probably appeals more to the little boy in me than the little girl in others: "it's like martial arts for your mind." 

Perhaps women are less underrepresented on Less Wrong than may at first appear, and men are more likely to comment for some reason.  Or perhaps women are less likely to choose visibly feminine usernames.  

I think it's pretty frequent on the Internet, especially among those that have been around since the early-to-mid 1990s, to assume that everybody online is male by default until proven otherwise.

Being one of those, my first guess would be that the LW audience is  > 90% male, but I'd love to see the results of an anonymous survey...

That sounds like something very similar to what the Big Five model of personality calls Openness (see here).

 (By the same logic that if we wanted more Japanese rationalists we might encourage potential writers who happened to be Japanese.)

BTW, in the 2012 survey there were zero Japanese, one Chinese, and two Koreans. Any idea what's going on?

Hypothesis 8, male variance in IQ, is irrelevant to the extent that this site is about rationality, not IQ. Whatever IQ tests measure, it is neither instrumental nor epistemic rationality. See What Intelligence Tests Miss: The Psychology of Rational Thought by Keith E. Stanovich for extensive discussion of this point. Even if there is male-female variance in IQ, that does not imply a male-female variance in rationality. 

Did you guys know that according to the last survey females (sex at birth) on LessWrong have a higher IQ?


Does anyone have any unbiased statistics on gender in workforce, career choice, education, and any other relevant statistics?

On this hypothesis, male writers end up with mostly male readers for much the same reason that Japanese writers end up with mostly Japanese readers.

it looks like an easy way to get some karma would be to create a female username and post in this thread.  If we say that women's comments in a thread about how to attract more women are more valuable we're making some unstated assumptions.

Imagine a voting system which takes into account the gender of the person voting, as well as the gender of the person viewing the page. A woman reader's view might place higher value on women's votes, relative to men's, such that maybe a single downvote from another woman will count much farther towards making a comment invisible than several upvotes from a men.

(with maybe a twiddle somewhere that says something like "show me the men's view" "show me the women's view" "show me both views, highlighting differences" "show me both views, ignoring differences")

I'll expand on the controversial stance as to why this is.  It's obviously extremely complicated and I can't really do it justice in this specific comment.  However I will try to give a cursory explanation.  I personally tend to think that rational thinking may in part be genetically encoded in the brain and is a trait that may be somewhat distinct from aspects of general intelligence.  I think its very likely that their has been differential selection pressures on male and female brain's over the course of evolution.  There has been a lot of evolutionary ... (read more)



My Way

Previously in series:  Bayesians vs. Barbarians
Followup to:  Of Gender and Rationality, Beware of Other-Optimizing

There is no such thing as masculine probability theory or feminine decision theory.  In their pure form, the maths probably aren't even human.  But the human practice of rationality—the arts associated with, for example, motivating yourself, or compensating factors applied to overcome your own biases—these things can in principle differ from gender to gender, or from person to person.

My attention was first drawn to this possibility of individual differences in optimization (in general) by thinking about rationality and gender (in particular).  I've written rather more fiction than I've ever finished and published, including a story in which the main character, who happens to be the most rational person around, happens to be female.  I experienced no particular difficulty in writing a female character who happened to be a rationalist.  But she was not an obtrusive, explicit rationalist.  She was not Jeffreyssai.

And it occurred to me that I could not imagine how to write Jeffreyssai as a woman; his way of teaching is paternal, not maternal.  Even more, it occurred to me that in my writing there are women who are highly rational (on their way to other goals) but not women who are rationalists (as their primary, explicit role in the story).

It was at this point that I realized how much of my own take on rationality was specifically male, which hinted in turn that even more of it might be specifically Eliezer Yudkowsky.

A parenthetical, at this point, upon my own gender politics (lest anyone misinterpret me here).  Of much of what passes for gender politics in present times, I have very little patience, as you might guess.  But as recently as the 1970s this still passed for educational material, which makes me a bit more sympathetic.

So this about my gender politics:  Unlike the case with, say, race, I don't think that an optimal outcome consists of gender distinctions being obliterated.  If the day comes when no one notices or cares whether someone is black or white, any more than they notice eye color, I would only applaud.  But obliterating the difference between male and female does not seem to me desirable, and I am glad that it is impossible using present-day technology; the fact that humanity has (at least) two sexes is part of what keeps life interesting.

But it seems to me that, as an inheritance from the dark ages, the concept of "normal" is tilted more toward male than female.  Men are not constantly made aware that they are men in the same way that women are made constantly aware that they are women.  (Though there are contexts where explicit masculinity is suddenly a focus.)  It's not fun for women if female is defined as abnormal, as special.  And so some feminists direct their efforts into trying to collapse gender distinctions, the way you would try to collapse racial distinctions.  Just have everyone be normal, part of the same group.  But I don't think that's realistic for our species—sex is real, it's not just gender—and in any case I prefer to live in a culture with (at least) two genders.

So—rather than obliterate the difference between genders into a common normality—I think that men should become more aware of themselves as men, so that being female isn't any more special or unusual or abnormal or worthy-of-remark than being male.  Until a man sees his own argumentativeness as a distinctively male trait, he'll see women as abnormally passive (departures from the norm) rather than thinking "I am a male and therefore argumentative" (in the same way that women now identify various parts of themselves as feminine).

And yes, this does involve all sorts of dangers.  Other cultures already have stronger male gender identities, and that's not always a good thing for the women in those cultures, if that culture already has an imbalance of power.  But I'm not sure that the safe-seeming path of trying to obliterate as many distinctions as possible, is really available; men and women are different.  Moreover, I like being a man free to express those forms of masculinity that I think are worthwhile, and I want to live in a world in which women are free to express whatever forms of feminity they think are worthwhile.

I'm saying all this, because I look over my accumulated essays and see that I am a distinctively male rationalist.  Meanwhile, in another thread, a number of my fellow rationalists did go to some length to disidentify themselves as "female rationalists".  I am sympathetic; from having been a child prodigy, I know how annoying it is to be celebrated as "having done so much while so young" rather than just "having done neat stuff in its own right regardless of age".  I doubt that being singled out as an "amazing female rationalist" is any less annoying.  But still:  I built my art out of myself, and it became tied into every part of myself, and it happens to be a fact that I'm male.  And if a woman were to pursue her art far enough, and tie it into every part of herself, she would, I think, find that her art came to resemble herself more and more, tied into her own motives and preferences; so that her art was, among other things, female.

It's hard to pin down this sort of thing exactly, because my own brain knows only half the story.  My understanding of what it means to be female is too much shallower than my understanding of what it means to be male, it doesn't ring as true.  I will try, though, to give an example of what I mean, if you will excuse me another excursion...

The single author I know who strikes me as most feminine is Jacqueline Carey.  When I read her book Kushiel's Avatar, it gave me a feeling of being overwhelmingly outmatched as an author.  I want to write characters with that kind of incredible depth and I can't.  She is too far above me as an author.  I write stories with female characters, and I wish I could write female characters who were as female as Carey's female characters, and so long as I'm dreaming, I also want to sprout wings and fly.

Let me give you an example, drawn from Kushiel's Avatar.  This book—as have so many other books—involves, among its other plot points, saving the world.  A shallow understanding of sex and gender, built mostly around abstract evolutionary psychology—such as I myself possess—would suggest that "taking great risks to save your tribe" is likely to be a more male sort of motivation—the status payoff from success would represent a greater fitness benefit to a man, and in the ancestral environment, it is the men who defend their tribe, etcetera.  But in fact, reading SF and fantasy books by female authors, I have not noticed any particularly lower incidence of world-saving behavior by female protagonists.

If you told me to write a strongly feminine character, then I, with my shallow understanding, might try to have her risk everything to save her husband.  The protagonist of Kushiel's Avatar, Phèdre nó Delaunay, does realize that the world is in danger and it needs to be saved.  But she is also, in the same process, trying to rescue a kidnapped young boy.  Her own child?  That's how I would have written the story, but no; she is trying to rescue someone else's child.  The child of her own archenemy, in fact, but no less innocent for all that.  When I look at it after the fact, I can see how this reveals a deeper feminity, not the stereotype but a step beyond and behind the stereotype, something that rings true.  Phèdre loves her husband—and this is shown not by how she puts aside saving the world to save him, but by how much it hurts her to put him in harm's way to save the world.  Her feminity is shown, not by how protective she is toward her own child, but toward someone else's child.

It is this depth of writing that makes me aware of how my own brain is only regurgitating stereotypes by comparison.

I do dare say that I have developed my art of rationality as thoroughly as Carey has developed her thesis on love.  And so my art taps into parts of me that are male.  I cultivate the desire to become stronger; I accept and acknowledge within myself the desire to outdo others; I have learned to take pride in my identity as someone who faces down impossible challenges.  While my own brain only knows half the story, it does seem to me that this is noticeably more a theme of shōnen anime than shōjo anime.  Watch Hikaru no Go for an idea of what I mean.

And this is the reason why I can't write Jeffreyssai as a woman—I would not be able to really understand her motivations; I don't understand what taps female drives on that deep a level.  I can regurgitate stereotypes, but reading Jacqueline Carey has made me aware that my grasp is shallow; it would not ring true.

What would the corresponding female rationalist be like?  I don't know.  I can't say.  Some woman has to pursue her art as far as I've pursued mine, far enough that the art she learned from others fails her, so that she must remake her shattered art in her own image and in the image of her own task.  And then tell the rest of us about it.

I sometimes think of myself as being like the protagonist in a classic SF labyrinth story, wandering further and further into some alien artifact, trying to call into a radio my description of the bizarre things I'm seeing, so that I can be followed.  But what I'm finding is not just the Way, the thing that lies at the center of the labyrinth; it is also my Way, the path that I would take to come closer to the center, from whatever place I started out.

(Perhaps a woman would phrase the above, not as "Bayes's Theorem is the high pure abstract thing that is not male or female", but rather, "Bayes's Theorem is something we can all agree on".  Or maybe that's only my own brain regurgitating stereotypes.)

Someone's bound to suggest, "Take the male parts out, then!  Don't describe rationality as 'the martial art of mind'."  Well... I may put in some work to gender-purify my planned book on rationality.  It would be too much effort to make my blog posts less like myself, in that dimension.  But I also want to point out that I enjoyed reading Kushiel's Avatar—I was not blocked from appreciating it on account of the book being visibly female.

I say all this because I want to convey this important idea, that there is the Way and my Way, the pure (or perhaps shared) thing at the center, and the many paths we take there from wherever we started out.  To say that the path is individualized, is not to say that we are shielded from criticism by a screen of privacy (a common idiom of modern Dark Side Epistemology).  There is still a common thing we are all trying to find.  We should be aware that others' shortest paths may not be the same as our own, but this is not the same as giving up the ability to judge or to share.

Even so, you should be aware that I have radioed back my description of the single central shape and the path I took to get closer.  If there are parts that are visibly male, then there are probably other parts—perhaps harder to identify—that are tightly bound to growing up with Orthodox Jewish parents, or (cough) certain other unusual features of my life.

I think there will not be a proper Art until many people have progressed to the point of remaking the Art in their own image, and then radioed back to describe their paths.

Until a man sees his own argumentativeness as a distinctively male trait, he'll see >women as abnormally passive (departures from the norm) rather than thinking "I am >a male and therefore argumentative" (in the same way that women now identify >various parts of themselves as feminine).

you allude to the dangers that follow from this; i think one issue with making too much of distinctively gendered traits is that it sets up expectations that can be socially and professionally costly to violate. i'm female. i'm argumentative. i'm competitive. i would not describe myself as nurturing, although i think it's a very admirable quality. but as far as i can tell, i don't embody feminine qualities. if those are something i should take pride in, should their absence be shameful? and of course, the social expectations that accompany the biological state of being female are part of what keep women out of high-paying and high-powered jobs, etc. i think this is why many feminists are so reluctant to accept separate male and female norms. (the problem cuts both ways, of course. i've known a few non-masculine heterosexual men who've endured social problems because they didn't fit the male mold.)

saying it's OK for men and women to see themselves as inherently different on traits other than gross anatomy is a bit easier when you're a man or woman who has the qualities you're "supposed" to have. 

I can't stand watching sports.  I don't have a problem with that either.

I think if we lived in a world balanced between genders, where men thought of themselves as men and women thought of themselves as women to around the same degree, then women would have no more difficult a time departing from gender average than men do.

Within-group differences are larger than between-group differences in most of these domains, so I'd rather make it easier for both groups to deviate from their group tendencies than to try to identify more group tendencies that it will be hard to deviate from.

This is where the martial arts analogy shows some of it's power.

I do Aikido.  My dojo enjoys a nice diversity of genders, ages, and body types.  We don't all practice the same; our styles are as diverse as our backgrounds.

However, it's not a free-for-all.  Some people in the dojo are clearly better at this than others, and people find others to look up to, people to follow.  And there is a very strong agreement on who the best people in the dojo are.

This strong agreement comes from the fact that Aikido is a martial art, and we train with each other.  On a regular basis we throw each other around and this constant interaction is how we learn from each other.

So while my Aikido is probably a bit more male, I learn from the women every time I practice with them, and I can point to parts of my practice that are more feminine and even tell you which women I learned those bits from.  And the converse for the women I practice with.

It's okay for a teacher or leader to express their identity in the practice of the art.  It is up to the student to integrate that style into their own practice.  This requires judgment, so we usually tell beginners "Don't try to interpret just yet.  Just mimic Sensei as closely as you can.  You'll branch out and improvise later".  This is a common teaching in many practices, I think.

So then, ideal is a diversity of teachers, so students can see a diversity of styles, and integrate them into something suitable to them. 

Your mention of the difficulty of men writing realistic fictional female characters reminds me very much of a passage from Virginia Woolfe's A Room of One's Own that is the most insightful exploration of the issue I have ever read:

'Chloe liked Olivia,' I read. And then it struck me how immense a change
was there. Chloe liked Olivia perhaps for the first time in literature.
Cleopatra did not like Octavia. And how completely ANTONY AND CLEOPATRA
would have been altered had she done so! As it is, I thought, letting
my mind, I am afraid, wander a little from LIFE'S ADVENTURE, the whole
thing is simplified, conventionalized, if one dared say it, absurdly.
Cleopatra's only feeling about Octavia is one of jealousy. Is she taller
than I am? How does she do her hair? The play, perhaps, required no
more. But how interesting it would have been if the relationship between
the two women had been more complicated. All these relationships between
women, I thought, rapidly recalling the splendid gallery of fictitious
women, are too simple. So much has been left out, unattempted. And I
tried to remember any case in the course of my reading where two women
are represented as friends. There is an a

A more recent instantiation of the same idea is the Bechdel Test or Mo Movie Measure (it's named after a character called Mo in Alison Bechdel's comic strip Dykes to Watch Out For), which a movie passes if it

1. has at least two women in it
2. who talk to one another
3. about something other than a man.

Depressingly few movies pass this test. Of course it can be applied to things other than movies.

There is certainly a lot of Eliezer in the posts by Eliezer; yet that seems to part of what makes them so good to read. Taking out the Eliezer might not be desirable, if it produces posts that are that much less fun to read or easy to understand.

Part of my progress as a rationalist was learning to see past the writer and focus only the written. If the most prolific and oft-quoted figure of the community deliberately obfuscates himself from his posts, I fear the result may be an undesireable "easy mode" where that learning is not achieved.

Until more high-level rationalists have emerged and their Ways can be amalgamated, there is nothing wrong with having the Way be shaded by its walker.

You forgot the part where your way is incredibly American. If there is one not so positive and universal thing about your style it's he focus on the glory of the lone hero contained within a single human brain. 

Then again, that's perhaps just because it's the most contrasting with my way, of being a cog within a hivemind that resembles an agent no more than a cut-out visual cortex does on it's own. 

Actually, I have a question: Why do there seem to be no Viharts in fiction? Admittedly, she herself is pretty unique and awesome that way, but I haven't come across even one character displaying that type of intelligent, feminine charisma in any vaguely consistent manner. In fact, there seem to be very few genuinely smart, curious and independent-thinking women in fiction, in contrast to very many who we are TOLD are smart and charismatic. (Some even have the balls to preach that, in reality, intelligence and charisma exclude each other. If I believed that, I'd "come out of the closet" as asexual.)

I hope this is due to my own inexperience. If not, I suspect this is mainly because, like in ancient cultures, over 90% of modern fiction consists of a handful of Great Themes worked and reworked into every story. And these "ready-made art powder, just add water" plot points only have roles reserved for traditional innocent types, self-righteous bitches who exist to force the author's vision of just norms down everyone's throats, their negative stereotypes, femme fatales, etc. However, I personally haven't discovered Vihart-like char... (read more)

Accordingly, I have arranged my reading list in that order: Don't attempt Twilight till you have exhausted the best Jane Austen has to offer.

You may be interested in Gwern's marvellous essay Culture is not about Esthetics, which does the numbers on just how ridiculously unfeasible it is trying even to keep up with the best.

The "S" word is banned until May, but may I bring up the "T" word?  Transhumanism, and ultimately posthumanism, will not have the notion of gender--I am certain of that.  I have been at varying levels of testosterone following castration, and I cannot say the difference leads to any insight. I prefer to be at low testosterone most of the time just like I prefer to be at low blood-alcohol level most of the time.  OK, another short comment, but I can only hope I offered something insightful that most cannot.

you can choose your testosterone level on a daily basis, like choosing to get drunk or not. I can't imagine what that must be like.

You can do it.  There are drugs that elevate your testosterone, and drugs that suppress it.  I've tried both.  I don't care for the suppression; it's like being tired.  Elevation gives me insomnia.  The effects of elevation probably depend largely on how quickly the drug you use is metabolized; androstenedione (the over-the-counter pro-testosterone in the US) breaks down quickly into DHT, and most of the bad effects of "testosterone" (baldness, aggression, prostate cancer) are directly caused by DHT.

Theoretically, a man could increase his health by taking an injectable synthetic anabolic steroid with a long half-life.  This would suppress his natural testosterone, which has a half life around an hour, and replace it with something that gave him the benefits of testosterone without the harmful effects of DHT.  AFAIK this is untested.

Without getting into the meat of your post: this is the second or third time you've recommended Jacqueline Carey. The first time you recommended her, I checked out the Kushiel series because I've tended to agree with your taste about some other things. I don't think I ever thanked you for the recommendation, but I need to. Thank you.

Everyone else: get and read the Kushiel series. You won't regret it.

You'll go crazy trying to figure out every downvote.  Do like me, and just secretly take it as further evidence of rampant stupidity and your intellectual superiority.

(Upvotes are also evidence of your intellectual superiority.  You can't lose.)

So this about my gender politics:  Unlike the case with, say, race, I don't think that an optimal outcome consists of gender distinctions being obliterated.  If the day comes when no one notices or cares whether someone is black or white, any more than they notice eye color, I would only applaud.  But obliterating the difference between male and female does not seem to me desirable, and I am glad that it is impossible using present-day technology; the fact that humanity has (at least) two sexes is part of what keeps life interesting.

Why the difference?  Doesn't the existence of different races keep life interesting?

The existence of different cultures keeps life interesting.  Race is just the color-coded label for some such cultures, and it's got a low enough correlation given modern globalization that it's often more of an obstruction to cultural interchange than a help.

Just a minor nitpick: the cartoon you linked (boys vs. girls) was actually a satire. The cartoonist (Darrow) was a well-known satirist.

"...and in any case I prefer to live in a culture with (at least) two genders."

That specific formulation sounds appalling to me, actually. If they've done the self-realization thing right, each individual ought to constitute his or her own gender without needing to conform to the shallow norms of society, except where they have explicitly chosen otherwise. So in a sense, my ideal society would reflect infinite genders, filling out every available nook and cranny of human experience.

Then gender is identical to identity; you've ruined gender's identity.

I prefer to live in a culture with (at least) two genders.

Would you mind explaining why?  (I presume you consider a very large number of genders to be the same as zero/one gender.)

I shan't presume to answer for Eliezer, but for myself, I think it is valuable that in the course of a day, I encounter many people whose experiences are similar to mine along all these gender-related axes, and with whom I can discuss these commonalities, and that, at the same time, I encounter many people whose experiences are drastically unlike mine, whose ways of thinking I will have to exert effort in order to understand.  Thus, having a few genders seems to me to be well-optimized for fun.

(It is, of course, possible that I'm just putting a happy gloss on the circumstances in which I already happen to exist)

What would the corresponding female rationalist be like?  I don't know.  I can't say.  Some woman has to pursue her art as far as I've pursued mine, far enough that the art she learned from others fails her, so that she must remake her shattered art in her own image and in the image of her own task.  And then tell the rest of us about it.

I sometimes think of myself as being like the protagonist in a classic SF labyrinth story, wandering further and further into some alien artifact, trying to call into a radio my description of the bizarre things I'm seein

But as recently as the 1970s this still passed for educational material, which makes me a bit more sympathetic.

You say that it's worth talking about sex-based gender differences because they exist, but I'm not sure I buy it.  Is sex more of a determinant than other factors in personality?  Should I expect that my ideas are "male" more than that they are "brown-haired" or "grew up watching thundercats" or "ate too much peanut butter today"?

I remain skeptical that there's a good reason to make a big deal out of gender.

ETA: was this downvoted to oblivion because you think these questions aren't relevant, or because you disagree with my conclusion?

I've never been certain what people actually meant by 'male' and 'female', beyond the obvious physiological differences.

There are certain associations with 'outgoing' and 'introverted', 'dominant' and 'submissive', certain roles (women do regenerative work, men do profitable work), and certain specific behavioral tendencies (boys tend to play at group conflict, girls tend to play at social interaction), but the vast majority of cultural associations seem to be fairly arbitrary.

Beyond the associations is the idea that there are two categories, and it's very important that things be known to belong to one or the other.  That's the part I cannot empathize with.

I'm not sure arts have to be based to this extent on a single individual (though I'm not sure they don't, either).  Pjeby, as a possible counter-example, seems to change his art based on experimental data he gathers from a largish number of students.

I've read this and "On gender and rationality", and I still have to ask - is there any rational reason for you preferring multiple-gender-society, as opposed to, say, Asari-like guys (ahem, gals) or women with parthenogenesis (suppose it is actually really truly possible, and the problems of imprinting and insufficient DNA reparation are solvable) or eunuch-like people reproducing by cloning/cell combining/whatever?

The second Kushiel trilogy has a male lead. Carey isn't quite as proficient at writing men as she is writing women; the character felt somewhat "off" to me, when compared to my own experiences as a male. Then again, I didn't suffer through horrible abuse that made me terrified of my own sexuality, so I don't know what it's like to be Imriel either.

I don't understand women, but I'm not all that much better at understanding men, either. Heck, I don't even have that good of a model of myself. I'm pretty good at understanding fiction, though; I've read an awful lot of it.

This perception seems far too easily biased by knowing the gender of the author. Does anyone know of blinded studies on determining the gender of an author based on how they write male vs. female characters? Lacking any hard evidence I am extremely skeptical of the effect being all that large.

A few notable female science fiction/fantasy authors wrote under male or gender-neutral names. There may be data that could be found from reactions to their work, but I wouldn't know where to start looking.

Look up James Tiptree Jr. (the pseudonym used by sf writer Alice Sheldon) for a great example of a female sf author who "passed" not only as male, but as manly (in the opinion of many men who read her work) until her true identity was revealed.

Robert Silverberg: "It has been suggested to me that Tiptree is female, a theory that I find absurd, for there is something ineluctably masculine about Tiptree's writing."

Yes, I do believe that Orthodox Jewish cultural hardwiring is showing.

Okay.  I've never seen a male author write a female character with the same depth as Phedre no Delaunay, nor have I seen any male person display a feminine personality with the same sort of depth and internal integrity, nor have I seen any male person convincingly give the appearance of having thought out the nature of feminity to that depth.  Likewise and in a mirror for women and men.  I sometimes wish that certain women would appreciate that being a man is at least as complicated and hard to grasp and a lifetime's work to integrate, as the corresponding fact of feminity.  I am skeptical that either sex can ever really model and predict the other's deep internal life, short of computer-assisted telepathy.  These are different brain designs we're talking about here.

I sometimes wish that certain men would appreciate that not all men are like them--or at least, that not all men want to be like them--that the fact of masculinity is not necessarily something to integrate.

Data point: I am physically (and I am figuring, genotypically) female but have never felt that I have an "internal feminine identity" of any kind. I used to think the whole idea of such an internal identity was a socially-imposed myth. It was not until I encountered trans women / trans men who very, very clearly had an internal identification that strongly differed from their sex phenotype that it became evident to me that some people (and possibly most cisgendered persons, even) really and truly did have an internal gender "sense".

I can picture Jeffeysai as a woman. Doing so gives me a better sense of J-sensei's pain.

This perception would probably not lead to as much active discouragement as the perception of J-sensei as an arrogant bitch, but it could easily lead to concern and a different kind of social discouragement.

I sometimes think of myself as being like the protagonist in a classic SF labyrinth story, wandering further and further into some alien artifact, trying to call into a radio my description of the bizarre things I'm seeing, so that I can be followed.

That's not a happy thought - the protagonist of that story ("Rogue Moon") was knowingly committing suicide; no one ever followed him; and everyone concluded in the end that it had been pointless.

A friend of mine has offered to lend me the Kushiel series on a number of occasions. I'm starting to think I should take her up on that.



The Sin of Underconfidence

There are three great besetting sins of rationalists in particular, and the third of these is underconfidence.  Michael Vassar regularly accuses me of this sin, which makes him unique among the entire population of the Earth.

But he's actually quite right to worry, and I worry too, and any adept rationalist will probably spend a fair amount of time worying about it.  When subjects know about a bias or are warned about a bias, overcorrection is not unheard of as an experimental result.  That's what makes a lot of cognitive subtasks so troublesome—you know you're biased but you're not sure how much, and you don't know if you're correcting enough—and so perhaps you ought to correct a little more, and then a little more, but is that enough?  Or have you, perhaps, far overshot?  Are you now perhaps worse off than if you hadn't tried any correction?

You contemplate the matter, feeling more and more lost, and the very task of estimation begins to feel increasingly futile...

And when it comes to the particular questions of confidence, overconfidence, and underconfidence—being interpreted now in the broader sense, not just calibrated confidence intervals—then there is a natural tendency to cast overconfidence as the sin of pride, out of that other list which never warned against the improper use of humility or the abuse of doubt.  To place yourself too high—to overreach your proper place—to think too much of yourself—to put yourself forward—to put down your fellows by implicit comparison—and the consequences of humiliation and being cast down, perhaps publicly—are these not loathesome and fearsome things?

To be too modest—seems lighter by comparison; it wouldn't be so humiliating to be called on it publicly, indeed, finding out that you're better than you imagined might come as a warm surprise; and to put yourself down, and others implicitly above, has a positive tinge of niceness about it, it's the sort of thing that Gandalf would do.

So if you have learned a thousand ways that humans fall into error and read a hundred experimental results in which anonymous subjects are humiliated of their overconfidence—heck, even if you've just read a couple of dozen—and you don't know exactly how overconfident you are—then yes, you might genuinely be in danger of nudging yourself a step too far down.

I have no perfect formula to give you that will counteract this.  But I have an item or two of advice.

Passing up opportunities.  Not doing things you could have done, but didn't try (hard enough).

So here's a first item of advice:  If there's a way to find out how good you are, the thing to do is test it.  A hypothesis affords testing; hypotheses about your own abilities likewise.  Once upon a time it seemed to me that I ought to be able to win at the AI-Box Experiment; and it seemed like a very doubtful and hubristic thought; so I tested it.  Then later it seemed to me that I might be able to win even with large sums of money at stake, and I tested that, but I only won 1 time out of 3.  So that was the limit of my ability at that time, and it was not necessary to argue myself upward or downward, because I could just test it.

One of the chief ways that smart people end up stupid, is by getting so used to winning that they stick to places where they know they can win—meaning that they never stretch their abilities, they never try anything difficult.

It is said that this is linked to defining yourself in terms of your "intelligence" rather than "effort", because then winning easily is a sign of your "intelligence", where failing on a hard problem could have been interpreted in terms of a good effort.

Now, I am not quite sure this is how an adept rationalist should think about these things: rationality is systematized winning and trying to try seems like a path to failure.  I would put it this way:  A hypothesis affords testing!  If you don't know whether you'll win on a hard problem—then challenge your rationality to discover your current level.  I don't usually hold with congratulating yourself on having tried—it seems like a bad mental habit to me—but surely not trying is even worse.  If you have cultivated a general habit of confronting challenges, and won on at least some of them, then you may, perhaps, think to yourself "I did keep up my habit of confronting challenges, and will do so next time as well".  You may also think to yourself "I have gained valuable information about my current level and where I need improvement", so long as you properly complete the thought, "I shall try not to gain this same valuable information again next time".

If you win every time, it means you aren't stretching yourself enough.  But you should seriously try to win every time.  And if you console yourself too much for failure, you lose your winning spirit and become a scrub.

When I try to imagine what a fictional master of the Competitive Conspiracy would say about this, it comes out something like:  "It's not okay to lose.  But the hurt of losing is not something so scary that you should flee the challenge for fear of it.  It's not so scary that you have to carefully avoid feeling it, or refuse to admit that you lost and lost hard.  Losing is supposed to hurt.  If it didn't hurt you wouldn't be a Competitor.  And there's no Competitor who never knows the pain of losing.  Now get out there and win."

Cultivate a habit of confronting challenges—not the ones that can kill you outright, perhaps, but perhaps ones that can potentially humiliate you.  I recently read of a certain theist that he had defeated Christopher Hitchens in a debate (severely so; this was said by atheists).  And so I wrote at once to the Bloggingheads folks and asked if they could arrange a debate.  This seemed like someone I wanted to test myself against.  Also, it was said by them that Christopher Hitchens should have watched the theist's earlier debates and been prepared, so I decided not to do that, because I think I should be able to handle damn near anything on the fly, and I desire to learn whether this thought is correct; and I am willing to risk public humiliation to find out.  Note that this is not self-handicapping in the classic sense—if the debate is indeed arranged (I haven't yet heard back), and I do not prepare, and I fail, then I do lose those stakes of myself that I have put up; I gain information about my limits; I have not given myself anything I consider an excuse for losing.

Of course this is only a way to think when you really are confronting a challenge just to test yourself, and not because you have to win at any cost.  In that case you make everything as easy for yourself as possible.  To do otherwise would be spectacular overconfidence, even if you're playing tic-tac-toe against a three-year-old.

A subtler form of underconfidence is losing your forward momentum—amid all the things you realize that humans are doing wrong, that you used to be doing wrong, of which you are probably still doing some wrong.  You become timid; you question yourself but don't answer the self-questions and move on; when you hypothesize your own inability you do not put that hypothesis to the test.

Perhaps without there ever being a watershed moment when you deliberately, self-visibly decide not to try at some particular test... you just.... slow..... down......

It doesn't seem worthwhile any more, to go on trying to fix one thing when there are a dozen other things that will still be wrong...

There's not enough hope of triumph to inspire you to try hard...

When you consider doing any new thing, a dozen questions about your ability at once leap into your mind, and it does not occur to you that you could answer the questions by testing yourself...

And having read so much wisdom of human flaws, it seems that the course of wisdom is ever doubting (never resolving doubts), ever the humility of refusal (never the humility of preparation), and just generally, that it is wise to say worse and worse things about human abilities, to pass into feel-good feel-bad cynicism.

And so my last piece of advice is another perspective from which to view the problem—by which to judge any potential habit of thought you might adopt—and that is to ask:

Does this way of thinking make me stronger, or weaker?  Really truly?

I have previously spoken of the danger of reasonableness—the reasonable-sounding argument that we should two-box on Newcomb's problem, the reasonable-sounding argument that we can't know anything due to the problem of induction, the reasonable-sounding argument that we will be better off on average if we always adopt the majority belief, and other such impediments to the Way.  "Does it win?" is one question you could ask to get an alternate perspective.  Another, slightly different perspective is to ask, "Does this way of thinking make me stronger, or weaker?"  Does constantly reminding yourself to doubt everything make you stronger, or weaker?  Does never resolving or decreasing those doubts make you stronger, or weaker?  Does undergoing a deliberate crisis of faith in the face of uncertainty make you stronger, or weaker?  Does answering every objection with a humble confession of you fallibility make you stronger, or weaker?

Are your current attempts to compensate for possible overconfidence making you stronger, or weaker?  Hint:  If you are taking more precautions, more scrupulously trying to test yourself, asking friends for advice, working your way up to big things incrementally, or still failing sometimes but less often then you used to, you are probably getting stronger.  If you are never failing, avoiding challenges, and feeling generally hopeless and dispirited, you are probably getting weaker.

I learned the first form of this rule at a very early age, when I was practicing for a certain math test, and found that my score was going down with each practice test I took, and noticed going over the answer sheet that I had been pencilling in the correct answers and erasing them.  So I said to myself, "All right, this time I'm going to use the Force and act on instinct", and my score shot up to above what it had been in the beginning, and on the real test it was higher still.  So that was how I learned that doubting yourself does not always make you stronger—especially if it interferes with your ability to be moved by good information, such as your math intuitions.  (But I did need the test to tell me this!)

Underconfidence is not a unique sin of rationalists alone.  But it is a particular danger into which the attempt to be rational can lead you.  And it is a stopping mistake—an error which prevents you from gaining that further experience which would correct the error.

Because underconfidence actually does seem quite common among aspiring rationalists who I meet—though rather less common among rationalists who have become famous role models)—I would indeed name it third among the three besetting sins of rationalists.

I wonder if the decline of apprenticeships has made overconfidence and underconfidence more common and more severe.

I'm not a history expert, but it seems to me that a blacksmith's apprentice 700 years ago wouldn't have had to worry about over/underconfidence in his skill. (Gender-neutral pronouns intentionally not used here!) He would have known exactly how skilled he was by comparing himself to his master every day, and his master's skill would have been a known quantity, since his master had been accepted by a guild of mutually recognized masters.

Nowadays, because of several factors, calibrating your judgement of your skill seems to be a lot harder. Our education system is completely different, and regardless of whatever else it does, it doesn't seem to be very good at providing reliable feedback to its students, who properly understand the importance of the feedback and respond accordingly. Our blacksmith's apprentice (let's call him John) knows when he's screwed up - the sword or whatever that he's made breaks, or his master points out how it's flawed. And John knows why this is important - if he doesn't fix the problem, he's not going to be able to earn a living.

A friend of mine, normal in most ways, has exceptionally good mental imagery, such that one time she visited my house and saw a somewhat complex 3-piece metalwork puzzle in my living room and thought about it later that evening after she had left, and was able to solve it within moments of picking it up when she visited a second time. At first I was amazed at this, but I soon became more amazed that she didn't find this odd, and that no one had ever realized she had any particular affinity for this kind of thing in all the time she'd been in school. I'm curious as to how many cognitive skills like this there are to excel at and if many people are actually particularly good at one or many of them without realizing it due to a lack of good tests for various kinds of cognition.

My usual self-testing example is something like "can I write this program correctly on the very first try?". That's a hard challenge, integrated into my everyday work.

I should try to remember to try this the next time I have a short piece of code to write.  Furthermore, it's the sort of thing that makes me slightly uncomfortable and is therefore easy to forget, so I should try harder to remember it.

In general, this sort of thing seems like a very useful technique if you can do it without endangering your work.  Modded parent up.

If your practice isn't making you feel scared and uncomfortable, it's not helping.  Imagine training for a running race without any workouts that raise your heart rate and make you breathe hard.

Feeling out of your comfort zone and at risk of failure is something everybody should seek out on a regular basis.

it was said by them that Christopher Hitchens should have watched the theist's earlier debates and been prepared, so I decided not to do that

I urge you to prepare properly. Not only Hitchens but Richard Carrier and several other atheists have been humiliated in debate with him, by their own admission. Winning at all is challenge enough, and would be a great service to the world. Given how much of a blow you would find it to lose having fully prepared, I urge you to to reconsider whether you're self-handicapping.

Scientists are frequently advised to never participate in a live debate with a creationist. This is because being right has absolutely nothing to do with winning.

"Debating creationists on the topic of evolution is rather like playing chess with a pigeon - it knocks the pieces over, craps on the board, and flies back to its flock to claim victory." -- Scott D. Weitzenhoffer

Debates are not a rationality competition. They're a Dark Arts competition, in which the goal is to use whatever underhanded trick you can come up with in order to convince somebody to side with you. Evidence doesn't matter, because it's trivial to simply lie your ass off and get away with it.

The only kind of debates worth having are written debates, in which, when someone tells a blatant lie, you can look up the truth somewhere and take all the space you need to explain why it's a lie - and "cite your sources, or you forefeit" is a reasonable rule.

Indeed. Association fallacy. Eliezer might not think much of his loss, but it would still be seen by people as a loss for "the atheists" and a victory for "the theists". Debate to win!

Who is this theist? I'm interested in watching these debates.
(though obviously without knowledge of the specific case, I agree with ciphergoth. It's not just about you, it's about whoever's watching.)

In particular, I still don't have a counter to the fine-tuning argument which is short, assumes no 
foreknowledge, and is entirely intellectually honest.

If you accept that script you lose the debate, because there will always be some odd fact that can't currently be explained. (And even if it can actually be explained, you won't have time to explain it within the limits of the debate and the audience's knowledge.)  

The trap is that it is a very  temping mistake to try and solve the puzzle yourself. It's highly unlikely that you will succeed, and your opponent will already know the flaws (and counter-arguments) to most of the existing solution attempts, so can throw those at you. Or if you support a fringe theory (which isn't generally considered in the solution space, but might work), the opponent can portray you as a marginal loon. 

I suspect that the theist wins these debates because most opponents fall into that trap. They are smart enough that they think that they can resolve the puzzle in question, and so walk right into... (read more)

You want a debate in which the tables are tilted against you? I see a way to do that which doesn't carry the risks of your current proposal.

A bunch of us get together on an IRC channel and agree to debate you.  We thrash out our initial serve; we then spring the topic and our initial serve on you. You must counter immediately, with no time to prepare.  We then go away and mull over your counter, and agree a response, which you must again immediately respond to.

We can give ourselves more speaking time than you in each exchange, too, if you want to tilt the tables further (I'm imagining the actual serves and responses being delivered as video).

I've found some of the characterizations of Craig's arguments and debate style baffling.

When he debates the existence of god, he always delivers the same five arguments (technically, it's four: his fifth claim is that god can be known directly, independently of any argument). He develops these arguments as carefully as time allows, and defends each of his premises. He uses the kalam cosmological argument, the fine tuning argument, the moral argument, and the argument from the resurrection of Jesus. This can hardly be characterized as dumping.

Also, his arguments are logically valid; you won't see any, 'brain teaser, therefore god!' moves from him. He's not only a 'theologian'; he's a trained philosopher (he actually has two earned PHDs, one in philosophy and one in theology). 

Finally, Craig is at his best when it comes to his responses. He is extremely quick, and is very adept at both responding to criticisms of his arguments, and at taking his opponent's arguments apart.

Debating William Lane Craig on the topic of god's existence without preparation would be as ill advised as taking on a well trained UFC fighter in the octagon without preparation. To extend the analogy further, it would be like thinking it's a good idea  because you've won a couple of street fights and want to test yourself. 

It sounds as though you're viewing the debate as a chance to test your own abilities at improvisational performance. That's the wrong goal. Your goal should be to win.

"The primary thing when you take a sword in your hands is your intention to cut the enemy, whatever the means. Whenever you parry, hit, spring, strike or touch the enemy’s cutting sword, you must cut the enemy in the same movement. It is essential to attain this. If you think only of hitting, springing, striking or touching the enemy, you will not be able actually to cut him. More than anything, you must be thinking of carrying your movement through to cutting him."

By increasing the challenge the way you suggest, you may very well be acting rationally toward the goal of testing yourself, but you're not doing all you can to cut the opponent. To rationally pursue winning the debate, there's no excuse for not doing your research.

In choosing not to try for that, you'll end up sending the message that rationalists don't play to win. You and I know this isn't quite accurate -- what you're doing is more like a rationalist choosing to lose a board game, because that served some other, real purpose of his -- but that is still how it will come across. Do you consider this to be acceptable?

Cultivate a habit of confronting challenges - not the ones that can kill you outright, perhaps, but perhaps ones that can potentially humiliate you.

You may be interested to learn that high-end mountaineers apply exactly the strategy you describe to challenges that might kill them outright. Mick Fowler even states it explicitly in his autobiography - "success every time implies that one's objectives are not challenging enough".

A large part of mountaineering appears to be about identifying the precise point where your situation will become unrecoverable, and then backing off just before you reach it. On the other hand, sometimes you just get unlucky.

A slogan I like is that failure is OK, so long as you don't stop trying to avoid it.

While reading this post, a connection with Beware of Other-Optimizing clicked in my mind. Different aspiring rationalists are (more) susceptible to different failure modes. From Eliezer's previous writings it had generally seemed like he was more worried about the problem of standards (for oneself) that are too low -- that is, not being afraid enough of failure -- than about the opposite error, standards that are too high. But I suspect that's largely specific to him; other... (read more)

And so I wrote at once to the Bloggingheads folks and asked if they could arrange a debate.  This seemed like someone I wanted to test myself against.  Also, it was said by them that Christopher Hitchens should have watched the theist's earlier debates and been prepared, so I decided not to do that, because I think I should be able to handle damn near anything on the fly, and I desire to learn whether this thought is correct; and I am willing to risk public humiliation to find out.

This really bothers me, because you weren't just risking your own public humiliation; you were risking our public humiliation.  You were endangering an important cause for your personal benefit.

There are three great besetting sins of rationalists in particular, and the third of these is underconfidence.

"Three flaws above all are common among the beisutsukai.  The first flaw is to look just the slightest bit harder for flaws in arguments whose conclusions you would rather not accept.  If you cannot contain this aspect of yourself then every flaw you know how to detect will make you that much stupider.  This is the challenge which determines whether you possess the art or its opposite:  Intelligence, to be useful, must be used for something other than defeating itself."

"The second flaw is cleverness.  To invent great complicated plans and great complicated theories and great complicated arguments - or even, perhaps, plans and theories and arguments which are commended too much by their elegance and too little by their realism.  There is a widespread saying which runs:  'The vulnerability of the beisutsukai is well-known; they are prone to be too clever.'  Your enemies will know this saying, if they know you for a beisutsukai, so you had best remember it also.  And you may think to yourself:  'But if I could never try anything clever or elegant, would my life even be worth living?'  This is why cleverness is still our chief vulnerability even aft

What would you think of a musician who decided to give a public performance without so much as looking at the piece she was going to play? Would you not be inclined to say: "It's all very well to test yourself, but please do it in private"?

The central thrust of Eliezer's post is a true and important elaboration of his concept of improper humility, but doesn't it overlook a clear and simple political reality?  There are reputational effects to public failure.  It seems clear that those reputational effects often outweigh whatev... (read more)

We have lots of experimental data showing overconfidence; what experimental data show a consistent underconfidence, in a way that a person could use that data to correct their error?  This would be a lot more persuasive to me than the mere hypothetical possibility of underconfidence.

I skimmed several debates with WLC yesterday, referenced here. His arguments are largely based on one and the same scheme: 

(Or something like this, the step 3 is a bit more subtle than I made it out to be.) What's remarkable, even though he uses a nontrivial number of paradoxes for the step 2, almost all of them were explicitly explained in the mater... (read more)

That's why I think that in order to debate him you have to explicitly challenge the idea that God could ever be a good answer to anything; otherwise, you disappear down the rabbit hole of trying to straighten out the philosophical confusions of your audience.

You shouldn't because even though when you speak the word "God" you simply intend "placeholder for whatever eventually solves the creation conundrum," it will be heard as meaning "that being to which I was taught to pray when I was a child" -- whether you like it or not, your listener will attach the fully-formed God-concept to your use of the word.

There is a children's puzzle which consists of 15 numbered square blocks arranged in a frame large enough to hold 16, four by four, leaving one empty space. You can't take the blocks out of the frame. You can only slide a block into the empty space from an adjacent position. The puzzle is to bring the blocks into some particular arrangement.

The mathematics of which arrangements are accessible from which others is not important here. The key thing is that no matter how you move the blocks around, there is always an empty space. Wherever the space is, you ca... (read more)

This post reminds me of Aristotle's heuristics for approaching the mean when one tends towards the extremes:

"That moral virtue is a mean, then, and in what sense it is so, and that it is a mean between two vices, the one involving excess, the other deficiency, and that it is such because its character is to aim at what is intermediate in passions and in actions, has been sufficiently stated. Hence also it is no easy task to be good. For in everything it is no easy task to find the middle, e.g. to find the middle of a circle is not for every one but fo... (read more)

Did you write a cost function down for the various debate outcomes? The skew will inform whether overconfidence or underconfidence should be weighted differently.

Eliezer, does your respect for Aumann's theorem incline you to reconsider, given how many commenters think you should thoroughly prepare for this debate?

Passing up opportunities.  Not doing thing you could have done, but didn't try (hard enough).

Can anyone give some examples of being underconfident, that happened as a result of overcorrecting for overconfidence?

So if you have learned a thousand ways that humans fall into error and read a hundred experimental results in which anonymous subjects are humiliated of their overconfidence - heck, even if you've just read a couple of dozen - and you don't know exactly how overconfident you are - then yes, you might genuinely be in danger of nudging yourself a step too far down.

I also observed this phenomenon of debiasing being over-emphasized in discussions of rationality, while heuristic is treated as a bad word. I tried to get at the problem of passing... (read more)

Playing tic-tac-toe against a three-year-old for the fate of the world would actually be a really harrowing experience.  The space of possible moves is small enough that he's reasonably likely to force a draw just by acting randomly.

Can someone explain why we can't name the theist in question, other than sheer silliness?

This post reminds me of the phrase "cognitive hyper-humility," used by Ben Kovitz's Sophistry Wiki:

Demand for justification before making a move. Of course, this is not always sophistry. In some special areas of life, such as courtroom trials, we demand that a "burden" of specific kinds of evidence be met as a precondition for taking some action. Sophistry tends to extend this need for justification far beyond the areas where it's feasible and useful. Skeptical sophistry tends to push a sort of cognitive hyper-humility, or freezing ou

If there was a message I could send back to my younger self this would be it. Plus that if it's hard, don't try to make it easier, just keep in mind that it's important. (By younger self, I mean 7-34 years old.)

IHAPMOE, but the post seems to assume that a person's "rationality" is a float rather than a vector.  If you're going to try to calibrate your "rationality", you'd better try to figure out what the different categories of rationality problems there are, and how well rationality on one category of problems correlates with rationality on other categories.  Otherwise you'll end up doing something like having greater confidence in your ethical judgements because you do well at sudoku.

Does the fact that I find this guy's formulation of the cosmological argument somewhat persuasive mean that I can't hang out with the cool kids anymore? I'm not saying it is an airtight argument, just that it isn't obviously meaningless or ridiculous metaphysics.

I don't know if it would be possible to arrange either of them, but there are two debates I'd love to see Eliezer in:

A debate with Amanda Marcotte on evolutionary psychology

If you’ve never hit the ground while skydiving, you’re opening your parachute too early.

This seems like a reflection of a general problem people have, the problem of not getting things done - more specifically, the problem of not getting things done by convincing yourself not to do them.

It's so much easier to NOT do things than do them, so we're constantly on the lookout for ways not to do them. Of course, we feel bad if we simply don't do them, so we first have to come up with elaborate reasons why it's ok - "I'll have plenty of time to do it later", "There's too much uncertainty", "I already got alot of work done to... (read more)

Eliezer should write a self-help book! Blog posts like the above are very inspiring to this perennial intellectual slacker and general underachiever (meaning: me).

"It doesn't seem worthwhile any more, to go on trying to fix one thing when there are a dozen other things that will still be wrong...

There's not enough hope of triumph to inspire you to try hard..."

Last paragraph, open parentheses missing.
(I'm on a typo roll it seems)

Overconfidence is usually costlier than underconfidence.  The cost to become completely accurate is often greater than the benefit of being slightly-inaccurate-but-close-enough.

When these two principles are taken into account, underconfidence becomes an excellent strategy.  It also leaves potential in reserve in case of emergencies.  As being accurately-confident tends to let others know what you can do, it's often desirable to create a false appearance.

A typo in the article: "What is the danger of overconfidence?" -> "What is the danger of underconfidence?"

...the third of these is underconfidence.  Michael Vassar regularly accuses me of this sin, which makes him unique among the entire population of the Earth.

Well, that sure is odd. Guess that's why Vassar was promoted. It makes sense now.

Anyway, EY's history doesn't seem to me marked by much underconfidence. For example, his name has recently been used in vain at this silly blog, where they're dredging up all sorts of amusing material that seems to support the opposite conclusion. 

Since I know EY has guru status around here, please don't jump down my throat... (read more)



Well-Kept Gardens Die By Pacifism

Previously in series:  My Way
Followup to:  The Sin of Underconfidence

Good online communities die primarily by refusing to defend themselves.

Somewhere in the vastness of the Internet, it is happening even now.  It was once a well-kept garden of intelligent discussion, where knowledgeable and interested folk came, attracted by the high quality of speech they saw ongoing.  But into this garden comes a fool, and the level of discussion drops a little—or more than a little, if the fool is very prolific in their posting.  (It is worse if the fool is just articulate enough that the former inhabitants of the garden feel obliged to respond, and correct misapprehensions—for then the fool dominates conversations.)

So the garden is tainted now, and it is less fun to play in; the old inhabitants, already invested there, will stay, but they are that much less likely to attract new blood.  Or if there are new members, their quality also has gone down.

Then another fool joins, and the two fools begin talking to each other, and at that point some of the old members, those with the highest standards and the best opportunities elsewhere, leave...

I am old enough to remember the USENET that is forgotten, though I was very young.  Unlike the first Internet that died so long ago in the Eternal September, in these days there is always some way to delete unwanted content.  We can thank spam for that—so egregious that no one defends it, so prolific that no one can just ignore it, there must be a banhammer somewhere.

But when the fools begin their invasion, some communities think themselves too good to use their banhammer for—gasp!—censorship.

After all—anyone acculturated by academia knows that censorship is a very grave sin... in their walled gardens where it costs thousands and thousands of dollars to enter, and students fear their professors' grading, and heaven forbid the janitors should speak up in the middle of a colloquium.

It is easy to be naive about the evils of censorship when you already live in a carefully kept garden.  Just like it is easy to be naive about the universal virtue of unconditional nonviolent pacifism, when your country already has armed soldiers on the borders, and your city already has police.  It costs you nothing to be righteous, so long as the police stay on their jobs.

The thing about online communities, though, is that you can't rely on the police ignoring you and staying on the job; the community actually pays the price of its virtuousness.

In the beginning, while the community is still thriving, censorship seems like a terrible and unnecessary imposition.  Things are still going fine.  It's just one fool, and if we can't tolerate just one fool, well, we must not be very tolerant.  Perhaps the fool will give up and go away, without any need of censorship.  And if the whole community has become just that much less fun to be a part of... mere fun doesn't seem like a good justification for (gasp!) censorship, any more than disliking someone's looks seems like a good reason to punch them in the nose.

(But joining a community is a strictly voluntary process, and if prospective new members don't like your looks, they won't join in the first place.)

And after all—who will be the censor?  Who can possibly be trusted with such power?

Quite a lot of people, probably, in any well-kept garden.  But if the garden is even a little divided within itself —if there are factions—if there are people who hang out in the community despite not much trusting the moderator or whoever could potentially wield the banhammer—

(for such internal politics often seem like a matter of far greater import than mere invading barbarians)

—then trying to defend the community is typically depicted as a coup attempt.  Who is this one who dares appoint themselves as judge and executioner?  Do they think their ownership of the server means they own the people?  Own our community?  Do they think that control over the source code makes them a god?

I confess, for a while I didn't even understand why communities had such trouble defending themselves—I thought it was pure naivete.  It didn't occur to me that it was an egalitarian instinct to prevent chieftains from getting too much power.  "None of us are bigger than one another, all of us are men and can fight; I am going to get my arrows", was the saying in one hunter-gatherer tribe whose name I forget.  (Because among humans, unlike chimpanzees, weapons are an equalizer—the tribal chieftain seems to be an invention of agriculture, when people can't just walk away any more.)

Maybe it's because I grew up on the Internet in places where there was always a sysop, and so I take for granted that whoever runs the server has certain responsibilities.  Maybe I understand on a gut level that the opposite of censorship is not academia but 4chan (which probably still has mechanisms to prevent spam).  Maybe because I grew up in that wide open space where the freedom that mattered was the freedom to choose a well-kept garden that you liked and that liked you, as if you actually could find a country with good laws.  Maybe because I take it for granted that if you don't like the archwizard, the thing to do is walk away (this did happen to me once, and I did indeed just walk away).

And maybe because I, myself, have often been the one running the server.  But I am consistent, usually being first in line to support moderators—even when they're on the other side from me of the internal politics.  I know what happens when an online community starts questioning its moderators.  Any political enemy I have on a mailing list who's popular enough to be dangerous is probably not someone who would abuse that particular power of censorship, and when they put on their moderator's hat, I vocally support them—they need urging on, not restraining.  People who've grown up in academia simply don't realize how strong are the walls of exclusion that keep the trolls out of their lovely garden of "free speech".

Any community that really needs to question its moderators, that really seriously has abusive moderators, is probably not worth saving.  But this is more accused than realized, so far as I can see.

In any case the light didn't go on in my head about egalitarian instincts (instincts to prevent leaders from exercising power) killing online communities until just recently.  While reading a comment at Less Wrong, in fact, though I don't recall which one.

But I have seen it happen—over and over, with myself urging the moderators on and supporting them whether they were people I liked or not, and the moderators still not doing enough to prevent the slow decay.  Being too humble, doubting themselves an order of magnitude more than I would have doubted them.  It was a rationalist hangout, and the third besetting sin of rationalists is underconfidence.

This about the Internet:  Anyone can walk in.  And anyone can walk out.  And so an online community must stay fun to stay alive.  Waiting until the last resort of absolute, blatent, undeniable egregiousness—waiting as long as a police officer would wait to open fire—indulging your conscience and the virtues you learned in walled fortresses, waiting until you can be certain you are in the right, and fear no questioning looks—is waiting far too late.

I have seen rationalist communities die because they trusted their moderators too little.

A certain quote seems appropriate here:  "Don't believe in yourself!  Believe that I believe in you!"

Because I really do honestly think that if you want to downvote a comment that seems low-quality... and yet you hesitate, wondering if maybe you're downvoting just because you disagree with the conclusion or dislike the author... feeling nervous that someone watching you might accuse you of groupthink or echo-chamber-ism or (gasp!) censorship... then nine times of ten, I bet, nine times out of ten at least, it is a comment that really is low-quality.

Next post: "Practical Advice Backed By Deep Theories"

May I suggest that length of comment should factor significantly into the choice to up/downvote?

I once suggested that upvote means "I would take the time to read this again if the insights from it were deleted from my brain" and downvote means "I would like the time it took to read this back."

Time figures into both of these. If you read a few words and don't profit from them, well, neither have you lost much.  If you read several paragraphs, reread them to ensure you've understood them (because the writing was obtuse, say), and in the end conclude that you have learned nothing, the comment has, in some sense, made a real imposition on your time, and deserves a downvote.

This being said, one should not hesitate to downvote a short message if it does not add at all to the discussion, simply to keep the flow of useful comments without superfluous interruption that would hamper what could otherwise be a constructive argument.

(Note) This mostly has to do with karma with a minor rant/point at the end.  If that doesn't sound interesting, it probably won't be.

Because I really do honestly think that if you want to downvote a comment that seems low-quality... and yet you hesitate, wondering if maybe you're downvoting just because you disagree with the conclusion or dislike the author... feeling nervous that someone watching you might accuse you of groupthink or echo-chamber-ism or (gasp!) censorship... then nine times of ten, I bet, nine times out of ten at least, it is a comment that really is low-quality.

Some of the most interesting things I have registered about LessWrong thus far have to do with the karma game.  I am convinced that there are huge swaths of information that can be learned if the karma data was opened for analysis.

If I had to guess at the weaknesses of the karma system I would peg two big problems.  The first is that (some? most? many?) people are trying to assign an integer value to a post that is something outside of the range [-1,1] and then adjust their vote to affect a post's score toward their chosen value.  This seems to have the effect that everything is drawn toward 0 unless i... (read more)

The karma system is a integral part of the Reddit base code that this site is built on top of. It's designed to do one thing - increase the visibility of good content - and it does that one thing very well.

I agree, though, that there is untapped potential in the karma system. Personally I would love to see - if not by whom - at least when my comments are up/down voted.

I have the same apprehension.  I'm somewhere between "complete poser" and "well-established member of the community,"  I just sort of found out about this movement about 50 days ago, started reading things and lurking, and then started posting.  When I read the original post, I felt a little pang of guilt.  Am I a fool running through your garden?

I'm doing pretty well for myself in the little Karma system, but I find that often I will post things that no one responds to, or that get up-voted or down-voted once and then left alone.  I find that the only things that get down-voted more than once or twice are real attempts at trolling or otherwise hostile comments.  Then again, many posts that I find insightful and beneficial to the discussion rarely rise about 2 or 3 karma points. So I'm left to wonder if my 1-point posts are controversial but good, above average but nothing special, or just mediocre and uninteresting. 

Something that shows the volume of up- and down-votes as well as the net point score might provide more useful feedback.

I know there are more than twenty people visiting the site. Do they not read comments? Do they not vote on them?

I usually don't vote because I don't feel comfortable enough in my own understanding of these discussions to have an opinion about the relative value of a particular comment.  Probably if I saw something that gave me an immediate and strong reaction, I'd be more likely to vote one way or another.

I know someone else who reads posts but seldom reads the comments.

http://en.wikipedia.org/wiki/List_of_cognitive_biases

no, but you can see from your inbox, which, for some odd reason, is not linked to anywhere.

ETA: Well, not linked to anywhere is a stretch.  You can navigate there as follows:

I find it's easier to just bookmark the inbox page, or let your browser start autocompleting it for you

The user info in the sidebar now has an envelope which is a link to a users inbox.  The envelope is red if there are new messages, otherwise it is gray.

The inbox and sent pages are now styled similar to the rest of lesswrong.  In addition they now also have the sidebar.

I'd like to weigh in with a meta-comment on this meta-discussion: y'all are over-thinking this, seriously.

In the vein of Eliezer's Tsuyoku Naritai!, I'd like to propose a little quasi-anime (borrowed from the Japanese Shinsengumi by way of Rurouni Kenshin) mantra of my own: 

Don't obssess over what fractional vote a read-but-not-downvoted comment should earn, don't try to juggle length with quality with low-brow/high-brow distinctions (as Wittgenstein said, a good philosophy book could be written using nothing but jokes), don't ponder whether the poster is a female and a downvote would drive her away, or consider whether you have a duty to explain your downvote - just vote.

Is it a bad comment? (You know deep down that this is an easy question.) Aku soku zan! Downvote evil instantly! Is it a useless comment? Aku soku zan!

(And if anyone replies to this with a comment like 'I was going to upvote/downvote your comment, but then I decided deep down to downvote/upvote' - aku soku zan!)

No no! This sort of comment is exactly wrong - Once you start second-guessing your qualification of evil, it's a small step to going with the majoritarian flow and thence to ever more elaborate epicycles of karma. Aku soku zan!

For nearly 10 years I have referenced this thread in various forums I've moderated.  While I never entirely agreed with every aspect, it has mostly held up well as a lodestar over the years.

And now, with the benefit of enough sequential observation over time, I am comfortable describing what I believe is a major hidden assumption, and thereby weakness, in this entire argument:

For the concept of "walled gardens" relating to online communities to succeed and thrive, there must exist an overlay of credibly alternative platforms.  Or, more directly, there must exist fair and healthy competition among and within the media upon which the discussion are taking place.

This argument was created largely before the "sciences" of social media were refined.  Today, we are living with the consequences of intersecting sciences of human psychology, sociology, computer science, statistics and mathematics.  Dense, voluminous texts have been penned which describe precise models for determining how to create, manage and extract-value from "online communities".  Some of those models even go so far as to involve manipulation of human physiological respons... (read more)

There is more than a single solution to this problem. Yes, one solution is to enforce First-Amendment style free-speech requirements on the oligopolistic giants that control the majority of the discourse that happens on the Internet. Another solution would be to address the fact that there are oligopolistic giants.

My solution to the above problem would be to force tech companies to abide by interoperability standards. The reason the dominant players are able to keep up their dominance is because they can successfully exploit Metcalfe's Law once they grow beyond a certain point. You need to be on Facebook/Twitter/etc because everyone you know is on that social network, and it requires too much energy to build the common knowledge to force a switch to a better competitor.

However, the reason it's so costly to switch is because there is no way for a competitor to be compatible with Facebook while offering additional features of their own. I can't build a successor social network which automatically posts content to Facebook while offering additional features that Facebook does not. If there were an open standard that all major social networks had to adopt, then it would be much easier 

It may be true that well-kept gardens die from activism, but it's also the case that moderation can kill communities.

Any community that really needs to question its moderators, that really seriously has abusive moderators, is probably not worth saving.  But this is more accused than realized, so far as I can see.

There speaks the voice of limited experience. Or perhaps LiveJournal, Reddit, Google+ and Facebook really are not worth saving?

I've seen enough discussion forums killed by abusive moderators that I look carefully before signing up for anything these days. When I write a lengthy response, like this, I post it on my own site rather than face the possibility that it will be silently deleted for disagreeing with a moderator.

However, I've also been a moderator, and I've seen situations where moderation was desperately needed. In my experience on both sides of the issue, there are some basic criteria for moderation that need to be met to avoid abuse:

Maybe I understand on a gut level that the opposite of censorship is not academia but 4chan (which probably still has mechanisms to prevent spam).

A quick factual note: 4chan unconditionally bans child pornography and blocks (in a Wikipedia sense) the IPs, as I found out myself back when I was browsing through Tor. They'll also moderate off-topic posts or posts in the wrong section. They actually have a surprisingly lengthy set of rules for a place with such an anarchistic reputation.

Also, it's important to note the difference between 4chan as a whole, which is indeed an erratically-tended garden of sorts, and the "random" sub-board, which is a seething cesspit of trolling and memes, with occasional flashes of socially-uninhibited lucidity, and indeed has anarchy levels that are (as they say) over 9000.

Update: new 'feature' - apparently, you can now only downvote if you've done less downvoting than your karma.  Example from my screen:

Your total down votes (2538) must be less than your karma (528)

Current comment: 93t.  This implies 11,792 comments, if I count correctly.  You've downvoted 21% of all comments?  I think it's more likely we're looking at some kind of bug, but if you've actually downvoted 21% of all comments then more power to you.  Still, I'd like to verify first that it's not a bug.

That sounds about right - I try to read all comments and downvote over 1/3 of the time, but I've missed some in days of inactivity.

I think I just read the explanation for the strange phenomena some people have reported; that of karma disappearing rapidly over a few hours of downvotes on older threads.  It's just thomblake catching up.

I've verified the numbers, thomblake has posted 2538 down votes. 93t is 11801 in base 36. Adding 436 articles drop the percentage slightly to 20.7%.

It's nice to hear that my tendency to downvote heavily is so valued.

Certainly not worth  your time.  Maybe we can go start our own rationalist community! With blackjack! And hookers!  In fact, forget the rationalism!

Nope.  I'd suggested that originally for balance, but the concern here (I think) was that someone could wreak more damage with unrestricted downvotes.  Someone could create a bunch of accounts and downvote a bunch of stuff to oblivion.  To use the 'pruning the garden' metaphor, we don't want people to come off the street with machetes and chainsaws.

But yes, I find it very ironic that this feature was implemented at the same time as encouragement to downvote more.  On the other hand, they do go together, as since I can't be the one doing most of the downvoting anymore (he said jokingly), other people need to step it up.

I can see myself linking to this more than anything else you've ever written. Sing it, brother!

Note that the voting system we have here is trivially open to abuse through mass account creation.  We're not in a position to do anything about that, so I hope that you, the site admins, are defending against it.

Wikipedia is an instructive example. People think it's some kind of democracy. It is not a democracy: Jimbo is absolute ruler of Wikipedia. He temporarily delegates some of his authority to the bureaucrats, who delegate to the admins, who moderate the ordinary users.  All those with power are interested to get ideas from lots of people before making decisions, but it's very explicit policy that the purpose is to make the best encyclopaedia possible, and democracy doesn't enter into it.  It is heavily policed, and of course that's the only way it could possibly work.

There is no strong reason that reasonable, informative discourse should be an attractor for online communities. Measures like karma or censorship are designed to address particular problems that people have observed; they aren't even intended to be a real solution to the general issue. If you happen to end up with a community where most conversation is intelligent, then I think the best you can say is that you were lucky for a while.

The question is, do people think that this is the nature of community? There is a possible universe (possible with respect to my current logical uncertainty) in which communities are necessarily reliant on vigilance to survive. There is also a possible universe where there are fundamentally stable solutions to this problem.  In such a universe, a community can survive the introduction of many malicious or misguided users because its dynamics are good rather than because its moderator is vigilant. I strongly, strongly suspect that we live in the second universe. If we do, I think trying to solve this problem is important (fostering intelligent discourse is more important than the sum of all existing online communities). I don't mean saying "lets try... (read more)

I think I fundamentally disagree with your premise. I concede, I have seen communities where this happened . . . but by and large, they have been the exception rather than the rule.

The fundamental standard I have seen in communities that survived such things, versus those that didn't fall under two broad patterns.

A) Communities that survived were those where politeness was expected - a minimal standard that dropping below simply meant people had no desire to be seen with you.

B) Communities where the cultural context was that of (And I've never quite worded this correctly in my own mind) acknowledging that you were, in effect, not at home but at a friendly party at a friends house, and had no desire to embarrass yourself or your host by getting drunk and passing out on the porch - {G}.

Either of these attitude seems to be very nearly sufficient to prevent the entire issue (and seem to hasten recovery even on the occasion when it fails), combined they (in my experience) act as a near invulnerable bulwark against party crashers.

Now exactly how these attitudes are nurtured and maintained, I have never quite explained to my own satisfaction - it's definitely an "I know it when I see... (read more)

I agree with you, and I also agree with Eliezer, and therefore I don't think you're contradicting him. The catch is here:

they act as a near invulnerable bulwark against party crashers

This implies that the party crashers, upon seeing that everyone else is acting polite and courteous, will begin acting polite and courteous too. In a closer model of an internet community, what happens is that they act rough and rowdy ... and then the host kicks them out. Hence, moderators.

Unless you really mean that the social norms themselves are sufficient to ward off people who made the community less fun, in which case your experience on the internet is very different from mine.

One problem I have with hesitation to downvote is that some mediocre comments are necessary. Healthy discussion should have the right ratio of good comments to mediocre comments, so that people may feel relaxed, and make simple observations, increasing rate of communication. And current downvote seems too harsh for this role. On the other hand, people who only make tedious comments shouldn't feel welcome. This is a tricky balance problem to solve with comment-to-comment voting.

I would downvote more, if we had a separate button, saying "mediocre", that would downvote the comment, say, by 0.3 points (or less, it needs calibration). The semantics of this button is basically that I acknowledge that I have read the comment, but wasn't impressed either way. From the interface standpoint, it should be a very commonly used button, so it should be very easy to use. Bringing this to a more standard setting, this is basically graded voting, --, - and ++ (not soft/hard voting as I suggested before though).

An average mediocre comment should have (a bit of) negative Karma. This way, people may think of good comments they make as currency for buying the right to post some mediocre ones. In this situation, being afraid to post any mediocre comments corresponds to excessive frugality, an error of judgment. 

Also, this kind of economy calls for separation of comment Karma and article Karma, since the nature of contributions and their valuation are too different between these venues.

I used to be not so sure how I felt about this subject, but now I appreciate the wonderful community you and others have gardened, here.

The most active place on the internet for discussing Friendly AI is the SL4 email list. Ironically, it must be one of the most hostile email lists on the internet with frequent flame wars and people being banned from the list. The moderation system consists of so-called “list snipers” whose job it is to ban discussions that they don’t like. If these people are experts in friendliness… lord help us.

Good thing this community died for entirely unrelated reasons, then!

Different people will have different ideas of where on the 4chan - colloquium continuum a discussion should be, so here's a feature suggestion: post authors should be able to set a karma requirement to comment to the post. Beginner-level posts would draw questions about the basics, and other posts could have a karma requirement high enough to filter them out.

There could even be a karma requirement to see certain posts, for hiding Beisutsukai secrets from the general public.

a) It would be incredibly difficult to initially accumulate karma to begin with if it turned out that most posts that weren't "Introduce yourself!" had a decent karma requirement.

b) You'd end up excluding non-regulars who might have very substantial contributions to specific discussions from participating in those discussions. For example, I'm an economist, and most of my posts have been and probably will be in topics that touch on economic concepts. But I don't have much karma as a consequence, and I'd think it'd be to the community's detriment if I was excluded for that reason.

Karma is not a very good criterion, it's too much about participation, and less so about quality. It's additive. A cutoff of 20 points to post articles seems a reasonable minimum requirement, but doesn't tell much. The trolls who cause slow suffocation will often have 20 points, while new qualified people won't. Only extreme values of Karma seem to carry any info, when controlled for activity. Comment rating as feedback signal is much more meaningful.

4chan is actually pretty popular, I don't know if you are aware.  Somehow their lack of censorship hasn't kept them from being "fun" for millions of people.

Yeah, but they don't get a lot of philosophical discussion done.

I can see how your moderation strategy might be different if you were optimizing for intelligent debate of issues in your community as opposed to optimizing for maximum fun had by the members of the community.  In that case, though, you probably shouldn't conflate the two in your post.

For the record, I am not a denizen of 4chan, but I do have a lot of fun in moderation-light internet communities.  I have been fortunate enough to see a natural experiment: the moderation team at my main online hangout was replaced en masse with a much easier going team a couple years back while leaving the community intact, and it was amazing how much easier it became to dick around to be funny when you no longer had to worry that you'd get a three-month ban for "being stupid".

I can see how your moderation strategy might be different if you were optimizing for intelligent debate of issues in your community as opposed to optimizing for maximum fun had by the members of the community. In that case, though, you probably shouldn't conflate the two in your post.

I won't be having much fun if the discussion ceases to be intelligent. Maybe the people who'll come after will have fun, but this is a community-wireheading scenario: you don't want to wirehead, but if you do wirehead, wireheaded you will have lots of fun...

The balance for a moderator is between too much craziness and too much groupthink.

Moderation easily becomes enforcement of a dogma.  In English literary theory today, you're required to be a cultural relativist.  You only get to choose one of three kinds of cultural relativist to be: Marxist, feminist, or post-modernist.  Anyone else is dismissed as irrelevant to the discourse.  This is the result of "moderation," which I place in quotes because it is anything but moderate.

It is especially problematic when the moderator is a key contributor.  A m... (read more)

When I was younger ( about, 5/6 years ago ) I read this post, and I had a completely different idea about moderation before it ( this one and another one that mentions this one, I try to find these from time to time, I think this one is easier to find based on the other one, because I distinctly remember one having a link to the other ), and it completely changed my idea about internet moderation. I am sure this is one of the top 5 posts I've ever read, and it might be in the top 20 blog posts ever written. It provides a clear and incredible reasoning as to why moderation should be as strict as possible.

Given a finite amount of time in a day, I have to decide how to use it. While I can afford to take a quick look at each comment when there are only few of them, I have no choice but to ignore some when there are pages of them (and other top-level posts to read). One nice thing with the karma system is the "best to worst" comments order: I can read the first ones and stop reading when encountering too many "boring" ones in a row (but maybe not "boring" enough to merit a downvote).

However, if many people use a similar algorithm ... (read more)

I talk of a real garden here - my garden, a place for me to rest, to see flowers, birds and butterflies, to read in.

Years ago, before my time, it was a well-kept garden.

There was a lot of grass and some bushes, and that was it, easy to maintain, well kept.

Because I like flowers, i tried this and that, some things thrived and others died and it was never the garden I planned in the beginning.

I never planted the clover and the moss that creeped into the grass. In the beginning, I tried to fight it, but sudden... (read more)

"Don't believe in yourself!  Believe that I believe in you!"

If you're trying to quote Gurren-Lagann here, I believe you botched the quote. "Believe in me who believes in you!" But maybe it was dubbed differently. In any case, I do find some amusement in your approvingly quoting a show which was more or less premised on a rejection of rationality. "Throw away your logic and kick reason to the curb!" I'll have to remember that for the next anti-rationalism quotes thread.

But anyways, I did like this post, although as you impli... (read more)

Unless LWers got together and staged an invasion... wouldn't that make for an interesting day at some forum...

If LW ever invades some other forum, that forum will either get out the banhammer or be overrun.

OK, that sounds like a lot of fun. Which would be exactly the wrong reason for us to do it.

That being said, what would be the result of a coup like that? If we could actually expect to change a few minds in the process, it might be worth trying.

On the other hand, reputation is a valuable commodity. What would such an act do to our visibility and reputation?

I can't think of a specific example that a broad audience might know about, but it's relatively easy to see how this could arise. Take a community of "idiots", by whatever criteria we'd use to apply the term to the lone troll. Many of them exist which espouse all sorts of nonsense. Throw in someone who actually understands the topics which these people purport to discuss. Unless that person is incredibly subtle and eloquent, they will be denounced as an idiot in any number of ways.

I can speak here from my own experience as an economist who's tried to make arguments about public choice and decentralized knowledge to a general (online) audience in order to defend free markets. A lot of crowds really will have none of it. I think this is a frustration which even the best libertarian-leaning individuals have run into. But given persistence, one can gain ground... and subsequently be accused of "ruining" a safe space which was reserved for the narrow worldview which you challenged. In face, any community with "safe space" disclaimers is probably extremely vulnerable to this - I just doubt you've engaged with many.

In my opinion, if handled improperly (E.g. Reddit) up/down vote system enable predatory herd dynamics since the accumulation of karma points trigger a competition between members and an excessive sense of self-worth.

When you don't have a specific karma count for every single community you are in, what can happen is people starting acting on purpose to get karma (that is also dopamine), adapting their behaviour to the general trend of every community they join, for the mere sake of acquiring what is perceived as "credibility" and "respect".

Gaining karma thr... (read more)

Lots of interesting and good things come out of 4chan. The signal/noise is low, but there is still lots of signal, and it had no high ideals to start with at all.

I wonder if an explicitly rationalist site without standards would devolve into something that was still interesting and powerful. I think I would trade LW/OB for a site where a thousand 13 year old bayesians insulted each others' moms and sometimes built up rationality. In the long run it's probably worth more. 

Also, I have a higher quality comment which my posting time is too small to contain.

Just like it is easy to be naive about the universal virtue of unconditional nonviolent pacifism, when your country already has armed soldiers on the borders, and your city already has police. 

Kudos! A lot of my friends don't understand why I practice martial arts, they just don't understand how priviledged they are in never having needed it.

More generally, the risk of getting injured or worse costs too much to attempt violence, even if you can win in 90% of encounters. Only where you can't avoid confrontation by paying whatever moderate amount of money you have on you, there is a point in being stronger, which further discounts the worth of training, down from the already low probability of being attacked at all.

Typo: at the bottom of the post, where the previous post is referred. Underconfidence has an extra 'e'

I see that Robert Scoble has recently posted on a good way of creating a responsible online community:

http://scobleizer.com/2009/04/20/decentralized-moderation-is-the-chat-room-savior/

Um, so, who is the fool you're talking about, or are you just speaking hypothetically?

My impression: anyone serious who wants to participate should feel free to do so in the welcome thread.  You can ask feedback there on what background understandings or goals are expected; you can share your reasons for being a theist and ask if others have good responses; etc.

If this isn’t the case, perhaps we should create an explicit “Newcomers’ questions”, or “Background” thread, specifically for being a place where people without the expected LW background can ask for help, question conclusions the rest of the community wants to take as established and move on from (e.g., concerning theism), etc.?

I agree with cyphergoth that it would be nice to have certain background material that can be assumed in LW conversations, so that we can maintain a high level of conversation throughout most of LW.

I also think it would be a pity for byrnema to just leave, given the skills and willingness to learn that she’s demonstrated in her posts.  

If we want to be a vibrant community, we’ll probably need to both maintain high-quality discussions most places, so that we can establish things and move on, and also to create “bridges” so that folks who have something to contribute but who don’t yet q... (read more)

Look, if E wants to stomp you, expect to feel it. The whole point of the above is that he sees no virtue in holding back.

I'd be very surprised if Eliezer was obliquely referring to you.  You've said things that go against the consensus here, but they've been of generally good quality.

I would presume that Eliezer has specifically told any banning candidates exactly why their contributions are problematic, and that he's withholding named examples here out of politeness.  So if you haven't had a serious rebuke about your conduct on LW, I don't think you're implicated.

So part of the question is whether this is a hospital or a medical conference.

Superhappies would ask you, in the name of fairness, to invent a symmetric rite of admission for atheists. Some Bayesian-obvious truth that would sound similarly unacceptable to their social circle. 

For example, we atheists could get a taste of theists' feelings by declaring aloud that "women/blacks and men/whites don't have equal intelligence on average" and watching the reactions. A "bigoted" version of Dawkins or Eliezer could arise and argue eloquently how this factual statement is irrelevant to morality, just like the issue of god's existence. That was inflammatory on purpose; you could go for something milder, like the goodness of monarchy relative to democracy.

it's not appropriate to post arguments for religious faith here at all.

Agreed, with reservations. (Some might be useful examples. Some might be sufficiently persuasive prima facie to be worth a look even though we'd be astonished if they turned out actually to work.)

if you don't understand why theism is ruled out, you're not ready to post here at all.

If theism were just one more thing that people can easily be wrong about, perhaps you'd be right. As it is, there's huge internal and external pressure influencing many people in the direction of theism, and some people are really good at compartmentalizing; and as a result there are lots of people who are basically good thinkers, who are basically committed to deciding things rationally, but who are still theists. I don't see any reason to believe that no one in that position could have anything to offer LW.

Once again: Would you want to keep out Robert Aumann?

You seem to be implying that communities such as 4chan are "bad". You did not say that explicitly, but you heavily implied it. Why do you think free-speech communities are bad? Your choice of the word "fool" to characterize someone with whom you disagree is questionable at best. 

Maybe I understand on a gut level that the opposite of censorship is not academia but 4chan (which probably still has mechanisms to prevent spam).

A quick factual note: 4chan unconditionally bans child pornography and blocks (in a Wikipedia sense) the IPs, as I found out myself back when I was browsing through Tor. They'll also moderate off-topic posts or posts in the wrong section. They actually have a surprisingly lengthy set of rules for a place with such an anarchistic reputation.

One: I support the above post. I've seen quite a few communities die for that very reason.

Two: Gurren Lagann? (pause) Gurren Lagann? Who the h*ll do you think I am?

Barry Kort posted notice of this article on a thread at The Wikipedia Review.

We have there, over the years, often considered this problem, with Wikipedia being the sublimely ridiculous example.

What communities actually die in that way? If they don't actually end but continue differently then it's like saying science fiction died because new authors with their newfangled take on the genre changed things (disclaimer: I don't really know anything about science fiction).

In the case of spam there is a problem of high volume (raivo pommer estee is a good counter-example, as there's generally no more than 1 per thread and it's short) but otherwise I don't really see the harm in idiots posting. Anybody is free to skip past stuff they don't care about (I... (read more)

For the record, I am also having a hard time deciding how to vote on comments to this post.  Is it too early to turn up the standards and vote everyone down?



Practical Advice Backed By Deep Theories

Once upon a time, Seth Roberts took a European vacation and found that he started losing weight while drinking unfamiliar-tasting caloric fruit juices.

Now suppose Roberts had not known, and never did know, anything about metabolic set points or flavor-calorie associations—all this high-falutin' scientific experimental research that had been done on rats and occasionally humans.

He would have posted to his blog, "Gosh, everyone!  You should try these amazing fruit juices that are making me lose weight!"  And that would have been the end of it.  Some people would have tried it, it would have worked temporarily for some of them (until the flavor-calorie association kicked in) and there never would have been a Shangri-La Diet per se.

The existing Shangri-La Diet is visibly incomplete—for some people, like me, it doesn't seem to work, and there is no apparent reason for this or any logic permitting it.  But the reason why as many people have benefited as they have—the reason why there was more than just one more blog post describing a trick that seemed to work for one person and didn't work for anyone else—is that Roberts knew the experimental science that let him interpret what he was seeing, in terms of deep factors that actually did exist.

One of the pieces of advice on OB/LW that was frequently cited as the most important thing learned, was the idea of "the bottom line"—that once a conclusion is written in your mind, it is already true or already false, already wise or already stupid, and no amount of later argument can change that except by changing the conclusion.  And this ties directly into another oft-cited most important thing, which is the idea of "engines of cognition", minds as mapping engines that require evidence as fuel.

If I had merely written one more blog post that said, "You know, you really should be more open to changing your mind—it's pretty important—and oh yes, you should pay attention to the evidence too."  And this would not have been as useful.  Not just because it was less persuasive, but because the actual operations would have been much less clear without the explicit theory backing it up.  What constitutes evidence, for example?  Is it anything that seems like a forceful argument?  Having an explicit probability theory and an explicit causal account of what makes reasoning effective, makes a large difference in the forcefulness and implementational details of the old advice to "Keep an open mind and pay attention to the evidence."

It is also important to realize that causal theories are much more likely to be true when they are picked up from a science textbook than when invented on the fly—it is very easy to invent cognitive structures that look like causal theories but are not even anticipation-controlling, let alone true.

This is the signature style I want to convey from all those posts that entangled cognitive science experiments and probability theory and epistemology with the practical advice—that practical advice actually becomes practically more powerful if you go out and read up on cognitive science experiments, or probability theory, or even materialist epistemology, and realize what you're seeing.  This is the brand that can distinguish LW from ten thousand other blogs purporting to offer advice.

I could tell you, "You know, how much you're satisfied with your food probably depends more on the quality of the food than on how much of it you eat."  And you would read it and forget about it, and the impulse to finish off a whole plate would still feel just as strong.  But if I tell you about scope insensitivity, and duration neglect and the Peak/End rule, you are suddenly aware in a very concrete way, looking at your plate, that you will form almost exactly the same retrospective memory whether your portion size is large or small; you now possess a deep theory about the rules governing your memory, and you know that this is what the rules say.  (You also know to save the dessert for last.)

I want to hear how I can overcome akrasia—how I can have more willpower, or get more done with less mental pain.  But there are ten thousand people purporting to give advice on this, and for the most part, it is on the level of that alternate Seth Roberts who just tells people about the amazing effects of drinking fruit juice.  Or actually, somewhat worse than that—it's people trying to describe internal mental levers that they pulled, for which there are no standard words, and which they do not actually know how to point to.  See also the illusion of transparency, inferential distance, and double illusion of transparency.  (Notice how "You overestimate how much you're explaining and your listeners overestimate how much they're hearing" becomes much more forceful as advice, after I back it up with a cognitive science experiment and some evolutionary psychology?)

I think that the advice I need is from someone who reads up on a whole lot of experimental psychology dealing with willpower, mental conflicts, ego depletion, preference reversals, hyperbolic discounting, the breakdown of the self, picoeconomics, etcetera, and who, in the process of overcoming their own akrasia, manages to understand what they did in truly general terms—thanks to experiments that give them a vocabulary of cognitive phenomena that actually exist, as opposed to phenomena they just made up.  And moreover, someone who can explain what they did to someone else, thanks again to the experimental and theoretical vocabulary that lets them point to replicable experiments that ground the ideas in very concrete results, or mathematically clear ideas.

If you don't know who to trust, or you don't trust yourself, you should concentrate on experimental results to start with, move on to thinking in terms of causal theories that are widely used within a science, and dip your toes into math and epistemology with extreme caution.

But practical advice really, really does become a lot more powerful when it's backed up by concrete experimental results, causal accounts that are actually true, and math validly interpreted.

The thing is, it can take a long time until the deep theory to support a given practical advice is discovered and understood. Moving forward through trial and error can give faster and as effective results.

If you look at human history you will find several examples like the making of steel where practical procedures where discovered through massive experimentation centuries before the theoretical basis to understand them.

It seems to me that many people don't realize that math results have to be validly interpreted in order to be compelling.  LOTS of bad thinking by smart people tends to involve sloppiness in the interpretation of the math.  Auman was prone to this problem and so are people thinking about his agreement theorem.  

This may be pointing at a bias that I don't have a name for-- the belief that the pathway between a possible cause-effect pair can be neglected.

It's believing that all you need is the right laws, without having to pay attention to how they're enforced. It's believing that if you are the right sort of person, your life will automatically work well. It's believing that more education will lead to a more prosperous society without having ways for people to apply what they know.

"Roberts knew the experimental science that let him interpret what he was seeing, in terms of deep factors that actually did exist."

As these the same kinds of deep factors that show that watching talking heads on TV in the morning will cure insomnia because "Anthropological research suggests that early humans had lots of face-to-face contact every morning "? - Roberts' solution for insomnia as described in NYT:
 http://www.nytimes.com/2005/09/11/magazine/11FREAK.html

So far as the Shangri-La Diet is concerned, a boring explanation for the weird pattern of strong success, partial success, and utter failure is that biology is complicated. 

There's a little about the biological basis for hunger and satiety in Gina Kolata's Rethinking Thin: The New Science of Weight Loss---and the Myths and Realities of Dieting. IIRC, there was only one chapter about hormones, and it was written for a popular audience. I skimmed it anyway, and don't remember the details. 

I doubt Seth's evolutionary explanation, though I wouldn't mind a litt... (read more)

http://sethroberts.net/science/ is totally unconvincing.  The main promoter of the diet doesn't seem to have any decent evidence that it works.

Lacking evidence, it seems like another fad diet, whose most obvious purpose is to sell diet books by telling people what they desperately want to hear - that they can diet and lose weight - while still eating whatever they like.

To me, it looks like junk science that distracts people from advice that might actually help them.

What if you trust the author? In that case, perhaps it's a more efficient use of your time to have the author "just tell you what to do".

I think that there is a certain level of abstraction for which advice is most effective.  The level of abstraction most people use is obviously way too high, but getting into experimental results and math seems to be too low a level of abstraction.  The chain of logical steps that link experiments/math to advice is long, and I think below the level of consciousness.

Kurt Lewin, speaking about psychological theories in particular

I think that the advice I need is from someone who reads up on a whole lot of experimental psychology dealing with willpower, mental conflicts, ego depletion, preference reversals, hyperbolic discounting, the breakdown of the self, picoeconomics, etcetera, and who, in the process of overcoming their own akrasia, manages to understand what they did in truly general terms - thanks to experiments that give them a vocabulary of cognitive phenomena that actually exist, as opposed to phenomena they just made up.

Actually, speaking as somebody who's done this, ... (read more)

he keeps offering pronouncements about how the mind works and how to make it work better

...much of which has come attached with things that are actually possible to investigate and test on your own, and a few people have actually posted comments describing their results, positive or negative.  I've even pointed to bits of research that support various aspects of my models.

But if you're allergic to self-experimentation, have a strong aversion to considering the possibility that your actions aren't as rational as you'd like to think, or just don't want to stop and pay attention to what goes on in your head, non-verbally...  then you really won't have anything useful to say about the validity or lack thereof of the model.

I think it's very interesting that so far, nobody has opposed anything I've said on the grounds that they tested it, and it didn't work.

What they've actually been saying is, they don't think it's right, or they don't think it will work, or that NLP has been invalidated, or ANYTHING at all other than: I tried thus-and-such using so-and-so procedure, and it appears that my results falsify this-or-that portion of the model you are proposing."

they're demanding properly validated rituals and papers for things they could verify for themselves in ten minutes by simple self-experimentation

This is why I hope that the next P. J. Eby starts out by first reading the OBLW sequences, and only then begins his explorations into akrasia and willpower.

You cannot verify anything by self-experimentation to nearly the same strength as by "properly validated rituals and papers".  The control group is not there as impressive ritual.  It is there because self-experimentation is genuinely unreliable.

I agree with Seth Roberts that self-experimentation can provide a suggestive source of anecdotal evidence in advance of doing the studies.  It can tell you which studies to do.  But in this case it would appear that formal studies were done and failed to back up the claims previously supported by self-experimentation.  This is very, very bad.  And it is also very common - the gold standard shows that introspection is not systematically trustworthy.

This sounds like being uninterested in the chances of winning a lottery, since the only thing that matters is whether the lottery will be won by ME, and it costs only a buck to try (perform a self-experiment).

And yet, this sort of thinking produces people who get better results in life, generally.  Successful people know they benefit from learning to do one more useful thing than the other guy, so it doesn't matter if they try fifty things and 49 of them don't work, whether those fifty things are in the same book or different books, because the payoff of something that works is (generally speaking) forever.

Success in learning, IOW, is a black-swan strategy: mostly you lose, and occasionally you win big.  But I don't see anybody arguing that black swan strategies are mathematically equivalent to playing the lottery.

IMO, the rational strategy is to try things that might work better, knowing that they might fail, yet trying to your utmost to take them seriously and make them work.  Hell, I even read "Dianetics" once, or tried to.  I got a third of the way through that huge tome before I concluded that it was just a giant hypnotic induction via boredom.  (Things I read later about Scientology's use of the book seem to actually support this hypothesis.)

Assume members of alien species X have two reasoning modes A and B which account for all their thinking. In my mind, I model these "modes" as logical calculi, but I guess you could translate this to two distinct points in the "space of possible minds". ...

An Xian is at any one time instance either in mode A or B, but under certain conditions the mode can flip. Except for these two reasoning modes, there is a heuristic faculty, which guides the application of specific rules in A and B. Some conclusions can be reached in mode A but not in B, and vice versa, so ideally, an Xian would master performing switches between them. ...

So, I suspect that humans do have something like those reasoning modes. They are not necessarily just two, it might not be appropriate to call all of them reasoning, but the main point is that thinking a thought might change the rules of thinking.

Excellent comment!  You have hit the nail very nearly square on the head.  Allow me to make one minor adjustment to your aim, and then relate your analogy back to the fields of self-help, NLP, Zen, normal waking consciousness, etc.

See, it's not the content of the thought that switches modes, but h... (read more)

I totally don't mind engaging with people who want to learn something and are willing to actually look at experience, instead of just talking about it and telling themselves they already know what works or what is likely to work, without actually trying it. The other people, I can't do a damn thing for.

If your interest is in "science", I can't help you. I'm not a scientist, and I'm not trying to increase the body of knowledge of science. Science is a movement; I'm interested in individuals. And individual rationalists ought to be able to figure things out for themselves, without needing the stamp of authority.

I also have no interest in being an authority -- the only authority that counts in any field is your own results.

The plural of anecdote is not data. Many people will tell you how they were cured by faith healers or other quacks, and, indeed, they had problems that went away after being "treated" by the quack. Does that make the quacks effective or give credibility to their theories about the human body?

The same applies to methods of affecting the human brain. As a non-expert, from the outside I can't tell the difference between NLP, Freudian psychotherap... (read more)



Less Meta

My recent sequence on the craft and the community is highly forward-looking—not an immediately whole recipe, but a list of action items and warnings for anyone setting out in the future.  Having expended this much effort already, it seems worthwhile to try and leverage others' future efforts.

That sequence seemed like an appropriate finale, but putting it last had some side effects that I didn't expect.  Thanks to the recency effect, people are now talking as if the entire œuvre had all been anticipation of future awesomeness, with no practical value in the present...

Okay, seriously, if you look over my posts on Overcoming Bias that are not just a couple of months old, you really should see quite a lot of practical day-to-day stuff.  Yes, there's a long sequence on quantum mechanics, but there really is plenty of day-to-day stuff, right down to applying biases of evaluability to save money on holiday shopping.  (Not to mention that I finally did derive real-world advice out of the QM detour!)

I suspect there may also be a problem here with present schools not teaching people the experience of creating new craft.  What they present you with, is what you learn.  So when I talk about my belief that we could be doing better, they look around and say:  "But we aren't doing that well!" rather than "Hm, how can we make progress on this?"

And then your current accomplishments start to pale in the light of grander dreams, etcetera.  One of the great lessons of Artificial Intelligence is that no matter how much progress you make, it can always be made to appear slow and unexciting just by having someone else quoted in the newspapers about much grander promises on which they fail to deliver.

Anyway.  I think that discussion here is going a bit too meta, too much about the community, and that was not the final push I had planned to deliver.  (I know, I know, obvious in retrospect, yes, but I still didn't see it coming.)  Hence the quick add-on about practical advice backed by experimental results or deep theories—thankfully we are going back to those again in recent posts.

So if it's all right with you, dear readers, after the end of April, I will not promote more than one meta post unless at least four nonmeta posts have appeared before it—does that sound fair?

Previous post: "Practical Advice Backed By Deep Theories"

I think that discussion here is going a bit too meta, too much about the community

I completely agree, and considered writing a post to that effect, but decided not to because it would itself have been a meta post after a long string of meta posts.

I'm not a big fan of placing arbitrary limits on what you can or can't promote, but I would probably care more if I knew what promoting did.

Posts that aren't promoted (like this one [edit] -- um, not any more) don't show up on the front page, only in the "new" list and on the sidebar.

Just to avoid confusing Nominull... This post has now been "promoted", so it does now appear on the front-page, and in RSS feeds.

You can get an RSS feed off the "new" page if you want to skip the whole promotion thing entirely.

promoting makes the headline and above-the-fold text visible from www.lesswrong.com/

We need fewer meta-posts, and more meta-meta posts like this!  :)

Sounds perfectly fair to me. Among other things, this should make the site feel less cliquey to newcomers. (Also, people don't usually agree with me on this, but I believe that when it comes to user-created content, limits are a good thing.)

How does everyone feel about posts not consisting of info, advice or reflection, but only of request for help or the pointing out of problems and difficult questions? So far on LW the former kind of posts have been dominating, with the general feel, inherited from OB, that posts should be high-quality contributions from the poster to the community. But could there also be room for posts just consisting of "I have this problem (relevant to our topic) and I need help" or straight-forward questions without much complementary reflection from the poster?

Maybe this latter kind of material would be better placed in comment form in threads intended for this kind of thing (such as the recent The ideas you're not ready to post ). Maybe there could even be a "General Help and Advice Thread". This kind of set-up would keep the quality of posts at a high level - but would also mean that potentially good problems/questions would get little attention, buried away in obscure corners of the site.

To the Open Thread. I think there is no need to create so many varieties of the not-on-other-article-topics-comments threads.

So if it's all right with you, dear readers, after the end of April, I will not promote more than one meta post unless at least four nonmeta posts have appeared before it - does that sound fair?



Go Forth and Create the Art!

I have said a thing or two about rationality, these past months.  I have said a thing or two about how to untangle questions that have become confused, and how to tell the difference between real reasoning and fake reasoning, and the will to become stronger that leads you to try before you flee; I have said something about doing the impossible.

And these are all techniques that I developed in the course of my own projects—which is why there is so much about cognitive reductionism, say—and it is possible that your mileage may vary in trying to apply it yourself.  The one's mileage may vary.  Still, those wandering about asking "But what good is it?" might consider rereading some of the earlier posts; knowing about e.g. the conjunction fallacy and how to spot it in an argument, hardly seems esoteric.  Understanding why motivated skepticism is bad for you can constitute the whole difference, I suspect, between a smart person who ends up smart and a smart person who ends up stupid.  Affective death spirals consume many among the unwary...

Yet there is, I think, more absent than present in this "art of rationality"—defeating akrasia and coordinating groups are two of the deficits I feel most keenly.  I've concentrated more heavily on epistemic rationality than instrumental rationality, in general.  And then there's training, teaching, verification, and becoming a proper experimental science based on that.  And if you generalize a bit further, then building the Art could also be taken to include issues like developing better introductory literature, developing better slogans for public relations, establishing common cause with other Enlightenment subtasks, analyzing and addressing the gender imbalance problem...

But those small pieces of rationality that I've set out... I hope... just maybe...

I suspect—you could even call it a guess—that there is a barrier to getting started, in this matter of rationality.  Where by default, in the beginning, you don't have enough to build on.  Indeed so little that you don't have a clue that more exists, that there is an Art to be found.  And if you do begin to sense that more is possible—then you may just instantaneously go wrong.  As David Stove observes—I'm not going to link it, because it deserves its own post—most "great thinkers" in philosophy, e.g. Hegel, are properly objects of pity.  That's what happens by default to anyone who sets out to develop the art of thinking; they develop fake answers.

When you try to develop part of the human art of thinking... then you are doing something not too dissimilar to what I was doing over in Artificial Intelligence.  You will be tempted by fake explanations of the mind, fake accounts of causality, mysterious holy words, and the amazing idea that solves everything.

It's not that the particular, epistemic, fake-detecting methods that I use, are so good for every particular problem; but they seem like they might be helpful for discriminating good and bad systems of thinking.

I hope that someone who learns the part of the Art that I've set down here, will not instantaneously and automatically go wrong, if they start asking themselves, "How should people think, in order to solve new problem X that I'm working on?"  They will not immediately run away; they will not just make stuff up at random; they may be moved to consult the literature in experimental psychology; they will not automatically go into an affective death spiral around their Brilliant Idea; they will have some idea of what distinguishes a fake explanation from a real one.  They will get a saving throw.

It's this sort of barrier, perhaps, which prevents people from beginning to develop an art of rationality, if they are not already rational.

And so instead they... go off and invent Freudian psychoanalysis.  Or a new religion.  Or something.  That's what happens by default, when people start thinking about thinking.

I hope that the part of the Art I have set down, as incomplete as it may be, can surpass that preliminary barrier—give people a base to build on; give them an idea that an Art exists, and somewhat of how it ought to be developed; and give them at least a saving throw before they instantaneously go astray.

That's my dream—that this highly specialized-seeming art of answering confused questions, may be some of what is needed, in the very beginning, to go and complete the rest.

A task which I am leaving to you.  Probably, anyway.  I make no promises as to where my attention may turn in the future.  But y'know, there are certain other things I need to do.  Even if I develop yet more Art by accident, it may be that I will not have the time to write any of it up.

Beyond all that I have said of fake answers and traps, there are two things I would like you to keep in mind.

The first—that I drew on multiple sources to create my Art.  I read many different authors, many different experiments, used analogies from many different fields.  You will need to draw on multiple sources to create your portion of the Art.  You should not be getting all your rationality from one author—though there might be, perhaps, a certain centralized website, where you went to post the links and papers that struck you as really important.  And a maturing Art will need to draw from multiple sources.  To the best of my knowledge there is no true science that draws its strength from only one person.  To the best of my knowledge that is strictly an idiom of cults.  A true science may have its heroes, it may even have its lonely defiant heroes, but it will have more than one.

The second—that I created my Art in the course of trying to do some particular thing which animated all my efforts.  Maybe I'm being too idealistic—maybe thinking too much of the way the world should work—but even so, I somewhat suspect that you couldn't develop the Art just by sitting around thinking to yourself, "Now how can I fight that akrasia thingy?"  You'd develop the rest of the Art in the course of trying to do something.  Maybe even—if I'm not overgeneralizing from my own history—some task difficult enough to strain and break your old understanding and force you to reinvent a few things.  But maybe I'm wrong, and the next leg of the work will be done by direct, specific investigation of "rationality", without any need of a specific application considered more important.

My previous attempt to describe this principle in terms of respect bounded by a secret identity, was roundly rejected by my audience.  Maybe "leave the house" would be more appropriate?  It sounds to me like a really good, healthy idea.  Still—perhaps I am deceived.  We shall see where the next pieces of the Art do, in fact, come from.

I have striven for a long time now to convey, pass on, share a piece of the strange thing I touched, which seems to me so precious.  And I'm not sure that I ever said the central rhythm into words.  Maybe you can find it by listening to the notes.  I can say these words but not the rule that generates them, or the rule behind the rule; one can only hope that by using the ideas, perhaps, similar machinery might be born inside you.  Remember that all human efforts at learning arcana, slide by default into passwords, hymns, and floating assertions.

I have striven for a long time now to convey my Art.  Mostly without success, before this present effort.  Earlier I made efforts only in passing, and got, perhaps, as much success as I deserved.  Like throwing pebbles in a pond, that generate a few ripples, and then fade away...  This time I put some back into it, and heaved a large rock.  Time will tell if it was large enough—if I really disturbed anyone deeply enough that the waves of the impact will continue under their own motion.  Time will tell if I have created anything that moves under its own power.

(Not to mention that—I hope—the thing with the karma will stop the slide into virtual entropy that has destroyed every community I tried to build earlier as soon as I tried to pull back my attention a little.)

My last essay on having a secret identity was not well-received, so let me try again:  I want people to go forth, but also to return.  Or maybe even to go forth and stay simultaneously, because this is the Internet and we can get away with that sort of thing; I've learned some interesting things on Less Wrong, lately, and if continuing motivation over years is any sort of problem, talking to others (or even seeing that others are also trying) does often help.

But at any rate, if I have affected you at all, then I hope you will go forth and confront challenges, and achieve somewhere beyond your armchair, and create new Art; and then, remembering whence you came, radio back to tell others what you learned.

Don't leave us hanging, what's going on? Are you cutting back on writing new pieces for LW? Does this mean work on the book(s)? Is that still happening? Are you cutting back to focus more on your, er, other project? Or am I misreading this post and nothing's changing?

In particular, it sounds like the wise-old-mentor-tells-protege-he-won't-always-be-around speech from (nearly) every fantasy novel/movie ever.  "Master Eliezer, you can't die!"  "Strong am I with the Way; but not that strong.  Fortunately cryonics will let me come back as a glowing blue ghost."

Cutting back, yes.  Not cutting back to zero.  Not now, not yet.

I think you may be expecting too much from us.  We're not mostly trained philosophers or psychologists or neurobiologists.  We're not even self-trained supermen who can break holes in brick walls with sheer brainpower.  We're mostly computer programmers who are looking for something else to read when we should be working.

The main danger for LW is that it could become rationalist-porn for daydreamers.

Find a nonrational aspect of your nature that is hindering you right now.

Write it up on LW at the deadline. Whether or not it worked.

LW is largely rationalist-porn for daydreamers, and that's inevitable. However, even if we can avoid that a little bit, if we can be 95% porn and 5% actually effective, then that's still a win worth having.  Better than that is worth thinking about but hard to imagine in practice.

I think we will get more useful results if we have a thread in which we can pre-commit to writing such a thing up by the deadline, for the same reason that there should be a registrar of medical trials: a private commitment won't be as effective in avoiding publication bias.

Authors should tag actionable posts as "actionable." Then you could do a search on the tag.

The recommended action should be explicitly described.

Actually, I don't think we do too badly. There are an awful lot of very smart people here, and I think we manage to have quite a few discussions at a usefully high level; people are also for the most part remarkably polite, which is no small thing.

I don't think it's implausible to hope that this site might achieve more than entertaining its members, and I think it's worth hoping and working for.

Trade some of your hours to those people from whom I am not expecting too much, then; and maybe even someday, in this era or another, it will not be too much to expect from you.  You're right that not everyone can be my target audience for everything I try to teach - at least not in this moment of their lives.

Does this article imply that I missed the Golden Age of Eliezer's writing on Less Wrong?

I couldn't resist reading ahead, and yes, this does indeed deserve a top-level article: David Stove, What Is Wrong With Our Thoughts.

I strongly agree that people who try to improve on rationality usually jump off a cliff, but I strongly disagree with the claim that this is the first thing they do even if they are smart.  

Seth Roberts is a great counter-example.  He eventually jumps off a cliff, hey you have done so too on occasion, though you always recovered and he hasn't, but his criticisms of existing practice and proposals for improved practice remain valid.

Hegel is a grossly unfair example, totally unrepresentative the class "great thinkers in philosophy" and recognized as a fraud by very many within philosophy.  Many great philosophers are more like Seth Roberts, or early Eliezer for that matter.

If you don't attempt to do something while you develop your rationality then you're not constraining yourself to be scored on your beliefs effectiveness. And we know that this makes you less likely to signal and more likely to predict accurately.

Articles longer than, say, 1000 symbols should be prefaced with a tl;dr (kind of like an abstract, but not quite). One fourth into the article and I still don't know what are you talking about.

There is a minimum amount of rationality you need to not flunk reason.

Humans don't have it by default but I've given it to you now.

I like it :-) but I'd put it slightly differently myself.

"And if you generalize a bit further, then building the Art could also be taken to include issues like developing better introductory literature, developing better slogans for public relations, establishing common cause with other Enlightenment subtasks, analyzing and addressing the gender imbalance problem..."

The issue of racial imbalance on Less Wrong has gotten considerably less attention than gender imbalance. Is this because race is largely socially constructed, and thus not considered a meaningful division? Or is the issue of racial imbalance in this community simply too sensitive to touch? 

I'd like to know why rationality is constantly referred to as an art instead of a science.

The defining feature which distinguishes one from the other is that arts don't have self-referential procedures to improve performance and eliminate error; there are supposedly no universal methods to guarantee the production of art.

Why isn't this forum concerned with developing the science of rationality?

"And if you generalize a bit further, then building the Art could also be taken to include issues like developing better introductory literature, developing better slogans for public relations, establishing common cause with other Enlightenment subtasks, analyzing and addressing the gender imbalance problem..."

The issue of racial imbalance has gotten considerably less attention than gender imbalance. Is this because race is largely socially constructed, and thus not considered a meaningful division? Or is the issue of racial imbalance simply too sensitive to touch? 

All hail the glorious master! Your disciples hear you and obey!

He's actually just engaged in malapropisms.  "Go forth, and create the Art!" "Shut up and multiply!"






EPUB/EPUB/cover.jpg
The Original
Sequences

Eliezer Yudkowsky





